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With the rapid development of social economy, human psychological pressure is an important factor affecting human health.
Excessive psychological pressure will lead to serious psychological diseases such as depression and anxiety. The traditional
psychological stress monitoring method is mainly limited to the psychological scale. This method has a certain subjectivity, so
its corresponding test data is not representative. At the hardware design level, this paper will select miniaturized, low-power,
and low-cost microphysiological sensors to monitor the psychological pressure level discrimination indicators such as heart
rate, body temperature, and heart rate waveform and fully optimize the layout of wireless sensors at the hardware layout level
to achieve the high efficiency of the whole system. The detection of human pulse signal and heart rate signal is mainly carried
out through microsensors, and the temperature signal is filtered and amplified, and analog-to-digital conversion is carried out
to realize the accurate measurement of key signal waveform. At the level of hardware system and software algorithm, this
paper creatively proposes a psychological stress recognition algorithm based on evidence theory. By extracting the collected key
signal features, we can identify the primary stage of psychological stress and finally realize the evaluation and analysis of
individual psychological stress through evidence theory. The experimental results show that the trust degree of an individual
psychological stress test is improved by 0.187 compared with the traditional algorithm, and the corresponding psychological

stress trust degree is up to 0.988, which has obvious advantages.

1. Introduction

As an important factor affecting human mental health in
modern society, the monitoring and data analysis of its key
indicators have attracted more and more attention of
research institutions and researchers. The traditional psy-
chological stress monitoring is mainly a psychological scale.
The commonly used psychological stress scale mainly
includes a perceived stress scale, psychological stress scale,
and related stress scale. It needs human subjective interven-
tion in identifying and analyzing the level of human psycho-
logical stress. Therefore, the corresponding discrimination
results often have serious subjective performance, which
cannot represent the real situation of individual psychologi-
cal pressure in a certain sense [1-3]. At the level of tradi-

tional psychological stress observation factors, it mainly
involves human physiological measurement and physical
means measurement. At the level of corresponding physio-
logical measurement, it mainly needs the help of some exter-
nal instruments and equipment to obtain by sampling and
analyzing the corresponding physiological data of the
human body. Based on this, the traditional evaluation
indexes of human psychological stress include ECG, heart
rate, human temperature and photoelectric pulse, speech,
and EEG signals [4, 5]. Based on the above relevant indica-
tors, the traditional psychological stress assessment methods
include an interview method, psychological detection
method, and questionnaire method, but such assessment
algorithms often require the active response and cooperation
of participants to achieve a more ideal assessment state.
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Therefore, the traditional psychological stress monitoring
and assessment algorithms have serious subjectivity and lose
some authenticity [6-8]. Therefore, how to monitor and
analyze human physiological data in real time through sen-
sors, so as to objectively and accurately analyze and study
individual psychological pressure and realize the objective
quantitative evaluation of individual psychological pressure,
is the focus of this study.

Microphysiological sensor network technology with the
continuous development of artificial intelligence and pattern
recognition technology and low-power, miniaturized, and
high-precision wireless physiological sensors provide the
possibility for real-time monitoring of key evaluation indica-
tors of psychological stress [9, 10]. The wearable intelligent
device formed by miniaturized sensors greatly reduces the
cost of real-time monitoring of human physiological charac-
teristics, and its corresponding wearable device operation
tends to be simpler and simpler [11]. Through the real-
time monitoring of a heart rate sensor, temperature sensor,
blood pressure sensor, and acceleration sensor integrated
on wearable intelligent devices, individual physiological data
can be accurately obtained [12, 13]. The emergence of a
microwireless physiological sensor network further reduces
the difficulty of data processing. It can realize the real-time
transmission of the corresponding physiological data of the
human body to the base station or data processing center
in a cooperative manner, so as to realize the accurate evalu-
ation and real-time tracking analysis of individual psycho-
logical stress. At the same time, individuals can also adjust
and treat themselves through real-time data, so as to timely
alleviate their own psychological pressure [14].

Based on the above psychological stress detection situa-
tion, this paper will design a wearable psychological stress
monitoring and data analysis system based on low-power
small physiological wireless sensors and conduct detailed
research from the software and hardware levels. In terms
of system hardware, this paper will select miniaturized,
low-power microphysiological sensors to monitor human
heart rate, temperature, heart rate waveform, and other psy-
chological stress level discrimination indicators and compre-
hensively optimize the layout of wireless sensors to achieve
high efficiency, high system transmission rate, and anti-
interference performance; the sensor data acquisition mod-
ule collects the human pulse signal and heart rate signal, fil-
ters and amplifies the temperature signal, and performs
analog-to-digital conversion to achieve accurate measure-
ment of key signals; at the system software level, this paper
innovatively proposes a system based on a psychological
stress recognition algorithm based on multiphysiological
parameter fusion decision-making based on evidence theory.
Compared with the traditional algorithm, the algorithm can
perform comprehensive judgment and analysis based on
more key signals, thereby improving the accuracy and reli-
ability of the judgment and analysis. In this algorithm, mul-
tiple physiological data indicators need to be collected and
quantified by extracting the key signal features collected,
identifying the primary stage of psychological stress, and
finally realizing the evaluation and analysis of individual
psychological stress through evidence theory. The experi-

Journal of Sensors

mental results show that the trust degree of the individual
psychological stress test is 0.187 higher than that of the tra-
ditional algorithm, and the corresponding psychological
stress trust degree is as high as 0.988, with obvious
advantages.

Based on this, the main contents of the article are
arranged as follows: the second section of the article will
focus on the current research status of wearable psychologi-
cal stress monitoring devices based on wireless sensors. The
third section will focus on the analysis and research of the
psychological stress recognition algorithm based on the
fusion decision of multiple physiological parameters based
on evidence theory and design the software and hardware
of wearable psychological stress monitoring equipment. In
the fourth section of this paper, the wearable devices
designed in this paper will be tested and verified, and the
data analysis will be given. Finally, this paper will be
summarized.

2. Correlation Analysis: Research Status of
Wearable Psychological Stress Monitoring
Equipment and Data Analysis Based on a
Wireless Sensor

At the level of psychological stress monitoring and data
analysis, a large number of scientific research institutions
and researchers have analyzed from different angles and also
designed a large number of individual psychological stress
assessment systems. At the level of corresponding indicators
for evaluating the level of psychological stress, relevant
researchers in the United States have analyzed and studied
individual EEG signals, which mainly study the correlation
between EEG asymmetry and psychological stress and
depression level. The corresponding experimental results
show that EEG asymmetry can indeed be used as an impor-
tant indicator of individual psychological stress; however, it
is relatively difficult to monitor EEG signals [15]. Relevant
scientific research institutions in Japan have focused on the
correlation between individual psychological stress and indi-
vidual voice expression and workload. The corresponding
fundamental frequency and fundamental frequency jitter of
voice signal can best reflect the current pressure faced by
individuals. At the same time, with the increase in workload,
the corresponding fundamental frequency jitter is more
severe [16]. At the level of psychological stress assessment,
the mainstream research focuses on human intervention
and physiological parameter monitoring. At the level of cor-
responding physiological parameter monitoring, the main-
stream  research includes physiological —parameter
monitoring technology, psychological stress inducing factor
setting, and individual psychological stress assessment algo-
rithm. Relevant researchers in the United States have estab-
lished physiological stress identification models based on
four different stressors. At the same time, the stability and
reliability of the model are verified [6, 17, 18]. Relevant
European institutions assess human psychological stress
based on ECG, skin surface temperature, skin surface
impedance, and other parameters monitored by individuals,
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FIGURE 1: Principle block diagram of the wearable psychological stress monitoring device system based on a wireless sensor.

and the corresponding reliability of psychological stress
assessment is about 90%, but this method relies too much
on participants’ subjective emotional memory ability. At
the same time, the response time of EEG signal to psycho-
logical stress and the initial emotional representation time
are uncertain, so the reliability of the result is low [19, 20].
Relevant American research institutions have proposed a
plethysmogram technology to evaluate individual psycho-
logical stress. It mainly obtains the plethysmogram of indi-
vidual heart under static and pressure conditions and then
evaluates individual stress by analyzing image features [21,
22]. The advantage of this method is that it does not require
individual contact with relevant sensors. However, the reli-
ability of psychological stress corresponding to this method
is low [23, 24].

3. Research on Wearable Psychological Stress
Monitoring Equipment and Data Analysis
Based on a Wireless Sensor

This section mainly analyzes and studies the software and
hardware design of the wearable psychological stress moni-
toring system based on a microwireless sensor network.
The corresponding system design principle block diagram
is shown in Figure 1. It can be seen from the figure that at
the hardware design level, this paper selects the physiological
signal acquisition circuit with a single-chip microcomputer
as the core, in which the corresponding core module
includes a signal acquisition circuit, signal amplification cir-
cuit, signal filter circuit, digital-to-analog conversion circuit,

serial communication circuit, and power supply circuit. The
core algorithm at the corresponding software architecture
level is mainly the psychological stress identification algo-
rithm based on evidence theory and multiphysiological
parameter fusion decision. The algorithm mainly realizes
the evaluation and analysis of individual stress based on
the elements collected by the sensor. The main purpose of
the algorithm is to establish the psychological stress evalua-
tion and identification model. The core elements include the
basic probability distribution function kernel and the evi-
dence association and rule kernel.

3.1. Analysis and Research on the Psychological Stress
Recognition Algorithm Based on Evidence Theory and
Multiphysiological Parameter Fusion Decision. In order to
solve the evaluation accuracy and objectivity of an individual
psychological stress evaluation algorithm, a psychological
stress recognition algorithm based on evidence theory and
multiphysiological parameter fusion decision-making is
constructed in this paper. A variety of physiological infor-
mation such as ECG, skin temperature, and EEG are col-
lected by wireless sensors, and the three kinds of
information are combined to form an information fusion
body. Before the physiological information fusion, each
physiological information acquisition sensor needs to pre-
process and analyze the corresponding data and extract its
corresponding features; then, the corresponding preprocess-
ing results are evaluated and calculated through the multie-
vidence theory, so as to obtain the probability value of the
recognition target corresponding to each physiological
parameter compared with other sensors. Finally, the final
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parameter fusion decision.

evaluation result is obtained through the psychological pres-
sure credibility function given by the fusion model. The
operation block diagram of the psychological stress recogni-
tion algorithm based on evidence theory and multiphysiolo-
gical parameter fusion decision-making proposed in this
paper is shown in Figure 2.

It can be seen from the figure that the main core of the
algorithm proposed in this paper is two parts, corresponding
to the analysis of basic probability distribution function of
sensor physiological characteristics, model evidence fusion,
and standard definition.

The basic probability distribution function of sensor
physiological characteristics is the basis of evidence theory.
Combined with the psychological stress characteristics, the
target of physiological characteristics to be detected is set
as g, and the corresponding b is set as the judgment process
of sensor local feature analysis. Therefore, it can be con-
cluded that the representation framework of individual psy-
chological stress recognition corresponds to [d1, d2, d3, d4],
and the corresponding d1 represents individual psychologi-
cal stress. The corresponding d2 represents that the individ-
ual does not have psychological stress, d3 represents that the
individual does not have any state, and the corresponding d4
represents that the two states of the individual exist at the
same time. In the setting of this paper, it is assumed that
d3 does not exist, and the combination of d3 and d4 into
an individual psychological stress state is not clear. Accord-
ing to the evidence theory, based on this, a specific sensor
needs to be assigned probability in an identification space,
and the corresponding probability function needs to meet
formula (1), where the corresponding c represents the iden-
tification space and the corresponding w : 2¢! represents
the basic probability assignment according to the specific

algorithm.

0<w(c)<1l—w(d) — w(cl) +w(c2)+-w(c,)=1.
(1)

Based on formula (1), the formula corresponding to the
trust function of the specific physiological sensor and its cor-
responding basic probability assignment relationship is
shown in formula (2). A in the corresponding formula (2)
represents the specific monitoring physiological index in
the sensor and the identification target in the evidence the-

ory:
w(bl) + w(b2) + w(b3)+---w(bn) = Bel(b). (2)

Based on formula (2), the calculation formula of a likeli-
hood function of target recognized by a specific sensor is fur-

ther deduced. The corresponding likelihood function is
shown in

P(b)=1- [w(ﬁ) +w(b_2) +w(E>+-.-w(%)]. (3)

Based on this, the uncertainty of psychological stress
assessment conveyed by the physiological characteristics
monitored by specific sensors is mainly composed of formu-
las (1) and (2), and the corresponding uncertainty function
calculation formula is shown in

error, = P(b;) — Bel(b,),
error, = P(b...) - Bel(b...), (4)
error; = P(b,) — Bel(b,).
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FIGURE 3: Hardware principle block diagram of wearable psychological stress monitoring based on a wireless sensor.

Combining formulas (1)-(4) can basically determine the
basic probability distribution function of sensor physiologi-
cal characteristics.

At the level of model evidence fusion and standard defi-
nition, it is mainly discussed that multiple physiological fea-
tures are combined and analyzed according to certain laws,
so as to realize the multiparameter fusion of psychological
stress assessment. The corresponding fusion function is
shown in formula (5). The corresponding k in the formula
represents the degree of conflict after the judgment of phys-
iological features among multiple sensors, and the closer the
corresponding value is to 1, the more intense the conflict
between the preliminary judgment results corresponding to
the sensor. When the corresponding value is greater than
or equal to 1, it is determined that the judgment result is
completely excluded. The calculation formula of the corre-
sponding conflict coefficient k is shown in formula (6).
[(error, (x;) * error,(x,))+---+(error;(x;) * error;(x;))]
1-k ’

(5)

error(b) =

k=1—[[(error,(x,) * error,(y,))+---+(error;(x;) * error;(y;))] — x; N y;.
(6)

For the preliminary identification results of multiple sen-
sors, it needs to meet a certain exchange law and combina-
tion law. The corresponding satisfaction formula is shown

in formula (7). The corresponding x, y, and z in the formula
represent the physiological characteristics monitored by spe-
cific sensors, that is, the evidence body in evidence theory.

X®YR®Z—yR®XQZ— YR®ZRX. (7)

Based on the above theory, the final evaluation principle
of psychological stress is as follows, which is also the conclu-
sion of this algorithm:

(1) The trust function value corresponding to the psy-
chological stress of the final decision is the largest
among all the sensor trust function values

(2) The value of the trust function corresponding to the
final evaluation of psychological stress is greater than
1/2, and the trust function under the fusion is more
than twice the value of the trust function of each spe-
cific sensor

3.2. Design and Research of a Wearable Psychological Stress
Monitoring Device Based on a Wireless Sensor. At the hard-
ware level, this paper designs a wearable psychological stress
monitoring system based on the above data processing algo-
rithm. The system mainly monitors individual heart rate,
EEG signal, skin temperature, and heart rate waveform
based on microphysiological sensors. The corresponding
hardware system mainly includes various physiological sen-
sors, power supply module, data acquisition module, data
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| port unit

analysis module, and wireless transmission module. The  the function of connecting with the wireless sensor network.
core module includes data acquisition module, data analysis ~ Based on this, the single-chip microcomputer model selected
module, and wireless transmission module. Figure 3 is the  in this paper is LilyPad, which has obvious interface and vol-
hardware block diagram of the system. It can be seen from  ume advantages as a wearable intelligent device.

the figure that the hardware system mainly focuses on the In the corresponding data acquisition and analysis mod-
design of physiological data information acquisition circuit,  ule, we need to focus on signal acquisition and amplification,
and its key indicators include signal acquisition and amplifi-  signal noise and interference suppression processing, digital-
cation factor, signal noise and interference suppression pro-  to-analog sampling, and conversion rate design. In the cor-
cessing, digital-to-analog sampling, and conversion rate  responding signal amplification part, this paper fully com-
design. bines the weak characteristics of ECG and EEG signals to

The central processor part of the system, that is, the sig-  design the corresponding amplification factor (300 times in

nal data processor part, mainly selects STM32 as the core  this paper) to meet the size of subsequent voltage window
data processor, which can receive the data corresponding  and corresponding analysis requirements. At the corre-
to the data acquisition chip using the I2C interface and  sponding noise and interference suppression level, it mainly
transmit the data based on the I2C transmission mode. At prints common mode signals mixed in ECG and EEG sig-
the same time, the processor selected in this paper also has  nals, power frequency power supply clutter signals, and
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FIGURE 7: Schematic diagram of hardware system software algorithm flow architecture of the data acquisition and analysis module.

certain interference signals. At the level of corresponding
digital-to-analog conversion and sampling rate, the sam-
pling accuracy needs to be considered. The form of digital-
to-analog conversion signal used in collecting ECG, EEG,
and skin temperature in this paper is shown in Figure 4. In
the corresponding figure, a(t) represents the original signal,
b(t) represents the sampled pulse signal, and ¢(t) represents
the sampled signal. It can be seen from the formula that the
sampling accuracy is mainly determined by the resolution of
the sampling chip.

The hardware circuit of data acquisition and analysis
module mainly includes front-end circuit module (including
front-end amplification module, high-pass filter part, rear-
end amplification part, and low-pass filter part), analog-to-
digital conversion part, auxiliary power supply part, serial
port circuit module part, etc. The corresponding hardware
circuit transmission mode of each part is shown in
Figure 5. It can be seen from Figure 5 that the precircuit
module needs a total of 40 amplifiers. At the same time,
the amplification factor of the prestage amplification circuit
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Ficure 8: ECG signal, EEG signal, and skin temperature sampling waveform in a calm period.

designed in this paper is 7 times, and the voltage amplitude
collected by the corresponding original circuit is 1 mv; then,
the signal amplitude amplified by the amplification circuit is
7 mv. At the corresponding differential mode signal elimina-
tion level, the differential circuit is mainly used to eliminate
the corresponding interference signal. Based on this, the
magnification calculation formula of the primary amplifica-
tion circuit can be obtained, as shown in formula (8). The
corresponding resistance in the formula is the amplification
factor matching resistance.

_ R +R
"R

G 8)

Based on the above primary amplification, filter process-
ing is carried out, and enter the secondary amplification part
at the same time. The magnification selected in the corre-
sponding secondary amplification part is 8 times. At this
time, the calculation formula of the corresponding system
signal magnification is shown in formula (9), and the corre-

sponding magnification is 56 times.

oa-fo (5] o ()]

The high-pass filter used in this paper is RC structure,
which mainly uses the resonance of resistance and capaci-
tance to filter the high-frequency signal. At the same time,
the circuit design of this high-pass filter is simple and the
cost is low. Based on equations (10) and (11), the filtering
time constant and the corresponding minimum frequency
of the high-pass filter used in this paper can be calculated.

©)

1
h= (2#m*R C)’

1 (10)
fa=

@eneR = Cy)
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F1Gure 9: ECG, EEG, and skin temperature sampling waveforms of experimental participants in the psychological stress simulation period.

t =R, *C,,
t,=R, * C,, (11)
t=t, +t,.

In the corresponding auxiliary power supply circuit, the
conventional DC-DC power chip is mainly used to set up
the corresponding auxiliary circuit. The main level of the
system designed in this paper includes conventional voltages
such as 3.3V, 5V, 1.8V, and -5V. The chips mainly selected
in this paper include power chips such as LT8025, LT8027,
and SM74401. The schematic diagram of the corresponding
auxiliary power supply circuit is shown in Figure 6.

At the level of corresponding wireless transmission mod-
ule circuit design, this paper mainly selects Bluetooth technol-
ogy to realize the circuit design of the wireless transmission
module. The corresponding Bluetooth module selected in this
paper is HC-09, its corresponding transmission rate can reach
1 Mbps, and the corresponding maximum transmission dis-
tance is about 100 m. When the Bluetooth module enters the
data transmission working mode, its corresponding four pins

are voltage pin VCC, data output pin TX, data input pin RX,
and module GND. When the hardware circuit is connected,
the data input pin TX of the corresponding Bluetooth module
shall be connected with the data output pin RX of the single
chip microcomputer, and the corresponding Bluetooth data
receiving pin RX shall be connected with the data output pin
TX of the single-chip microcomputer.

In the corresponding software algorithm flow architec-
ture part, the corresponding algorithm implementation flow
is shown in Figure 7. The main software algorithm flow
includes the MCU initialization process, physiological data
acquisition and analysis process, algorithm calculation and
evaluation process, data transmission process, and data dis-
play and interaction process.

At the PCB design level of the hardware part, it mainly
reduces the loss caused by reducing the corresponding para-
sitic parameters by simulating the corresponding parasitic
parameters. At the same time, in the aspect of device selec-
tion, this paper mainly selects the chip with lower power
consumption and reduces the loss of the overall hardware
as much as possible in the aspect of device selection.
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FIGURE 10: Psychological stress trust curve.

4. Experimental Verification and Data Analysis

The corresponding experimental environment and experi-
mental conditions are as follows: the experimental subjects
selected 9 students from related majors of a university as
the experimental objects, mainly based on the system
designed in this paper to collect their corresponding physio-
logical parameters, such as ECG, EEG, and skin temperature,
so as to ensure the normal mental health of the subjects
before the corresponding experiment. There were no obvi-
ous emotional abnormalities. The corresponding experi-
mental process is as follows: the wearable psychological
stress monitoring system equipment based on a wireless sen-
sor designed in this paper is worn to the participants, which
calms the experimenters’ mood for about 10 minutes before
officially entering the experiment, records and stores the cor-
responding physiological parameter characteristics, and
starts playing music from slow to fast after the calm transi-
tion period. The physiological parameters of the experi-

menters were recorded in real time, and their psychological
stress level was evaluated.

The ECG, EEG, and skin temperature sampling values of
the corresponding 10 college students in the quiet period are
shown in Figure 8. It can be seen from the figure that the
physiological parameters of the participants in the experi-
ment are basically stable in the current state. At the same
time, the psychological stress measurement under the psy-
chological stress evaluation algorithm is a low value, which
is more in line with the actual phenomenon.

After the calm period, the corresponding physiological
parameters of the experimental participants in the corre-
sponding psychological stress simulation period are shown
in Figure 9. It can be seen from the figure that during this
period, the corresponding physiological parameters of each
participant generally accelerated, the corresponding ECG
and EEG signal fluctuations increased significantly, and the
skin temperature of the corresponding participants
increased significantly.
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Based on the above monitoring data and compared
with the traditional psychological stress assessment algo-
rithm, the corresponding psychological stress trust curve
is shown in Figure 10. It can be seen from the figure that
the corresponding psychological stress trust value of most
experimental participants in the psychological stress simu-
lation period is improved by 0.187 percentage points com-
pared with the corresponding accuracy of the traditional
algorithm, and part of the trust can reach 0.988. There-
fore, the wearable psychological stress monitoring system
based on a wireless sensor and its corresponding psycho-
logical stress evaluation algorithm proposed in this paper
have obvious advantages.

Based on the experimental results and experimental
data analysis, it can be concluded that the wearable psy-
chological stress monitoring system based on a wireless
sensor and the psychological stress identification algorithm
based on multiphysiological parameter fusion decision-
making based on evidence theory have obvious advantages
over the traditional psychological stress estimation system,
and its corresponding system reliability and analysis accu-
racy are significantly improved; therefore, the system has
popularization value.

5. Conclusion

This paper mainly analyzes the current research status of
individual psychological stress monitoring equipment and
data analysis and expounds the problems existing in the
traditional psychological stress monitoring technology.
Based on the research status, based on the continuous
development of microwireless sensor network technology,
a wearable psychological stress monitoring device based
on a wireless sensor is proposed, and an analysis algo-
rithm is proposed based on the corresponding data analy-
sis. At the hardware level of the system, this paper selects
minijaturized and low-power microphysiological sensors to
monitor the psychological pressure level discrimination
indicators such as human heart rate, temperature, and
heart rate waveform, fully optimize the layout of wireless
sensors, realize the high efficiency, high transmission rate,
and anti-interference performance of the system, and col-
lect human pulse signals and heart rate signals through
the sensor data acquisition module. The temperature sig-
nal is filtered and amplified, and analog-to-digital conver-
sion is carried out at the same time, so as to realize the
accurate measurement of key signals. At the system soft-
ware level, this paper innovatively proposes a psychologi-
cal  stress  identification  algorithm  based on
multiphysiological parameter fusion decision-making based
on evidence theory. By extracting the collected key signal
features and identifying the primary stage of psychological
stress, this paper finally realizes the evaluation and analysis
of individual psychological stress through evidence theory.
The experimental results show that the trust degree of an
individual psychological stress test is improved by 0.187
compared with the traditional algorithm, and the corre-
sponding psychological stress trust degree is up to 0.988,
which has obvious advantages. In the follow-up, this paper
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will comprehensively analyze individual psychological
stress based on more physiological data and further opti-
mize the wearable psychological stress monitoring and
data analysis system to realize the intellectualization and
sustainable development of the system.
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Based on computing cluster and intelligent sensor network technology, in view of network delay, this paper uses first-in-first-out
buffers to be built at the node sending and receiving ports to convert the random delay of the physical exercise behavior network
control system into a fixed delay. First, we analyze and model the controller design of the physical exercise behavior network
control system. Through the analysis and synthesis of the current situation and methods of the physical exercise behavior
network control system controller at home and abroad, the sensor is driven by time, and the controller and actuator are used.
In the event-driven method, the sending and receiving buffers are set on the network ports of the nodes, the delay is changed
from random to fixed at the same time, and the problem of data packet timing disorder is improved. Secondly, through the
analysis of the internal control system node, the internal AD, DA conversion, data storage, CPU internal tasks, and task
scheduling algorithm modules are implemented in the model. Experimental simulations show that, in view of the difficulty of
unsatisfactory tracking effect caused by the aliasing of multiple target signals collected by sensor nodes, a combined tracking
strategy is adopted; that is, multiple tracking dynamic clusters are combined into one for tracking when the sports behavior is
close. In order to avoid the heavy communication and computing requirements in the centralized mode, mobile sensor
networks usually adopt a distributed fusion architecture. The dynamic cluster maintenance and positioning strategy are given.
In the stage of separation of multiple sports behaviors, a dynamic cluster decomposition algorithm based on boundary search
is proposed, which can effectively determine the degree of separation of sports behaviors and provide a basis for establishing
new dynamic clusters for follow-up tracking. The results show that the algorithm can effectively realize the merging and
decomposition of dynamic clusters of multiple sports behaviors and effectively realize the dynamic tracking of multiple sports
behaviors.

1. Introduction

With the development of electronic computers, network
communication technology, and sensor technology, the
structure of the control system is becoming more and more
complex, the network topology is increasing day by day, and
the complexity of the exchange and sharing of information
between the various components of the system has increased
sharply. The centralized control system can no longer meet
the increasingly complex control performance requirements
[1]. In order to effectively solve the above problems, a net-
worked control system was created, namely, the Netwoked

Control System (NCS). The emergence of the NCS effec-
tively solved the limited limitations of the traditional cen-
tralized control system. The limitations of computing and
communication resources and the spatial layout of system
components reduce the structural complexity of the control
system to a certain extent and save operation and mainte-
nance costs. It is used in aerospace, vehicle systems, remote
control robots, and industrial control with high risks [2-5].
The physical exercise behavior capture system is a technical
device used to measure the physical exercise behavior status
of physical exercise behavior objects in three-dimensional
space. The physical exercise behavior capture system is
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widely used in the fields of film digital special effects and ani-
mation, games and human-computer interaction, training
and simulation, health monitoring and rehabilitation train-
ing, and navigation. There are many ways to capture phys-
ical exercise behavior. The current mainstream is the
acquisition of human physical exercise behavior based on
multicamera and the acquisition of human physical exer-
cise behavior based on microsensor. Research on the phys-
ical exercise behavior network control system is far from
enough to study the control strategy. It is also necessary
to fully consider the influence of network factors. Through
the research on related scheduling algorithms, the control
strategy and network scheduling algorithm can be reason-
ably modeled and systematically. This analysis has impor-
tant practical significance for the development of physical
exercise behavior network control system [6-9].

Guleria and Verma [10] take some time-varying delay
physical exercise behavior network control systems, and
the corresponding random delay is converted into a fixed
delay by setting the receiving first-in first-out buffer queue
at the front end of the controller and the actuator. On this
basis, Otoum et al. [11] designed a “delay compensation
state observer.” The main idea is to use the observer to esti-
mate the state of the object, use the predictor to predict the
system state in advance, calculate the corresponding control
signal, and realize the delay compensation. The measure-
ment data is stored in the first-in-first-out buffer queue
on the controller side, and the controller’s signal is stored
in the queue. Zhu [12] converts the delay caused by the
network in the system into a fixed delay, which can be
based on the fixed delay. Aiming at the random physical
exercise behavior network control system model where
the random time delay is greater than one sampling period
and the controller and the actuator are both event-driven,
Verma et al. [13] studied single input single output and
multiple input multiple. The closed-loop stability of the
output is based on the known conditions of the network
state variables. Bhushan et al. [14] designed the optimal
controller of a long-delay network control system to make
the exponential mean square of the system stable. Some
researchers have proposed the MEF-TOD dynamic sched-
uling algorithm. In the event of a network conflict, the sen-
sor message with the largest error is transmitted first, and
the message that is not transmitted will be discarded.
Research has shown that it is ensuring sufficient network
transmission rate. Under the premise of this method, the
performance of the system can be guaranteed by using this
method. At the same time, the appropriate use of predictors
or linear prediction techniques is an effective supplement to
the algorithm [15-18]. Some scholars have proposed the
MTS (Mixed Traffic Scheduler) scheduling algorithm for
the physical exercise behavior network control system using
the controller area network (CAN) and combined with the
earliest time limit dynamic scheduling algorithm (Earliest
Deadline, ED) and time limit monotonic static scheduling;
it has higher schedulability than the DM scheduling algo-
rithm and a smaller network load than the ED scheduling
algorithm. The effectiveness of the algorithm is verified by
comparison [19-25].
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This paper analyzes and models the communication sys-
tem of the physical exercise behavior network control system
and analyzes the current status and methods of the network
scheduling research of the physical exercise behavior net-
work control system at home and abroad. The network pro-
tocol is the CAN network protocol with high real-time
performance. We implement the CAN network protocol
data frame format, network scheduling algorithm (CSMA/
AMP), model the storage queue system, data encapsulation
function, and network message scheduling function involved
in the communication process. The core hardware of the
physical exercise behavior capture system in this article is
the sensor node and the communication base station, to
realize the human physical exercise behavior monitoring
system based on the human sensor network as the sports
behavior, with low cost, low power consumption, high mod-
ularity, high reliability, high-precision, and easy-to-wear,
and other characteristics are the design guidelines. A set of
human physical exercise behavior monitoring system based
on a nine-axis wireless sensor platform was developed,
which initially achieved the purpose of real-time physical
exercise behavior monitoring. One of these sensor nodes will
serve as the central node, which is also responsible for the
networking and control of the human sensor network; the
base station is responsible for controlling the start and stop
of the physical activity capture of the human sensor net-
work, as well as receiving physical activity data and transfer
it to the computer.

2. Construction of Analysis Model of College
Students’ Physical Exercise Behavior Based
on Computing Cluster and Intelligent
Sensor Network

2.1. Computing Cluster Hierarchical Distribution. The com-
puting cluster hierarchical network consists of a large num-
ber of deployed sensor nodes and information gathering
nodes. Through wireless communication, they form a multi-
hop self-organizing distributed network system that can
autonomously complete designated tasks based on environ-
mental information. Figure 1 shows the hierarchical distri-
bution of computing clusters.

In the physical exercise behavior network control sys-
tem, the driving mode of the node is divided into time-
driven and event-driven. The time-driven working mode
refers to the node sampling the signal according to the sam-
pling clock and then performing related data operations.
The clock driving mode needs to pay attention to that the
nodes must be synchronized; otherwise, it will cause the
action of different nodes in the system. There is a time differ-
ence; event-driven means that the activation of a node is
related to the arrival of the signal. When a certain node
receives a certain signal, the node is activated immediately,
and then the data is processed and sent; that is, the node
executes a specific mode. The action is “driven” by the arrival
of a certain “signal;” so, this working method is called
event-driven. Under the premise of comprehensively consid-
ering system control performance and system real-time
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performance, the sensor in this paper is selected as time-
driven, timed sampling model data, and controllers, and
actuators are event-driven.

tf +idf — tf x idf =0,

X (1)
tf (Wi D) =Ny p X ) Ny p ¥ N.
n=1

The sensor nodes, controller nodes, and actuator nodes
of this system are the final application objects of the control
system model. The internal structure of the control system
is different for different nodes. The sensor node adopts a
time-driven mechanism to realize the function of data collec-
tion and package transmission. Its internal AD converter will
periodically sample certain parameters of the physical pro-
cess, and the results will be stored in the RAM inside the
CPU. Each task inside the CPU can be used for this purpose.
The data is read and written, but at a certain moment, only
one task is allowed to read and write.

N * f(m, 1)
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The controller node uses an event-driven mechanism to
achieve the following functions: read data from the network,
calculate the control amount, encapsulate it into a network
message frame, and send it to the transmission network. Spe-
cifically, the internal network message receiving task of the
controller node reads the network message frame from the

network through the port connected to the network inside
the controller, decapsulates it by the internal transceiver of
the controller, reads the valid data therein, and stores it in
the internal RAM of the CPU. This RAM is shared by all
nodes inside the CPU. It is the same as the sensor node. Only
one task is allowed to obtain the right to use the CPU at a
time and read and write the RAM.
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The data acquisition process of the physical exercise
behavior capture system in this article is as follows: the sys-
tem starts and keeps the node in the standby state, then the
PC sends the start physical exercise behavior capture com-
mand wirelessly through the base station, and the node in
the BSN starts after receiving the start capture command.
The centralized tracking system is suitable for the situation
where the number of sensors is small. In this state, the node
transmits the data wirelessly to the base station while col-
lecting and storing data, and the base station then transmits
the data back to the computer for corresponding processing.

2.2. Smart Sensor Network Topology. The physical exercise
behavior network control system has a delay between the
sensor controller and the controller actuator. When calculat-
ing the control amount inside the controller, there is also a



certain delay. The cause of network data packet loss is that
during the process of data packet transmission, transmission
errors caused by network congestion, transmission timeout
exceeding a certain error rate, connection interruption
caused by node failure, etc. are caused by unknowable rea-
sons. If the error rate is not set, the default error rate of
the network is 0, and no loss will occur during data packet
transmission; if the error rate of the network is set to 0.1, it
will be transmitted after 10 times. During the process, there
will be a transmission error. In this case, you can choose to
resend or discard the data packet. This measure can simulate
the network data packet loss and the corresponding process-
ing error. Figure 2 shows the distribution of nodes in a smart
sensor network.

The sensor node in this article is mainly composed of
microcontroller, physical exercise behavior sensor, wireless
module, power management module, and so on. Because
the node needs to be small (easy to wear) and must be able
to work continuously for a long time, the microcontroller
must support low power consumption mode; the node inte-
grates a nine-degree-of-freedom physical exercise sensor,
and the amount of data that needs to be processed is large;
so, the microcontroller memory is required; due to the
real-time requirements of the system, the microcontroller
needs to have a fast processing speed. According to whether
the coordinate location information is obtained or not, the
network nodes can be divided into beacon nodes and nodes
with unknown locations. A beacon node is a node that
actively obtains its own location information in some way
after being deployed and sends its own information to the
location node for other nodes to locate its location; nodes
with unknown locations need the location information of
the beacon node. Usually, triangulation, trilateral measure-
ment, and maximum likelihood estimation method can be
used to accurately calculate the position of the node.

2.3. Analysis of College Students’ Physical Exercise Behavior.
When the human physical exercise behavior capture system
is working, the measured person wears more than a dozen
sensor nodes for physical exercise behavior capture. We
need to implement network interconnection between these
nodes to compensate for the rather limited sensor software
and hardware resources to realize the optimal use of
resources. In addition, the system needs to integrate the data
collected by each node at the same time at the data process-
ing end; otherwise, it will cause incoherent and deformed
movements when restoring the physical exercise behavior
data. It is only designed for channel resource allocation
and conflict avoidance. Therefore, the traditional synchroni-
zation mechanism cannot guarantee that the data collected
at the same time can reach the data processing end at the
same time. Figure 3 is the composition of the physical exer-
cise behavior module.

The sampling frequency of the physical exercise behavior
data of the sensor node mainly depends on the application,
the type of physical exercise behavior, or the different parts
of the joint. In general, we believe that the lowest sampling
frequency that can be used to describe people’s daily activi-
ties is 20 Hz, and the medium sampling frequency is about
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50~100 Hz; it can be seen that the communication data vol-
ume of the network in the data transmission state is quite
large; so, the communication protocol must minimize its
overhead in other states. However, the network access of
nodes and network control will occasionally require com-
munication time slots. In order to make more reasonable
use of channel resources, we introduce a competition mech-
anism in TDMA communication based on the scheduling
mechanism, referring to the multisuperframe structure of
the MedMAC protocol. A single-hop star network is formed
between all nodes and the central unit (CU)/central node.
Each measured object has a central unit/central node
responsible for data relay from node to base station and con-
trol from base station to node. This method has many
advantages. First, all nodes except the central node do not
need a large transmission power, which not only ensures
the effective use of resources but also reduces the radiation
hazard to the human body. Second, the star-shaped network
is simple in networking, reducing routing overhead. Third, if
we need to capture long-distance and large-scale physical
exercise behaviors, we can increase the transmission power
of the central node, since the signal coverage of nodes other
than the central node is very small, which ensures the trans-
mission distance and the stability of the system.

2.4. Model Iteration Factor Update. The sequence of mes-
sages transmitted in the network is out of order, indicating
that the order in which the destination node receives the
message is different from the order in which the sending
node sends it. That is, the message sent after the sending
node arrives at the destination node before the message sent
by the node before. That is, if the above situation occurs, if it
is a multipacket transmission, it will cause the sending node
to send data disorder, disturb the corresponding controller
to calculate the corresponding control amount, and have a
greater impact on the control effect. In this study, using
internal time, messages transmitted in the network have cor-
responding timestamps, namely, the generation time and the
reception time. If the generation time is late and the recep-
tion time is early, it means that the data packet sequence is
disordered, and the message is discarded. The sending and
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receiving buffer queues are, respectively, used inside the
node, so that the messages sent from the node enter the net-
work in the corresponding order, which reduces the disorder
of the data packet sequence to a certain extent. Its accuracy
greatly depends on the distribution density of nodes and the
distribution of node positions and is easily affected by the
accumulation of errors. Based on this, someone proposed to
use a weighted method to weigh the impact of sports behaviors
on network nodes. After using the weighted centroid algo-
rithm, the positioning accuracy weakens the impact of uneven
distribution of nodes on positioning, but the positioning effect
still depends more on the distribution density of nodes.
Figure 4 shows the iterative factor distribution of the calcu-
lated cluster model.

The sensor network can be regarded as a distributed
database, and each node is a storage unit. Applying the data-
base management method to the sensor network, the virtual
view seen by the end user can represent the actual node
information in the network. The user only needs to care
about the event information of the terminal interface and
does not need to care about the status information of each
node in the implementation. This data management method
based on database technology can significantly enhance the
usability and practicability of the sensor network, making
the management of network nodes more convenient and

more efficient. The service life of sensor networks is limited
by energy supply, and reducing the amount of transmitted
data can effectively save energy. In the centralized tracking
architecture, the measurement values of all sensors are sent
to the central tracker or the fusion center, and the fusion
center performs measurement-trajectory correlation and
fusion. Therefore, data can be fused during the process of
collecting and forwarding data from various sensor nodes
to reduce the length of data packets and remove redundant
information. At the same time, the forwarded data and the
locally collected data can be analyzed and processed to
improve the accuracy of the information. The microembedded
system of sensor nodes has the following characteristics: one is
the high degree of concurrency; that is, sometimes, there are
multiple simultaneous tasks, but the execution time of a single
task is very short; so, the operating system should have a
mechanism to handle such concurrent tasks. The operating
system is required to simplify the difficulty of operating the
hardware of the application program and to release more
operation permissions to the application program.

3. Results and Analysis

3.1. Data Preprocessing of Smart Sensor Network. When the
polling algorithm is used in the experiment, the scheduler
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usually uses time-sharing technology to give each process a
time slice (a single allowable CPU execution time). If the
process cannot complete the task at the end of the time slice,
it will be replaced by other processes. When the CPU execu-
tion processing time is regained through scheduling next
time, the process will be executed from the current inter-
rupted location. If the time slice is 20 milliseconds, and pro-
cess 1 needs 50 milliseconds to complete, at the end of 20
milliseconds, the system sends a signal to notify the sched-
uler. The scheduler stops the execution of the process
according to this signal, temporarily suspends the task, and
stops the execution of the CPU processing time is given to
other processes. When all other processes have sequentially
obtained 20 milliseconds of running time, process 1 will
regain 20 milliseconds of CPU execution time and so on.
This method can ensure that all processes in the run queue
can obtain a time slice of CPU processing time within a
given time period. Figure 5 is the data progress curve of
the smart sensor network.

If the relative position of the sports behaviors in the mul-
tisports behavior dynamic cluster does not change much
during the progress, and the sports behaviors are relatively
evenly distributed, the weighted centroid positioning
method is used to determine the geometric centroid of the
sports behavior cluster as the positioning result based on
all the measurement information. Regarding the sports
behavior cluster as a whole, the measurement received by
the nodes in the edge area of the sports behavior cluster
should be smaller than the measurement of the nodes in
the central area. Therefore, the geometric center of mass of
the sports behavior cluster can be roughly determined
according to the node coordinates of the edge area and its
measurement. As the error rate increases, the overshoot
increases, and the response time becomes longer. In the case
of an error rate of 0.3, the inverted pendulum system can
eventually remain stable; but when the error rate is 0.5, the
inclination angle of the inverted pendulum cannot remain
stable. The network cannot transmit the sensor collection
data information and the controller node control informa-
tion in time, so that the actuator node cannot obtain the

control amount that acts on the inverted pendulum model
at the corresponding time.

3.2. Simulation of Physical Exercise Behavior Model Based on
Computing Cluster. The output of the IDG650 dual-axis
gyroscope and I1SZ650 single-axis gyroscope used in the sim-
ulation system are both analog voltage values, which need to
be converted into corresponding measured values by the 12-
bit ADC sampling module of the microcontroller. When the
operating voltage of the microcontroller is 3.6V, the accu-
racy of the 12-bit ADC is about 0.25mV, which is higher
than that of the gyroscope. The three-axis magnetometer
uses PNI’s MicroMag module, which reduces the develop-
ment difficulty and shortens the development cycle. The
working current of this module is only 500A at 3VDC, the
magnetic field range is +11, the resolution is 0.015, and
SPI digital interface is provided. The experimental design
controller contains three tasks, namely, the network message
sending task, the network message receiving task, and the
control quantity calculation task. Therefore, the internal
scheduler of the controller must schedule these three sub-
tasks. It can be seen that the time is 0.2 s. Inside, three con-
current tasks compete for CPU time. At a certain time, only
one task can get the right to use the CPU. Using the FIFO
scheduling algorithm, to apply for scheduling a new task,
first find out whether the waiting task queue already con-
tains the task. If the task does not exist in the queue, add
the task to the end of the queue; otherwise, go directly to
the next step and schedule it through query. If there is no
task and the task queue is not empty, then take out a task
at the head of the task queue and schedule its running
parameter to run. Otherwise, if there is a task running, but
the task is already running at the moment when it is fin-
ished, it is judged whether the task queue is empty. If the
task queue is not empty, the first task of the task queue is
taken out for scheduling operation; otherwise, the next scan
scheduling is performed. Figure 6 shows the distribution of
task scheduling in computing clusters.

For the continuous long-term physical exercise behavior
of the measured object, the posture estimation mainly relies
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on the integration of the output value of the gyroscope. If the
system cannot get the acceleration and magnetometer atti-
tude correction over time, the deviation and drift of the gyro
will make the attitude estimation accuracy. In the case of
continuous motion of the object under test, we separately
analyze the attitude output of the gyroscope, and the error
of its Euler angle is as follows. They can not only estimate
the state of multiple targets but also realize trajectory corre-
lation. During the experiment, we used 4 miniature sensors
to capture and reproduce the physical exercise behavior of
the lower body of the human body. The node on the calf is
fixed on the outer side above the ankle 10era, the node on
the thigh is fixed on the outer side 10cm above the knee,
and two sensor nodes are placed on the torso. The sampling
frequency of the node is 50 Hz. Each sensor node collects the
physical exercise behavior information of the corresponding
limbs, such as the thigh sensor collects the physical exercise
behavior information of the thigh, and the calf sensor col-
lects the calf physical exercise behavior information.
Figure 7 is the cluster distribution of physical exercise behav-
ior information calculation.

The multisports behavior test plan in this article is
defined in the area plane with a range of 2.2 =100 x 100 m
. 400 network nodes are randomly scattered in the area as
the test environment for the content of this section. The
nodes all belong to a cluster, and the network environment
and the physical location information of the nodes are as
written. Starting from nodes A, B, C, and D, each node starts
to traverse the information of its surrounding nodes in a
clockwise direction. After a round of boundary traversal, if
it is a complete continuous dynamic cluster, there should
be four traversal results A— B, B— C, C— D, and D
— A. If not, it means that the dynamic cluster is separated,
and a new dynamic cluster head management should be
established. The separated dynamic cluster nodes continue
to track sports behaviors.

3.3. Analysis of Experimental Results. The MSP430 series sin-
gle chip microcomputer used in the experiment is a 16-bit
ultra-low power mixed signal processor, which is called a
mixed signal processor. It is integrated with a microproces-
sor on a chip to provide a “single-chip” solution. In terms
of operating speed, MSP430 series single-chip microcom-
puters can realize 125ns instruction cycle under the drive
of 8 MHz crystal. The 16-bit data width, 125 ns instruction
cycle, and the multifunctional hardware multiplier (which
can realize multiplication and addition) can realize certain
algorithms of digital signal processing (such as FFT). The
MSP430 series single-chip microcomputers have many
interrupt sources and can be nested arbitrarily, which is flex-
ible and convenient to use. When the system is in a power-
saving standby state, it only takes 6us to wake it up with
an interrupt request. Due to the instability of wireless trans-
mission, the physical exercise behavior data sent by the node
to the base station may be lost; so, an external expansion
storage device is required for data backup. In this way, even
if the wireless communication is not smooth, the upper
computer can send a repacking command to upload the
missing data. The expansion storage device selects the flash
chip of AT25DF641, which is fast to write and erase, the
working voltage is 2.7 V-3.6 V, the capacity is 64 Mbit, the
minimum erasable capacity is 4K bytes, and the SPI digital
interface is provided. Figure 8 shows the periodic data distri-
bution of the smart sensor network.

In this system, 4 frequencies are allocated to each base
station for frequency hopping, and the intervals between fre-
quencies are equal. Frequency hopping is started when the
number of data packets received by the base station in 1s
is less than the threshold, and the threshold is selected
through experiments. The algorithm framework and solu-
tion for the joint search and tracking of regional multima-
neuvering targets can handle situations where the number
of targets is unknown and may change dynamically. If the
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threshold is too large, the packet loss rate cannot be effec-
tively controlled; if the threshold is too small, frequency
hopping will occur frequently, and the chance of frequency
hopping disorder will increase significantly. After the fre-
quency hopping is disorderly, the base station and the node
lose communication, the base station will hop back until it
establishes communication with the node after hopping to
a certain frequency. In this system, the longest time required
for reestablishing the connection after frequency hopping is
4s, the shortest time is 1s, and 200 data packets will be lost
during this time. For this reason, the frequency hopping
threshold must be selected reasonably. The system has

undergone repeated tests, and the selected frequency hop-
ping threshold is 5 data packets lost within 18. Figure 9
shows the distribution of thresholds for selection of smart
sensor networks.

The three-axis gyroscope and the three-axis magnetome-
ter, respectively, measure the angular velocity component
and the magnetic field component in the three-dimensional
space. The gyroscope uses a combination of a single-axis
gyroscope and a dual-axis gyroscope, and their sensitive axes
are perpendicular to each other. Randomly, we simulate the
composition of dynamic clusters from different physical
exercise behaviors to different positions. Because the nodes
are not evenly distributed in the two-dimensional space, the
size, scope, and composition of the dynamic clusters are
always changing dynamically. When the node density is
sparse, because the number of nodes that can be judged is
small or no, and the sports behavior positions are already
very close, it is easier to cause misoperation in this case.
The analog data of the gyroscope on the node bottom board
is sent to the microcontroller on the node core board through
the interface with the node core board. The sampled signal
value of the angular velocity measured by the sensor obtained
by ADC conversion needs to be converted into the corre-
sponding measured value, and the measured value represents
the obtained angular velocity component value. Strictly
speaking, the resolution of the ADC should be higher than
the resolution of the sensor; otherwise, the high-resolution
sensor will not be effectively used.

4. Conclusion

Based on computing clusters and smart sensor network
technology, this paper designs college students’ physical
exercise behavior experiments, using the output of posture
tracker as a reference signal, taking the acceleration signal
of physical exercise behavior as an example to analyze and
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compare the commonly used data filtering methods of phys-
ical exercise behavior sensors. The experiment builds an
inverted pendulum model based on CAN network protocol
and a control model of continuous control system inverted
pendulum and analyzes and studies the timing of the physi-
cal exercise behavior network control system model based
on CAN network. The phenomenon of unexpected loss of
behavior gives a recovery strategy. The simulation results
show that the combination of these two methods for mobile
sports behavior tracking improves the effect of sports behav-
ior positioning and sports behavior location prediction and
obtains the effects of higher tracking accuracy and lower net-
work computing overhead. At the same time, the control

communication system model of a certain type of obstacle
avoidance car is built, and the delay of the communication
process, data packet loss, single-packet and multipacket
transmission, data packet timing disorder, and network
scheduling are simulated and analyzed. It effectively proves
the effectiveness of the unified modeling method of the con-
trol and communication model proposed in this paper. At
the same time, two simple experiments are designed to ana-
lyze the errors of the two methods, use the real-time attitude
angle calculation method to try the physical exercise behav-
ior and physical exercise behavior of human bones and ini-
tially realize the physical behavior of real-time physical
exercise behavior supervision.
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Networks on chip (NoCs) are an idea for implementing multiprocessor systems that have been able to handle the communication
between processing cores, inspired by computer networks. Efficient nonstop routing is one of the most significant applications of
NOC. In fact, there are different routes to reach from one node to another node in these networks; therefore, there should be a
function that can help to build the best route to reach the destination. In the current study, a new hybrid algorithm scored
regional congestion-aware and neighbors-on-path (ScRN) is introduced to choose better output channel and thus improve
NOC performance. Having utilized the ScRN algorithm, first an analyzer is used to inspect the traffic packets, and then the
NoC traffic locality or nonlocality is determined based on the number of the hops. Finally, if the traffic is local, a scoring
technique will choose better output channel; however, if the traffic is nonlocal, the best output channel will be chosen based on
a particular parameter introduced here as well as the system status using NoP or RCA selection functions. In the end, via
Nirgam simulation, the proposed approach was assessed in traffic scenarios through various selection functions. The
simulation results showed that the solution was more successful in terms of delay time, throughput, and energy consumption
in comparison to other solutions. It showed a reduction of 38% in packet latency, and the throughput increased by 20%. By
considering these two parameters, energy consumption decreased by 10% on average.

1. Introduction

The growing need for more effective chips has currently led
to an increase in complexity of designing integrated circuits
(IC) [1]. Some issues have been resolved with the use of
smaller transistor manufacturing technology; however,
smaller manufacturing technology has led to the problem
of imbalance between the connection wire delays and the
gate delays [2]. Besides, as the frequency of chips’ perfor-
mance increased, the power consumption rises as well. To
deal with these challenges, IC designers focused on increas-
ing efficiency rather than speed, and this change of attitude
resulted in placing multiple individual processors in one
chip and establishing communication between them

through a single bus. The result was so satisfactory that after
a short time, the systems consisted of several sections that
ran on a board, relocated in a single chip. This architecture
of processor construction became popular as system on chip
or SoC [3-5]. However, SoC had issues emerging over time.
As the number of separated sections, known as Intellectual
Property (IP), increased, the SoC was not responsive [6].
The issues such as unscalability and massive power con-
sumption in the bus encouraged new efforts among IC
designers. The solution to these challenges led to a novel
architecture named NoC. NoC is a connectional subsystem
inside an IC (normally called “chip”), which typically pro-
vides the connection between IP cores of the system in a
chip [7]. NoC technology uses network theory and in-chip
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connection approaches and provides significant progress
compared with bus and crossbar-based connections. NoC
improves the scalability of SoCs and optimizes the energy
usage in complicated SoCs in comparison to other models
[8]. The factors that affect NoC design are energy consump-
tion limit, delay, and throughput [9]. In fact, in NoC appli-
cations, due to present limits, the proposed algorithms
must be designed in a way that reduces the overall energy
consumption of the network and packet latency, causes an
increase in performance and throughput of the network,
and has a sufficient overhead-implementation. One of the
important factors which affect NoC performance is the pro-
cess of selecting the best output channel [10]. By designing
and applying efficiently, the selection function can reduce
packet latency and, due to more uniform traffic distribution
on the network, increase the network throughput, and as a
result, decrease the energy consumption [11]. Another chal-
lenge of NoC is the discussion of routing in these types of
networks. The problem may occur in routing algorithms
for instance deadlock, livelock, and starvation. Our proposed
method in this study covers all cases so that the deadlock
does not get excited and prevents packages from livelock.
Also, the ScRN selection strategy makes that there is never
any starvation. The performance requirements of today’s
NoC are also felt to severely affect the performance of these
networks, which can be summarized as such: latency,
throughput, power consumption, and fault and distraction
tolerance. The key contributions of this paper are as follows:
(i) Introduce a new hybrid selection function, which is able
to use appropriate strategies for each mode depending on
the local or nonlocal status of the packets. (ii) Introduce a
new density awareness method called SCRN to select the best
output channel for packet distribution. (iii) Improve the use
of local and nonlocal congestion information: The output
selection strategy uses a traffic analyzer to examine packets
and then determine whether the packet is local or nonlocal
based on the number of hops, and this can improve the net-
work. The major goal of this paper is to develop a hybrid selec-
tion strategy with the aim of allocating the best channel that
will allow packets to be routed to their destination along a path
that is as free of congested nodes as possible. Networks on chip
can use dedicated control lines to transport data between
routers, unlike traditional computer networks, which can only
communicate internode information through packets. This
allows useful information about congestion-related aspects
like the buffer status of individual nodes to be exchanged with-
out adding additional traffic overhead.

1.1. Motivation. The importance of this research is in apply-
ing a hybrid solution in order to select the best output chan-
nel in routing networks on the chip. For this purpose, first, a
traffic analyzer is used, and according to the number of hops
of a package, it is determined whether it is local or nonlocal;
then through it, a decision is made about the type of selec-
tion strategy. Accordingly, if the package is local, the opti-
mized strategy is used for local packages, and in the
nonlocal case, special strategies are used for nonlocal pack-
ages. Using this technique, packets can be routed through
the best output channel, and as a result, network-level bal-
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ance can be established. This can prevent hotspots, increased
energy consumption, and long delays. The function of our
solution is to use the information of the neighbors close to
the node to which the packet has reached, to dynamically
check the local and global network traffic and route the route
in such a way that traffic and congestion are minimized. As a
result, by creating a kind of load balance through the distri-
bution of traffic in different routes, heat is generated, and
thus energy consumption is increased. This solution is inde-
pendent of the type of topology and can be used in network
on chip based on neuromorphic and even wireless networks.

1.2. Paper Organization. Our paper is organized as follows.
In the next section, a list of related works is stated in two
groups: the previously used algorithms in NoC along with
selection functions and performance techniques. In Section
3, we propose a definition of the system model in a descrip-
tive way and network architecture. In Section 4, the pro-
posed hybrid method is stated to propose a hybrid
selection function (ScRN). In Section 5, the results of analyz-
ing the proposed model in different scenarios are shown,
and finally, we explain these scenarios in Section 6.

2. Related Works

The content of related works is divided into two parts. The
first part belongs to the examination of previously utilized
algorithms in NoC along with selection functions, which in
the end, we explain them briefly in the form of a table. The
second part evaluates some performance techniques, includ-
ing energy consumption, throughput, and delay. Also, the
comparison between these techniques in various previous
studies is summarized in a table.

2.1. Previous Designs Related to Routing Algorithms and
Selection Functions. Over recent years, numerous researchers
have studied different utilized algorithms along with selec-
tion functions for different fields in NoCs, and we examine
some of the performed works in these subjects in the follow-
ing sections. A selection strategy named EnPSR is intro-
duced in [12] for better performance of the network. This
approach has the ability to reduce the hardware overhead
through access to the data aware of the output channels.
The evaluation results showed that compared to other
methods, this method is significantly improved in terms of
packet latency, throughput, area, and the energy consump-
tion. A congestion-aware routing algorithm called DBAR is
proposed in [13]. This approach overcomes local and global
adaptive routing problems and provides an entirely adaptive,
efficient routing to avoid congestion. In another study,
researchers proposed an adaptive nonminimum routing
algorithm called LEAR, which avoids congested routes from
source to destination [14]. In reference [15], an MILP
approach is proposed for unicast and multicast traffic distri-
bution in networks on 3D mesh-based chip. This method
was based on the Hamiltonian path and proposed to avoid
congestion. In order to increase fault tolerance for NoCs in
[16], the EDAR algorithm was introduced. This approach
is based on the weighted path selection strategy, which
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TaBLE 1: Summary of utilized algorithms in NoC along with selection functions.

Work Outlines Features Selection strategy name
[12] Locally congestion-aware Hardware overhead optimization EnPSR

[18] Input selection strategy Throughput and latency improvement DCA

[16] Fault-tolerant improve Higher throughput, low overhead Weighted path
[15] Distribute the unicast and multicast traffic Performance improvement —

[17] Congestion detection Fast evaluation —

[13] Congestion avoidance locally Better performance NoP

[14] Congestion avoidance locally Reducing energy consumption —

[20] New selection strategy Performance improvement NoP-OE
[21] Congestion controlled Traffic estimation Fuzzy controller
[22] Congestion avoidance locally Load balancing CADA

provides NoC true traffic conditions through monitoring
modules. In the proposed EDAR, real-time input weights
are calculated according to the channel states like idle/
busy/congested/false, and least-weighted input is ranked as
the near-optimal path toward the sets. In [17], the author
proposed a congestion detection algorithm called CACBR
that selects the best route using two methods of candidate
paths and cluster’s congestion information and also uses vir-
tual channels to ensure avoidance of deadlock. In another
study, the researchers attempted to decrease packet latency
and increase network throughput using an output selection
method named DCA. One of the advantages of this method
is the capability of utilizing it on any kind of topology and
network of different dimensions [18]. The researchers in
[19] proposed the adaptive routing method called PT-BAR
which uses temperature conditions for packet routing. In
this algorithm, the high and low priority packets are routed
from high- and low-heat regions, respectively. In [20], a
selection function named OE-NoP is proposed which has
adaptability with any routing. The purpose of introducing
this function is packet routing during traffic creation toward
the destination. In order to establish traffic control and bal-
ance in [21], a selection function based on the fuzzy control-
ler is introduced. Traffic estimation for free packet routing is
one of the properties of this method. Congestion control in
wireless sensor networks, especially wireless network on
chip, is one of the main challenges for effective performance
in these networks. In [22], researchers have proposed a
resource control mechanism using the Q learning method
with an alternative path approach to reduce congestion. This
congestion-aware data acquisition (CADA) mechanism ini-
tially identifies the congestion node (CN) where the nodes’
buffer occupancy ratio is higher. Devanathan et al. [23] pro-
vides a solution for WiNoC communications that minimizes
congestion by using effective wireless communication
between output channels and routers. In [24], a wireless net-
work architecture is presented on the chip to prevent con-
gestion and load balancing. To do this, they have adopted
a virtual output queue scheme to handle HOL blocking,
which has significantly improved the network throughput.
The list, properties, and type of selection strategy from uti-
lized algorithms for NoC are given in Table 1.

As indicated in Table 1, some of the algorithms use selec-
tion function, while presence of a selection strategy can have a
significant effect on the performance of routing algorithms
and as a result the performance of the entire network.

2.2. Previous Designs Related to Performance Techniques. As
was mentioned in the first section, NoCs are primary adaptive
connection infrastructures for system on chips (SoCs). One of
the important issues in NOC is system performance, such as
delay, throughput, and energy consumption of the system,
which, along with scalability in these networks, have special
importance [25]. In [26], the microkernel idea was introduced
to reduce energy consumption in multicore-based operating
systems (OS). The proposed method is in such a way that
OS is divided into microkernel and other system modules
and distributes in the network to provide service for user
applications. In [27], a self-adaptive mapping named SCSO
is introduced based on the mapping method. The proposed
method uses the k-NN method to significantly improve sys-
tem performance in terms of energy consumption level, delay,
and throughput. In [28], the ALO routing method is proposed
to deal with energy loss routers in which routing evaluation is
ran using spin, octagon, and cliché topologies. In [29], an
intelligent task mapping algorithm on protocol-level is intro-
duced to optimize energy consumption. This method evalu-
ates the energy modeling in the protocol level so that the
energy consumption level minimizes based on the protocol
activity. Since links of the on-chip networks consume about
50% energy, and this issue has great importance in NoC, in
[30], an energy consumption estimation method for links
using virtual channels is proposed for precise estimation of
energy consumption from data-dependent links. In [31], two
NoC architectures are proposed, which are based on the cir-
cuit and packet switching. For both architectures, energy con-
sumption models are proposed in which the energy
consumption levels of them are estimated based on the predic-
tion in each transferred bit. Another method for decreasing
energy loss is proposed in [32]. In this research, the dissipated
energy in links (links lose a large portion of energy in on-chip
network although this energy loss can increase in future tech-
nologies) is reduced using some set of encrypted programs.
Researchers in [33] proposed a method for reducing the
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TABLE 2: A summary of used techniques for optimizing the system performance for NoC.
Technique(s) Reduced latency Reduced area Energy efficient Ref.
Microkernel v — v 25
SCSO v — v 26
ALO-bufferless — v v 27
Smart protocol-level task mapping v — v/ 28
Estim-NoC v — N 29
EA-NoC - — V 32
HS — v v 33

energy consumption named EA-NoC that avoids unnecessary
energy consumption using the most optimized path between
source and destination and also optimizes the dynamic energy.
Moreover, the proposed method can be efficient for parame-
ters such as delay and throughput. In [34], the author exam-
ined the energy consumption in asynchronous NoCs. In that
research, five optimizing approaches are analyzed for reducing
energy consumption. Among these methods, the HS algo-
rithm is the most efficient method which consumes the least
energy by recognizing the shortest path. This research offers
a multihop routing algorithm based on path tree (MHRA-
PT) to minimize network energy consumption by addressing
difficulties such as random cluster head selection, redundancy
of working nodes, and building of cluster head transmission
path. The suggested algorithm may successfully minimize net-
work energy consumption, balance network resources, and
extend network life cycle, according to simulation results
[35]. In [36], on the assumption that the number of available
channels is infinite, this study offers a one-shot time division
multiple access (TMDA) scheduling with unlimited channels.
To resolve slot conflict, the study presents scheduling with
limited channels (SLC) and employs a lookahead search tech-
nique. A distributed implementation based on token change is
offered for the algorithm’s scalability. In Table 2, a summary of
this section is presented based on different parameters for
optimizing the system performance in NoC.

3. System Model

3.1. Network on Chip Architecture. NoC is a standard
approach for multicore applications which consists of four
main sections of routers, routing algorithms, IP cores, and
network adaptor. These four sections are the major back-
bone of this type of network which exist in a node and are
connected by wires. IP cores are processing units of the net-
work. The network adaptor is used for connection of one
core with other cores, and routers are responsible for net-
work routing [1]. The task of routers is to navigate and tran-
sit the packets using routing algorithms in the network;
more details of which are presented in the next section.
NoC architecture is designed based on virtual channels and
wormhole-based switching. Figure 1 presents the standard
4 x 4 mesh network along with details of a router [4, 37-39].

3.2. Switch and Router Structure in NoC. Routers play an
essential role in the performance and efficiency of network

on-chips. For instance, the design accuracy and use of routers
can reduce the consumption power and delay and increase the
NoC performance [3]. As can be seen in Figure 2, a router con-
sists of different sections, including a switch, input and output
buffers, routing and judgment unit, link controller, and injec-
tion and output channels. Buffers must be able to save data
temporarily to prevent congestion for input and output
routers during the network chaos. The switch establishes the
connection between input and output buffers [18, 25, 40].
The routing unit is responsible for running the routing algo-
rithms. The link controllers coordinate the packets flux on
the channels, and output and input channels establish the con-
nection of one processor with adjacent routers.

3.3. Selection Function. When the routing algorithm returns
more than one output channel, the selection function is used
to choose the output channel to which the packet is sent
because the adequate selective pattern has a significant
impact on the overall performance of selection routing.
Namely, the adaptive routing algorithm measures a set of
acceptable output channels regarding the paths that the
packet can pass through to reach the destination. After-
wards, according to the network characteristics, including
the congestion rate or the length of one of the routes of
the output channel, the selection function will be utilized
to choose the output channel from a set of permitted output
channels. The overall schematic of using the routing algo-
rithm and selection function in ScRN is presented in
Figure 3 [4, 20, 25].

4. The ScRN Algorithm

In this section, an eflicient selecting approach is proposed
for choosing adaptive routing algorithms. In this approach,
the local and global traffic condition of the network is
dynamically examined by using the information obtained
from neighbors near the node which the flit reached. This
method routes the packet in a way that the traffic and con-
gestion minimize, which consequently prevents heat genera-
tion in one section and unnecessary energy consumption by
establishing a load balance through traffic distribution in dif-
ferent routes. First, Figure 4 presents the overall architecture
of the approach where the routing algorithm finds output
paths and the selection function with defined strategy selects
the best output channel. This architecture comprised of
input/output ports, input buffers, units for Traffic Analyzer
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(TA), NoP,RCA and Scored selection strategy, and a cross-
bar switch. Then, Figure 5 shows the flow chart of the pro-
posed approach. In the first hop, a traffic analyzer is
utilized, and with the help of this analyzer, first, the traffic
type is defined, and then, the best selection function corre-
sponding to traffic type is used. In this case, the locality con-
dition of the traffic is examined, and if the hop length
corresponding to the packet is less than 2, the traffic is local,
and otherwise, it is nonlocal. Also, in the nonlocality case,

the hop number is examined, and if it is equal to 2, the
NoP function is used, and if it is more than 2, the RCA selec-
tion function is employed to determine the best route. If the
traffic is local, a scoring-based strategy (scored strategy) is
applied to determine the output.

4.1. Formulation of Energy Consumption. In this study, first,
the mean energy consumption of sending a data flit between
two neighbor tiles, including energy consumption in both
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router and connection links of them, is presented in Figure 6
to model energy consumption for each flit which is the smal-
lest physical unit of data exchange in NoC. We have used
Ref. [14] to calculate energy consumption.
ENeighboring—routers = El—hop = EIntm—router + EInter—router (1)

In Equation (2), exchange energy between two neighbor-
ing routers is divided into two parts of the inside of the

router and between routers. The inside-router energy con-
sists of three sections of intersection switch, the buffer
related to virtual channels, and wirings inside the router,
according to Figure 1. Hence,

Elntra—router = ECrossbar + Ebuffer + Ewire' (2)

On the other hand, the connection between two routers
depends on the defined number of bits for flits on NoCs,
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and showing the energy consumption in each of these wires
with EInter-tile-Link’ we have
Zp]’llt_SlZE x EInter—tile—Link' (3)

EInter—router

Therefore, NoC energy consumption in the simple case of
connection of two neighboring routers can be calculated as

ENoC—lhap = ECrossbar + Ebuffer + Ewire + Elnter—rauter' (4)

The length of the connection wires of each pair of tiles in
NoC is usually in millimeters (mm), while the length of the
router wires is usually in micrometers (¢m). Therefore, energy
consumption in the internal buffers of the router (E .,) and
internal wires of the router (E,;.) is insignificant compared
with energy consumption between routers (E;—_tite—1ink):

Ebuffer + Ewire < EInter—tile—Link' (5)

Thus, Equation (5) is simplified as

ENoC—lhop = ECrossbar—lhop + Elnter—router' (6)

The energy consumption E pa1nop includes energy

consumption of two intersecting sections of source and desti-
nation routers, in other words:

ECrossbar—lhop = ECrossbar—Src * ECmssbar—Dst‘ (7)

Thus, in homogenous architecture, the routers’ structure is
similar. Equation (8) is simplified as

ECrossbar =2x ECross—router' (8)

As a result, the exchange energy consumption between
two neighboring routers will be

ENoC—lhop =2x ECrass—router + Elnter—router' (9)

According to Figure 7, Equation (9) for a route with a
length of 3 changes as

E2—hop =3x ECross—router +2x EInter—rauter' (10)

/ R R R

Src Dst
core core

FIGURE 7: Route with two hops.

Path
[ ! ]
1st hop 2st hop (n-1) the hop
R1 < RO » Rn
Src Dst
core o

FiGure 8: Route with # hops.

Equations (9) and (10) can be generalized, and considering
Figure 8, the average energy consumption of sending data flit
from tileg, _ to tilep,, in general can be calculated as

EPath = En—hop =nx ECross—router + (Tl - 1) X Elnter—muter'

(11)

In Equation (11), variable # indicates the number of
routers existing in route. Hence, this equation shows that the
mean energy consumption of sending data from the source
core to the destination core depends on the number of hops
of the route. Hop number in the mesh between source and
destination is determined by Manhattan distance between
two cores. Manhattan distance is an indicator of distance
between two points and is equal to the sum of the absolute
values of the difference between width and length of those
two points.

If a vector of length 7 is to be used for addressing the
routers in the n-dimensional case,

V= vy s vy)s

W= (wp, wy, -+, w,).

(12)

The Manhattan distance of the two vectors is
|V_w|:Z|Vi_wi|‘ (13)

4.2. Identification of Traffic Type. A traflic analyzer is used to
identify the traffic type. This analyzer obtains the destination
address of each package, which is directed through the
router and examines its data in each T hour cycle. Based
on this, a two 5-bit counter is used for the determination
of locality or nonlocality of requests in the router. If the
desired destination packet is two hops or farther from the
current router, it is regarded nonlocal; otherwise, it is local.
In fact, the analyzer calculates the hops associated with
packet periodically and, based on that, updates the local
(L) and nonlocal (N) counters. This data is sent to switch
for decision-making regarding the selection strategy. The
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1: Input: Packet hops (pkt_dst_hops),

2: Out put: Local and Non-Local value (L = Local value, N = non_Local value)

3 Initializing: L=0, N =0

4: ifpkt_dst_hops = 2 then
5: N++;

6: else

7: L++;

8: end

FiGure 9: Pseudocode corresponding to traffic type recognition.

counter is erased after each T hour cycle. Figure 9 shows the
pseudocode corresponding to the traffic analyzer.

In fact, using the analyzer, proper information about
traffic rate and their convergence toward local or nonlocal
traffics can be obtained, and then based on that, routing
can be performed in the next hop.

4.3. Selecting the Best Output Channel. Using this approach,
it will be possible to use the best selection strategy based on
the traffic type. The considered condition is examined in
each T hour cycle. It should be noted that if the T value is
assumed large, network response to changes in traffic pat-
terns reduces, and if this value is considered low, high
switches cause a reduction in the efficiency. Overall, studies
have shown that if the value of T is assumed a 32 cycle hour,
the maximum efficiency is achieved. Based on this, at the
end of each 32 cycle hour, the traffic pattern is determined
using the output of the analyzer. According to the evalua-
tions, this has been achieved that if traffic pattern tends
toward local traffic destinations, scoring-based selection
strategy is activated. Consequently, the score of one output
channel is calculated through

Score[d] = a x Const[d] + B x (B[d]/max buf fer +y) x (AP/max power),
(14)

where a, f3, and y are the weight factors for the probability of
link selection, free buffer rows, and instantaneous power
consumption, respectively. Since free buffer rows (B) and
instantaneous power consumption (Ap) have different units,
they are normalized using max-buffer and max-power fac-
tors. Also, considering that Const is in the range of (0,1),
no normalization is needed. Afterward, the score of adaptive
routing functions and all possible values of a, 3, and y are
evaluated, and the adequate coefficients for each of the
routers are obtained through

a+fB+y=1, (15)
y=1-(a+p), (16)
B=0,0.1,-, (1 -a), (17)
a=0,0.1,, 1. (18)

For instance, the best values for «, 3, and y in even/odd
routing under the MMS traffic scenario are 0.3, 0.4, and 0.3,
respectively. Another important property of ScRN is its
adaptability to any network topology and adaptive routing
function. However, if traffic is nonlocal, a strategy based on
RCA and NoP is activated as a proposed strategy for nonlo-
cal traffics. In other words, under these conditions, the local-
ity and nonlocality of the router will be determined based on
the traffic pattern rate based on the traffic pattern rate. For
non-edge routers in an 8 x 8 mesh, the local traffic penetra-
tion coefficient to nonlocal traffic is considered higher
because it affects the overall network performance. Based
on this, provided that a minimum rate of nonlocal traffic
exists in routers, the SCRN method is activated. As a result,
the local to nonlocal traffic rate (X) should be considered
an effective parameter. Based on the evaluations, this param-
eter is considered a constant equal to X = 0.4, and it has been
argued that it can induce maximum performance in the net-
work. In other words, if at least 40% of the router’s traffic is
routed toward nonlocal destinations, the intended strategy
needs to be activated. Therefore, following these principles
in this study, the operations regarding the switching are
expanded as

(19)

0.2<X<0.4 NoP Switching
X=>04

RCA Switching .

The ScRN algorithm associated with switching operation
based on the traffic analyzer is shown in Figure 10. The input
data to this algorithm are the type of local or nonlocal data,
and the output is the best selection strategy. Also, it should
be noted that since analyzer and switch receive only router
data at once, consequently, no overhead in network commu-
nications is produced. In this Figure N and L represent Local
and Non-Local packets and T represent clock cycels.

5. Evaluation and Simulation Environment

A Nirgam simulator is used to evaluate the proposed algo-
rithm whose capabilities are listed in Table 3 [5]. Nirgam
is a scalable, modular simulator based on the system C hard-
ware description language, enabling various options at every
stage of NoC design, including topology, switching methods,
virtual channels, buffer parameters, and tested routing
mechanisms. Moreover, the configuration parameters for
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1: forevery T clock cycles do
2: Catch L and N value from analyzer;
3: Compute x = N/(L+N);
4: Ifx=0.2 <x< 0.4 then
5: Switchto NoP;
6: elseif x 2 0.4 then
7: Switch to RCA;
8: else
9: Using score strategy;
10: end
11: end
FiGure 10: Pseudocode of switching procedure and strategy type selection in ScRN.
TaBLE 3: Main capabilities of Nirgam simulator.
Types of production traffic Routing algorithms type Switching mechanism Topology type

Constant bit rate trace and Bursty based

Odd-even, XY

Wormbhole Torus, mesh

TABLE 4: Simulation parameters.

Parameter Configuration

Network size 8"8 mesh

Schemes DICA [18], RCA [21], NoP [10], ScRN
Packet size 8 flits

Buffer size 4 flits

Traffic profile =~ Random, transpose, hotspot-center, hotspot-row
Simulation time 10

the analysis and simulation of the proposed method are
given in Table 4. For the type and size of the utilized network
in simulation, an 8 x 8 mesh network with a wormhole
switching mechanism is considered [20, 41]. The routing
function used in evaluations is odd-even algorithm, and
the capacity of input buffers was 4 flits; the queue type was
FIFO, and the size of each packet was defined as 8 flits. Sim-
ulation was performed for 200,000 cycles, and the first
20,000 cycles were determined as the warm-up time for sta-
bilization of results. The entire simulation scenario was
repeated ten times for more accuracy of the results whose
average was calculated [18].

5.1. Traffic Scenarios Used in Algorithm Evaluation. In simu-
lations performed to evaluate the selection functions, traffic
scenarios are utilized. In a random traffic pattern, a node sends
the packets with the same probability to other nodes. In trans-
pose traffic pattern, a node in position (x, y) only sends the
packets to coordinates (n-1-y,n-1-x). In this traffic pattern, n
is the mesh network size (number of columns or rows). The
performance of the proposed algorithm is studied for hotspot
traffic as well. The hotspot traffic is like random traffic, which
receives more traffic percentage than other nodes, in addition
to nodes from the network. As shown in Figure 11, two types
of hotspot traffic patterns are utilized in evaluations. One is

named the hotspot-center traffic, and the nodes which are
located in position (4,4) and (5,5) receive 10 percent more traf-
fic than other nodes. The other hotspot traffic pattern is
hotspot-row in which the points located in one row with coor-
dinates (2,2), (3,2), (4,2), (5,2), (6,2), and (7,2) receive two per-
cent more traffic than other nodes of the network.

5.2. Evaluated Parameters. The average packet latency, net-
work throughput, and energy consumption in various injec-
tion rates and under different traffic patterns are evaluated to
show the performance of the ScCRN algorithm. The average
packet latency is equal to the average delay of all packets
received at the destination. In other words, the interval
between injection of header flit in the network of the source
node and receiving one flit sequence in the destination node
is packet latency. In Equation (20), K is the total number of
delivered messages in the destination node, and Li is the
delay of the i"™ message [5]:

(20)

The network throughput is mainly based on the maxi-
mum number of packets delivered in a specific interval and
is determined via the equation given below [20, 42] . In
Equation (21), the total number of received flits, i.e., the total
number of delivered flits to the destination and cycles, is the
number of simulation cycles between injection of the first
message into the network and reception of the last message
delivered to the destination node:

Total received flits

TP = .
Number of nodes x Total cycles

(21)

5.3. Simulation Results. To evaluate the proposed method,
parameters of throughput, average packet latency, and
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FIGURE 11: Performance of ScRN algorithm in 8 x 8 mesh.

energy consumption level were taken into account for each
scenario in different modes of packet injection.
Figure 12(a) shows the simulation results for average latency
of the packets in the transpose traffic pattern. As shown in
Figure 12(a), all algorithms are in the same level of delay in
the first three points; however, in other points, the SCRN algo-
rithm performed better than other algorithms. The improve-
ment in average latency of the packets through the proposed
ScRN algorithm is 34.64%, 11.85%, and 32.81% compared
with NoP, DICA, and RCA, respectively. Figure 12(b) presents
the simulation results for the average latency of the packets in
the random traffic pattern. As indicated, the SCRN algorithm
outperformed other algorithms at every point. The improve-
ment in average latency of the packets using the proposed
ScRN algorithm was 46.56%, 6.03%, and 22% compared with
NoP, DICA, and RCA, respectively. Figure 12(c) shows the
simulation results for average latency of the packet in the
hotspot-center traffic pattern. As shown in the figure, the aver-
age latency of the packets using SCRN was improved by 20%,
5.92%, and 13.20% in comparison with NoP, DICA, and
RCA, respectively. Figure 12(d) shows the simulation results
for the average latency of the packets in the hotspot-row traffic
pattern. As seen in this figure, improvement for average
latency of the packets through the proposed ScRN algorithm
was 15.51%, 6.87%, and 22.41% compared with NoP, DICA,
and RCA, respectively.

In the performed evaluations, the SCRN output selection
algorithm had a lower average latency than all other algo-
rithms. The reason behind this is the usage of channel con-
gestion information and the selection of packet output
depending on the traffic type. According to Figures 12(a)
to 12(c), in transpose, random, and hotspot-center patterns,

the RCA algorithm, succeeding ScCRN and DICA algorithms,
and better than NoP had lower average packet latency,
which is due to having more global congestion information.
However, in Graph 12d, the RCA algorithm performed
worse than other algorithms. This is because the selection
process is made by putting separate values for traffic in all
four quarters of the network. By using this, the RCA algo-
rithm has access to additional congestion information,
which is off the short route associated with node addresses
of source and destination and utilized it in output selection
[41] . Moreover, under hotspot-row traffic, due to the
sequence of nodes with hotspot traffic in the same row, this
congestion can accumulate throughout a row. Therefore, it
can easily cause the output selection function to carry out
an unfair selection during the time that hotspot nodes are
off the short routes. This unfair selection can cause more
congestion and higher packet latency. On the other hand,
using congestion information on the route, SCRN can effec-
tively prevent packets from passing through congested
routes, which leads to decrease in the average packet latency
and improvement in network performance [35] . Table 5
shows the level of improvement in the ScRN algorithm for
random, transpose, hotspot-center, and hotspot-row traffic
patterns. In this table, the SCRN delay is measured in an
injection point which is not network saturated. As can be
seen in the table, for all scenarios, including the hotspot-
center scenario, our algorithm performed better than similar
algorithms because in this scenario, there are important
parts such as computing unit, memory unit, and control
unit, so the percentage traffic is higher than other scenarios.
Selecting the best output channel, the packets arrive at their
destination with less delay. On average, the proposed SCRN
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FIGURE 12: (a) Comparison of average packet latency in the transpose traffic pattern. (b) Comparison of average packet latency in the
random traffic pattern. (c) Comparison of average packet latency in the hotspot-center traffic pattern. (d) Comparison of average packet

latency in the hotspot-row traffic pattern.

TaBLE 5: Improvement level of average latency of packets in the proposed ScRN algorithm.

Traffic patterns

Packet injection rate (packet/cycle/node)

Average latency (cycles)

Latency reduction by SCRN
ScRN  Versus DICA Versus RCA  Versus NoP

Random 0.0114
Transpose 0.0113
Hotspot-center 0.005
Hotspot-row 0.0007

Average latency reduction

DICA RCA NoP
36 42 866 28 22.22%
84 145 174 86 2.38%
109 132 147 94 13.76%
70 285 146 75 7.14%
11.37%

33.34%
40.68%
28.78%
73.68%
44.12%

96.76%
50.57%
36.5%
48.63%
58%
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FIGURE 13: (a) Comparison of network throughput in the transpose traffic pattern. (b) Comparison of network throughput in the random
traffic pattern. (c) Comparison of network throughput in the hotspot-center traffic pattern. (d) Comparison of network throughput in the

hotspot-row traffic pattern.

TaBLE 6: Comparison of the improvement level of throughput in saturated point for the proposed algorithm.

Traffic patterns

Saturation throughput (packet/ns/node)

ScRN improvement

DICA RCA NoP ScRN Versus DICA Versus RCA Versus NoP
Random 0.0117 0.0113 0.0106 0.0123 5.12% 8.85% 16.03%
Transpose 0.0114 0.01 0.01 0.0111 2.63% 11% 11%
Hotspot-center 0.0050 0.0049 0.0048 0.0056 12% 14.28% 16.67%
Hotspot-row 0.0008 0.0005 0.00059 0.0009 12.50% 80% 52.54%
Average improvement 8.06% 26.49% 24.06%
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traffic pattern. (c) Comparison of energy consumption in the hotspot-center traffic pattern. (d) Comparison of energy consumption in the

hotspot-row traffic pattern.

algorithm was able to improve the average latency from
11.37% to 58% compared with other algorithms.

Figures 13(a) to 13(d) present the throughput results for
all traffic patterns. Simulation results prove that improve-
ment in average delay can enhance the throughput. As can
be concluded from the analyses, the SCRN selection strategy

caused a reduction in average packet latency and an increase
in throughput for all traffic patterns. This improvement is
due to a more uniform distribution of traffic compared with
other algorithms and also utilization of local and nonlocal
congestion information, which led to more comprehensive
information associated with network conditions.
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TaBLE 7: Comparison of reduction level in energy consumption for the proposed ScRN algorithm.

Average energy consumption

Energy consumption by SCRN

Traffic patterns Packet injection rate (packet/cycle/node) (cycles)
DICA RCA NoP  ScRN Versus DICA Versus RCA Versus NoP
Random 0.0116 0.0066 0.0069 0.0072 0.0059 10.60% 18.05% 14.49%
Transpose 0.0113 0.0065 0.0067 0.00675 0.0062 4.61% 8.14% 7.46%
Hotspot-center 0.00506 0.0035 0.00355 0.00365 0.0034 2.85% 6.84% 4.22%
Hotspot-row 0.0009 0.0022 0.00215 0.00245 0.0020 9.09% 18.36% 6.97%
Average energy consumption 6.78% 12.84% 8.28%
Execution time
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FI1GURE 15: Execution time comparison for routing algorithms.

Table 6 presents the details of network throughput
improvement for the SCRN algorithm. As can be seen in this
table, the throughput for all scenarios has increased. Because
the proposed algorithm first examines the amount of empty
buffer of each neighboring node in question, and if the
amount of buffer is less than normal or not empty, the
weight of the node congestion increases, and thus the prob-
ability of selecting it decreases. This ensures that, as far as
possible, congested or busy routes will have lower priority
for closed selection and routing, resulting in reduced latency
and increased throughput. The results of the evaluations in
all scenarios show the same. Simulation results show that
the proposed algorithm had one more throughput in satu-
rated point in the range of 8.06% to 26.49% compared with
other algorithms, or in other words, the network is saturated
in a higher injection point.

The results show that the improvement level in network
throughput can impact total energy consumption. In the
present study, the Nirgam simulator is used to calculate
energy consumption. As an architecture-level simulation
tool, the Nirgam [5] is utilized to assess the energy con-
sumption of the router’s main operations like routing,
incoming, and forwarding the flits and the output selection.
SystemC which is a system description language based on C
++ is used to develop the Nirgam simulator. In Nirgam,

Equation (11) has been used to estimate the average power,
and each component has been applied in HDL. The ScRN
strategy was implemented in VHDL, and synthesis was car-
ried out through the Synopsys Design Compiler. Afterwards,
ScRN average power in Synopsys Design Compiler was
added to the Nirgam. In the Nirgam which is a signal level
and cycle accuracy simulation, each wire is defined as a sig-
nal; therefore, energy consumption is computed by taking
the overhead of ScRN logic and wiring. As shown in
Figures 14(a) to 14(d), the mean network energy consump-
tion using the proposed method is reduced for all traffic pat-
terns. For example, the proposed ScRN algorithm had lower
energy consumption with an average improvement of 5%
compared with other algorithms in transpose traffic pattern.
This decrease is the result of avoiding congested routes using
the information provided by the ScRN strategy.

Table 7 presents the reduction in energy consumption of
the ScRN algorithm for random, transpose, hotspot-center,
and hotspot-row traffic patterns compared with other algo-
rithms. As seen, by an increase in the injection rate, the aver-
age energy consumption rises as well. According to the
results of previous evaluations, for all traffic scenarios, a
reduction in energy consumption was also predictable,
because in the proposed solution, the choice of crowded
channels is always avoided, that is, routes with high
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probability of congestion are in the lowest priority for rout-
ing. Avoiding crowded paths can create an optimal balance
across the network, thus avoiding congestion of thermal bot-
tlenecks due to congestion, and one of the important results
is the reduction of energy consumption, which is shown by
the results of the above diagrams. On average, the proposed
ScRN algorithm was able to reduce energy consumption
from 6.78% to 12.84% compared with other algorithms.

In the following, we compared the execution time of the
proposed algorithm in comparison with other algorithms.
Figure 15 shows the execution time and energy reductions
for all routing algorithms, taking into account NoC size varia-
tion. When compared to other algorithms, SCRN achieve an
average execution time reductions of over 80% while keeping
energy savings to no more than 12% of the best results.

6. Conclusion

In this research, a novel output selection strategy called SCRN
was proposed based on the parameters that affect the NoC
performance. The basis of the proposed approach is using a
traffic analyzer in which the traffic type is determined, and
then, the best selection function associated with traffic type is
used. Based on this, in this approach, if traffic pattern tends
toward the destination of local traffics, the scoring-based selec-
tion strategy is activated, and otherwise, the strategy based on
RCA and NoP is activated as proposed strategies for nonlocal
traffics. In other words, in these conditions, the traffic pattern
rate determines the local or nonlocal performance of the
router. In the end, in the Nirgam simulation environment,
and in different traffic scenarios, the proposed SCRN method
was compared with and evaluated against other selection func-
tions. Evaluations were done based on different traffic pat-
terns. The most important features of this solution
compared to previous works are as follows:

(i) Use of new hybrid selection function to increase
NoC performance

(ii) Use of analyzer to evaluate local and nonlocal
packet traffic

(i) Use of scoring strategy to select the best output
channel

Based on this, considering the latency and throughput
parameters, it was concluded that the proposed approach was
effectively able to reduce the energy consumption and delay by
analyzing the traffic type and determining the most appropriate
function. As a result, it enhanced the throughput in NoCs. Also,
Our proposed method includes the following limitations:

(i) Calculate output channel scores can affect runtime

(ii) Only works on adaptive algorithms and mesh
topology
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This paper combines automatic piano composition with quantitative perception, extracts note features from the demonstration
audio, and builds a neural network model to complete automatic composition. First of all, in view of the diversity and
complexity of the data collected in the quantitative perception of piano automatic composition, the energy efficiency-related state
data of the piano automatic composition operation is collected, carried out, and dealt with. Secondly, a perceptual data-driven
energy efficient evaluation and decision-making method is proposed. This method is based on time series index data. After
determining the time subjective weight through time entropy, the time dimension factor is introduced, and then the subjective
time weight is adjusted by the minimum variance method. Then, we consider the impact of the perception period on the
perception efficiency and accuracy, calculate and dynamically adjust the perception period based on the running data, consider
the needs of the perception object in different scenarios, and update the perception object in real time during the operation.
Finally, combined with the level weights determined by the data-driven architecture, the dynamic manufacturing capability index
and energy efficiency index of the equipment are finally obtained. The energy efficiency evaluation of the manufacturing system
of the data-driven architecture proves the feasibility and scientificity of the evaluation method and achieves the goal of it.
The simulation experiment results show that it can reduce the perception overhead while ensuring the perception efficiency

and accuracy.

1. Introduction

In the field of composition, human work music needs to
master basic music theory, musical style, harmony, and other
professional knowledge. For ordinary users, the professional-
ism and threshold of composition are too high [1].
Automatic composition allows more ordinary users to partic-
ipate in the production of piano automatic composition,
which improves the entertainment of piano automatic com-
position. At the same time, automatic composition is ran-
dom, which can bring creative inspiration to professionals.
Driven by new theories, new technologies, and social devel-
opment needs, artificial intelligence has accelerated its devel-
opment, showing new characteristics such as quantitative
perception and cross-border integration. These problems
cause these methods to be helpless when dealing with

complex class structure data. However, in the process of driv-
ing the architecture, the degree of compactness within the
class is also the key to measuring the success of the driving
architecture. Therefore, increasing the distance between clas-
ses and increasing the compactness within classes are the
goals of our drive architecture [2-5]. In order to solve this
problem, we improved DSC and KNNG, taking the distance
information between points into consideration, and got new
measurement methods, density-aware DSC and density-
aware KNNG. Using these two measurement methods, this
paper designs a new linear drive architecture algorithm:
PDD (perception-driven DR using density-aware DSC) uses
the density DSC visual perception-driven supervisory drive
architecture algorithm and PDK (perception-driven DR).
The visual perception-driven supervisory-driven architecture
algorithm uses density-aware KNNG [6-8].
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In order to test whether our method is effective for such
data, we tried our method as follows. When calculating the
global dDSC and dKNNG, we no longer directly calculate
the mean value of dDSC(dKNNG) of all sample points but
take the class as the unit to calculate the mean of each class
and then calculate the mean of all classes. The driving archi-
tecture algorithm can project data into a low-dimensional
space that is easier for humans to recognize, which will make
it more convenient for users to explore the distinction
between different types of data and the spatial distribution
of data [9-11]. However, in the currently widely used unsu-
pervised drive architecture algorithm, such as PCA, its drive
architecture goal is not to maximize the class spacing as
much as possible. The supervised driving architecture algo-
rithm, such as LDA, is only suitable for data that conforms
to the Gaussian distribution and does not take human
knowledge into consideration. Second, we use our method
to process high-dimensional data without class labels. Third,
star coordinates are well-acclaimed in the field of visual
analysis. Unlike traditional drive architecture algorithms,
star coordinates can be extended with many interactive
methods in two-dimensional or three-dimensional space.
Incorporating the user’s prior knowledge into the drive
architecture process is conducive to the user’s exploration
and learning of data. We combine the drive architecture
algorithm with the star coordinates and provide users with
a series of interaction methods, such as point interaction,
class interaction, and axis interaction, to facilitate users’
interactive data exploration [12-15].

In order to fill the gap in this regard, this paper proposes
a linear drive architecture algorithm driven by automated
arrangement perception. This method is aimed at maximiz-
ing the class spacing of data that conforms to the automated
arrangement perception in the process of driving the
architecture. Recently, the perception-based measurement
method of class spacing has made a big breakthrough in
the ability of simulating automatic arrangement perception.
We further improve these methods, incorporate class density
information, and combine them into the simulated anneal-
ing algorithm to find an approximate optimal solution.
Based on the manufacturing service technology, an effective
dynamic evaluation system of piano automatic composing
running energy driven by perception data is designed and
realized. The system mainly has four modules: equipment
information management module, energy consumption data
monitoring module, equipment capability evaluation mod-
ule, and equipment service combination module. Each
module realizes the addition, deletion, modification, and
inspection of basic equipment information, monitoring
and display of energy consumption data, and dynamic
assessment of equipment capabilities and equipment histor-
ical service portfolio information. We provide enterprises
with readily available and on-demand manufacturing
resources and capabilities during the manufacturing process.
We compare the algorithm with the most commonly used
driving architecture algorithms on 93 data sets at the numer-
ical level and the perceptual comparison of user scores and
analyze the performance of the algorithm. At the same time,
the algorithm is also extended to data with uneven class dis-
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tribution and classless label data. Finally, it is combined
with the star coordinate system to provide a series of interac-
tive methods to facilitate users to further explore the data.

2. Related Work

In terms of micro resources, Machado et al. [16] define
manufacturing capability as the integration of effective
manufacturing resources in the realization of manufacturing
tasks. It consists of processing capability and production capa-
bility. The processing capability represents the types of work-
pieces that can be processed under a specific machine tool,
and the production capability represents the workpieces that
can be produced per unit time and gives a new evaluation
model and evaluation method for manufacturing capabilities.
Scirea et al. [17] believe that manufacturing decision-making,
resources, and manufacturing capabilities are mutually
influencing. Under the common influence, manufacturing
capabilities are jointly improved to achieve the goal of improv-
ing innovation performance and corporate performance. Based
on this theory, manufacturing is established in the capability
strategy model, but in the case proof, Grof3ler et al. did not give
out the relationship between manufacturing decision-making,
resources, and manufacturing capacity but only discussed the
influence of various elements of manufacturing capacity. They
elaborated on the connotation of manufacturing capabilities
under the cloud manufacturing model, gave the concept and
classification of manufacturing capabilities under cloud
manufacturing, and believed that manufacturing capabilities
reflect the configuration and integration of manufacturing
resources by enterprises.

Jeong et al. [18] proposed the perceptron model. Unlike
the M-P model, which requires artificial setting of parame-
ters, the perceptron can automatically determine the param-
eters through training. The training method is supervised
learning. It is necessary to set the training samples and
expected output and then adjust the error between the actual
output and the expected output. After training, the com-
puter can determine the connection weight of the neuron.
Harrison and Pearce [19] proposed an error back propaga-
tion algorithm, which solved the linear inseparability prob-
lem by setting up a multilayer perceptron. Although the
use of error backpropagation algorithms can be used for
hierarchical training, there are some problems, such as too
long training time, parameters need to be set based on
experience, and there is no theoretical basis for preventing
overfitting. Convolutional neural networks are widely used
in the field of image recognition. Compared with traditional
methods, the accuracy has been greatly improved. Raman
et al. [20] proposed a method that combines pretraining
and autoencoding with deep neural networks. During this
period, hardware has been rapidly developed. Through
high-speed GPU parallel computing, deep network training
can be completed in just a few days. With the development
of the Internet, the collection of training data sets has
become more convenient, and researchers can obtain a large
amount of training data, thereby suppressing overfitting.

Scholars analyzed the connotation of manufacturing
capability in the cloud manufacturing environment, gave
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the definition and basic framework of manufacturing capa-
bility service, defined the metamodel and specific description
attributes of manufacturing capability service, and used
object-value-attribute for manufacturing capability service.
The data model is formalized and heterogeneous. Some people
believe that improving the manufacturing capabilities of enter-
prises should mainly start from the five aspects of quality assur-
ance capabilities, cost control capabilities, flexible response
capabilities, timely delivery capabilities, and innovation capabil-
ities, and they have carried out in-depth ways to improve the
manufacturing capabilities of enterprises under different types
of strategies. It also compares the direct and indirect effects of
quality, cost, flexibility, delivery capabilities, and innovation
capabilities and gives the best paths for cost-oriented and
innovation-oriented companies’ manufacturing capabilities
[21]. Researchers introduced monitoring methods based on
mobile agents, using forward graphs to continuously collect
and update the global information of the system to support
the self-repair function of distributed applications, and estab-
lished MonALISA, a monitoring framework based on large-
scale integrated service architecture sensing agents, to achieve a
scalable dynamic perception of complex software systems, and
based on this framework, the perception of complex application
execution processes, workflow applications, and network
resources has been successively realized. Considering that the
system state can reflect whether the system is malfunctioning,
we proposed a large-scale complex software system perception
scheme based on an abstract state machine from a state perspec-
tive, using perception data as a calculation metric to establish a
diagnosis for the system. Some researchers describe manufactur-
ing capabilities as design and manufacturing capabilities, ascer-
tained manufacturing capabilities, and actual manufacturing
capabilities. According to manufacturing tasks, piano automa-
tion, equipment, and the relationship between roles, the model
of the solution model of manufacturing capability from task
expectation to demand deployment and the relationship model
of piano automation composition from capability to role are
established, and the piano automation composition hierarchical
configuration model is proposed [22-24].

3. Data-Driven Architecture Awareness

3.1. Data-Driven Algorithm. In order to maintain different
data characteristics, data scientists propose a large number of
different forms of objective functions. For example, the objec-
tive function of PCA is to obtain a mapping matrix P, so that
the projected result is reconstructed as much as possible with
the original data. Cross-entropy is a concept in information
theory that is used to measure the distance between two prob-
ability distributions. Generally speaking, the output result of
the neural network output layer does not satisfy the concept
distribution, so the cross-entropy loss function is generally
used together with the softmax function. After regression pro-
cessing through the softmax function, the final output of the
neural network will become a probability distribution.

(ﬁu — A — Mty)

n(u,s,t) -0 /or = 0. (1)

According to whether the indicators can be directly quan-
tified, the evaluation indicators of piano automatic composi-
tion ability are divided into qualitative indicators and
quantitative indicators. According to the value of the evalua-
tion index, the indicators are divided into extremely large
and extremely small types. In the process of constructing the
index system, we should fully consider the extremely small
and extremely large indexes and make overall plans to make
the evaluation index system more comprehensive.

\/(/Su+A)2+ <\//\(,ux+;4y+2yx,uy> X %;)2] =1.

The coefficient is used to determine the degree of weight
connection adjustment. If the learning rate is too large, it
may be overcorrected, leading to errors that cannot converge,
and the neural network training effect is not good; on the con-
trary, if the learning rate is too small, the convergence speed
will be very slow, resulting in too long training time. Generally,
the learning rate is determined based on experience. First, set a
larger value, and then gradually decrease the value. Tensor-
Flow provides an interface of exponential decay function,
which can flexibly and automatically adjust the learning rate
during the training process and improve the stability of the
network model.

3.2. Linear Drive Architecture Framework. This new method
takes into account the density of the classes, and has a con-
tinuous description of the degree of separation. When a
point is very close to the center of this category, the value
of dDSC at that point will be larger, and vice versa, the
value of dDSC will be smaller.

Hu/(u, t)dudt — J exp™“du =0. (3)
0

The article shows the performance of dDSC and DSC in
describing the degree of data separation, and it can be found
that dDSC is more sensitive to different degrees of separa-
tion. In addition, the computational complexity of dDSC is
the same as that of DSC, both are O(C, ), where C represents
the number of classes. The high efficiency of dDSC allows
dDSC to be applied to many interactive scenarios. The com-
monly used error direction propagation algorithm is the gra-
dient descent algorithm, but this method cannot guarantee
that the final result is the global optimal solution. If the ini-
tial value of the parameter is not set properly, the local opti-
mal solution may be obtained instead of the global optimal
solution. At the same time, the gradient descent method
needs to minimize the loss function on all training data sets.
Generally, in order to obtain a good network model in
Figure 1, the training data set is massive, and calculating
the loss function of all training data will cause the algorithm
time for the complexity and space complexity.

Its overall structure is a tree topological structure, which
is flexible in structure and convenient for subsequent addi-
tion of nodes. Among them, the wireless transmission
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FIGURE 1: Linear drive architecture framework topology.

network formed between the energy consumption-sensing
device and the wireless router is the infrastructure network
structure in the wireless network topology, which is built
together by STA (workstation) and wireless AP. The router
acts as a wireless AP to form a network and is responsible
for each STA site. The convergence of data and the energy
consumption monitoring node is connected to the AP as a
STA (workstation) node, acting as a client in the network;
the energy consumption-sensing device adopts the USR-
WiFi232 serial port to the WiFi module, which meets the
temperature range of industrial-grade working environment.

3.3. Separable Measure of Composition. The most important
thing in the entire composition evaluation process is how to
obtain the capability evaluation result from the evaluation
index. Only by considering the index data under the whole
time sequence can the effective dynamic evaluation of the
equipment operating energy be realized. The obtained
energy performance index data at N moments (or stages)
is formed into a set of decision-making plans for #n piano
automated composing objects to be evaluated, and m evalu-
ation indexes or attribute constituent index sets are used as
initial data for dynamic adjustment. Thus, the manufactur-
ing task data of the equipment at nearly N times (or stages)
is formed as the data basis, and the j-th attribute value of the
equipment at the time (or stage) to be evaluated, so that
the index values of each equipment at the near N times con-
stitute a set.

fp.t,x) [ exp [m(u)]du

PO P exp [p(t)du @

In estimating the frequency of the pitch, the pitch value
will be determined according to the highest energy. But the
actual situation is that the key in the low range is not

the peak of the time domain. On the contrary, the maximum
amplitude value appears between the second and the fifth
overtones. To the mid-low range, the envelope is basically
parallel to the frequency axis and then downwards.

As the pitch increases, the amplitude proportion of the
fundamental tone will gradually increase, and the amplitude
of other overtones will relatively gradually decrease. The
keys of the piano can be divided into low range, midrange,
and high range. The distribution of the number of overtones
in different ranges is different. The energy in the low range is
mainly concentrated in the low frequency. The number of
overtones is large, and the amplitude is large. The energy
distribution in the middle range is more uniform, while the
number of high-order overtones in the high range is signifi-
cantly reduced. And the amplitude decays quickly.

u "(0)dt, u
w<u>=j w’(u)du={‘” (O)dhu<t (5)

0 Lu>t.

The stochastic gradient descent algorithm does not need to
optimize all the data in the training set like the gradient
descent method. Instead, in each round of iteration, a piece
of training data is randomly selected for optimization to min-
imize its loss function. In this way, the time of a single training
can be shortened, and the update speed of the parameters can
be improved. However, the loss function of some samples does
not represent the loss function of all data and may also cause
interference, so that each iteration does not update the coeffi-
cients in the direction of overall optimization, and the final
solution may not be the global optimal solution.

3.4. Data Simulation Perception. When the output of the
data simulation neuron is close to the upper limit of the acti-
vation function, the neuron state is called the activated state,
and vice versa is the inhibited state. When the input signal is
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a nonsparse signal and the measurement matrix is a real-
valued matrix, most of the neurons in the hidden layer are
in an active state. Then when a certain constraint or rule
makes the state of most of the neurons in the neural network
inhibit, the constraint is called “sparse inhibition.” We
mainly impose this sparsity constraint in two ways, both of
which involve measuring the hidden layer activation of each
training batch and adding some items to the loss function
that penalize excessive activation, mainly L1 regularization
and KL-scattering (relative entropy).

w'(O)J: exp (“b;f JO %d@) du-f(a,b)=0. (6)

For the measurement method to be evaluated, first we
use this method to score 828 scatter plots. After the scoring
result is obtained, the result of the measurement method and
the artificial scoring result are combined to calculate the
AUC value. The output range of AUC is from 0% to 100%.
50% means that the result of the method to be evaluated is
equivalent to random guessing, and 100% means that the
result of the method to be evaluated is in perfect agreement
with the result of manual scoring. The AUC results of dDSC
and DSC are 83.1% and 83.2%, and the AUC results of
dKNNG and KNNG are both 92.1%. This shows that, com-
pared with DSC and KNNG, dDSC and dKNNG have a
basically equivalent effect of reflecting the perception ability
of automatic arrangement.

Yv'@-Yy' 0= lim [v'@-v'©)]. @)

This result does not surprise us, because in this evalua-
tion framework, the focus is on whether the classes are
clearly separated or not. What can now be determined is that
for clearly divided examples, the new method has the same
performance as the original measurement method. Of
course, our focus should be whether we can describe the
examples that are not separated in more detail and accu-
rately. In the iterative solution process of the driving architec-
ture in Table 1, it is particularly important to accurately
describe the nuances between the two results; especially in the
early stages of the iteration, the class structure is not very clear.

For energy consumption data, there are mainly errors or
abnormalities, so the processing measures taken here are
mainly data-cleaning processing to remove noise and abnor-
mal data. Considering that the energy consumption data
includes the working status of equipment standby, response,
and processing, the data interval will change with the incon-
sistency of the working status, so the user-defined interval
binning method is adopted here, and the relevant
interval is defined according to the data law and classified
energy consumption data accordingly.

Therefore, forming a dynamic constraint on the learning
rate, the learning rate has a definite range, and the weight
update is relatively stable. The parameter setting of the algo-
rithm is relatively easy compared to other optimization
algorithms, and usually, setting the default value has excel-
lent performance. When constructing an automatic compo-

TaBLE 1: Iterative solution of drive architecture.

Number Code name Meaning Type Default value
1 Consumption Time INT 0

2 Learning rate Index number  INT 0

3 Errors T Data law CHAR  Increment
4 C-Q Class structure CHAR  Increment
5 M-rate Architecture - FLOAT  Increment
6 Energy-value Clearly-divided CHAR 1

7 Comprelndex  Performance INT 1

sition neural network model, it is necessary to combine the
characteristics of the data set and the complexity of the
network to select the best optimization algorithm, which
can speed up the network training speed, shorten the
network convergence time, and improve the quality of the
network model.

4. Piano Automatic Composition and
Quantitative Perception Model
Construction under the Data-
Driven Architecture

4.1. Data-Driven Architecture. The core idea of the data-
driven architecture is to obtain the score of the point by
comparing the distance a(y) from any point Y to the mid-
point of its class and the minimum distance b(y) from the
point to the center point of other classes s(x). Here, when
calculating the DSC, the calculation is performed directly
in the visible space. The data used here is the data after driv-
ing the architecture to the two-dimensional visualization
space through the driving architecture algorithm.

[ ew(a—b)xexp (“;ﬁju%)du) =[] Ve + 0.

b Jom(
(8)

DSC and KNNG incorporating density information are
named dDSC and dKNNG. Correspondingly, the visual
perception-driven supervisory-driven architecture algorithm
using dDSC is named pDR. dDSC is PDD for short; and the
visual perception-driven supervisory-driven architecture
algorithm using dKNNG is named pDR. dKNNG is referred
to as PDK. An important feature of wireless sensor networks
is that homogeneous or heterogeneous sensor nodes can be
deployed in the monitoring area at the same time.

According to the mapping relationship between the fun-
damental frequency and the keys, specific notes can be
obtained; the length of the piano expresses the change in
the length of the piano tone, which affects the choice of the
time resolution in the automatic framing process of
the piano composition signal. The pitch of the piano keys
is determined according to the twelve equal laws, and the
fundamental frequency of the keys is arranged according to
the geometric progression shown in Figure 2. String vibra-
tion is a complex resonance. After the string is struck and



vibrated, it will produce not only a fundamental tone but
also overtones. Overtones will have an impact on the estima-
tion of the fundamental tone, as well as the number distribu-
tion in different zones.

After that, the amplitude discrimination method is used
to determine the abnormal data, that is, the difference
between the i-th power or electric energy data sampling
value, and the i-th sampling value is used for judgment. If
the data consumption threshold is different, it is judged that
the i-th sampling value is the true value at this time; if it
exceeds the specified threshold, the i-th data is considered
an abnormal point; and for abnormal data, it can be consid-
ered missing value data. In the value processing, the classical
regression interpolation method is used for processing, and
the regression model is usually expressed as the text.

4.2. Performance Analysis of Quantitative Perception
Algorithm. In the decision-making process of the quantitative
perception system, it is necessary to abstract the human logical
thinking process as a mathematical function and carry out
quantitative analysis of qualitative analysis problems. The ana-
Iytic hierarchy process (data-driven architecture) is a com-
monly used multicriteria decision-making method. This
paper uses this method to analyze the subjective weight and
finally obtains the importance of different indicators to the
evaluation target. PcAE combines the advantages of model-
driven and data-driven and uses data to jointly optimize the
construction of sparse binary measurement matrix and noni-
terative reconstruction, thereby simultaneously obtaining lower
coding complexity and higher signal reconstruction quality.

<A<x> =M, - Ay

)
AQ) = A + Ay,

Experiments on neural spikes in the application of wireless
neural recording show that the PcAE algorithm has extremely
low computational complexity and better reconstruction effect
at the encoding end compared to several others based on com-
pressed sensing algorithms and based on quantized sensing
algorithms. For example, when the measured value is low sam-
pling rate, the value of the signal-to-noise distortion ratio
(SNDR) of the PcAE algorithm is 25, which is much higher
than the SNDR value of the traditional BSBL reconstruction
algorithm when the value is measured. When the deployment
density of nodes is relatively high, multiple pieces of informa-
tion in the same space can be collected.

(10)

< B(x-y)= \/A(#x Tyt Zﬂxﬂy)
B(x+y)= \/A(Mx iy, - Zﬂxﬂy)'

At the same time, the receiving rate of the serial port can
reach 460800 bps, and the uploading rate can reach 150 M.
The performance is superior. Its UART pin is connected with
STM32, which can easily receive the packaged information
processed by STM32 and convert it into IEEE 802.11 protocol
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FiGure 2: Data sampling value distribution of data-driven
architecture.

data for transmission. As for the equipment work-related infor-
mation, it is read and processed by the industrial computer
connected to the equipment PLC and then transmitted to the
wireless router via the network cable through the SOCKET
transmission method in Table 2 to realize the aggregation of
sensing data.

Since the length of the same sound in different audio files
changes, the step length should also be changed synchro-
nously, but this is difficult to control. A good method is to
take the step length short enough and use equal step length
to segment the audio. Then the adjacent subsegments are
judged. If the pitch is the same and it is not the end of the
note, it means that it is the same note, and the adjacent sub-
segments with the same note need to be merged. In this way,
the method of merging equal steps is used to realize the
change of the length of the sound.

4.3. Evaluation of Numerical Indexes of Automatic
Composing. For most of the data, the algorithm is initialized
by randomly generating P, and the algorithm can quickly
find the ideal solution. In addition, referring to other drive
architecture algorithms, we also used the results of other
existing drive architecture algorithms as initialization.
Therefore, the following experiments are done to select the
randomly generated P and use the mapping matrix of
PCA, LDA, and LPP as initialization to drive the architec-
ture. It turns out that although the initialized P differs
greatly, the results obtained are basically the same. Some-
times, the solution obtained by randomly generated P still
has a slight advantage. It can be concluded that the initializa-
tion method of P has little effect on the result. Therefore, in
the algorithm, we choose to randomly generate the mapping
matrix P as the default option.

5]

r[(ﬁu+A)+(ﬂu—B)]du:0. (11)

o —
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TaBLE 2: Convergence algorithm of perception data.

Step number

Algorithm input

Code text

1

O 00 N N U A W

Since the length B(x - y)
The same sound in o7 (u)
The measured value is y,

Equal step length to segment the audio
We choose to randomly generate x
A good method is to take
The receiving rate of x +y

The method of merging equal steps
The industrial computer connected 1/a —r

For a = [1 - 1.82370.9801]
B=1[1/100.4901/100.49]
N=0:30
Subplot (211)

X1 =udt(n)

Y1 = filter(b, a, x1);
Stem (n,y1,“fill,” “g”), grid on
Void bigsort(int *arr,int len)

{adjust-downmy(arr,0,len-i-1);

—
o

It turns out that p,u,

—
N =

—
w

Referring to other drive architecture
The adjacent subsegments are judged

It needs to be extracted p, +

For(int i = 0; i < len; i++)
{void merge(int *A,int low,int mid,int high)
Int temp = arr[0]
Arr[0] = arr[len — i

The demonstration audio is a piano automatic compos-
ing in the wav file format, and the features of these audio
files need to be extracted as the training set of the automatic
composition neural network model. For the piano
automatic composition signal, there are four basic character-
istic quantities of pitch and timbre. Among them, pitch and
pitch are commonly used as extraction features. Modern pia-
nos are tuned according to the twelve equal laws. The 88
keys of the piano have a certain fundamental frequency,
and the fundamental frequencies of the keys are arranged
in a geometric progression. For the fundamental frequency
extraction process, the most widely used MFCC feature
extraction method in the field of speech recognition and
speech reconstruction is analyzed first.

Vxlinm{\/ a? +b* € R(c, t)},ﬂ\/(;u +A)? + (B“;bﬁ> 2} =0.
(12)

The data-driven architecture can decompose a problem,
decompose a multiattribute problem into many small ele-
ments, and generate a hierarchical structure based on the
affiliation between the elements, which can reflect the associ-
ated information between the elements. At the top of the
structure is the target layer, which represents the objective
of the evaluation; the next layer is the criterion layer, which
represents the characteristic attributes of the target; and then
the index layer and its subindicator layer, which can repre-
sent the criterion layer. The bottom layer is the scheme layer,
which is composed of the objects to be evaluated. By calcu-
lating the relative importance of each element of each layer
and its adjacent two layers, the weight between each subindi-
cator and the total indicator can be obtained.

Based on the overall process of the system in Figure 3, we
analyze the number of interactions of each computer node,

run the BookStore system, count the interaction frequency
and interaction time of each computer node, calculate the
interaction frequency and interaction density, and quantify
the importance of each computer node. Based on BookStore’s
initial set of perception objects, we analyze the relationship
between perception objects, filter and refine perception
objects, and generate a new set of perception objects. Finally,
we compare the system overhead and accuracy of the new
set of sensing objects and the initial sensing objects.

The specific method is as follows: adopt the method of
comparing each other in sequence, corresponding to the
ratio scale value in the article, and then generate a judgment
matrix. If the matrix is a consistent matrix, it means that the
obtained weight is the normalized eigenvector of the matrix.
Specifically, the weight value of this layer and the weight
value of the upper layer are multiplied and calculated in
sequence until the uppermost layer stops. In this way,
the sub indicators of each target layer correspond to a
relative weight.

5. Application and Analysis of Piano Automatic
Composition and Quantitative Perception
Model under Data-Driven Architecture

5.1. Quantitative Perception Data Preprocessing. The quanti-
tative perception data scores the scatter plot drawn from
the results of 744 drive architectures. These results are
obtained by applying 8 drive architecture methods to 93
data sets. In the experiment, different types of dots in the
scatter diagram need to be distinguished by different colors.
Due to the large number of points in some data sets, many
points will overlap during the process of drawing the scatter
plot, which will seriously affect the user’s judgment on the
indexability. In order to alleviate this problem, the order
of the original points was carried out in the experiment.
The shuffling operation completely disrupts the original
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FiGUre 3: The distribution of the numerical index of the automated composition.

order of the points and then draws the points in the order
after shuffling.

) ! (A+B)*,A>B
[J(Bu+ayy'+ 2 (By" = (13)

At+B (A-B)>,A<B.

N = N

In addition, when the space of the monitoring environ-
ment or other factors cause a single router to fail to com-
plete the aggregation and transmission of all information
to the server, the layout of the wireless relay node can be
planned according to the monitoring environment space
and actual needs, wireless router signal coverage, etc. After
adding routers to the nodes, we use the router’s WDS wire-
less bridging function to set the relevant relay parameters to
form a relay transmission network, realize the aggregation
of the node information in the tree topology and the expan-
sion of the transmission distance, and sense the aggregation
of the information of each node in the network. It is sent to
the server, and the server realizes the fusion processing and
storage of the aggregated information. The data transmitted
in the transmission network in Table 3 above are all
encrypted by WPA2-PSK (AES), which ensures the security
of the transmission channel.

The autoencoder can be regarded as a special feed-
forward neural network, which is usually trained using the
minibatch gradient descent method like the feed-forward
neural network, so as to learn useful features of the data.
AE is mainly composed of two important structures:
encoder represented by and decoder represented by. Obvi-
ously, it can be concluded that the biggest feature of the
encoder structure is that the input layer and output layer
have the same number of neurons, and the number of neu-
rons in the middle hidden layer is less than the number of
neurons in the input layer and output layer. Experiments

TaBLE 3: Fusion processing of aggregated information.

Processing index Channel 1 Channel 2 Channel 3
1 0.94 0.01 0.56
2 -0.43 0.03 0.19
3 3.07 0.00 0.29
4 -0.12 0.02 0.04
5 -5.43 0.02 0.07
6 0.66 0.00 0.48
7 -0.56 0.01 0.38

have proved that the number of neurons in the hidden layer
of the autoencoder can be much smaller than the number of
neurons in the input layer, so a very high compression ratio
can be achieved.

5.2. Data-Driven Architecture Simulation. In terms of the
running time of the data-driven architecture algorithm, all
linear methods have inherent advantages. For most data, the
results can be solved quickly, while the nonlinear method
has a slower solution speed. Since some methods are
developed by the MATLAB environment, some methods are
developed by C++; in addition, there are big differences
between the results of many methods and the new method.
Here, when comparing the running time, this article focuses
on the comparison with the new method. The results of the
two methods are not much different, LDA and t-SNE.

y(t) = V2 —4ac limy(t) =1
! (14)
y(0)=0, liumy/(u) =0.

For the above-mentioned perception data, this paper uses
200 as the base and records the time of data collection and data
processing for every 200 pieces of perception data. The
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FIGURE 4: Data-driven architecture input note sequence distribution.

statistics of 200 pieces of perception data, 400 pieces of
perception data, 600 pieces of perception data, and 800 pieces
of perception data are, respectively, counted. The collection
time and processing time of data, 1000 pieces of perception
data and 1200 pieces of perception data, and the number of
changes that occurred in them were recorded. We use these
data as different sets of perception data to test the percep-
tion efficiency and accuracy of different amounts of percep-
tion data.

1
a.b.f(c, t|Ver2+VEA2 = 1), min | (a - )y’ + Ebzrtzlp" =0.
(15)

The duration of each ECG recording is ten seconds, the
sampling frequency is 1000Hz, that is, 1000 signal points
are sampled per second, and the length of a single record
is 10000. According to the window size, each record inter-
cepts the same number of windows to obtain a total of
9975 ECG signals. Randomly, they divided them into train-
ing data set and test data set, of which training data set and
test data set accounted for 80% and 20% of the total data,
respectively. The accuracy of data collection is improved,
and the redundant information collected by nodes can also
be used as fault-tolerant detection of information.

The input note sequence and the expected output note
should be reasonably selected from the training set accord-
ing to a certain correlation, that is to say, it needs to be
formulated reasonably training rules. Finally, combined
with the demonstration audio note feature data set, in order
to obtain a better prediction network model in Figure 4,

TaBLE 4: Description of adaptive sensing process.

Range number Sensing music Data types Process name Score

1 Demo_10 INT MS 2941
2 Demo_12 CHAR MS 3.89

3 Demo_09 CHAR MS 7.39

4 Demo_11 INT GRU 47.67
5 Demo_05 INT GRU 37.59
6 Demo_02 INT GRU 11.98
7 Demo_06 INT PC 46.53
8 Demo_07 CHAR PC 31.07
9 Demo_01 CHAR GRU 26.43

there will be multiple gated loop unit network layers in
the network.

There are different types of perception objects in the
software system, and adaptive perception uses different per-
ception tools to collect runtime data of different perception
objects. Considering the diversity of these perception data,
in order to analyze and process aspects, this article adopts
extensible markup language XML to establish a formal
description specification and uses this specification to for-
mally describe different perception data, so as to realize the
unification of different perception data.

lim U(r,t)dU = lim [BU+ (a—r)m, + Aldt. (16)
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Online audition evaluation requires the development of
an online audition effect scoring platform, which adopts
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FiGure 5: Distribution of adaptive sensing data storage values.

the development form of separation of front and back ends.
The evaluation method of piano music effect is based on the
principle of Turing test. The automatically generated piano
music and the piano music created by the human work com-
poser are randomly combined and placed on the platform.
Audition users can audition the piano music on the plat-
form, according to their own judgments of each piano piece.
Through this platform, users’ feedback can be collected to
help optimize the model and do further research.

5.3. Case Application and Analysis. Considering that the
adaptive sensing process in Table 4 will produce a large
amount of sensing data that needs to be stored, and the
adaptive process itself is a real-time process, the storage
and reading of the sensing data are required to be fast.
Therefore, this article chooses the MySQL database to store
the perception data obtained by the adaptive perception pro-
cess. Compared with other databases, the MySQL database is
small in size and fast in running speed, which can meet the
needs of fast sensory data storage. Moreover, the MySQL
database is open source, which greatly reduces the cost of
use. In addition, MySQL provides more data types.

In the part of automatic composition quality evaluation,
this article develops an online audition effect scoring plat-
form and invites piano music lovers to make scores based
on their subjective listening feelings. The oftline perfor-
mance evaluation invites professionals to designate 5 indica-
tors, use the entropy weight method to assign weight to each
indicator, and then conduct a comprehensive evaluation of
each song. The scoring results show that the piano music
automatically created in this paper has a high score, and
some works can pass the Turing test in Figure 5.
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FI1GURE 6: The distribution of the quality output value of the drive
architecture algorithm.

The construction of the automatic composition neural
network model first studies the cyclic neural network, which
has short-term memory capabilities. This structure allows
the cyclic neural network to theoretically process the
sequence data of any length. However, the simple recurrent
neural network can only learn short-term dependencies
due to the explosion or disappearance of gradients. In the
process of piano automatic composition, the dependence
interval between notes is relatively large.

This type of data is usually measured by the imbalance
rate (IR), which is the number of samples in the class with
the most samples divided by the number of samples in the
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FIGURrk 7: Time-dependent sequence distribution of piano composition.

class with the least samples. If you really use drive architec-
ture algorithms for such data, then the final result must be
largely affected by the class with more samples. In order to
solve this problem, we improved the method of calculating
the global s(y) in PDD. After obtaining the s(y) of each sam-
ple point, we first solve an average value for all sample points
in each class, and then use several class averages to continue
solving the global average.

V(an,dW, + b, dW,)-V(AdAt + BdBt)
VF(A, B)

(17)

Users are allowed to move some points in the
low-dimensional space to feed back to the drive architecture
algorithm to improve the quality of the drive architecture.
Specifically, the steps of the experimental program are as fol-
lows: If the distance between the unmarked data and the
center point of the marked data is closer, then the unmarked
point will be classified as this type. Visuals of the final clas-
sification results are shown to the users. Figure 6 uses the
same classification method to test with LDA.

At the same time, the length of the same sound in differ-
ent audio files also changes. This article will take the step
length to be short enough and then combine the same notes
in the adjacent subsegments to achieve this change in the
length of the sound. After each frame that passes through
the filter array, a set of output values will be obtained, and
the maximum output value will be found. First, we judge
with the set threshold to see if it is a silent segment, then
index the filter bank corresponding to the maximum output

value to the fundamental frequency of the frame, and deter-
mine whether adjacent subsegments need to be merged. There
is a mapping relationship between the extracted fundamental
frequency and piano notes, and the note sequence of the dem-
onstration audio can be obtained through conversion, which
can be used as the training set of the neural network.

Finally, we use aliceXPT and the corresponding
alice.wav audio file to verify the design in Figure 7 based
on the twelve equal laws of this article. The final experimental
results show that, except for a few multifundamental
moments, the extracted values of note features at other
moments are completely consistent with the original file.

6. Conclusion

In this paper, by studying the collection and processing
methods of massive sensing data in the manufacturing pro-
cess, this paper proposes a sensing data-driven piano auto-
matic composition operation energy efficiency evaluation
model and applies these methods to the actual engineering
application of the automated composing system. First of
all, for the feature extraction part, using the design process
of Mel frequency cepstral coefficient extraction for reference,
combined with the characteristics of the piano automatic
composition signal, designs based on the twelve equal tem-
peraments are proposed. Secondly, for the network model
construction part, the cyclic neural network has a memory
function and is good at processing sequence data. Piano
music can be regarded as a sequence composed of multiple
notes according to the rules of music theory, and there is a
certain dependency between the notes. Automatic composi-
tion allows the neural network model to learn these hidden
rules and then predict and generate the note sequence. On
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With the rapid development of information technology, digital music is subsequently increasing in large quantities, and how a
good integration of vocal input and recognition technology can be transformed into digital music can greatly improve the
efficiency of music production while ensuring the quality and effect of music. This paper focuses on the implementation and
application of human voice input and recognition technology in digital music creation, enabling users to generate digital music
forms by simply humming a melodic fragment of a piece of music into a microphone. The paper begins with an introduction
to digital music and speech recognition technology and goes on to describe the respective characteristics of various audio
formats, which are selected as data sources for digital music creation based on the advantages of the files in terms of retrieval.
Following that, the method of extracting musical information from music is described, and the main melody is successfully
extracted from the multitrack file to extract the corresponding musical performance information. The feature extraction of
humming input melody is further described in detail. The traditional speech recognition method of using short-time energy
and short-time overzero rate features for speech endpoint detection is analyzed. Combining the characteristics of humming
music, the method of cutting notes by two-stage cutting mode, i.e., combining energy saliency index, overzero rate, and pitch
change, is adopted to cut notes, which leads to a substantial improvement in performance. The algorithm uses the melody
extraction algorithm to obtain the melody line, merges the short-time segments of the melody line to reduce the error rate of
emotion recognition, uses the melody line to segment the music signal to generate segmented segments, then abstracts the
features of the segmented segments through a CNN-based structural model, and inputs the output of the model to the
regressor in cascade with the melody contour features of the corresponding segmented segments to finally obtain the emotion
V/A value of the segmented segments.

1. Introduction

In today’s digital and networked era, multimedia data has
become a major part of the data transmitted on the Internet
information superhighway. Multimedia technology is char-
acterized by interactive and integrated processing of audio,
text, and graphic information [1]. In multimedia systems,
multimedia content such as audio, image, and video cur-
rently occupies 70% of the network, and the number is
growing rapidly. Voice and music are the most familiar
and accustomed ways to deliver information, and sound

media is the most important media other than visual media,
occupying 20% of the total information volume [2]. Large-
capacity, high-speed storage systems provide the basic guar-
antee for massive storage of sound, and the use of sound
media in various industries is becoming more and more
widespread [3]. Also, the implementation and application
of human voice input and recognition technology in digital
music creation become increasingly important. With the
improvement of computer performance and Internet band-
width, as well as the development of multimedia information
compression technology and video/audio streaming
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technology, the realization and application of vocal input
and recognition technology in digital music creation provide
a good basis and guarantee [4]. However, in the process of
digital music creation, the old traditional music production
methods were followed, which could not reflect the advan-
tages and strengths of digital music and could not improve
the efficiency of music production as well as the quality
and popularity of music [5]. Therefore, people are no longer
satisfied with music creation through the general traditional
mode, and human voice input and recognition technology
provides a more efficient method for digital music creation.
Music as an important media resource, music creation has
a very important significance for music database and digital
library construction.

The sheer volume of multimedia resources on the web has
prompted digital music creation to become a mainstream
mode of music production [6]. People need efficient ways to
compose digital music, which in turn meets the demand for
massive music resources on the web. In addition, digital music
composition has broad research prospects and great applica-
tion value in karaoke retrieval and assisted video retrieval
[7]. Given the characteristics of music itself, digital music cre-
ation is completely different from traditional music creation.
The current digital music creation is based on text, which
includes the name of the music, the lyricist, the singer, and
the instrument played, and this information is integrated in
the computer [8]. The recognition of music based on similar
singers’ voices or similar styles and rhythms or even similar
background music sounds has become a digital music creation
method that is gaining attention. This problem is cross-cut-
ting, involves a wide range of content, and is comprehensive,
involving computer science, information science, acoustics,
musicology, psychology, and so on. Speech is the most domi-
nant form that people use to communicate [9]. Therefore,
speech recognition has an extremely important position in
digital music creation. Sometimes we can naturally identify
the singer when we hear a piece of music because their voices
are different, and in general, the technology of speech recogni-
tion includes research in many fields such as acoustics, linguis-
tics, and information processing. The scope of application is
very wide. It is widely used and has been researched for a long
time and has achieved very good scientific results [10]. Nowa-
days, audio retrieval is a kind of application related to audio
information, and music as a very special kind of audio, its
retrieval has been in the retrieval for lyrics, and the process
of retrieval is also through a certain music or simply humming
a certain lyric to find music in the music library. Up to now,
the use of audio for retrieval is still very rare [11]. Therefore,
the use of related technology to achieve similar music retrieval
can not only change the current manual retrieval method but
also singers can use the system to retrieve songs similar to their
own according to their own voice and style, which not only
can save a lot of time and achieve better results but also users
can automatically select their favorite songs from a large num-
ber of song music libraries to meet personalized music recom-
mendations and services.

With the development of speech signal processing tech-
nology, the system used to process audio signals now relies
more and more on the effective content of the processed sig-
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nal, which first and foremost is to preprocess the audio sig-
nal, extract its effective signal part (meaningful part), remove
the useless part, provide an effective preprocessing method
for removing the unwanted part of the audio, and can better
improve the data processing. The efficiency and perfor-
mance of data processing can be improved. At the same
time, due to the rapid development of multimedia technol-
ogy and network technology, audio resources such as songs
are becoming more and more abundant, and the access to
them is becoming more and more diversified and simple.
How to retrieve the songs you need accurately and conve-
niently in the vast library of song resources has become an
urgent problem. At present, there are two major types of
song retrieval methods: text-based annotation methods and
content-based methods. At present, all practical song
retrieval systems use text-based methods, such as Baidu
Music Search, JiuKuMusic.com, and Search.com. This
method requires first manually annotating songs in the song
database with characteristics such as song name, singer, and
song classification, and then using keyword matching
methods to find them. This method has some defects that
are difficult to make up in practice. First, many features of
songs are difficult to be accurately described by text (e.g.,
singer’s voice characteristics, song style, rhythm, and back-
ground music tone), so it is difficult to search for these fea-
tures; second, the search accuracy of text matching
depends largely on the accuracy of text annotation, while
the evaluation of many features (e.g., song classification
and mood) is highly subjective and the accuracy is difficult
to be guaranteed. Third, the text-based approach cannot be
realized for the similar song retrieval demand of “finding
songs by songs.”

2. Related Work

For quite a long time in the past, music composition
required a high level of musical theoretical knowledge and
practical skills, so it has always been the case that only those
who had specialized education in music were able to do so
[12]. By now, many music lovers are familiar with digital
music creation. Music creation has developed mainly with
the development of computers, from the initial creation of
music by professionals, to the creation of music by people
with their own hobby of music, which is full of personalized
colors, to the music that affects all aspects of people’s lives
now. The history of music creation also began with the
emergence of electronic instruments in the 1930s and later
in the 1980s with the birth of MIDI technology, which is
now more widely seen in the establishment of various music
studios [13]. Nowadays, more people use digital music tech-
nology to create music, so it is convenient for more com-
posers to get rid of the old way of creating music
manually, and instead, composers can use the Internet to
find more factors and ways to create music, and it is conve-
nient and fast to create music. Sonar is just one of the pow-
erful computing software in the computer, which has more
information about music creation and also provides a
broader platform for musicians to show themselves; they
only need to copy, paste, and other simple operations by
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clicking the mouse to create music, they do not need to
imagine the music performance, tone, etc., and then modify
it again and again; the new way of music creation has greatly
changed the way of composers in the past. The new way of
composing music has greatly changed the way composers
used to compose [14].

Composers do not have to worry about the difficulty of
playing their works, the complexity of the scoring process,
and other technical concerns [15]. Many nonmusic majors
are now using their computer skills to compose music
according to their own understanding of music and hobbies.
And they have achieved very good results. Thus, the use of
digital technology for music composition is characterized
by diversity, which is manifested in many aspects, including
the genre, content, and style of music [16]. Moreover, with
the rapid development of computers today, digital diversity
is also reflected in the important influence that computing
technology brings to the field of music composition, for
example, the style of composition and aesthetic orientation.
Nowadays, people use computers to digitally process the
audio of music in order to get the rhythm they want. People
use music creation software to create music according to
their own preferences so that every music lover can easily
and conveniently record, edit, and other digital processing
of audio in the process of creation. The digital process
requires a thorough knowledge of digital audio processing
technology. Among the many software programs that use
computing software to create and debug MIDI music, the
most practical one is Cakewalk, which is not only a tool
for music lovers to create music but also for nonmusic
majors to become composers by using the software to create
high-quality music [17]. It requires a systematic study of
music knowledge and continuous exploration of music itself.
The advantage of computer software is to satisfy the dream
of ordinary people to create music [18].

The process of editing audio digitally is mainly done on
traditional audio, but this is very difficult for audio pro-
grams. The whole editing process is very troublesome, and
the editing and processing methods are very limited and
imprecise, mainly because it needs to be done with external
equipment [19]. Because there are many ways to edit and
process audio in this way, there are many ways to process
audio in any way one can think of. In addition, this method
of processing is characterized by the speed of the audio pro-
cessing and the promptness of the feedback, and the success
of the creation can be played and auditioned immediately.
At the same time, the quality and accuracy of the audio in
the editing are very high [20]. The range of adjustment for
each editing-related function of the software is large. The last
feature is that in the editing and processing process, no work
is required from the creator, just a simple pair of computers
and music editing software can do all the work, so you can
get professional-grade results at a civilian price [21].

3. Digital Music Based on
Recognition Technology

3.1. Algorithm for the Implementation of Human Voice Input
Recognition System. The first basis for judgment is to calcu-

late the features at the audio frame level and at the segment
level; using certain regulations, the actual calculated feature
values are compared with the set thresholds to identify seg-
ments of a piece of audio into three parts: silence, pure
music, and speech-music mix. In the song, the sound can
be divided into three categories: silence, pure music except
silence, and speech-music mixture.

It is very difficult to classify the recognition of pure
music and speech-music mixed segments in the music signal
(the same song) because of the high confusion susceptibility
of pure music and speech-music mixture. So only using two
features, short-time energy and overzero rate, cannot
achieve the classification effect well. In this paper, we pro-
pose a new algorithm based on human voice input and rec-
ognition technology, as shown in Figure 1.

In music signal preprocessing and feature extraction, the
commonly used feature parameters are frame average
energy, overzero rate or average overzero rate, resonance
peak, fundamental frequency, linear prediction coeflicient,
and other parameters. Short-time energy is the main energy
accumulated in a signal about the sampling point within a
short-time audio frame, and its short-time energy calcula-
tion formula is as follows:

[a(q)w(n - ). (1)

s
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In the formula, # is the nth short-time frame, a(q) indi-
cates the nth short-time frame within the mth sample point
signal value, N is the window length, and w(n) indicates the
length of the N window function. The above equation can
also be rewritten as
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The formula h(#n) is defined as follows:

h(q)=€(j) + 4. (3)

The short-time energy can be regarded as the output of
the square of the speech signal after a linear filter with
impulse response h(n) by the formula. Therefore, the nature
of the short-time energy is to some extent related to the
choice of the window function, that is, what type of window
function is used and how long the window function should
be chosen; if the window length is very long, the smoothing
effect of the grant window will be obvious, and the corre-
sponding curve of the short-time energy also changes slowly
with time so that the characteristics of the change about the
language is not well reflected; if the window length is too
short, it will appear that the short-time energy changes. If
the window length is too short, there will be a dramatic
change in the short-time energy with time, so it becomes
very difficult to get the smoothing energy function, so, in
general, the window length is chosen within 10 ms-30 ms.

Short-time overzero rate refers to the number of times
the value of the sampled signal changes between positive
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FIGURE 1: Principle of recognition model for pure music and speech-music hybrid clips.

and negative in a short time frame, i.e., the number of times
it crosses the zero value (horizontal axis). It is the response
of the average frequency of the audio signal over a short
period of time and is calculated by the formula

Z,=

M-

Il
—

w(g—m), (4)

where sgn [] is the symbolic function defined as follows:

1, x(q)>0,

5
x(q) <0. ®)

sgn [q] = X

As mentioned above, the short-time overzero rate is sen-
sitive to noise, and if the noise crosses the axes randomly
and repeatedly in the computer application, many overzero
artifacts can occur, which can have an important impact
on the results. Therefore, in order to improve the robustness,
the original signal is bandpass filtered during the operation
and certain permissions can be set for the overzero rate, as
shown in Figure 2. By calculating the average short-time
energy and the standard deviation of the excess zero rate
of the audio fragment to be recognized, we can distinguish
whether the music fragment is a pure music fragment or a
speech-music hybrid fragment.

3.2. Wireless Sensor-Assisted Identification. Here, the signal
oscillation of the noise is guaranteed to be unaffected by
the result of the overzero rate as long as it is kept within
the overthreshold. Audio fragments are proposed on the
basis of audio frame features. For all audio frames that make
up audio, calculating the mean, variance, standard deviation,
and other statistics of their audio frame features is the basic
method to obtain audio fragments. In terms of audio recog-
nition rules, the purpose of audio recognition is to roughly
classify the extracted audio clips into three parts: silence,
pure music, and speech-music mix. Since there is a clear dis-

tinction between these three audio categories, the recogni-
tion can be performed by the method based on the average
short-time energy and the standard deviation of the overzero
rate of the audio clips. Through experimental analysis, the
average short time energy and overzero rate are the main
two features of the standard deviation, as shown in
Figure 3. The values of these two features of the pure music
signal are smaller than those of speech, and by comparing
the basic standard deviation of the speech waveform and
the overzero rate, it can be found that there are obvious dif-
ferences in their standard deviations of the overzero rate,
where the music segment is located on the left side of the
dotted line and the speech segment is on the right side.

The amplitude of the audio signal is small and inaudible
to the human ear is the mute. The energy spectrum is char-
acterized by low energy over a long period of time and is
particularly distinctive in that the overzero rate of the mute
is very different from the rest of the spectrum. Although
there are also very short intervals of lower energy between
each word, so it cannot be used as a silent zone. The feature
of silence ratio is used here with the following rule.

(1) A silent clip is defined as when the share of silent
frames in a clip exceeds the threshold value S T

(2) The definition of a silent frame is when the energy of
an audio clip is well below a certain threshold. The
frequency of the current sound and the loudness of
the sound have a relationship to the threshold set-
ting, the louder the sound, the higher the threshold

For this reason, the method used for extraction is the
threshold ET determination method: an audio frame is con-
sidered to be silent when its temporal energy is below the
threshold R T' when the average ratio of the temporal energy
within a 3-second window for sliding is shorter than the
threshold R T. An audio clip is considered to be a pure music
clip if the two characteristic values of the average short-term
energy and the standard deviation of the overzero rate meet
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certain conditions; otherwise, it is a mixed speech-music
clip.

3.3. Human Voice Input Recognition System. In nature, the
wide variety of sounds that humans can perceive is ulti-
mately generated by oscillations. Therefore, the first thing
you come across when performing audio signal processing,
and the most intuitive description of an audio signal, is the
time domain waveform of the audio signal. The sound is
converted into an electrical signal after passing through the
transducer, and the audio signal acquisition is realized,
which is the first job to be done in all audio processing sys-
tems. The electrical signal can be visually observed with an

oscilloscope as the external sound changes. Since computers
can only process digital signals, to draw the waveform of an
audio signal in a computer, the analog audio signal must first
be digitized, and then, the waveform of the audio signal is
drawn based on the sampling values of each sampling point.
In the waveform diagram, the changes in the energy of the
audio signal can be observed very clearly, and even the time
period of each note can be identified. The specific steps of
digital music creation are as follows.

Sampling theorem: a time-continuous signal m(t) with a
frequency band limited to (0, f) Hz, if T < 1/2f seconds is the
criterion for equally spaced sampling, then m(t) will be
completely determined by the resulting sampling value. 300 to
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3400 Hz is the normal value of the human speech signal fre-
quency band. Therefore, when the voice signal is digitally trans-
formed, there are certain regulations for the sampling
frequency, which is generally not more than 8000 Hz.
0.016~16 kHz is the most basic range according to the analysis
of normal human hearing; as a young person hears more
clearly, he can hear the sound of 20 kHz, so in general, equip-
ment is often used much higher than 8000 Hz sampling fre-
quency, so that is more enough to get a higher quality sound.
The frequency range of music is related to a specific instrument.
The frequency range of piano is relatively wide, from 27.5Hz to
5000 Hz, so 10kHz is enough to contain all the information,
and the frequencies used are 22.05kHz, 44.1 kHz, etc. What is
quantization? It is mainly a process of representing the analog
sampling value, which is represented by a preselected level.
For the level of the analog signal according to the need for sam-
pling, the sampling value X (T') is infinite; if the size of this sam-
ple value is to be expressed in N binary digital signal, then N
binary signal is expressed in M (2 of the nth power) level value.
So the sampling value is divided into M discrete levels, and this
process is the quantization level.

Based on what was described in the previous sections, a
system was studied and developed to accept vocal humming
input, retrieve it through a database, and get the user’s hum-
ming name. The flow of the whole prototype system is
divided into three modules. The following figure shows the
functional block diagram of the system, and Figure 4 shows
the block diagram of the system implementation. The higher
the sampling frequency, the more accurately the discrete sig-
nal sequence will reflect the input continuous signal, which
is easy to understand because the higher the sampling fre-
quency, the less information will be lost.

After calculating the pitch saliency to obtain melodic
pitch candidates, the algorithm proposes to use the continu-
ity of pitch saliency, i.e., combining the continuity of audi-
tory stream cues and pitch saliency to create pitch
contours to reduce the problem of discontinuity of the same
sound source pitch sequence due to the difficulty of distin-
guishing similar pitches by auditory stream cues, on top of

creating pitch contours based on auditory stream cues that
maintain continuity in time and pitch. Considering that
the accompaniment is generally used for the modification
of main notes or for the repetition of musical fragments,
the repetition property of the accompaniment is proposed
in the selection of melodic pitch contours. Since the repeti-
tion property is expressed in the set of pitch contours as
pitch contours of equal length and pitch at different times,
the dynamic time regularization (DTW) algorithm will be
used to calculate the similarity between pitch contours and
reduce the nonlinear deviation introduced by the difference
of note length. Finally, based on the long-time relationship
between adjacent pitch contours, octave errors are proposed
to be detected based on the average of the pitch-weighted
mean values of adjacent pitch contours in time for each
frame, and melodic pitch lines are formed by smoothing
melodic pitch contours using the Viterbi smoothing algo-
rithm. Since there are strict inequalities in the pitch contours
in terms of time length, the length difference range of the
pitch contours satisfying the period relationship is set to.
In order to remove the nonlinear deviation caused by
unequal pitch contour lengths when calculating the period
of pitch contours, the DTW algorithm is used to calculate
the similarity between pitch contours. Considering that the
difference in pitch saliency between pitch contours satisfying
the period relationship is not very different, the DTW algo-
rithm is used to calculate the difference in pitch saliency
between the two pitch contours Cm and Cn, and the satisfy-
ing pitch contour is removed from the period for which the
pitch contour mC is calculated, since the melodic pitch con-
tour belonging to the dominant also has a certain long peri-
odicity. Secondly, the system uses MFCC coefficients and
short-time energy and overzero rate as feature parameters
and audio retrieval technology as the recognition framework
and uses GMM algorithm to train model parameters of
songs, carries out the calculation of model similarity between
sample songs and song feature library, realizes a song per-
sonality calculation and recommendation system, and ver-
ifies the system performance through experiments.
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Programming sound in computers: the main part of pro-
gramming sound in computers is the recording, playback,
and operation of wa files through the sound card. In the
main system of the computer, Windows, the API is used to
support multimedia operations, which can be divided into
two main types: low-level interfaces and high-level inter-
faces. The low-level interface consists of a lot of functions
starting with wave, while the high-level interface is applied
in two ways: they are sending messages and sending strings.
When programming sound using the low-level pretext, the
low-level API functions and the data structures used for
sound programming and thus the handles are used.

4. Simulation Experiments and Result Analysis

Thirty humming audio clips of 10 to 15 seconds in length were
used for the experiment of retrieval, and the retrieval results
were output as the top three closest songs. The audio acquisi-
tion device was an external microphone. The experimental
results are shown in Figure 5. From the experimental results,
it can be seen that in the ideal case, the retrieval system can
obtain an accuracy rate of nearly 60% for humming retrieval.
The ideal situation is a situation where the user hums notes
with small pauses between notes, the hummed notes are accu-
rate, and the sampling environment is less noisy. The accuracy
of system retrieval is highly dependent on the accuracy of the
hummed pitch, the consistency of the hummed rhythm, and
the accuracy of the MIDI information in the database. When
the complexity of the MIDI file is high, such as more chord
tones, and the MIDI file producer adds more subsidiary infor-
mation, the retrieval rate decreases significantly. The phenom-
enon is related to the method of automatic extraction of MIDI
file features, which is still to be improved by future research
work. The hummer should have obvious pauses when hum-
ming, and the retrieval result is not satisfactory if the hum-
ming is too continuous. For the retrieval of continuous
humming, more in-depth research on the note segmentation
algorithm is needed.

Firstly, the system uses average short-time energy and
standard deviation of overzero rate as feature parameters
to accurately distinguish pure music and speech-music
mixed fragments in the same song according to audio recog-
nition rules, to achieve the function of removing pure music
parts in songs. The dataset for the simulation experiments
was taken from the introduced dataset DEAMI15, containing
a total of 489 tracks in MP3 format. Of these, 431 tracks of
45 seconds in duration were used as the development set,
while the remaining 58 tracks were used as the test set.
The sentiment annotation of the dataset is based on the
Thayer sentiment model, with each annotation having a V/
A value in the range [-1, 1] and an annotation interval of
0.5 seconds. The simulations are run on Ubuntu 14.04 in
the PyTorch framework, with an Intel Core i7-5930k
3.4 GHz CPU, 32 GB RAM, and TITANX 12G graphics card,
and a total of 5 different random divisions of the develop-
ment set are used for model training. Among them, 411
firsts were divided as the training set and 20 firsts as the val-
idation set, and the validation set had to be randomly
selected according to the genre distribution of the test data-

60 4—m—
50
40 4

30

Accuracy rate (%)

20

10

Picking points

4th Position
—e— 5th Position
6th Position

—s— Ideal situation
—e— 2nd Position
3rd Position

FIGURE 5: Audio picking experiment results.

set to ensure that the datasets matched. The evaluation index
is evaluated by RMSE, which is the standard deviation of the
difference between the predicted and true values of the data-
set. The algorithm uses the openSMILE toolbox to extract
the frame-level features of the segmented segments. The fea-
tures are composed of 65 low-level acoustic descriptors,
including MFCC, spectral features, and features related to
the human voice. To use melodic contour features for emo-
tion recognition, melodic contour features based on pitch,
duration, vibrato, and contour type are extracted, totaling
10 features. To prevent overfitting of the model, a regulariza-
tion method with random deactivation of 0.5 is used. The
sequence information of short time segments is relatively
small, which is prone to produce wrong emotion recognition
results, so this chapter proposes the method of merging
short time segments. In order to verify the effectiveness of
this merging method, simulation experiments are conducted
before and after the merging of short time segments, and the
experimental results shown in Figure 6.

It can be concluded from this that comparing the values
of pleasantness and activation before and after merging, the
merging method reduces their values, indicating that the
merging method can reduce the false recognition of short-
time segments. To identify the emotions of segmented seg-
ments, the features of the segmented segments need to be
extracted first. To verify the effectiveness of the features
extracted based on the CNN structural model and the
melodic contour features, the two methods will be removed
separately for testing and compared with the complete algo-
rithm in this chapter, and the final results are shown in
Figure 7. The dynamic music emotion recognition algorithm
based on melody extraction and convolutional neural net-
work is proposed for music emotions that are not uniformly
distributed with time points and in order to abstract the fea-
tures within adjacent emotion change points. The experi-
mental results show that the algorithm in this chapter
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achieves results close to the best recognition algorithm and
greatly reduces the number of parameters of the model.
The audio fragment feature used in this method is the
zero-percentage standard deviation (ZCR_STD), which is
defined as the standard deviation of the zero percentage of
each frame in an audio fragment.

From this, it can be concluded that removing the CNN
structural model significantly reduces the recognition accu-
racy of V/A compared to the algorithm in this chapter,
which illustrates the importance of the CNN structural
model for the algorithm recognition, and this result also
reflects the effectiveness of the segmentation method in this
chapter. For the melodic contour feature, adding this feature
can further improve the recognition accuracy of the algo-
rithm, which illustrates the effectiveness of the feature. The
regressor, as the last stage of the algorithm, has many
methods to choose from. To improve the recognition accu-
racy of the algorithm, this chapter compares regressors such
as multivariate linear regression (MLR), SVR, and neutral
network (NN). Among them, SVR has a 3rd polynomial ker-
nel and NN is a single hidden layer network with 14 units.
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Design and implement a prototype system that uses an
audio recognition algorithm based on average short-time
energy and standard deviation of overzero rate and a song
personality calculation algorithm based on MFCC and
GMM. The system can achieve the function of accurately
removing the mute and pure music parts of a song by
extracting feature parameters such as short-time energy
and overzero rate of the song, extracting the speech features
of the song using MFCC technique and generating the tem-
plate of the song using GMM algorithm, and then perform-
ing similarity calculation of the song file using the song
template library for similar song retrieval, which can accu-
rately retrieve from the music library the songs that are sim-
ilar to the sample songs that are similar (have the same
characteristics or style) to the sample songs from the music
library, which can achieve the requirement of personalized
music recommendation. The system is developed in C++
language using VC++ compilation environment, and all
functional modules are encapsulated by dynamic link librar-
ies. The modular design of the system is realized to enhance
the scalability of the system. All functions are processed by
multithreaded processing technology to improve the calcula-
tion speed of the system, and at the same time, the fault tol-
erance and the ability to handle abnormal errors of the
system are fully considered to realize the design of the reli-
ability of the system and the ability to handle data resources.

5. Conclusion

This paper researches the implementation of human voice
input and recognition technology in digital music creation,
studies and analyzes the key technologies such as prepro-
cessing technology, feature parameter extraction technology,
and Gaussian mixture model algorithm of music retrieval
system, and proposes the concept of “song personality” to
summarize features such as song style, rhythm, and back-
ground music. We propose an audio recognition algorithm
based on average short-time energy and standard deviation
of overzero rate, which can distinguish pure music and
mixed speech-music fragments in the same song more accu-
rately and achieve high accuracy in processing songs of dif-
ferent styles, different singers, and different languages.
Meanwhile, according to the need of similar song creation,
a method of song personality calculation and creation based
on MFCC and GMM is proposed and designed to realize the
digital music creation and retrieval function to better realize
the requirement of personalized digital music creation. A
high accuracy recognition algorithm for pure music and
speech-music hybrid audio clips based on average short time
energy and standard deviation of overzero rate is proposed.
The method of accurately distinguishing pure music and
speech-music mixed fragments in the same song is investi-
gated, which solves the problem of high confusion suscepti-
bility of pure music and speech-music mixed fragment
recognition and provides an effective preprocessing method
for removing unwanted parts of the song. The experimental
results show that by processing songs with different styles,
different singers, and different languages, the average detec-
tion rate is 92.08% for pure music fragments and 96.33% for
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speech-music hybrid fragments after smoothing, and the
average recognition correct rate is 92.30% for pure music
and 96.36% for speech-music hybrid.

By processing each note, the intensity, length, and rela-
tive pitch characteristics of the whole humming melody are
extracted for the implementation of vocal input and recogni-
tion technology in digital music composition. In the melody
retrieval part, a combination of exact matching algorithm
and fuzzy matching algorithm is used according to the spe-
cial characteristics of the humming melody to finally design
the system for the implementation and application of vocal
input and recognition technology in digital music
composition.
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The preprocessed images are input to a pretrained neural network to obtain the corresponding feature mapping, and the
corresponding region of interest is set for each point in the feature mapping to obtain multiple candidate feature regions;
subsequently, these candidate feature regions are fed into a region proposal network and a deep residual network for binary
classification and BB regression, and some of the candidate feature regions are filtered out, and the remaining feature regions
are subjected to ROIAIign operation; finally, classification, BB regression, and mask generation are performed on these feature
regions, and full convolutional nerve network operation is performed in each feature region and output. To further identify the
specific model of the vehicle, this paper proposes a multifeature model recognition method that fuses the improved model with
the optimized Mask R-CNN algorithm. A vehicle local feature dataset including vehicle badges, lights, air intake grille, and
whole vehicle outline is established to simplify the network structure of model. Meanwhile, its detection frame generation
process and the adjustment rules of overlapping frame confidence in nonmaximum suppression are improved for coarse
vehicle localization. Then, the generated vehicle detection frames after localization are output to the Mask R-CNN algorithm
after further optimizing the RPN structure. The localized vehicle detection frames are then output to the Mask R-CNN
algorithm after further optimization of the RPN structure for local feature recognition, and good recognition results are
achieved. Finally, this paper establishes a distributed server-based vehicle recognition system, which mainly includes database
module, file module, feature extraction and matching module, message queue module, WEB module, and vehicle detection
module. Due to the limitations of traditional region generation methods, this paper provides a brief analysis of the region
generation network in the Faster R-CNN algorithm and details the loss calculation principle of the output layer.

urban building congestion leads to slow development of
road construction. The urbanization of China makes more

The number of motor vehicles has exceeded 350 million,
cars reached 229 million, motor vehicle drivers exceeded
420 million, including 360 million car drivers, and cars have
gradually replaced bicycles and other as one of the main
means of transportation for travel, appearing in various
scenes such as streets, highways, and communities [1]. The
rapid growth of motor vehicles not only brings many conve-
niences to people’s lives but also generates road congestion
and criminal cases involving cars, bringing invisible effects
to our living environment and travel speed [2]. As the num-
ber of motor vehicles grows at a rate of about 10% per year,

and more rural population flock to the city, which leading
to road congestion, traffic accidents, environmental pollu-
tion and other problems [3]. The rapid growth of vehicles
not only makes urban traffic overload but also makes the fre-
quent occurrence of criminal cases involving vehicles, bring-
ing new challenges to public safety, and the current
management and identification of vehicles basically rely on
the existing road traffic management methods and manual
judgment [4]. In order to reduce manual operations, auto-
matically detect vehicles, and identify their corresponding
areas of interest, so as to make timely responses to traffic
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problems occurring in highways, communities, and other
environments, the research of intelligent traffic system
(ITS) has emerged [5].

The rapid development of artificial intelligence has laid a
good foundation for ITS, which integrates technologies such
as computer processing, automation, data communication
transmission technology, big data, and machine vision into
the traffic management system and can replace manual oper-
ations with intelligent systems in traffic scenarios such as high-
ways, toll stations, railway stations, and airports to reduce
congestion, transportation failures, and other problems, as
well as save energy and manpower and reduce economic waste
[6]. The core of the vehicle detection and automatic identifica-
tion system construction lies in the license plate, vehicle color,
vehicle brand, and specific model recognition and the match-
ing problem. At present the license plate positioning and rec-
ognition system is very mature, the precision and accuracy
rate is very high, and it has been widely used in various traffic
intersections, neighborhoods, highways, and other places; the
body color recognition technology is relatively simple to
achieve and also has a good recognition rate; for the specific
model recognition, because the similarity of different vehicles
may be larger, the vehicle detail recognition aspect has a cer-
tain degree of difficulty, the current model recognition tech-
nology cannot reach a high industrialization degree, and
there is no more perfect model recognition system [7]. In
order to solve the above problems, more and more experts
and scholars have devoted themselves to the research of vehi-
cle model and vehicle brand recognition in recent years, and
certain progress has been made. Due to the difference of appli-
cation occasions and demand objects, there is also a certain
difference in the fine degree and algorithm framework for
model recognition [8]. In the general highway, community
and parking management system, it generally only needs to
determine whether it belongs to large vehicles or small vehi-
cles. In the public security criminal investigation for the search
of the set of vehicles or illegal criminal vehicles, it requires for
the vehicle detail characteristics that are extremely detailed;
model recognition specific to the model and year can provide
more effective clues for the public security organs [9].

The improved YOLOvV3 coarse vehicle localization
method is incorporated in the vehicle detection stage of fine
vehicle recognition, and a distributed system is used to
assign each local feature to different servers for feature
extraction and recognition using the improved Mask R-
CNN method, and then, the total server aggregates and out-
puts the recognition results, which not only improves the
generalization ability and robustness of the detection
method but also improves the efficiency of detection and
recognition. Finally, a model recognition system is estab-
lished to further verify the feasibility of the algorithm pro-
posed in this paper. For the problem of vehicle-specific
model recognition, a fine model recognition algorithm with
improved YOLOV3 algorithm is considered as the detection
model, while the RPN module in Mask R-CNN that is fur-
ther optimized and used for recognition is proposed, and
the established local feature dataset is introduced. In order
to improve the detection efficiency, a method of multi-
threaded feature recognition using a distributed server sys-
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tem is proposed, and the superiority of this paper
compared with other target detection methods is analyzed.
Finally, the hardware system for vehicle model recognition
built in this paper is introduced, mainly including database
module, file module, feature extraction and comparison
module, message queue module, WEB module, and vehicle
detection module, and the algorithm proposed in this paper
is implanted into the system to verify the practical value of
the method. This paper mainly focuses on deep learning
and convolutional neural network algorithms to optimize
the network structure to train the detection and recognition
models of large class vehicles and fine vehicles, respectively.
Based on the algorithm development of R-CNN and Faster
R-CNN and the design of convolutional layer, the superior-
ity of convolutional neural network in target detection and
recognition is illustrated, and the advantages and disadvan-
tages of different methods and network frameworks in target
detection are analyzed.

2. Related Work

The interframe difference method, background difference
method, and optical flow method are the three most tradi-
tional methods in target detection [10]. The basic principle
of the frame difference method is to determine the moving
target area based on the pixel change between frames in
the video, and the pixels between adjacent frames are com-
pared by the difference and threshold operation to obtain
the moving object [11]. The overall accuracy of the overall
model is affected. Based on the three-frame difference
method, the researchers binarized the vehicle image after
extracting the contour of the moving target vehicle, then
applied morphological processing to it, and finally per-
formed line-by-line scanning to obtain the overall binarized
image and reconstructed the vehicle image using the connec-
tion of contours to obtain the region of the moving vehicle,
whose limitation is that it can only detect the moving vehi-
cle, and for the stationary vehicle recognition, there is still
a need for further research [12].

Background difference method is the most commonly
used method in the early development of target detection.
The principle is to first obtain the video or image that does
not contain information such as vehicles in the background
to generate a background model, and then, the image or
video to be measured that inputs and subtracts the informa-
tion corresponding to the background model can obtain the
possible vehicle information you want to identify, finally, the
information image for binarization can get more complete
vehicle information [13]. Researchers in the background dif-
ference method based on the use of background model in
obtaining the specific location information of the target
vehicle take the labeling technology to give the video frame
or image of each vehicle corresponding to the label and then
do further processing; the experiment shows that the
method has good detection effect in the fixed scene [14].
The optical flow method is very different from the two target
detection methods mentioned above, the method is based on
giving the velocity vector corresponding to all pixel points in
the video frame to achieve the purpose of transforming the
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original image into a variable motion field, and each coordi-
nate in the video frame can find its corresponding coordi-
nate on the target to be identified at any moment when
training is carried out [15].

Researchers proposed to introduce Lucas-Kanade based
on the parallel optical flow method to identify and track
moving vehicles in video [16]. The main process is to detect
moving targets using optical flow detectors and then per-
form binarization similar to the background difference
method and use the target frame to detect the range of the
target, but the limitation of this method is that it can gener-
ally only be used for target localization and tracking, not for
recognition [17]. In addition to the traditional target detec-
tion methods mentioned above, feature-based target detec-
tion methods are also used in vehicle model recognition,
and more commonly, vehicle detection is performed using
features such as histogram of oriented gradient, scale-
invariant feature transform, and Haar. The feature-based
vehicle recognition methods are generally divided into two
major categories: the first one is to directly extract and train
features on the whole original image and the other one is to
segment the original image into multiple images of appro-
priate size, perform feature extraction on each small image,
and then use classifiers such as SVM to classify the extracted
individual features before proceeding to the next step of
detection [18]. This method requires a high level of dataset
richness and a large number of samples with different envi-
ronments, angles, and the presence of occlusions for train-
ing, which is a huge amount of engineering [19].

As one of the representative algorithms of deep learning,
convolutional neural network (CNN) was first proposed in
1987, but it did not have much application at that time; with
the hot development of deep learning and the wide applica-
tion of GPU in recent years, CNN has been used in image
processing and target detection [20]. The R-CNN network
is derived from the CNN network with improvements, using
automatic selection search to obtain the candidate range of
the target, then feeding the target candidate range into the
convolutional neural network for feature extraction and
classification, and finally outputting the recognition results
with rectangular boxes. Although RCNN has a great
improvement in detection accuracy compared with CNN,
it also has the limitation of being more time-consuming
[21]. Fast R-CNN changes the convolution of the feature
area for each candidate region on the basis of R-CNN, and
uses shared whole image for feature extraction, which greatly
reduces the detection time. Researchers improve the algo-
rithm on the basis of Fast R-CNN and used a candidate
frame extraction network to extract the target range and
identify it, which further accelerated the detection speed.
In addition to these networks, SPP-Net, R-FCN, GoogLeNet,
etc. can be used for target detection and recognition [22].

3. Feature Extraction and Result Output for
Vehicles and Pedestrians at Road Junctions

3.1. Feature Extraction. The basic process is shown in
Figure 1. Firstly, the key points and key regions of the input
image are located using image processing technology, then

the feature descriptors in the regions are extracted, and
finally the feature descriptors are input to the classifier to
realize the classification and recognition of car models.
According to the degree of refinement of model recognition,
the model recognition technology can be divided into
coarse-grained model recognition and fine-grained model
recognition. Since different types of vehicles have different
appearance shapes, coarse-grained model recognition can
be classified mainly based on the appearance shapes of vehi-
cles. In addition, some key parts on the car in the coarse-
grained model recognition process also differ greatly (e.g.,
doors, front end, body, and windows), and these characteris-
tics can also be used as the basis for discriminating coarse-
grained models.

The fine-grained model recognition process often
requires more detailed features to be considered because of
the type and model of the vehicle to be discerned. It is
understood that the fine-grained model recognition tends
to pay more attention to the vicinity of the license plate as
well as the vicinity of the lights and emblem, because these
parts are the biggest difference in distinguishing from the
same type of vehicles. First of all, the area near the license
plate will be the target area, because the license plate is
located in the front of the vehicle and is also the main per-
formance part of the appearance design, so it will be the
main candidate area of the model fine-grained recognition.
Then, in order to carry out model recognition more effec-
tively, the license plate image or the headlight image is usu-
ally segmented out separately for processing. Finally, in
order to recognize the vehicle type effectively, the extracted
features such as edge and color are classified using classifiers
(softmax, SVM, etc.). With the increasing ability of feature
descriptors to characterize images, such as histogram of gra-
dients (HOG), scale-invariant feature transform (SIFT), and
hybrid features, model recognition methods based on such
feature extraction have very good robustness. The above
vehicle recognition method based on feature extraction is
inevitably limited by some external factors, such as fixed
image capture view, artificially set feature extraction param-
eters and so on. In order to effectively solve this problem,
some scholars try to apply geometric methods to car model
recognition. With the help of computer-aided design
(CAD) technology, the authors perform a series of prepro-
cessing (including template matching and selecting view-
point parameters) before feature extraction of images, so
that they can better detect car license plates. The model rec-
ognition method based on geometric estimation mainly
equates the vehicle area into a rectangle of certain length,
width, and height, as shown in Figure 2. Firstly, the vehicle
in the image is segmented to generate a rectangle of its smal-
lest outside world, and its length, width, height, and center
coordinates are output. Then, the correspondence between
the key points in the reconstructed 3D space and the input
2D image is determined according to various parameters
(including camera focal length and mapping relationship
between coordinate systems). Finally, the inverse projection
technique is used to compare the constructed 3D dimen-
sions with the actual dimensions of the vehicle, so as to
determine the type of the actual vehicle.
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3.2. Neural Network to Enhance Recognition. In the fully
connected layer, the main role is to reduce the error between
the labeled samples in the dataset and the output of the gen-
erated model in order to achieve the purpose of continuously
fitting the generated network to the original image in this
paper.

The neural network-based model recognition method is
a method that enables a neural network model to detect
and recognize autonomously based on the learned capabili-
ties by constructing it. With the outstanding contributions
of neural network technology in the fields of image process-
ing, target detection, and scene analysis, the application of
neural networks in model recognition has been gradually
promoted. In the research of using neural networks for car
model recognition, it is usually done by extracting key
frames from surveillance videos as the input of neural net-
works and then predicting their probabilities. This method,
which involves a lot of human intervention, is called super-
vised training method, and semisupervised and unsuper-
vised methods have also been studied in the literature to

train neural networks for car model recognition. However,
as far as the current research results are concerned, the neu-
ral network-based model recognition technique still does not
effectively address the problem of low detection efficiency
when dealing with multiangle and complex scenes. In the lit-
erature, the authors use images from two specific viewpoints
as the infants of the neural network, which makes the neural
network model possess higher detection accuracy than a sin-
gle viewpoint. However, the model still cannot be used for
other problems that deviate from the normal viewpoint.
The literature uses CompCars, a dataset containing complex
scenes and multiple perspectives, to train a neural network
model with better robustness, but the model is not very effi-
cient for vehicle detection and recognition because the con-
structed model is shallow. The literature proposes a car
model recognition model with many complex image prepro-
cessing means added to the network, yes the model can be
converted from the input two-dimensional image to the unit
space for processing, and also small datasets were con-
structed to verify the effectiveness of the method. However,
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this complex preprocessing technique also requires much
higher input data and therefore cannot be validated effec-
tively on publicly available datasets, limiting its usage perfor-
mance and application prospects. Therefore, it is of great
interest to investigate a model for vehicle identification that
can cope with complex weather, complex scenes, and high
robustness.

In this paper, we propose an improved Mask R-CNN-
based target detection and recognition method, whose net-
work structure is shown in Figure 3. The original image is
preprocessed and input to the pretrained convolutional layer
neural network to obtain the corresponding feature map,
and the region of interest is set for each point in the feature
map to obtain several candidate feature regions, and then,
these candidate feature regions are fed into the region sug-
gestion network and the deep residual network (ResNet)
for binary classification and BB regression. Finally, the fully
convolutional network (FCN) operation is performed in
each feature region to classify these feature regions by Mask
and predict the target regions.

As a target detection method derived from CNN net-
works, the Mask R-CNN algorithm originally used feature
pyramid networks (FPNs) to achieve efficient use of features
at different scales, and FPNs employ top-down lateral con-
nections to fuse (up-sample and sum) features connected
at different scales and then perform 3 x3 convolution to
eliminate the blending phenomenon and then predict the
features at different scales, repeating this process continu-
ously until the best resolution is obtained. This feature map-
ping is shared for the subsequent region recommendation
network layer and the fully connected layer. The advantages
of FPN are its ability to localize and extract features more
accurately for small targets and its shorter detection time,
but it has limitations in detecting objects with low pixels or
small distinctions. Deep residual network (ResNet) is a deep
convolutional network with outstanding performance in tar-
get localization, target feature extraction, and target recogni-
tion proposed by four scholars from Microsoft Research in
2015, which well solves the problem of network depth and
performance degradation. In this paper, we synthesize the
special characteristics of vehicle targets and the applicability
of other feature extractors in Mask R-CNN. The feature
extraction module introduces a deep residual network with
ResNetl01 to extract vehicle feature information, and
ResNet is based on the traditional AlexNex network, adding

convolutional layers to achieve the purpose of extracting fea-
tures more accurately and having stronger learning ability
during model training. However, due to the large differences
in the proportion of different vehicles in the video or image,
background noise, and external contours, in order to better
process the samples in the vehicle dataset and make the final
generated model extract the vehicle features as much as pos-
sible, this paper combines the respective advantages of the
deep residual network and the feature pyramid network
and fuses the two for the extraction of vehicle features, and
the network structure is more concise and modular. The net-
work structure is also more concise and modular, and the
convolutional network has fewer manually adjustable hyper-
parameters to facilitate training.

The activation functions used in this paper are the sig-
moid function and the tanh function as follows:

sim(x) = m, (1)
tan (x) = exp (x) —exp (—x) (2)

exp (x) +exp (—x)’

where 1 is the number of convolution layers, which is set to 5
in this paper; kj; and b; (for) denote the convolution kernel
and the offset of the feature map, respectively; the operation
symbol x denotes the convolution operation; M; is the set of
input images. The convolution kernel convolves on the fea-
ture map output from the above convolution layer, and then,
the new output feature map can be obtained after the sig-
moid function and tanh function. The output feature map
of each layer in the convolution layer of this paper through
the activation function can be represented by multiple preac-
tivation feature maps in the form of a sum, which is calcu-
lated as shown in the following equation:

x;=f(q) (3)

lEM}-

q= Z x; % K. (4)
i=1

After preprocessing the original image and passing it
through the convolutional layer, a common feature map
can be obtained. In the more initial convolutional neural



network target detection frameworks (such as R-CNN and
Fast R-CNN), the method of selective search is usually used
to extract the candidate frames, which is more time-
consuming and takes about 2s to process an image on the
CPU. CNN proposes the RPN method in the part of extract-
ing candidate frames, which only takes about 10ms to
extract the candidate frames of an image, greatly speeding
up the detection speed. The regional recommendation net-
work requires less size and pixels of the input image, and
its output increases the target frame of classification ratio
compared with the convolutional neural network methods
such as CNN, which makes the detection results easier to
express. The convolutional kernel mentioned in the convo-
lutional layer above is the key to generate the target candi-
date regions for RPN. The preprocessed image produces
the output feature map after the operation of the convolu-
tional layer, and sliding a small window of preset size to this
feature map to obtain the corresponding large dimensional
feature vector. The window of the sliding operation will gen-
erate different candidate regions after the RPN, which will
then be input to the fully connected layer for localization
and identification, as described below. Simply put, RPN
relies on a sliding window on a shared feature map to gener-
ate nine target frames with preset aspect ratios and areas for
each location, and the Mask R-CNN algorithm is inherited
from this network for region prediction.

ie{x,y,w}
Li(t,v)= s(t =), (5)
i=1

0.5x%, if, x>1,
si(x) = , (6)
|x| -1, if, x<I.

The training function for training RPN is as follows:

L({P1>P2"">Pj}> :w (7)

ij

The network parameters can be determined by the
objective function, and the network parameters in the fully
connected layer are continuously updated as the objective
function decreases. When the objective function reaches
convergence, the signal distribution generated by our
trained generative model is closest to the label distribution
at the time of labeling, and the convolutional neural net-
work for target detection can be well fitted to the original
image and data to achieve accurate localization and identi-
fication. In the fitting process, the acquisition of the net-
work parameters is essentially the problem of optimizing
the nonlinear function, which is simply the problem of
finding the best set of parameters W % and b * that can
satisty the following equation.

Wb = ] (W,q). (8)

min
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The training loss function in this paper is as follows:

Jax =L({pi}>{t})- (©)

Linear interpolation for the x-direction is calculated as
follows:

f(r=202) =@, (o)

x|+ X,

e (R (N

Xp =X

Then, linear interpolation for the y-direction is calcu-
lated as follows:

f(P)=f(x%), (12)

where f(x, y) is the pixel value of the point P to be solved,
f(Qu) f(Qu), f(Qu), and f(Q,,) are the pixel values of
the four known points Q;; = (x;,¥;), Q= (%1, %,), Qyy =
(%5, ¥,), and Q,, = (x,,y,), respectively, and f(R;) and f(
R,) are the pixel values obtained by interpolation in the x
-direction.

3.3. Dataset Creation. The richness and effectiveness of the
dataset is an important part of the car identification
research. In this paper, we use the BIT-Vehicle dataset, the
Cars dataset, and some data from the CompCars dataset as
the basis and expand the dataset by traditional transforma-
tion, Gaussian noise, web crawler crawling data, and gener-
ative adversarial network (GAN) approach to expand the
dataset. In order to ensure the generalization ability of the
final model of this experiment, the dataset is expanded in
addition to the three car datasets mentioned above, as
follows.

(1) Traditional transformation. (a) Random cropping,
image flipping, mirror transformation, and image
color random dithering are used to change the angle,
proportion, brightness, and saturation of vehicles in
the original images to achieve the purpose of dataset
expansion, and finally, 1800 vehicle pictures are
generated

(2) Web crawlers. Web engines (such as Baidu and
Google) contain a large amount of vehicle informa-
tion and images, but manual search and preserva-
tion of such images are more time-consuming.
Data can be crawled on a specific web page
according to user-defined matching rules, parsing
and analyzing the acquired page data, parsing out
the hyperlinks (URLs) in the page, and download-
ing the text information, pictures, videos, and other
information in the links. In this paper, based on
the pyspider crawler framework, we use python
to realize the crawler function and finally obtain
1200 vehicle images and keep 600 images of high
quality after screening. Since the quality of the
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images obtained using web crawlers varies, they are
directly added to the dataset for use, without
extending the data

(3) Generative adversarial network (GAN). In essence,
the images generated by traditional transformations
and the addition of Gaussian noise do not differ
much from the vehicles in the original images, and
the web crawler acquires the images slowly and
requires manual screening, so this paper proposes
to use GAN for data expansion. GAN is a method
for training to generate two mutual adversarial
models, where a generative model G is used to fit
the sample data distribution, and a discriminative
model D is used to estimate whether the input sam-
ples are from the real training data or the generative
model G

(4) This paper uses convolutional neural network to
construct generator G and discriminator D. Among
them, discriminator D uses 4 convolutional layers
with ReLU activation function and 1 fully connected
layer to extract features from the input images; gen-
erator G uses 4 deconvolutional layers with ReLU
activation function to generate false sample images
with the same width and height as the input images
by deconvolution of the noise generated using
Gaussian distribution. Finally, 1500 vehicle images
were generated. Based on the above dataset expan-
sion method, this paper finally builds up a dataset
including 8600 training set and 4300 test set samples,
and the composition of the dataset is shown in
Figure 4

4. Experiments and Analysis of Results

Network training requires setting the hyperparameters of
the corresponding network, and hyperparameters are the
preset values of network training, which are determined
manually to achieve the parameters of the specific network
training requirements; this experiment is trained from
scratch for all networks, in deep learning, epoch represents
the number of training steps, and the learning rate controls
the learning progress of the model; the smaller the learning
rate, the slower the loss gradient decreases and the conver-
gence. The smaller the learning rate, the slower the loss gra-
dient decreases and the longer the convergence time. After
debugging, the final number of epochs is set to 50000, the
learning rate is set to 0.005, the number of validations after
each training step is set to 30, and the learning rate is kept
constant at the beginning and decays to 0 in the last 5000
epochs. The weights are randomly initialized with Gaussian
distribution, the mean value is 0, and the standard deviation
is 0.02, and the specific hyperparameter values are shown in
Figure 5. The network parameters can be determined by the
objective function, and the network parameters in the fully
connected layer are continuously updated as the objective
function decreases.

At present, the evaluation indexes for the results in target
recognition are precision rate, recall rate, average precision,
average precision mean, etc. The average precision is the
average of all accurate prediction rates of the car model
under different recall rates, which is the best evaluation
index of the performance of the target detection algorithm
and reflects the comprehensive performance of the algo-
rithm; meanwhile, this paper compares the pixel precision,
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average interaction ratio, and detection recognition. This
paper also compares the pixel accuracy, average interaction
ratio, and detection recognition speed of this method with
the mainstream target detection algorithms to verify the
robustness and application value of this model.

In this experiment, the established 12900 datasets are
divided into 8600 training sets and 4300 test sets. In com-
mon recognition systems, the workload of producing data-
sets is huge, requiring teamwork and time consumption.
However, this system can reduce the time consumption
compared with other labeling methods. Different samples
can be generated randomly according to the corresponding
labels during labeling and unified directly according to the
labels during testing, which saves the time of unification pro-
cessing after the labeling is finished. In order to test the gen-
eralization performance of the proposed model, the pictures

of vehicles in different environment monitoring and differ-
ent time and perspective are specially selected for recogni-
tion during the test. And the selected scenes also include
the case of harsh environment, such as the bad situation of
not strong light and too strong light, reflecting the difference
between the model of the article and the target detection
one-stage mainstream algorithm SSD, YOLO, and other
method detection results. As shown in Figure 6, the experi-
mental results show that the detection results of the model
in this paper are better when the threshold is set to 0.8,
and the improved algorithm has improved about 2.8% com-
pared with the test results before the improvement in the
dataset with a total of 50000 images on the KITTI public
dataset. As can be seen from the figure, when there are no
other occluding objects near the vehicle, the confidence of
recognizing the vehicle is all above 92%, and when the
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vehicle is partially occluded or the vehicle has more than half
of the area within the surveillance, the confidence is also
above 82%, and the recognition accuracy can reach above
78%. In addition, the combination of labeled images and rec-
ognition results shows that the unlabeled vehicles and vehi-
cles with small pixels in the training set can be recognized
well, which again verifies the feasibility of the model.

In order to further verify the generalization ability of this
experimental model and the recognition accuracy for differ-
ent scenes, when testing the model, in addition to the above-
mentioned images in the training set, this experiment also
selected images in the same scene that were not in the train-
ing set and images in other scenes in different scenes for test-
ing, and the test results are shown in Figure 7. It can be seen
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that the vehicle recognition accuracy is high, and the recog-
nition confidence for the images with low pixel in the back
of the position can still reach 0.843 and the recognition
result is accurate, which illustrates the strong generalization
ability and high accuracy of the model. In the fully con-
nected layer, the main role is to reduce the error between
the labeled samples in the dataset and the output of the gen-
erated model in order to achieve the purpose of continuously
fitting the generated network to the original image in this
paper.

The experiments also selected the current open-source
SSD, R-CNN, Faster RCNN, and the improved pre-Mask
R-CNN algorithms for vehicle recognition detection.
Figure 8 shows the scores of the test on the dataset using dif-
ferent methods, from which it is concluded that the recogni-
tion method used in this paper generates more reliable and
more realistic results for the images and can get better results
for all the scenarios described above. In addition, for the
unlabeled vehicles in the training images, the method can
still detect them well, which reflects the good robustness of
the algorithm in this paper. Although the results of Faster
R-CNN algorithm applied to this vehicle recognition also
have better recognition results, but the method does not
have better robustness, for most of the unlabeled vehicles
are not detected, and similar to the traditional convolutional
neural network-based CNN method, more postprocessing
techniques are required, which increases the complexity of
visualization operation, and the authenticity of the detection
results is lower. When comparing with the Mask R-CNN
algorithm before improvement, we found a more obvious
improvement in pixel accuracy, while there is not only little
difference in the average interaction ratio, but also a small
improvement. Therefore, it can be seen from the above com-
parison tests that our algorithm has better superiority.

As can be seen from the figure, the accuracy of each
method increases and stabilizes with the increase of itera-
tions, among which the SSD method is the fastest to stabi-
lize, and its accuracy stabilizes at about 76% after 10000
iterations, the accuracy of R-CNN is the lowest, and its accu-
racy stabilizes at about 74.5% after 12500 iterations; the Fas-
ter R-CNN method Mask R-CNN algorithm and the
improved Mask R-CNN are more effective for car model
recognition, and the recognition accuracy of Faster R-CNN
method can reach about 84% for seven categories of car
models; since Mask R-CNN algorithm requires higher qual-
ity of dataset and is more sensitive to pixel extraction, the
accuracy of this algorithm is low when the number of itera-
tions is small. However, after the number of iterations
reaches 22500, the recognition accuracy of the algorithm
for the seven categories of car models is about 86.2%, and
the improved algorithm is stable at about 89% after the
number of iterations reaches 25000, which is a considerable
improvement compared with that before the improvement,
further indicating the practical value of this algorithm.

5. Conclusion

This paper mainly focuses on deep learning and convolu-
tional neural network algorithms to optimize the network
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structure to train the detection and recognition models of
large class vehicles and fine vehicles, respectively. Based on
the algorithm development of R-CNN and Faster R-CNN
and the design of convolutional layer, the superiority of con-
volutional neural network in target detection and recogni-
tion is illustrated, and the advantages and disadvantages of
different methods and network frameworks in target detec-
tion are analyzed, and the improved Mask R-CNN method
is proposed to recognize large classes of vehicles, and the
components and functions of the improved algorithm are
introduced in detail. In the application of fine vehicles, we
propose to use the improved YOLOv3 for detection and
optimize Mask R-CNN algorithm for further recognition
with good results. To further verify the practicality of the
two methods proposed in this paper for engineering applica-
tions, a car model recognition system was built based on the
existing equipment in the laboratory, and the algorithm was
implanted in the server to achieve faster detection and rec-
ognition speed. The development of neural networks and
the principle of deep learning are explained, and the algo-
rithms related to artificial neural networks, convolutional
neural networks, and target detection are introduced, and
the advantages and shortcomings of each method are dis-
cussed. The speed and accuracy of convolutional neural net-
works in target candidate region generation, border
regression, and feature extraction are discussed in detail,
the improvements of new algorithms for target detection
in recent years are analyzed, and the network framework
of deep learning is introduced. Due to the limitations of
traditional region generation methods, this paper provides
a brief analysis of the region generation network in the
Faster R-CNN algorithm and details the loss calculation
principle of the output layer. For fine model recognition,
this paper continues to expand on the basis of the Comp-
Cars dataset, establishes a vehicle dataset containing 18
common car brands such as Volkswagen, Buick, Audi,
and BMW with a total of 76 common models, whose sam-
ples include vehicle badges, lights, air intake grilles, and
overall contours, which can be trained with different
detection models according to different needs, and finally
uses labeling. Finally, we use labeling software to label all
samples and build a more comprehensive model recogni-
tion dataset. In the future, the feature descriptors in the
regions are extracted, and finally, the feature descriptors
are input to the classifier to realize the classification and
recognition of car models.
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With the further development of microelectronics technology and sensors, sensors can be widely embedded in mobile phone
devices and portable devices. The use of acceleration sensors for human motion monitoring has broad application prospects.
Monitoring the daily exercise of the human body is of great significance for formulating scientific exercise and fitness plans
and improving physical health. This paper uses the measurement data of multiple types of sensors to propose an index
recognition method based on the fusion of multiple types of sensor information. We take the measurement value of a single
type of sensor as input and output the index value of the moving part without a strain sensor. The pattern recognition method
is used to establish a pattern library, a recognition library, and a measurement library. This article considers noise interference
or malfunction of sensor measurements. Aiming at uncertain factors such as the error of the finite element model, a pattern
matching method considering the uncertainty is proposed. This article takes aerobics as an example to simulate and analyze
the dynamic response of aerobics under wind load. In addition, by simulating the recognition results under different levels of

noise interference, the robustness and anti-interference of the pattern matching method are verified.

1. Introduction

With the rapid development of wireless sensor technology
and wireless communication technology, the main problem
of data transmission is to choose which wireless communi-
cation technology to transmit data [1]. Information fusion
refers to the process of decision-making and estimation task
information processing through automatic analysis and
comprehensive realization of multiple sensor observation
information obtained according to time sequence in the rel-
evant criteria by computer technology, because information
fusion process has multiple sensors to obtain information
connection and processing. An information fusion system
is a processing system that obtains information as objects
through sensors. In addition to sensors, the information
fusion system also includes other links, each of which has
special functions and characteristics [2]. The development
cycle realizes the design of an information fusion analysis
system through object-oriented thought and realizes the
standardization in the process of system design. Due to the
particularity of terminal nodes, how to ensure less data and

energy consumption in the process of data transmission is
a difficult problem in the current wireless transmission pro-
cess. The current wireless communication technologies
include Bluetooth, UWB, WiFi, and Zigbee. In the specific
environment to choose a reasonable way, or even a combi-
nation of transmission mode, another problem is how to
design high-performance transport protocols.

The so-called multisensor information fusion (MSIF) is
an information processing process that uses computer tech-
nology to automatically analyze and synthesize the informa-
tion and data from multiple sensors or sources under certain
criteria to complete the required decisions and estimates [3].
The basic principle of multisensor information fusion tech-
nology is to make the multilevel and multispace information
complementary and optimal combination processing of var-
ious sensors and finally produce consistent interpretation of
the observation environment. This process should make full
use of multisource data for reasonable control and utiliza-
tion. The ultimate goal of information fusion is to separate
observation information obtained from each sensor and
extract more useful information through multilevel and
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multidirectional information combination. It not only takes
advantage of the cooperative operation of multiple sensors
but also comprehensively processes the data of other infor-
mation sources to improve the intelligence of the whole
sensor system. Fusion methods include neural network,
decision theory, information theory, statistical reasoning,
and evidence theory. It can analyze data according to certain
criteria and obtain reliable and accurate prediction results,
which is the multisource information fusion technology.
The core of big data technology is the remote large server
cluster. In order to solve the problem of large amount of
data, it is necessary to apply a data fusion algorithm to a
cloud server. In this way, the stability and efficiency of the
system can be improved, and problems such as poor
scalability, high cost, poor data sharing, and difficult system
maintenance can be solved in the monitoring platform
[4, 5]. Cloud server processing technology plays a very
important role in the current monitoring platform, which
can classify, store, manage and share the explosive growth
of data and provide a platform for subsequent data fusion.

2. Related Work

Sports is one of the important means to ensure people’s
health, among which, aerobics is popular among people in
recent years [6]. The perception of the teaching effect of aer-
obics is the key factor to learn aerobics, but the current aer-
obics exercise method is not professional, and the teaching
effect cannot be effectively evaluated in the process of fitness.
Deng and Jiang identified the motion features of calisthenics
decomposition by the feature extraction method, solved the
optical flow between adjacent difference frames and by the
Laplace method, reduced the impact of clutter, set the simi-
larity threshold, extracted the motion features of calisthenics
decomposition by similarity detection, and output the
actions with high similarity as the results [7]. Wichit and
Choksuriwong realized the design of a multisensor-based
athlete training information fusion analysis system. Based
on the acquisition and analysis of movement information,
it analyzed the ground reaction information, motion image
analysis, human surface mechanics, and so on in the process
of athletes’ movement, so as to further study the extraction
of athletes’ information features [8]. Bharti et al. proposed
an image-based method to monitor the movement accuracy
of calisthenics. The kindest depth image acquisition method
was used for preanalysis of calisthenics movements, and
HOG3D was used to extract the movement characteristics
of calisthenics [9]. Mohsin et al. use GPRS network trans-
mission and embedded system to collect sports information
in real time and generate monitoring process diagram of
sports training parameters, providing scientific basis for tar-
geted training [10]. Physical education teaching evaluation is
an important part of physical education teaching, which
plays an important role in the process of physical education
teaching. It provides information that controls and adjusts
physical activity as a whole and ensures that it develops
towards its intended goals. With the development of the
popularization of physical education, people’s demand for
the quality of physical education is constantly improving,
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and the role and status of evaluation in teaching are becom-
ing increasingly obvious, and evaluation has become an
indispensable process in teaching activities.

With the progress of science and technology, human-
computer interaction is more and more widely used in our
daily life [11]. It has become a current development trend
to study human-computer interaction system that meets
current needs and to introduce human body as a reference
coordinate system to directly map some actions and patterns
of human body to a computer with a coordinate system. Tra-
ditional human-computer interaction technology research
focusses on computer as the centre; now, human-computer
interaction technology research focusses on human-
computer interaction technology, all-round development,
multimode, and deep coexistence, to achieve the interaction
system between the user and the system. Line of sight is
one of the most intuitive ways for human to receive informa-
tion from the outside world. Body movements based on
human eyes are characterized by directness, authenticity,
and simplicity. However, visual judgment of some subtle
actions shows great limitations. A human-computer interac-
tion system based on microaction information acquisition
module can effectively make up for the deficiency of visual
judgment.

With the rapid development of electronic industry, espe-
cially computer, the development of the human-computer
interaction system is not only reflected in the hardware but
also has great progress in software. At present, research
based on the human-computer interaction system not only
tends to be practical and aesthetic but also the ease of
operation and the degree of fitting with people will become
a very important development direction [12, 13]. Human-
computer interaction (HCI) refers to a technology in which
the information to be tested is exchanged with a certain
algorithm by certain input and output devices between
human and computer and finally realizes the mutual com-
munication between human and machine. The system con-
sists of a computer providing some useful information to
people through a display device or an output device, while
people providing some instruction information to the server
through some input devices. In human-computer interac-
tion technology, interface design is very important, to realize
the media and carrier of interaction between people and
computers; users can receive information through the most
intuitive way.

Data fusion is from multiple channels, multiple sources,
and various data or information accurately, to determine the
organic relation, comprehensive analysis, the overall evalua-
tion, and the organic fusion of multiple parameters, multi-
level, many elements of the process, and then get fused
state, as well as the processing object, a comprehensive eval-
uation in the end gets information or data. Data fusion is
regarded as the organic combination of data or information
of different information sources, forms, media, time, and
presentation, so as to accurately understand the object state
[14]. The advantage of multisensor data and information
fusion is that the characteristics of the object to be measured
can be obtained in a very short time by a relatively simple
method. The multisensor fusion information has strong
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reliability, timeliness, and robustness. In the process of data
fusion, it involves the processing of many uncertain factors,
the decision-making mechanism and process, and the analy-
sis of the characteristics of the information source, and it will
be different with the environment of the demander.

Multisensor data fusion technology has three important
characteristics: multisensor data fusion is based on the dif-
ferent abstraction degree of information source, multilevel
processing of information; the process of multisensor data
fusion includes detection, correlation, tracking, analysis,
evaluation, and merger [15]. The output of multisensor data
fusion can be divided into initial assessment of identity and
status at low level and advanced assessment of situation and
decision at high level. The target object of the multisensor
data fusion system is the different information collected by
various types of sensors, which has various forms of expres-
sion, such as sound, text, image, or electrical signal. The
information collected by the multisensor system is called
source information [16]. The purpose of multisensor data
fusion is to obtain the optimal estimation of target state
and properties by analyzing and processing various original
information from different sensors through specific models
and algorithms. Multisensor data fusion technology arises
at the historic moment; it is to use computer technology to
the time sequence of number of sensor observation informa-
tion, and information database and knowledge base, to a
certain criterion, which automatically collected, relevant,
analysis and synthesis for a representation, to complete the
required for estimation and decision task of information
processing. Information fusion has always played an impor-
tant role in the evolution of any life.

According to the data fusion structure, there are many
kinds of classification. One of these methods is divided into
sensor-level (distributed), central-level (centralized), and
hybrid mode according to the way data is processed before
finally entering data fusion. Sensor-level fusion architecture
works: different sensors are used to collect information for
the same target, and they are independent signals. First, each
individual sensor captures and analyzes information; then,
the analysis results of all sensors are transmitted to the
fusion centre. Finally, the fusion results are used for state
estimation. Because the structural model deals with feature
vector data in the fusion centre, it does not require much
computer and reduces the computing pressure. At the same
time, sensor-level fusion has good stability and low system
cost, so it is widely used in most projects. Central-level data
fusion means that each terminal sensor transmits the pre-
processing results to the fusion centre after minimal process-
ing [17, 18]. In the fusion centre, the information obtained
by each sensor is checked, correlated, fused, and decided.
In most cases, this structure is the best data fusion method
in the case of smooth data association and fusion in the
fusion centre. The structure also requires powerful CPU pro-
cessing power and high storage capacity at the convergence
centre. If the sink fails, the whole system collapses. There-
fore, although the structure is very good, there are some dis-
advantages such as poor stability. Hybrid fusion is a
combination of the first two. It is the algorithm processing
of adding and subtracting sensors before data reaches the

convergence point and fusion [19]. In general, if the mea-
surement of each terminal node cannot be completely inde-
pendent of each other, the hybrid fusion method is the best
way to classify the data. The advantage of this structure is
that the sensor fusion is added in the fusion process and it
has strong adaptability. However, due to the increased
sensor fusion, the hybrid structure increases the complex-
ity of data processing, reduces the transmission efficiency,
and increases the cost of data processing and wireless
communication.

3. Support Vector Machine Algorithm

Support vector machine (SVM) algorithm was first devel-
oped from the generalized portrait method in pattern recog-
nition algorithm. It is a kind of generalized linear classifier
that performs a binary classification of data according to
supervised learning, and its decision boundary is the maxi-
mum margin hyperplane of sample data to perform a solu-
tion. If a sample data can be correctly divided into two
categories, then there must be an optimal hyperplane in
between which can be expressed by

g(x)=W'xx+b, (1)

where W represents a vector of weights and b is a con-
stant term. In general, training for sample data is to get
an optimal hyperplane and classify it correctly. A standard
SVM model satisfies formula (2) in order to classify sam-
ples correctly.

Wi xx+b20,y=1,
(2)

Wixx+b<0,y=-1.

The farther away it is, the more obvious the classifica-
tion of “normal” and “abnormal” states is, and the classi-
fication results can be easily distinguished. In order to
achieve the maximum classification effect, the distance
between H1 and H2 is defined as

(3)

The magnitude of M is determined by the points clos-
est to H, which are called support vectors. Let H1 and H2
from the farthest be equivalent to the value of M which is
the largest, also to make the |W | minimal. So, finding the
optimal hyperplane is equivalent to solving the optimiza-
tion constraint problem. For the above case, it is trans-
formed into a quadratic normalization problem.

min ¢(w) = %wtw. (4)

The constraint conditions are expressed by

y(W'W+b) 1. (5)
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FIGURE 1: Monitoring system hardware design block diagram.

It is usually solved using Lagrange multipliers, so for-
mula (4) becomes

1
L(w,b,a) = EWfW—Z [0y (W' +b) —1]. (6)
The optimal solution is the inflection point of equation (6).
oL
W = w—Zocyx =0,

oL
W = —Zocyx =0.

(7)

Meanwhile, the solution of the quadratic optimization
problem must satisfy

P{yl(wxx) +b]} =0. (8)

The training sample points with medium values are called
support vectors, which are usually only a small part of the total
sample. For SVM, support vector is the key factor in training
process. Finally, the optimization function of the classification
problem is obtained as

f(x)=sgn {Zycx+b}. (9)

4. Teaching Effect Monitoring System Based on
Multisensor Information Fusion

4.1. Overall System Design Architecture. The monitoring sys-
tem is designed according to several principles, including
data acquisition part, data transmission, and monitoring
centre part. The data acquisition part is mainly composed
of terminal nodes based on a STM32 microprocessor,
including LoRa wireless communication module and various
sensor modules. The data transmission part is composed of a
stM32-based microprocessor, which includes LoRa wireless

communication module and WiFi module. The monitoring
centre is mainly constructed based on the server, and the
corresponding monitoring function can be realized by
deploying the Web server. The monitoring system architec-
ture mainly consists of two parts: hardware and software.
The hardware unit mainly includes terminal node and sink
node. Terminal nodes and sink nodes communicate through
LoRa to realize wireless data transmission. After the sink
node receives the data, the MQTT communication protocol
is used to send the data of the sink node to the cloud server for
monitoring through Web pages. The hardware design block
diagram of the monitoring system is shown in Figure 1.

The system software includes the design of terminal
node data acquisition terminal, aggregation node, and cloud
server. In the monitoring system, the sensor terminal node is
located at the bottom of the whole system, responsible for
the collection of various parameters. It determines the effi-
ciency of subsequent data collection. Cloud server process-
ing technology plays a very important role in the current
monitoring platform, which can classify, store, manage,
and share the explosive growth of data and provide a plat-
form for subsequent data fusion. The sink node is mainly
composed of a processor, wireless communication module,
and storage module to realize wireless data interaction with
sensor node and cloud.

4.2. Aerobic Aerobics Monitoring System Based on Multisensor
Information Fusion. In the process of fitness, dynamic infor-
mation can be obtained through sensors, which has an impor-
tant influence on fitness analysis. Dynamic parameters
generally include human body displacement, plantar pressure,
joint force, angle, and acceleration, which can be obtained by
force sensor, displacement sensor, speed sensor, accelerome-
ter, inertial sensor, and goniometry. The six-dimensional force
testing platform can be divided into three modules: force sen-
sor, signal processing module, and computer module. The
measuring area is large, and the data of force cabinet and
three-dimensional space can be obtained at the same time.
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FIGURE 2: Architecture diagram of aerobics monitoring system.

The aerobics’ monitoring platform is mainly based on a
wireless sensor network, which collects and transmits the
physical signs data of guardians by wearing different kinds
of sensors on people [20]. The data collected by different
sensors are signed and sent to the cloud through the wireless
sensor network server. After receiving the corresponding
algorithm for data processing, the processed data is sent
back to the server for storage. Data and statement results
were simultaneously sent to the mobile device of the moni-
tored object and the hospital database of community service,
so as to monitor the aerobics teaching. The overall frame-
work of the system is shown in Figure 2.

As can be seen from the figure, the system consists of
four layers: data layer, feature layer, feature fusion layer,
and decision layer. The results of teaching and training are
obtained by fusion analysis based on the information acqui-
sition and processing of human movement. The multiobjec-
tive and multiparameter data in the training process of
athletes can be obtained for effective fusion analysis. The
system can transfer the physiological information parame-
ters of the measured target to the server for corresponding
processing and analysis, which makes the remote diagnosis
more convenient, accurate, and low cost.

4.3. Terminal Node Design. In WSN, the terminal node is a
full-function device, which perfectly combines the sensing
technology, embedded technology, and wireless communi-
cation technology to realize the collection of human physio-
logical parameters. Temperature, heart rate, blood pressure,

respiration, and blood oxygen were collected [21]. An end
node is a device that specifically performs data collection
transmission and cannot transmit messages from other
nodes. The terminal node adopts a modular design idea,
and its main function is divided into two parts: various types
of sensors for data collection; the LoRa module is responsi-
ble for sending and receiving data. Other parts also include
the design of serial communication and power supply mod-
ules. The hardware structure of terminal node mainly
includes a multisource sensor, STM32 processor, LoRa wire-
less communication module, and power module. The power
module of the system uses USB power supply to provide
normal working voltage for terminal node components.
The terminal node as the data acquisition end, its power
supply design adopts battery power. In addition to the master
control chip, the peripheral circuit of the terminal node only
retains the basic LoRa wireless data transceiver module, JTAG
debugging module, and power reset and other basic circuits.
In the aerobic aerobics monitoring system, the terminal
node of the physical sign sensor is located at the bottom of
the whole system, which is responsible for collecting various
parameters of the human body. It determines the efficiency
of subsequent data collection. The wearable terminal nodes
in the monitoring platform include motion sensors and bio-
sensors. Motion sensors include accelerometers and gyro-
scopes; biosensors include blood pressure, heart rate, blood
oxygen, and body temperature. The terminal node is one
of the core parts of the whole system, which is now develop-
ing towards miniaturization and low power consumption.



4.4. Sink Node Design. The sink node is mainly composed of
a processor, wireless communication module, and storage
module. STM32F103ZET6 chip is used as the processor.
The chip is a 32-bit processor product based on
armCortex-M3 architecture kernel, and the maximum oper-
ating frequency can reach 72 MHz, with rich resources and
low power consumption and cost. The wireless communica-
tion module consists of a LoRa module and a WiFi module.
Both modules connect to the processor through a serial port
for wireless data interaction with the sensor node and the
cloud. The FLASH module and EEPROM module are used
to store data such as WiFi hotspot name and password to
prevent loss after power failure. The function of sink node
mainly includes the following two aspects: LoRa module
receives data of terminal node; the WiFi module packages
and sends data from the terminal node to the server. The
sink node is mainly used to forward the data of the terminal
node. Besides the master control chip, it also contains LoRa
wireless data transceiver module, WiFi module, JTAG
debugging module, and power reset and other basic circuits.

As the core of the entire network, the sink node is mainly
responsible for network construction, maintenance, infor-
mation aggregation, and data uploading. The program
design of sink node includes LoRa wireless communication
program and WiFi transmission program. LoRa module
mainly receives data transmitted from terminal nodes, while
WiFi module sends data to the cloud server. Sink node soft-
ware and networking program.

4.5. Server Design. Based on the functional requirements of a
server layer, establish a data server. The data server is used to
receive sensor data information to ensure that all sensor data
can be stored in the cloud server in real time and accurately,
providing data support for subsequent fitness effect analysis
and human-computer interaction [22]. The aggregation
node communicates with the cloud server using the MQTT
protocol and using the JavaScript Object Notation (JSON)
data format, which is a lightweight data exchange format
that is easy to parse and generate by machines and can effec-
tively improve network transmission efficiency. The TCP/IP
protocol is designed for poor hardware performance and
poor network conditions of the remote device; it is designed
as a publish/subscribe messaging protocol. An MQTT proto-
col typically has two roles, publisher and subscriber. The
cloud server is mainly responsible for data processing, anal-
ysis, storage, and visual display uploaded by the sink node.
Based on the object-oriented language Java development,
the server program uses Java Web development framework
JFinal as the project framework; it uses Maven for project
development and management, using MySQL as a database.
The web client of the monitoring centre is designed in the
form of a webpage, which is convenient for multiscreen dis-
play and remote viewing. The DataV of Aliyun is used for
the front-end interface design.

The server program provides the data interface, and the
monitoring centre provides real-time data display and his-
torical data display. The server is mainly composed of a data
server, human-computer interaction server, and correspond-
ing database. A database server is built on the basis of a data-
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base system and has the characteristics of a database system.
Its functions include system configuration and management
and data access and update management. Similarly, a
human-computer interaction server is built on the basis of
a human-computer interaction system, responsible for
receiving data from the data server after processing released
to the client display through visual processing.

5. Monitoring System Testing and
Effect Analysis

After completing the design of the overall hardware and
software of the monitoring system, the function and stability
of the monitoring system are tested on this basis. It is very
important to test the functionality and stability of the whole
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system in the development process. Through the test of the
system, we can find and deal with some problems that may
exist in the whole system, so as to ensure that the whole sys-
tem can run stably and smoothly when users use it.

5.1. Server Testing. The server test mainly tests whether the
server can receive and display the uploaded hardware data.
For normal operation of the overall system, testing system,
adopted two terminal nodes, a gathering node, each kind
of sensor mounted on sign parameter collection, will gather
the node to receive data transmission via a serial port to dis-
play data from serial port assistant, by the MQTT protocol
to TIO server parsed. The parsed data will be added to the
message queue MQ, and then, the corresponding API of
the platform stores the data in MQ into the database. Finally,
APP obtains the historical data in the API through RPC for
visual display. The scene of this experiment is to collect
human body parameters in the room under normal condi-
tions. You can obtain the current data information by enter-
ing the corresponding address in the browser of the PC.
Basic physiological parameters of users in the current mon-
itoring system, including temperature (degC), blood pres-
sure (mmHg), blood oxygen (%), respiration (bpm), and
heart rate (bpm), are shown in Figure 3.

As can be seen from the figure, the sensor data mounted
on the terminal node is collected, and these are uploaded to
the server for storage and display. After a period of opera-
tion test, the system can run stably and continuously
through the test of the overall operation of the system, indi-
cating that the system is normal. Sensors provide accurate
data for the monitoring system. The sensor measurement
can correctly determine the effect of aerobics teaching. The
system can be collected, transmitted, stored, and displayed
and can achieve the purpose of human monitoring.

5.2. Data Fusion Algorithm Testing and Result Analysis. The
data fusion algorithm used to mimic the public data sets was

tested, in order to state the general algorithm and the single
exception of experiments, the same to 20 times the simula-
tion model and data, using the data acquisition of the system
for the user’s physiological parameter acquisition and vali-
dated using data fusion algorithm, and the results are neces-
sary analysis. Part of physiological parameters of multiple
users collected by the system in a conventional environment
is shown in Figure 4.

The test results show that the accuracy of the model
based on real user data is basically consistent with the cal-
culated results, and the algorithm proposed in this paper is
feasible in practical application. The accuracy of the data
fusion model is above 90%, and the difference is not large.
Basically, it fluctuates within a very small range of average
accuracy, which indicates the high stability of the algo-
rithm in this paper. Ensure that the system can run contin-
uously and stably, the measured physiological data is
accurate and reliable, and the physiological parameters of
human body are obtained. In addition, the relationship
between the parameter gamma and the penalty factor is
shown in Figure 5.

5.3. Trimming Fuzzy Neural Network. In order to verify that
the monitoring system has a direct influence on the physical
quality of aerobic aerobics students, the physical quality of
students who have not carried out aerobic aerobics teaching
was counted as after 30 days of aerobic aerobics teaching, the
physical quality statistics were carried out. The statistical
data analysis results of aerobic aerobics teaching before
and after are shown in Figure 6.

As can be seen from the figure, in the aerobics move-
ment, there are jumping movement, V-step, cross step,
parallel step, jumping jacks low-impact movements, stu-
dents’ physical quality has also been improved to a cer-
tain extent, and aerobics project in enhancing people’s
strength, flexibility, and coordination plays a significant
role.
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5.4. Analysis on the Teaching Effect of Students’ Movement
Skills in Calisthenics. Before the experiment, according to
the teaching objectives and requirements of the teaching task
of calisthenics class, the prescribed level 1 calisthenics move-
ment is selected as the teaching content. Before the experi-
ment, the students’ simply four eight-beat calisthenics
movements are examined once. In the assessment from the
following aspects of the students’ technology monitoring:
the accuracy of movement, the strength of the action, dexter-
ity of movement, a sense of rhythm of movement, and the
expressiveness of movement, the comparison results are
shown in Figure 7.

From the figure analysis, it can be seen that after the
experiment, the control group had significant changes in
movement intensity, accuracy, proficiency, rhythm, and
expression, indicating that the control group also had signif-
icant differences before and after the experiment. In action
on the total score, which also has a very significant change,
after the experiment by comparing two groups of aerobics
skill test indicators, it can be seen that experimental class
students of aerobics skills to the test indexes were higher
than that in comparative classes of students, the experimen-
tal group and control group in action on the strength and
rhythm, expressive differences are more obvious than move-
ment accuracy and movement skill, and the effect is more
prominent. For the comprehensive aerobics movement, in
order to achieve significant teaching effect, in the teaching
process to pay attention to the aerobics movement structure,
movement characteristics and time and space effect, moni-
toring system to show each student’s movement accuracy,
enhance the students’ ability to understand the movement.

6. Conclusion

The progress of science and technology brings about the
improvement of people’s quality of life, and people pay more
attention to aerobic exercise. The perception of the teaching
effect of aerobics is the key factor to learn aerobics, but the
current aerobics exercise method is not professional, and
the teaching effect can not be effectively evaluated in the pro-
cess of fitness. This paper discusses the basic theory of
human-computer interaction and multisensor information
fusion, designs the multisensor information fusion system
framework from software and hardware, respectively, and
puts forward the monitoring system of aerobic aerobics
teaching effect based on multisensor information fusion.
On the basis of computer simulation, the accuracy of the
data fusion model is above 90%, and the difference range is
not big and basically fluctuates within a very small range
of average accuracy. The results show that the designed sys-
tem can achieve the acquisition and fusion of information,
the use of multisensor equipment to collect the characteris-
tics of aerobics data, movement strength, sense of rhythm,
and expressiveness of the difference is more obvious than
the accuracy of movement and movement proficiency, and
the effect is more significant. The monitoring system
designed in this paper can basically meet the monitoring
needs of human physiological parameters, but the functions
of some modules are not perfect, the overall hardware struc-

ture of the system is slightly complex, the overall volume is
not small enough, and the system is not intelligent enough
to collect and process data. The model is only simulated
on a computer and tested on a simple hardware platform.
How to transplant the model to a more advanced hardware
platform and the miniaturization of the terminal is the direc-
tion of development. After using big data, the research direc-
tion should be structured, miniaturized, and intelligent.
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In order to reduce the energy consumption and the cost of wireless sensor networks (WSNs) deployed in linear areas and prolong
the life of the network, a deployment strategy of nodes in WSNs based on “X” partition was proposed in this paper. The monitored
area was partitioned based on “X” shape, and the sensor nodes were deployed, so as to make the whole area be covered and the
number of nodes deployed be reduced. At the same time, the monitoring units are divided and compressed to balance and save
energy of the network and prolong life of the network. Through experiment verification, compared with traditional partition
deployment strategy, the deployment cost of network can be reduced effectively by the proposed strategy. In terms of the life
of the network, the proposed strategy is longer than the diamond partition strategy more than 50%.

1. Introduction

At present, wireless sensor networks are widely used in var-
ious scenes. Many sensor nodes are deployed in the area to
be monitored according to the established strategy and
cooperated with each other to complete the task of col-
lecting, processing, and transmitting [1]. Sensor nodes are
usually deployed in complex environments and cannot be
reused. Therefore, when a node is unavailable due to its
own energy depletion or other factors, the whole wireless
sensor network will be seriously affected.

When wireless sensor networks are used for monitoring
in tunnels, mines, rivers, or large bridges, the sensor nodes
are also distributed linearly because of the linear shape of
these areas. Moreover, in this kind of environment, the base
station is often set at one end of the area to be monitored.
When the information collected by sensor nodes is sent to
the base station in the form of multihops, more data for-
warding tasks and greater energy consumption need to be
undertaken by sensor nodes closer to the base station, while
few data forwarding tasks and low energy consumption are
on sensor nodes farther away from the base station, which
leads to an “energy hole” in the whole wireless sensor net-
work [2, 3], and the life of the network is ended prematurely.
In addition, the similarity of data collected by close nodes in

the network is high, which makes the data redundancy of the
whole network larger; the energy of sensor nodes is wasted;
and the life of network is greatly shortened.

Aiming at the problem of network deployment and opti-
mization, many efforts were made and a series of results were
achieved by researchers. The node deployment density func-
tion under linear network was proposed in reference [4, 5];
the sensor nodes were arranged according to the density for-
mula. By arranging sensor nodes in this way, the ratio of total
energy and energy consumption speed in each region can be
balanced, so as to effectively prolong the life of the system.
However, in many practical application scenarios, its density
cannot be accurately controlled. Yen et al. [6] adopted isosce-
les triangle partition to realize K-coverage of monitoring
region, and sensor nodes were grouped to balance the overall
energy consumption of the network, but the coverage rate is
not high. Liu and Wu [7] proposed a hierarchical wireless sen-
sor network routing protocol for mine roadway environment,
which can cluster in large scale in areas with large data for-
warding volume. However, the existence of cluster heads nec-
essarily becomes a network bottleneck that restricts the
performance of the networks. Muthusenthil and Kim [8] pro-
posed a hierarchical wireless sensor network model for under-
ground working environment. The topology control method
based on static node controllable deployment is adopted, and
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the nodes are arranged on one side of the roadway in a straight
line; thus, the double coverage of the roadway was realized.
Rejinaparvin and Vasanthanayaki [9] proposed the cluster
node competition algorithm; the network was divided into
several clusters with different sizes and combined with inter-
cluster routing to save network energy. This protocol con-
siders the influence of the remaining power, so it is able to
balance the node power. Regular triangle partition, rectangular
partition [10], and diamond partition [11] are included in
common deployment strategies of wireless sensor network
nodes. There are some problems in existing node deployment
methods and strategies, such as high node deployment den-
sity, high network deployment cost, and large data redun-
dancy. The data compression in wireless sensor networks
[12-14] can make the transmission energy consumption be
effectively reduced and the life of the network be prolonged.
Aiming at the problems of uneven distribution of directed
sensing nodes scattered in the designated monitoring area by
random deployment in the monitoring task of directed wire-
less sensor networks in a two-dimensional environment, the
characteristics of directed sensor nodes, probabilistic sensing
model, and cooperative sensing model of multiple sensor
nodes for monitoring target points are analysed. In this paper,
a deployment strategy of nodes in WSN based on “X” partition
is proposed; the area to be monitored can be divided by “X”
partition; then, the number of sensor nodes in the network
and network deployment cost can be reduced on the premise
of realizing full network coverage. At the same time, the data
of the monitoring unit is compressed to balance the network
energy consumption and prolong the network life. The pro-
posed method can guide the direction adjustment and percep-
tion optimization of two-dimensional oriented sensor nodes,
so as to improve the perception ability of network nodes.

The main contributions of this study are summarized as
follows:

(1) We propose a new a deployment strategy of nodes in
WSN based on “X” partition, which can improve the
coverage of the region to be monitored and the per-
ceived quality of service and reduce the overall
energy consumption of the network

(2) The proposed deployment strategy can adjust and
optimize the location distribution of wireless sensor
nodes according to the demand characteristics of
the area to be monitored, meet the sensing needs of
different areas, and improve the energy efficiency of
the network and nodes

The rest of this paper is organized as follows. The energy
consumption model is introduced in Section 2. Node
deployment strategy is presented in Section 3. Simulation
results and analysis are given in Section 4. Finally, conclu-
sions are given in Section 5.

2. Energy Consumption Model

The requirements of node connectivity in wireless sensor
networks are roughly the same as those in ad hoc networks:
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(1) the information must have one or enough paths to for-
ward from the information source to the destination node;
(2) the delay of information forwarding shall be as small as
possible. The more information forwarding paths, the more
reliable the system is. However, due to the need for multiple
intermediate nodes to work at the same time, the node
energy consumption increases and the system life decreases.
The energy consumption of wireless transmitting devices
increases exponentially with the increase of transmitting
and receiving distance. Using multihop information for-
warding instead of point-to-point communication can save
a lot of energy. However, too many hops will increase the
number of information receiving and forwarding and will
also bring additional energy consumption. Therefore, the
key to reduce energy consumption is to compromise the
above two contradictory factors and appropriately control
the number of forwarding nodes. The following definitions
are given:

Definition 1. Connectivity between sensor nodes. If in the
deployment area of wireless sensor network, nodes can
always transmit information to each other in some way, it
is said that nodes are connected in the network coverage
area.

Definition 2. Connectivity of wireless sensor networks. If in
the wireless sensor network deployment area, for a large sub-
set of all nodes, the base station can always transmit relevant
control information to any node in the node set by some
routing method and any node in the node set is also con-
nected, the wireless sensor network composed of this large
node set in the network coverage area is connected.

The set composed of all sensor nodes is divided into {#,
seees Bybs s € Upgjhy, and by N hj = &, where h; represents a
set of sensor nodes that make up the backbone connection
network and s; is a sensor node. Each nonbackbone node
in the sensing state can communicate with at least one back-
bone to save power. There must be one and at least one
direct or indirect path between the backbone nodes to con-
nect the two.

In wireless sensor networks, the energy of sensor nodes
is mainly spent on the conversion and processing of external
signals and the overhead of data communication. The wire-
less communication energy consumption model in the data
transmission stage and the data compression algorithm in
the data processing stage are adopted by the deployment
strategy of nodes in wireless sensor network based on “X”
partition.

When [ - bit data is sent by the sensor node, its energy
consumption formula is

b ) UEqee + &%), d<dy, "
- Z(Eelec+5mpd4)’ dZdO’

where E;, (I, d) is the node energy consumption, which is
generated in the transmission circuit and signal amplifier.
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E . is the energy consumption of transmitting unit data by
transmitting circuit or receiving circuit. §;, and ¢,,, are
amplifier coefficients, d,, is the distance threshold, and the
corresponding channel model is selected by the node
according to the relationship between data transmission dis-
tances d and d;.

When [ -bit data is received by the sensor node, the
receiving circuit is the only source of its energy consump-
tion, so the energy consumption Ej . of the receiving node is

ERx(l) = lEelec‘ (2)

In the data processing stage, data compressing is proc-
essed by sensor nodes to filter out the repeated useless data.
In the data compression algorithm, the energy consumed by
each node for compressing unit data is Ej,.

E,=IEp,. (3)

3. Node Deployment Strategy

Sensor node deployment strategies are mainly divided into
two categories: random deployment strategy and fixed
deployment strategy. In the random deployment strategy,
the sensor nodes are randomly deployed in the area to be
monitored, and then, the optimization of the network is
studied. In the fixed deployment strategy, the sensor nodes
are deployed in the designated position of the area to be
monitored according to the established strategy, and the
optimization of the network is studied. In the actual envi-
ronment, roads, rivers, mines, and other shapes can be
regarded as linear areas. Considering the rules of linear
region morphology comparison, fixed deployment strategy
is adopted in this paper.

In order to facilitate subsequent research and analysis,
the following assumptions are made here:

(1) Many sensor nodes and one basic sensor are con-
tained in the network. The initial energy, sensing
radius, communication radius, transceiver power,
and data processing energy consumption of sensor
nodes are all the same

(2) The sensing rate of sensor nodes for data within the
sensing radius is 100%, and the sensing rate for data
outside the sensing radius is 0%

(3) The energy consumption of sensor nodes mainly
occurs in the data processing and transmission stage,
without considering the energy consumption of
nodes in sensing data

The monitored area is equally divided into a plurality of
“X” partitions, as shown in Figure 1. The distance of each
“X” partition is the same, and sensor nodes are deployed at
the vertices and intersections of “X.” The full coverage of
the region can be realized by this step.

3.1. “X” Partition Coverage Strategy. The linear area which is
monitored is partitioned based on the “X” shape, sensor

nodes are deployed at boundary vertices, and intersections
of “X” make the node position as the center of the circle
and the sensing distance as the radius; the coverage area is
the sensing area of each sensor node. The sensor nodes of
four vertices at the boundary of the region and the center
crossing position are included in each partition. As shown
in Figure 2, A, B, D, and E are common sensor nodes, which
are responsible for sensing surrounding data. In addition to
sensing data, the sensor node at position C is also responsi-
ble for processing and transmitting data, which is called the
master node.

The area sensed by the master node in the “X” partition
and its ordinary node far away from the base station is
divided into a monitoring unit; as shown in Figure 2, the
area covered by circles A, B, and C is a monitoring unit,
which ensures that the nodes transmit data towards the base
station and redundant energy consumption can be avoided.
The perceived information is transmitted to the master node
by ordinary nodes in the monitoring unit, and then, the
information is received by the master node, which obtains
the data of the whole monitoring unit.

The length and width of the linear region are 4, and the
sensing radius of sensor nodes is r; the region is divided into
“X” shape according to the value L, which can realize the full
coverage of the network and minimize the number of nodes.

L=2[r+ r2—<§>2 ‘ (4)

As shown in Figure 3, it is an “X” partition according to
the distance L, with A, B, C, D, and E as five sensor nodes; A,
B, D, and E are all located on the boundary of the region; and
C is located on the center of “X.” At this time, the intersec-
tion point H of circle A and circle C is located on one
boundary of region, and the intersection point N of circle
B and circle C is located on another boundary of region,
and the circles A, B, and C just intersect at point M. Circle
D and circle E are the same as circle A and circle B. Any
point in the whole “X” partition can be sensed by sensor

nodes. If L>2(r +

H and N are located within the boundary of the region,
which leads to some regions not being sensed by any sensor
nodes; that is, the full coverage of the network cannot be

realized. If L<2(r+1/r2 — (b/2)?), although the network

can achieve complete coverage, the deployment number of

12 — (b/2)*), the intersection points of

sensor nodes cannot reach the optimal value. Therefore, L

=2(r+ /72— (b/2)?) is the best partition distance.

According to the previous definition of monitoring
units, monitoring units are corresponded to “X” partition
one by one, so when the network is fully covered, the num-
ber of monitoring units in the network is equal to the num-
ber of “X” partitions. The number of monitoring units in the

network is N, =Ny = (a/L) = (al/(2(r + /2 - (b/2)*))2(r
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FIGURE 1: Node deployment model of linear area.

FIGURE 3: Node coverage effect diagram.

+4/12 = (b/2)?)), the number of basic nodes needed to

achieve full coverage of the network is 3a/L = (3a/(2(r +

\/ 12 = (b/2)*))2(r + /72 = (b/2)*))(a/L), the number of

master nodes is a/L, and the master nodes are numbered i
=1,2,3,---,alL.

The dimensions of the wireless sensor network can be
reduced by division of monitoring units from a two-
dimensional plane area to a one-dimensional straight line.
Based on the “X” partition, the size of all monitoring units
is the same and all monitoring units are arranged in
sequence. The data of the whole monitoring unit is stored
in the master nodes, and the relative positions and distances
of the master nodes in monitoring units are the same; that is,
they are evenly distributed on a straight line. According to
the distance from the base station, the monitoring units
and master nodes are numbered. Data is transmitted to the
base station through other master nodes in a multihop man-
ner, and the problem of data return caused by the traditional
clustering method is solved.
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3.2. Data Compression. Sensing, processing, and transmit-
ting are the functions of sensor nodes. And the energy con-
sumption of data processing is much smaller than that of
data transmission. Therefore, the energy consumption of
the network can be balanced and the life of the network
can be prolonged by processing the data before transmitting
the data. Data compression is the main work of data pro-
cessing; that is, sensor nodes compare and analyze the data
they sense and receive, filter redundant data, and integrate
main data. However, data compression is at the expense of
the accuracy of data transmission to reduce the energy con-
sumption of data transmission. Moreover, the more the data
compression times, the greater the network delay. In the
deployment strategy of nodes in WSN based on the “X” par-
tition, each monitoring unit has a master node, and the
number of sensor nodes is small. Data compression can be
performed only inside the monitoring unit: after the data
sent by the sensor nodes in the unit is received by the master
node, it is integrated and compressed with the data sensed
by the master node and then transmitted by multihop.
Because the monitoring range of each monitoring unit is
small and the sensing areas of each sensor node overlap,
the principal component analysis method [15] is adopted
in this paper to reduce data redundancy and compress data.
The main process is as follows: in the monitoring unit, the
data sensed by the nodes are sent to the master node and
then received by the master node to generate corresponding
data matrices. After analyzing and comparing these matri-
ces, the principal components in the matrices are extracted
and transmitted.

According to the energy consumption formula of the
data compression, the compression energy consumption of
each master node in the network is

E, =3IE,,. (5)

3.3. Network Energy Consumption Optimization. After the
size of the monitoring unit and the number of the main node
were determined, the network energy consumption is fur-
ther optimized. In wireless sensor networks, the biggest
energy consumption of nodes is in the data transmission
stage. In a linear area, data is transmitted in multihops; there
is a great relationship between energy consumption of nodes
and the transmission step. By comparing the energy con-
sumption under different transmission distances, the opti-
mal value is selected to optimize the network energy
consumption.

The distance d between two adjacent master nodes is
taken as the basic step length for data transmission, and
the step length is written as D=nd(n=1,2,3). Since the
data has been compressed by each master node in the mon-
itoring unit before data transmission, the energy consump-
tion of each master node when transmitting data to the
base station is the same under each step length, so it is only
necessary to calculate the energy consumption E; of the mas-
ter node i acting as a relay node and the energy consumption
E." of the whole network when I — bit data is transmitted to
the base station by the No. 1 master node under different
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TaBLE 1: Sensor node parameter settings.

Parameter name Numerical
Sense radius r 20 m
Initial energy E, 0.5]
Energy consumption per unit data transmission E,,. 50n]
Amount of data [ 1200 bits
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FIGURE 4: Relationship between the number of nodes and the length of regions.

step values #, and then, the optimal step value can be
selected.

n=1,E =Egy(l) + Erx(l,d), E,' = (m—1)(2IE
(m—1)
2

+1ED"),

elec

n=2,E;=Ep(l) +Erx(l,2d), E> = { J [2IE . + IED'],

+IED'.
(6)

Derive the formula for selecting the available step length:

elec

138 = B+ Er30), B = [0

n={n|minE"},

(o=

E =

[ZlEeleC + lE(nd)t],

n

(7)
where the value ¢ depends on & and & is related to the value n

After the transmission step is determined, when the data
of the i-th master node is transmitted to the base station for

each round of data transmission, the energy consumption of
the network is

A (G0 S ) )

n

. [zlEelec + lE(nd)’] .

(8)

The sum of transmission energy consumption of each
master node in the network is the total energy consumption
! P .
E, . of transmission in the network; then,

al (2 (“’W) )
> B ©)

total —

i=1

For comprehensive data compression and data transmis-

sion, the total energy consumption E,,,; of the network is

E =E .+ 4 E
total — “total .

o(rerony) |

(10)
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FIGURE 5: Relationship between energy consumption per unit data
transmission and step length.

TaBLE 2: Partition effect based on “X” partition deployment
strategy and diamond partition deployment strategy.

Deplovment Number/number of ~ Number of  Partition

strft . Y network partitions network  distance d
gy (clusters) nodes (m)

X-shaped 18 54 66

partition

Diamond 20 60 60

partition

3.4. Deployment of Spare Nodes. In order to ensure the life
and performance of the network, spare nodes are properly
deployed for each master node according to its energy con-
sumption. Because the energy consumption of the master
node in the network is related to the hop count j, j=i/n,
the later the hop count, the greater its energy consumption.
Under a certain step length, the life of the whole network is
equal to that of the master node in the last hop [9]. The
energy consumption E; of each master node in the network
is

E;=Ep(l) + Erx (L d) = (i = 1)IEqe +ilEge +ilEd'. (11)

Therefore, the closer the energy consumption of the
master node that initially transmits information is to that
of the master node in the last hop, the more balanced the
network energy consumption is. That is, the smaller the
value ofl[E, —E,;|, the more balance the network energy
consumption and the longer its life. The formula for calcu-
lating the number of spare nodes of each master node is [9]

E,
Num,; = =*. (12)
Ey

3.5. Steps of Node Deployment. Assuming that the base sta-
tion is on the right side of the linear area, the specific steps
of the deployment strategy of nodes in WSN based on the
“X” partition are as follows:
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TaBLE 3: The number of spare nodes of each master node.

Node Number of spare Node Number of spare
number nodes number nodes
1 0 10 5

2 1 11 6

3 1 12 6

4 2 13 7

5 2 14 8

6 3 15 8

7 4 16 9

8 4 17 9

9 5 18 10

(1) The linear area to be monitored is initialized, and its
length is a, width is b, and node perception radius is
r

(2) The linear area is divided into “X” partitions by
length L=2(r+ /12— (b/2)?), so as to realize the

full coverage of the network

(3) The divided “X” partitions are divided into monitor-
ing units, and the master nodes in each monitoring
unit are numbered 1,2,3,4 -+ --- , i from left to right

(4) The optimal step size n of data transmission and net-

work energy consumption E, ,; are calculated

(5) The position j of each master node in the transmis-
sion path is calculated

(6) Sensor nodes and spare nodes are deployed in the
linear area to be monitored based on the “X” parti-
tion strategy

(7) Run the network; when the energy of the master
node is unavailable, replace it with a spare node

4. Experiment and Analysis

4.1. Experiment Environment and Parameter Setting. In
order to verify the rationality of this method, Python 3.7 is
used for simulation experiment, ignoring packet loss and
other problems in the process of data forwarding, comparing
with diamond partition strategy. All experimental environ-
ments assume that the signal transmission range of sensor
nodes is a regular circle. In order to ensure the accuracy of
the experiment, all data adopt the average value of 20 rounds
of experimental data. The nodes are initially randomly dis-
tributed in the monitoring area, and the number of nodes
is 70. The parameters of the sensors used in the experiment
are shown in Table 1. Transmission threshold d, = 87.

4.2. Analysis of Network Cost. In practice, the number of net-
work partitions is directly affected by the length of the area
to be monitored. The width of the area to be monitored
and the sensing radius of the sensor nodes are set as fixed
values. According to formula (4), the number of partitions
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obtained by the “X” partition deployment strategy and the
diamond partition strategy is compared under different
region lengths. As shown in Figure 4, the number of parti-
tions based on the “X” partition deployment strategy is sig-
nificantly less than the diamond partition, and the
difference between the two strategies is more significant with
the increase of the length of the area to be monitored. When
the length of the area to be monitored is long, it is more suit-
able to choose the “X” partition deployment strategy for net-
work deployment. At this time, the number of basic sensor
nodes needed to achieve complete network coverage is less
than that of the diamond partition deployment strategy; that
is, the cost of network deployment is lower.

In the traditional diamond partition deployment strat-
egy, after partitioning the area to be monitored, it is neces-
sary to calculate the optimal cluster spacing and the
location of cluster nodes, so that sensor nodes are often
deployed according to the approximate value of the optimal
solution instead of the optimal solution. However, in the “X”
partition deployment strategy, the nodes can be only
deployed according to the partition location and then filter
out the master nodes.

4.3. Analysis of Network Energy Consumption. In the exper-
iments, the length and width of the area to be monitored are
set as 1200m and 30m, respectively, and the number of
basic sensor nodes needed under the “X” partition deploy-

ment strategy and diamond partition strategy is shown in
Table 2.

Based on the “X” partition deployment strategy, 18 mon-
itoring units are divided in the area to be monitored, and the
master nodes are numbered as i=1,2,3,---,18. Then, the
optimal step length of data transmission is calculated
according to the selected function of transmission step
length. The network energy consumed of the No. 1 master
node in transmitting data under different step lengths is
shown in Figure 5, so the optimal transmission distance is
66 m, that is, n=1.

According to the experiment in reference [2], the data
transmission effect is best when the area to be monitored is
divided into 20 clusters in the experimental environment
set in this paper; that is, the optimal distance of data trans-
mission in the network is 60 m.

The energy consumption of the network can be directly
reflected by the energy consumed by each round of data
transmission in the network. According to the selected opti-
mal data transmission distance, the energy consumed by the
network for one round of data transmission under different
deployment strategies is calculated. In the “X” partition
deployment strategy, the data in the monitoring unit is
firstly compressed by the master node. According to the
energy consumption formula of data compression, 324 n]J
energy will be consumed by the master node for each round
of network operation. According to the energy consumption
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algorithms.

formula of data transmission, the energy consumed by the
network for data transmission is 26357616 nJ. In the “X”
partition deployment strategy, the total energy consumption
of the network is 26360856 n]. In the diamond partition
deployment strategy, the energy consumption of each round
of network processing is 8252400000 nJ, which is much
higher than the “X” partition deployment strategy.

4.4. Life of Network. The life of network is another important
basis for measuring network performance. The number of
spare nodes required by the network is calculated according
to Equation (12). At first, the energy consumption of the No.
1 master node in the basic network is calculated to be
1710.74 nJ per round, and then, the number of spare nodes
to be deployed near each master node is obtained, as shown
in Table 3.

Based on the “X” partition deployment strategy, nodes
are deployed in the area to be monitored to form a network.
And the life of nodes is calculated in the network, as shown
in Figure 6. When more than one-third of the nodes in the
network run out of energy, the network performance will
decrease sharply; that is, the life of the network is exhausted.
It can be seen from Figure 6 that under this deployment
strategy, the life of each master node in the network can
reach 1500 rounds. On the premise of ensuring the network
performance, the network can run more than 1650 rounds at
most; that is, the life of the network exceeds 1650 rounds.
Under the same experimental environment, the network
composed of diamond partition deployment strategy can
run for 1000 rounds. Therefore, the network life of the strat-
egy proposed in this paper is superior to the diamond parti-
tion strategy.

4.5. Connectivity Rate and Coverage Rate. Wireless sensor
network coverage must consider multiple performance indi-
cators in order to make network coverage more reliable and
effective, including coverage rate, connectivity rate, energy
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TaBLE 4: Partition effect based on the “X” partition deployment
strategy and diamond partition deployment strategy.

t=20 t=40 t=60 t=80 =100
X-shaped partition 1.37% 3.76%  9.54%  4.66%  4.51%
Diamond partition 7.72% 13.38% 13.68% 13.18% 11.77%

consumption, signal strength, fault tolerance, scalability,
and reliability.

During the experiment, Monte Carlo method is used to
calculate the area coverage to measure the coverage ability
of three algorithms (X-shaped partition, diamond partition,
and the algorithm in literature [16]). The comparison results
are shown in Figure 7.

When the number of iterations is ¢ < 20, it can be seen
from Figure 7 that the coverage rate of the X-shaped parti-
tion in this paper is similar to that in the diamond partition
and literature [16]. When the number of iterations is 20 < ¢
<40, many nodes of the algorithm in literature [16] oscillate
back and forth. The number of node oscillations is shown in
Figure 8.

The algorithm in literature [16] did not analyze and deal
with the problem of continuous oscillation of nodes in detail,
resulting in slow and unstable convergence speed of the
algorithm, and the regional coverage decreased.

Table 4 shows the change of coverage growth rate of the
X-shaped partition in this paper compared with the dia-
mond partition with the number of iterations.

When the number of iterations of the algorithm is 20
<t<60, most nodes are in the optimization state. The
growth rate of the coverage of the X-shaped partition in this
paper is larger than that of the diamond partition. When the
number of iterations ¢ > 60, the coverage algorithm basically
tends to be stable. Therefore, the growth coverage rate of the
X-shaped partition is slower than that of the Diamond
partition.

The focus of this paper is how to balance the network
load and improve the network lifetime through the
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deployment strategy of nodes. However, this paper does not
use the previous method of calculating the distance accord-
ing to the received signal strength but only determines the
angle of nodes in different center coordinate systems accord-
ing to the signal strength, which will lead to low positioning
accuracy and complex mobile path and positioning
methods.

5. Conclusions

In this paper, a deployment strategy of nodes in WSN based
on the “X” partition is proposed, the linear area is equally
divided into some “X” partitions, and the sensor nodes are
deployed at fixed positions to achieve full coverage of the
area to be monitored. According to the position of the node
and base station, the monitoring unit is divided, the master
node is determined, and the data is compressed by the mas-
ter nodes in the monitoring unit; then, the data is transmit-
ted, so as to balance the network load and improve the
utilization of the network. According to the difference of
node energy consumption, spare nodes are deployed to pro-
long the life of the network. Through theoretical analysis
and experimental verification, the deployment cost of the
network can be effectively reduced in the “X” partition
deployment strategy and the life of the network can be pro-
longed. The aim of subsequent research is reducing the net-
work delay and transmission accuracy caused by data
compression in this deployment strategy.
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In this paper, a multimodal intelligent acoustic sensor is used for an in-depth study and analysis of English pronunciation signal
acquisition and calibration analysis of English phonetic symbols based on the acquired sound signals. This paper proposes a
bimodal fusion algorithm around the direction of feature extension and fusion of acoustic recognition features. After each
unimodal classification error cost is minimized, the current fusion process is determined by adaptive weights to fix its one
decision layer on the fusion. The adaptive weight approach in this algorithm improves the drawback of always identifying one
mode as the optimal mode in fixed-weight fusion and further improves applicability and performance compared to unimodal
recognition. The random network generation algorithm is used to generate a random network for sound source data
acquisition; then, the algorithm is investigated using the decomposition containing fusion center algorithm to each node, and
data preprocessing is implemented at each node; finally, the distributed consistency algorithm based on average weights is used
for consistent averaging iterations to achieve a consistent speech enhancement effect at each node. The experimental results
show that this distributed algorithm can effectively suppress the interference of noncoherent noise, and each node can obtain
an enhanced signal close to the source signal-to-noise ratio. In this study, factors that may affect the readability of spoken texts
are summarized, analyzed, defined, and extracted, and the difficulty of spoken items obtained from the divisional scoring
model is used as the dependent variable, and the extracted influencing factors are used as independent variables for feature
screening, model construction, and tuning, and the generated results are interpreted and analyzed. From this, it was found that
phonological features have a strong influence on the readability of spoken texts, mainly in features such as phonemes, syllables,
and stress. This study is summarized, and the shortcomings of location-based contextual mobile learning of spoken English in
terms of student management, device deployment, and empirical evidence are pointed out, to provide references and lessons
for the research on IT-supported language learning.

racy and resolution [1]. Despite the significant advantages
of such sensors, they cannot be used in extreme environ-

In acoustic emission detection systems, resonant piezoelec-
tric transducers are often used as acoustic receivers, which
convert the measured changes into resonant changes. Reso-
nant piezoelectric transducers use resonance technology to
analyze parameters such as amplitude, vibration frequency,
and phase for resonant oscillators to achieve measurements
of parameters such as acoustic pressure and displacement,
an algorithm that has the advantage of enabling high accu-

ments, such as high voltage environments and environments
subject to electromagnetic interference, and are difficult to
embed inside materials. Compared with resonant piezoelec-
tric sensors, fiber optic sensors have many unique proper-
ties. Fiber optic sensors have a series of unique advantages:
good electrical insulation performance, strong resistance to
electromagnetic interference, noninvasive, high sensitivity,
easy to achieve long-distance monitoring of the measured
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signal, corrosion resistance, explosion-proof, the optical path
can be flexed, and easy to connect with the computer. They
have high sensitivity, strong immunity to electromagnetic
interference, extreme corrosion resistance, etc. At the same
time, they are simple, compact, and lightweight, can be
transmitted over long distances, and can be used as an
important part of online telemetry systems. Since the 20th
century, fiber optic sensors have received special attention
from scholars in various countries; fiber optic sensors have
been applied to measure temperature, stress, current, and
hundreds of physical quantities, but also in high tempera-
ture, corrosion, and other special environments, and with
the practical significance of traditional electronic sensors,
they cannot be replaced. For solid-state sensors due to the
manufacturing process and cost and other factors, the induc-
tion area is also smaller [2]. And with the development of
embedded and a variety of mobile wearable devices, finger-
print capture devices are also towards the trend of smaller
and smaller. For example, Apple’s Touch ID fingerprint cap-
ture device is only 6.35mm X 6.35 mm, and the universal
smartphone at the same time, with the development of the
trend, is bound to make the size of the fingerprint image
capture also becomes smaller, and thus, the information
contained in the fingerprint image is also greatly reduced.
Multimodal biometrics refers to the integration or fusion
of two or more biometric technologies, utilizing the unique
advantages of its multiple biometric technologies and com-
bining with data fusion technology to make the authentica-
tion and recognition process more accurate and secure.
Multimodal biometrics can realize the combination of mul-
tiple biometrics such as face, fingerprint, finger vein, iris,
and voice print, so as to carry out more accurate identity
authentication.

It has been shown that when the sensing area of the
acquisition device becomes small, the performance of the
traditional fingerprint feature point matching recognition
method will be greatly affected due to the low number of
captured detail points. Therefore, the problems of missing
features and recognition accuracy of small-area fingerprints
have become the focus of scholars’ research, and feature
extension or fusion is the trend to compensate for the miss-
ing features [3]. Multimodal biometrics is a new biometric
technology that overcomes some drawbacks of unimodal
biometrics by fusing no less than two unimodal biometric
features (or behavioral features) as data objects, which can
get rid of the limitations of usage scenarios with higher sta-
bility and security, making the authentication process more
accurate and secure. Multimodal fusion also overcomes, for
example, the situation where kind of biometric features is
lost, such as fingerprints due to cuts, wear, and tear, dryness,
or inconspicuous innate features. Multimodal biometrics
makes up for the deficiency [4]. One of the more typical
methods is the beamforming method, which can obtain
different performances depending on different beam con-
straints, such as minimum variance and minimum mean
square error criteria [5]. The speech enhancement perfor-
mance is proportional to the number of microphones, which
means that more microphones will usually result in better
speech enhancement performance. Speech recognition tech-
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nology has a very wide range of application areas and market
prospects, such as for voice-activated voice dialing system,
voice-activated smart toys, and smart home appliances. It
can also be applied to information network inquiries, medi-
cal services, banking services, etc. In beamforming algo-
rithms, the microphone array is generally located relatively
close to the sound source, which makes both the signal-to-
noise ratio and the direct reverberation ratio of the received
signal sufficiently large to obtain a better enhancement per-
formance. The pronunciation calibration engine A/D circuit
is designed to improve the data sampling efficiency by using
analog to digital signal conversion for English pronunciation
information acquisition.

With the continuous development of speech recognition
technology, various derivative technologies based on speech
recognition, such as keyword recognition, language recogni-
tion, speaker recognition, and ambient sound recognition,
have also been devoted increased attention and have made
promising progress. At the same time, speech recognition
is also penetrating increasingly into our common life. The
biggest advantage of speech recognition is that it makes
human-computer interaction more natural and convenient.
Nowadays, speech recognition technology has been widely
used in voice communication systems, data inquiry, ticket
booking systems, medical systems, banking services, com-
puter control, industrial control, and many other fields, pro-
viding us with a more convenient way of life and playing a
significant role in human progress. Social development plays
a pivotal role. In summary, speech recognition technology
has great research value and application prospects, especially
phonetic recognition technology with phonetic symbols as
the basic recognition unit, which is outstanding in practical
applications under large vocabulary. This has led many
researchers to actively participate in the research of phonetic
recognition technology.

In the second part of the paper, we organize and summa-
rize the existing research, and in the third part, we provide a
detailed description of the specific implementation. In the
fourth section, we provide a detailed analysis of the results
of the implementation and illustrate the advantages of our
results.

2. Related Work

Speech enhancement research based on distributed micro-
phone arrays is a hot topic in speech signal processing that
has emerged in recent years. Scholars initially studied this
problem based on the topology of distributed microphone
placement and proposed some distributed noise cancellation
algorithms, when microphones are distributed throughout
the observation area to form an array, still transmitting the
received signal from each microphone to the fusion center
for unified processing [6]. The spoken language evaluation
algorithm models the randomness of natural language pro-
nunciation and the instability of speech processing systems
through fuzzy measures and plausibility and then integrates
them into the Sugeno integral framework to evaluate the lan-
guage score rather than specific scores. A delay-free subband
adaptive filter is used to implement multichannel speech
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enhancement in MRI devices. This speech enhancement
algorithm is based on a minimum variance estimation crite-
rion to remove noise using a minimum mean square error
adaptive filter, where one microphone is used as the refer-
ence microphone to receive the noise-containing signal and
the other microphones receive only the noise, using the
noise as the target signal for the adaptive filter to estimate
the source signal [7]. Based on the minimum mean square
error criterion to estimate the speech source spectral ampli-
tude and phase, this algorithm assumes that the signal con-
forms to the Rayleigh distribution and the noise conforms
to the Gaussian distribution, which in turn estimates the
speech source short-time amplitude spectrum, logarithmic
amplitude spectrum, and phase spectrum using the statisti-
cal model and the minimum mean square error criterion [8].

Two steps are typically followed in the training of
speaking assessment algorithms, namely, score generation
and score calibration. Score calibration involves adjusting
machine scores and combining scores from multiple divi-
sions, to develop scores that match expert judgments as
closely as possible [9]. To achieve this goal, it was necessary
to collect data including ratings of pronunciation by human
expert evaluators to test the validity of this type of assess-
ment algorithm or system. For reliability assessment, it usu-
ally means that the scores obtained by the same test-taker
after taking the same test under different test conditions
are consistent or highly correlated [10]. Device sensing tech-
nology can be divided into five basic categories: vector pres-
sure sensing technology touch screen, resistive technology
touch screen, capacitive technology touch screen, infrared
technology touch screen, and surface acoustic wave technol-
ogy touch screen. Traditional speaking tests have experts as
scorers, where more factors can lead to unfair scoring, such
as scorer evaluation concerns, experience, and ability, age,
gender, and psychology. Machine-based speaking assess-
ments, on the other hand, exclude a range of subjective
factors that can cause problems, thus ensuring that the
speaking assessment algorithm or system has high reliabil-
ity [11]. Most of these systems are based on ubiquitous
learning theory and generally push location-related con-
tent information to learners based on their different loca-
tion information [12].

The focus of research has shifted to the construction of
ubiquitous learning environments with a rich variety of
implementation technologies [13]. The gradual integration
of mobile phones, radios, and sensor technologies into
learning activities has facilitated the formation of new
learning environments that are highly location-portable
and context-aware. From foreign studies, it is found that
technologies such as mobile phones, wireless networks, and
multimedia are popular in language teaching and learning
research. Many researchers had placed RFID tags on top of
many objects, and sensors can sense these objects when
learners are near, allowing the learners’ mobile devices to
receive information about these objects [14]. Most of the
platforms targeting language learning or context awareness
lack and should have empirical studies and rarely do long-
term tracking of the systems, but there is no shortage of
new technologies introduced and applied. The correspond-

ing system platforms pay attention to theoretical guidance,
as well as the analytical design and implementation tech-
niques of the whole system [15]. In addition, although
domestic language learning systems make use of the charac-
teristics of mobile devices, they seldom point to specific
should-Chan scenarios or contextual information as well as
lack specific feedback mechanisms and are rarely integrated
with specific speaking instruction.

3. Analysis of English Pronunciation Signal
Acquisition and Phonetic Calibration with
Multimodal Intelligent Acoustic Sensors

3.1. Multimodal Intelligent Acoustic Sensor Sound Acquisition
Design. Acoustic emission is a type of elastic wave, and in the
real environment, it can be divided into transverse waves,
longitudinal waves, and surface waves, depending on how
the sound waves propagate in the medium and the direction
of vibration. When propagating in solids, it causes local
deformation of the medium, and two types of waves appear
simultaneously: longitudinal (compressional) and shear
(transverse) waves, which have different speeds and are
automatically separated after leaving the source [16]. When
the acoustic signal propagates to the junction of air and
solid media, the acoustic wave is reflected and refracted,
which causes it to undergo a waveform transition, followed
by the simultaneous appearance of two waveforms. On free
surfaces, acoustic emission waves also form surface waves,
and plate waves are generated when the thickness of the
solid medium is like the wavelength. After reflection and
other transformations of the acoustic signal, the various
forms of sound waves will be transmitted to the sensor
according to their wave speed, time sequence, and wave
range, so that the pulsed signals generated by the acoustic
emission sources can be superimposed on each other to
produce long and complex waveforms. The online learning
environment provides course resources for learning man-
agement. Students carry out independent learning, teachers
assist through inspiration and demonstration, and students
learn cooperatively, communicate with each other, and
share wisdom.

When the device receives an acoustic signal, the alternat-
ing forces during the resonance of the sound on the piezo-
electric film will cause deformation of the PVDF-TrFE
piezoelectric film, which causes a piezoelectric effect and
generates an electrical charge. To accurately measure the
voltage signal generated on the PVDEF-TTFE piezoelectric
film due to the piezoelectric effect of the acoustic device in
operation, we use function generators, ultrasonic transduc-
ers, loudspeakers, high sampling rate voltage data acquisi-
tion cards, electronic computers, and software data analysis
to build a test platform for acoustic device performance
characterization, and as shown in Figure 1, the working
principle of the experimental platform is as follows: use
function generator to generate alternating voltage and
frequency-controlled electrical signal, through the ultrasonic
transducer electroacoustic conversion, the electrical signal
into the required acoustic signal, or use the electronic
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Figure 1: Simplified waveform diagram of the acoustic emission
signal.

computer connected to the speaker to play the required
sound samples, the acoustic signal reached the PVDF-TrFE
thin-film acoustic device, through the high sampling rate
voltage data acquisition card for the device response voltage
signal acquisition. The voltage signal is recorded, analyzed,
and processed by an electronic computer and software.

An acoustic emission signal is a process in which the
emission signal reaches its highest amplitude and then
gradually decays. The ringing count reflects the number
and frequency of acoustic emission events, and the ampli-
tude is the maximum amplitude of the signal waveform,
which is used to distinguish the type of wave source as well
as to measure the strength of the wave. The duration is the
time from when the acoustic signal first rises above the
threshold limit to when it falls to the threshold. The rise time
is the time when the acoustic emission signal first exceeds
the threshold to reach its maximum amplitude. The mathe-
matical expression can be expressed as a decaying sine func-
tion as shown in Equation (1).

x(t) =A, exp (at) cos (mfyt). (1)

A is the amplitude of the acoustic signal P,; « is the
attenuation factor of the signal; f, is the resonant frequency
of the acoustic emission sensor (Hz). When there is acoustic
emission generation, the acoustic emission sensor located on
the surface of the component or inside the component con-
verts the acoustic signal into an electrical signal, amplifies it
through a signal amplifier, and then after acquisition and
data processing, analyzes the relevant characteristic parame-
ters and calculates the specific location of the measured
acoustic emission source by combining mathematical geo-
metric formulae with data analysis.

The MZI-based wavelength demodulation technique is
based on the sensing principle of fiber optic interferometer,
by converting the DFB fiber laser sensor wavelength drift
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into phase change after entering the nonequilibrium fiber
interferometer, and using the high-resolution phase demod-
ulation technique can finally get the sensor weak wavelength
change [17]. It transmits the narrow-band laser to the
MZI by exciting the 980 nm pump light source and 980/
1550nm fiber wavelength division multiplexer (WDM)
guide and DFB fiber laser sensor output, and then convert
its optical signal into an electrical signal output by photo-
detector; by the demodulation system for the analysis of
data processing, the output electrical signal is proportional
to the magnitude of the acoustic signal.

In the actual environment, the speech signal observed by
each microphone in the array will be disturbed by some
environmental signals such as noise and reverberation, and
there are two common microphone array signal models,
the ideal model and the actual reverberation model. The
ideal model considers an array of N microphones, and the
array structure is chosen to be either one of the structures,
and let the source signal be s(¢); then, the signal observed
by the ith microphone y,(f) can be expressed as follows:

yi(t) = as(t + 1) = ni(t), (2)

where «; is the attenuation coefficient of the source signal
due to distance, 7; is the time delay of the source signal to
the ith microphone, n,(t) represents the background noise
at the ith microphone, and t is the time factor. Since the
actual environment contains other disturbances such as
reverberation and multipath effects, for an array of N micro-
phones, let the source signal be s(t) and the acoustic transfer
function from the source to the ith microphone be h;; then,
the signal observed by the ith microphone y,(t) can be
expressed as follows:

Yi(t) = is(t) = (1) = (1) (3)

For the ideal model, the acoustic transfer function can be
equated as follows:

his(t) = aus(t + 1) (4)

where z(t) is the output beamforming result and «; is the

weighting factor, generally taken as 1/N. This can be
described by the following expression.

z(t) = Z‘xi)’i(tJfTi)- (5)

i=1

Wireless sensor networks (WSNs) consist of multiple
inexpensive miniature sensor nodes, and each node contains
one or more sensors, which constitute a distributed network
with less power consumption and lower cost through wire-
less collaborative information sharing, which are used in a
wide range of applications such as environmental science,
medical health, space exploration, remote environmental
monitoring, and target tracking. Especially in recent years,
the development of smaller, cheaper, and smart sensors has
greatly enhanced the scope of wireless sensor network
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applications [18]. Sound wave is a mechanical wave, gener-
ated by the vibration of an object (sound source); the space
in which the sound wave propagates is called the sound field.
It is a longitudinal wave when propagating in gas and liquid
media but may be mixed with transverse waves when prop-
agating in solid media. These wireless sensors are equipped
with wireless interfaces for communicating with each other
to form a network. These sensors are smaller and are capable
of only limited computation and processing of information
or data at a low cost compared to conventional sensors.
These sensor nodes can collect information by sensing and
measuring in the environment and can transmit the sensed
data to the user based on some local discriminant criterion.
In this paper, we focus on speech processing; at this point,
the sensors become microphone sensors, so this network is
also called wireless acoustic sensor networks (WASNs).

Acoustic sensors are mainly used for sensing and mea-
suring environmental information; processors and memo-
ries perform limited processing and storage of data; power
supplies are generally composed of batteries, which are the
main energy for this sensor network and are limited in
energy; wireless transmitter-receiver devices are used for
information transmission between nodes, and actuators are
mainly for local discrimination (see Figure 2 for the specific
structure).

For unstructured WASNSs, network maintenance man-
agement and detection of faults are more difficult due to
many nodes. In contrast, for structured WASNs, some or
all the sensor nodes are arranged in a way that is
required for certain purposes. The advantage of struc-
tured networks is the ability to deploy fewer nodes to
obtain smaller network maintenance and management
costs. But fewer nodes mean that providing network cov-
erage is significantly reduced.

Unlike traditional networks, wireless acoustic sensor
networks are subject to design and resource constraints.
Resource constraints include limited energy per node, short
communication range, low bandwidth, and limited compu-
tational and storage capacity. Design constraints are
application-dependent and based on the environment being
monitored. The environment plays a key role in the size of
the network, the deployment scheme, and the network
topology. The size of the network varies with the environ-
ment being monitored. For an indoor environment, a net-
work can be formed with fewer nodes, while an outdoor
environment may require more nodes to cover a larger area.
Obstacles in the environment can also limit communication
between nodes, which in turn can interfere with the connec-
tivity of the network. Acoustic measurement software is a
measurement software that runs on a smartphone or tablet
PC. It is paired with an instrument to achieve accurate mea-
surements and supports acquisition of measurement data
from WIFI and analysis of calculations.

3.2. Experimental Design for English Pronunciation Phonetic
Calibration. Due to the coarticulation phenomenon, pho-
netic pronunciations do not exist completely independently
in time, and neighboring phonetic pronunciations partially
overlap and influence each other [19]. These indicate the
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F1GURE 2: Wireless acoustic sensor network with 20 nodes.

need to apply features that can capture long-time informa-
tion in speech recognition. To address the above problem,
we try to extend the spectral features in the time domain
by combining the Mel subband energy of the current frame
and the subband energies of multiple frames before and after
it to obtain the time-domain extended features, which are
called temporal pattern (TRAP) features. The extraction
process of TRAP features is shown in Figure 3.

First, the speech signal is windowed in frames, and
the energy value of the output of each frame through
the Mayer filter bank is calculated. And with the current
frame as the center point, the same number of frames is
taken before and after, and these several frames’ features
are concatenated to get a long-time feature. Then, the
DCT method is used for dimensionality reduction, and
the features are normalized on the mean and variance
to finally obtain the TRAP features. TRAP reflects the
long-time feature variation and effectively exploits the
correlation between speech signals. Compared to short-
time features such as MFCC, TRAP features effectively
exploit the correlation between speech signal contexts,
which not only improves the noise robustness of acoustic
features, but it helps to solve the copronunciation phe-
nomenon among phonetic features, which can improve
the performance of speech recognition.

Phoneme posterior probability features are commonly
used feature representations in speech recognition with high
discriminative and robust features. Define the phoneme
model space to consist of M classes (for an English corpus
with 39 phonemes); then, M = 39. Then, the phoneme poste-
rior probability feature vector for a frame of speech at
moment ¢ is as follows:

Py ={p(s1]00): p(2104), -5 (si]0r), =+ (smalo) 1 (6)

where o, denotes the corresponding speech frame at that
moment and s; denotes the corresponding ith phoneme;
then, p(s;|o,) denotes the posterior probability that the
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corresponding phoneme is s; for a known speech frame
0;.

M

ZP(51|Ot) =2.

i=1

(7)

Rhythmic features are a typical feature of natural human
language, with many common features across languages.
When people communicate with each other using language,
it is not only the phonetic sounds of the words but also the
suprasegmental information of the language, i.e., the rhyth-
mic features, which play a very important role in the natural-
ness and intelligibility of the language. Rhythmic features
respond to variations in pitch, length, and intensity in addi-
tion to phonetic features: variations in pitch form the tone
of speech, variations in length from the length of speech,
and variations in intensity from the stress. Speech rhythm
features are widely used in the fields of speech recognition,
speaker recognition, and language recognition because of
the rich dynamic information they carry. No state can be
transferred to any of the previous states:

(8)

A GMM model is a multidimensional probability density
function model that utilizes a weighted sum of multiple
Gaussian probability density functions to represent arbitrary
probability distributions. For example, Equation (9) is a
GMM model with M Gaussian components:

p(30) - Y w (i) o)

(10)

I
—

The ball in Equations (9) and (10) is a D-dimensional
eigenvector, p(x; |u;) is the probability density function of
one of the Gaussian components, ¢, denotes the mean vector

of the Gaussian components, and x is the covariance matrix
and is calculated in Equation (11).

P(?i“*i) = ﬁ €xp E (;_P‘i)TZi:iz <;_”i>]‘ (11)

The observed probability distribution is what is charac-
terized using the GMM model, and the superiority of the
GMM as an observed probability model is that the continu-
ous distribution model provides a more accurate description
of the probability distribution compared to the discrete or
semicontinuous model. This is because the characteristics
of the inputs in the continuous distribution model do not
need to be quantified. In addition, GMM models can fit
arbitrary distributions infinitely accurately by increasing or
decreasing the number of mixing components. Thus, the
CMU-SPHINX phoneme recognition mechanism sees distri-
bution of a single Gaussian distribution when the state is not
bound at the beginning of parameter training. The state bind-
ing complicates the model parameters by Gaussian splitting,
which in turn leads to more accurate parameter estimates, as
shown in Table 1.

According to the dynamic programming principle, the
optimal path has the property that if the optimal path passes
through node 7; at time t;, then the partial path of this path
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TaBLE 1: Steps of Viterbi algorithm.

6, =mb;(0,),ieN
v,(i)=1,ieN
Fort=2,3,---, T
v, (i) =arg min m;b;(0,),i € N

1

8,(i) =min 7;b;(0,),i € N

(1) Initialization

(2) Recursion

P* = max (i)
§* = arg max y,, (i)
Fort=T-1,T-2,---,0
St =Y (81)

S*: $1589, """ S )
172 N

(3) Termination

(4) Optimal path backtracking

(5) Find the optimal path S*

from node r; to endpoint p, must be optimal for all possible
partial paths from ¢, to r;. For if this is not the case, then
another better partial path exists from ¢; to r;. If it is con-
nected to the partial path from ¢; to p;, it will form a path
that is better than the original path, which is contradictory.
According to this principle, we only need to compute recur-
sively the maximum probability of each partial path with
state i at moment ¢ = 1 until we get the maximum probabil-
ity of each path with state i at moment ¢ = T. The maximum
probability at moment t = T is the probability of the optimal
path, and the endpoint p; of the optimal path is obtained at
the same time. After that, to find the individual nodes of the
optimal path, starting from the endpoint r,, the nodes are
gradually solved from back to front i;_,,i;_,, iy, and
the optimal path is obtained I = (iy_j, ig_y, " it)-

The preparation of data has always been a prerequisite
and key to system experiments. Especially in systems using
fully connected neural networks as the underlying model,
when the number of input and hidden layer neurons is rela-
tively large and the number of model parameters is huge, the
need for a large amount of training data is more urgent.
Only by collecting enough training data can the acoustic
model be trained more adequately and accurately. In addi-
tion, the quality of the data preparation is also essential for
the training of good acoustic models. When the quality of
the prepared data is poor, it will lead to the existence of out-
liers, which will affect the accuracy of the model training.
Resource limitation is the speed of program execution lim-
ited by computer hardware resources or software resources
during concurrent programming. In concurrent program-
ming, the principle of making code execution faster is to
turn the serial part into concurrent execution. A tree net-
work can contain branches, and each branch can contain
multiple nodes. The tree topology is an expanded form of
the bus topology, and the transmission medium is an
unclosed branch cable. The tree topology is the same as the
bus topology, where one station sends data and all other sta-
tions can receive it.

The meaning of tree topology network is the network left
by removing the edges that form a circle (ring) in the net-
work, like the spanning tree algorithm [20]. This network
has a minimum connection structure and most efficient
information transfer rate and is suitable for information
transfer between nodes. This topological network uses the

knowledge of tree to divide the adjacent nodes into parent
and child nodes so that information transfer can be divided
into two processes: convergence and dispersion. Conver-
gence starts from the leaf nodes, and the child nodes
converge their information to the parent nodes to the root
node; dispersion is exactly the opposite, starting from the
root node and the parent node disperse their information
to the child nodes, all the way to the leaf nodes, to achieve
all nodes can get consistent fusion results, and due to the
use of spanning-tree structure, in each node, just conver-
gence or dispersion process can greatly reduce the duplica-
tion of information transmission, improve the efficiency of
information transmission, and reduce the energy overhead
of the sensor network, as shown in Algorithm 1.

Students can easily use the online communication func-
tion provided by mobile terminals for discussion and inter-
action when learning English speaking around the location
context. According to the participating objects, this commu-
nication includes teacher-student and student-student com-
munication; according to the timeliness of communication,
the communication can be divided into synchronous and
asynchronous communication; according to the form of
communication, it can be divided into text communication,
voice communication, and video communication. Learners
can ask questions online about the problems they encounter
in learning spoken English, and they can also answer other
people’s questions, making communication more conve-
nient. In addition, learners can also expand the field of inter-
action through the social sharing function provided by the
system. Through discussion and interaction, learners can
enhance their internalization of speaking knowledge.

The first layer is the response layer, which considers the
system’s response and satisfaction to the learners; while the
second layer is the learning layer assessment, which mea-
sures the users’ understanding and proficiency in English-
speaking learning such as English knowledge, speaking
skills, and attitudes. Given the minimum period of two years
required for the assessment of the behavioral and outcome
layers of the Koch model, the period is too long, and the
students who participated in this experiment have already
graduated. Therefore, this study assessed the effects of the
positional context in terms of the first two layers of learner
response and cognitive transfer. It is important to note that
this implementation is not a true, rigorous experiment in
the true sense of the word, but rather a design-based
research approach to explore the effects of positional con-
texts to be closer to natural contexts and closer to reality.

4. Analysis of Results

4.1. Performance Results of Multimodal Smart Acoustic
Sensors. From Figure 4, the 20 nodes of the simulated wire-
less acoustic sensor network are relatively evenly distributed,
and there is no node overlap, and cover the whole 10 m =
10m plane area. The whole network edge connection is
more reasonable, satisfying the experimental hypothesis,
and closer to the real environment. It can also be found that
no matter for noise-containing sources or clean noise-free
sources, it is clearer to distinguish the speech-free segments



8 Journal of Sensors

1: Input: The matching scores of the two classifiers are respectively denoted as X=(X, X), X=Px, |IR ), X,=Py, R), i=1,2.... N, j =1,..,k; N
represents a total of N categories, and k represents a total of k samples. « is the weight of the fingerprint identification system; « is the

weight of the voiceprint system: o is the quality threshold. In addition, set o to be the average score value obtained by the current user
paired with N templates.

2: output: which category the feature belongs to
: loop

2 if 8,(i) =min 7;b;(0,),i €N

if hys(t) = a;s(t + 1;)

s return Y p(s, |o,) =2

:else p(x[A) = X5 wip(%; ;)

s return z(t) = Yy, (£ +7;)
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ArLGgoriTHM 1: Algorithm pseudocode.
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and paving the way for the subsequent speech enhancement 3.0 1
by using beamforming algorithm.

After transmission noise addition, the signal received by
each node contains significant noise and has a large differ- 2.0 1
ence in signal-to-noise ratio, some are still higher, such as
12.5dB for node 5, and some are lower, such as -1.18dB
for node 18. At this point, speech enhancement must be 1.0 7
performed to obtain a better output for the whole node.
So, after that, these two special cases are selected for
experimental observation to confirm the effectiveness of 00 L
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solve the difficult problem of controller adaptability in auto-
matic control.

FIGURE 6: Variation of loss function.
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Due to the unique directivity characteristics of the DFB
fiber laser sensor, the acoustic emission sensor was pressed
onto the pigtail of the DFB fiber laser sensor, allowing for
a complete acoustic emission signal with maximum respon-
siveness in the axial direction, and a 100 mW pump laser
output was loaded on the DFB fiber laser sensor, allowing
the DFB fiber laser sensor to reflect a sufficiently large light
intensity. The bandwidth of the demodulation system was
tested using a 2 MHz wide band acoustic emission sensor
transmitting acoustic wave signals from 20kHz to 2 MHz
as shown in Figure 5. The results of the bandwidth test
of the fiber demodulation system are shown in Figure 5.
The signals of the acoustic emission transducer operating
at 20kHz, 40kHz, 100kHz, 1000kHz, 1500kHz, and
2000 kHz were tested separately. It was able to obtain that
the DFB demodulation system can stably demodulate
acoustic waves from 20kHz to 2 MHz frequency, and the
small resonance does not have a large impact on the main
frequency. Also, when the sampling rate is F and the number
of sampling points is set to N, the frequency resolution can be
derived from the fast Fourier change equation.

The delay caused by the system is unavoidable and will
have a large impact on the accuracy during the positioning
process, so the system delay needs to be calibrated. A self-
transmitting signal generator was used to transmit a signal
with a center frequency of 100 kHz from the acoustic emis-
sion sensor for the experiment. The fiber laser sensor is
placed on a 2 cm thick Plexiglas plate, impedance matching
is performed using an ultrasonic coupling agent, and the
acoustic emission sensor is placed on the back of the Plexi-
glas plate to emit a 1 kHz pulse signal.

Sixteen acoustic emission signal points at fixed loca-
tions were acquired and demodulated and localized by
the hyperbolic localization method, with 10 measurements
per point and averaged as the result. The minimum error
of the 16 acoustic emission sources of the hyperbolic
localization algorithm is 0.35cm, and the maximum error
is 0.98cm, in which the average error of the horizontal

axis is 0.39cm and the average error of the vertical axis
is 0.45cm, and the summation of the errors of these 16
sources is averaged to obtain the overall localization error
of 0.67cm. The model constructs the initial load of a
node from the global and local perspectives by combining
the node mesonumber, node degree, node weight, and
neighbor node weight and establishes the proportional
relationship between the node capacity and the initial
load. When a node fails, the load redistribution rules
are formulated by combining the capacity of the neigh-
bors of the failed node, and then, the evolutionary pro-
cess of the load parameters is deduced through the
analysis of the network cascade failure, resulting in the
parameters in the model.

4.2. English Pronunciation Phonetic Calibration Results. It
can be seen from Figure 6 above that the loss function of
the training process of the neural net will occur a steep drop
in the initial stage of training, after which it will gradually
smooth out. However, the change of the loss function in this
experiment is still drastic near the end of the training, indi-
cating that the learning rate is set too large in the end stage,
causing the loss function to oscillate too much and make it
difficult to converge. Since the learning rate of the neural
network is updated in epochs, Figure 6 shows the change
of the loss function at the end of each epoch. It is seen
through Figure 6 that the number of iterations in this exper-
iment is low, and there is still a large reduction in the loss
function at the end of training. Therefore, an attempt was
made to change the training end condition to make the
model more fully trained and to increase the initial learning
rate to prevent a local optimum.

It is seen that the number of iterations becomes more in
this experiment, and the value of the final loss function is
smaller than that of the last experiment, indicating that the
training is more adequate this time. It can also be seen that
the recognition rate of the system has been improved after
the network parameters have been adjusted.
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To test whether the model has high variance or high bias
and whether collecting more data would help solve this prob-
lem, we use learning curve in sci-kit-learn, which is used to
return test scores for different size datasets, and use matplo-
tlib’s plot with the “fill_between” function to add the stan-
dard deviation of the MSE to the plot to obtain the learning
curve of the model as shown in Figure 7. The scores obtained
by using 10-fold cross-validation are calculated. For the
mean and standard deviation of MSE, the fold line represents
the corresponding mean MSE at the size of this dataset, and
the band around the fold line indicates the fluctuation range
of MSE, where blue represents the training set and the green
represents the test set. It can be found that the MSE of the
model is stable around 0.0026, compared to the slightly larger
standard deviation of MSE in the test set, but the fluctuation
range is between 0.0022 and 0.0031 with less variation in the
values.

It can be found that the learning effect in the elastic
network has been greatly improved. The linear regression
results are more unstable, and the reasons for this result
are that there is still covariance in the parameters of the
model or the model is overfitted, which makes the model
ineffective, but these problems are well circumvented in the
elastic network. In the learning layer, students’ attitude
towards learning spoken English through M-Oral was more
positive and they imitated the pronunciation of authentic
spoken English more during the interaction. The observa-
tion shows that compared to the control group, the experi-
mental group is more motivated to learn spoken English
due to the simulation of contextual perception.

5. Conclusion

Around the feature extension perspective, vocal recognition
technology is introduced and a Bayesian decision-based
dynamic weight bimodal fusion algorithm is proposed to
alleviate the unimodal biometric feature acquisition; recog-
nition generic drawbacks in addition to making the recogni-
tion rate of the small area improved and improving the
performance of the algorithm. The algorithm determines
the classification weights of the two recognition modalities
in that environment by adaptive weights and finally fuses
them at the decision level based on the weights. The theory
of the algorithm is based on Bayesian decision-making
which minimizes the cost of classification errors and
improves the inflexibility problem caused by traditional
fixed-weight fusion. Distributed consistency-based and dis-
tributed speech enhancement algorithm: this algorithm
decomposes the traditional array algorithm to each wireless
acoustic sensor network node, transforms distributed speech
enhancement into a distributed consistency problem, and
then achieves consistency averaging based on a distributed
consistency iterative algorithm. In the process of consistency
averaging, an average Metropolis right is proposed in this
paper, and the experimental results show that the efficiency
of iteration based on this right can be second only to the
consistency iteration algorithm based on the optimal con-
stant right and outperforms the consistency iteration algo-
rithm based on the maximum degree right and Metropolis

Journal of Sensors

right. The speech enhancement effect of this algorithm can
achieve the effect of the algorithm containing the fusion cen-
ter, and the signal-to-noise ratio of the enhanced speech of
each node can approximate the source, which can offset
the signal energy attenuation caused by the distance. For
English speech sound data, the changes of the loss function
during the training of the neural network of the LC-RC sys-
tem are tracked, and the learning rate and iterations of the
benchmark system are optimized as necessary according to
their changes, and certain results are achieved.
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Current centralized heating monitoring system has realized the collection and control of working condition data in heating power
stations, but there are still some shortcomings, such as the inability to collect data on the working conditions of user sides, and the
inability to meet the further demand of heating enterprises for the refinement of heating network monitoring data. A wireless
sensor network is a fully distributed sensor system with no central node, which can intensively deploy many sensor nodes to
monitoring area through random placement, and integrates sensors, data processing and communication modules to form a
self-organized network system. Therefore, in order to realize the intelligence of heating system and improve the flexibility of
node data collection, the monitoring system can use wireless sensor network technology to realize wireless collection of node
data, and display the collected data on a man-machine interface in real time. On the basis of research results from previous
scholars, this paper expounds the research status and significance of centralized heating monitoring system design, elaborates
the development background, current status and future challenges of wireless sensor network technology, introduces the
methods and principles of wireless network communication protocol and heating and heat balance flow analysis, proposes a
structural model of a centralized heating monitoring system based on wireless sensor networks, carries out the design of
perception and convergence nodes, analyzes the layout of wireless sensor networks, explores the design scheme of centralized
heating monitoring system based on wireless sensor networks, conducts the hardware and software design of the monitoring
system, implements the software testing and hardware debugging of the centralized heating monitoring system, and finally
discusses the relationship between data transfer related tasks and task scheduling. The study results show that the application
of the centralized heating monitoring system based on the wireless sensor networks can not only more conveniently monitor,
control and manage the entire heating networks, but also make full use of the centralized monitoring and quantitative
management functions of the wireless sensor networks. This achieves dynamic tracking and monitoring of heating operation,
real-time diagnosis of hidden dangers in heating operation, and safe, normal and energy-saving operation of the centralized
heating system. The study results of this paper provide a reference for further researches on the design of centralized heating
monitoring system based on wireless sensor networks.

1. Introduction

Centralized heating has become a main method for house
heating in many areas. Centralized heating technology is
currently relatively mature, has high safety, can effectively
reduce environmental pollution, and is easy to achieve scien-
tific management of heating. However, traditional central-
ized heating has problems such as uneven heating, local
overheating, and outdated monitoring systems [1]. There-

fore, centralized heating monitoring systems developed
based on information technology have been widely pro-
moted and applied. The current centralized heating moni-
toring system realizes the data collection and control of the
heating power station, but there are still some shortcomings
[2]. The wireless sensor network technology collects pro-
cesses and displays the operating data of the thermal station,
automatically adjusts, detects faults, diagnoses and alarms,
calculates cumulative heat consumption, and prints reports.
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For example, it cannot realize the user-side data collection
and cannot meet the further requirements of the heating
enterprise for the refinement of the heating network moni-
toring data. Therefore, it is important to use more advanced
information technology to design a centralized heating mon-
itoring system with more comprehensive functions, more
accurate data, and more sensitive operations [3]. In order
to realize the intelligence of heating and improve the flexibil-
ity of node data collection, the monitoring system can use
wireless sensor network technology to realize wireless collec-
tion of node data, and display the collected data on the man-
machine interface in real time [4].

The wireless sensor network is a self-organized system
structure composing a large number of micro sensor nodes
deployed in monitoring areas through radio communica-
tion. Its purpose is to cooperatively perceive, collect and pro-
cess the information from the monitored objects and
feedback them to observers [5]. These sensor nodes integrate
sensors, data processing and communication modules,
which are connected through wireless channels and form a
self-organized network system [6]. The protocol stack is
designed after the investigation of the remote monitoring
environment of the urban heat pipe network and the in-
depth research on the commonly used communication tech-
nologies of wireless sensor networks, and is used for data
collection at the user end of the heat network. Some or all
of the nodes in the sensor network can be moved and the
topology of the sensor network will also dynamically change
with the movement of nodes [7]. Wireless sensor network
integrates sensor technology, embedded technology, distrib-
uted information processing technology and network com-
munication technology. It can monitor, perceive and
collect information of various environmental objects in real
time collaboratively, and transmit the information to the
system user host for analysis and processing [8].

On the basis of research results from previous scholars,
this paper expounds the research status and significance of
centralized heating monitoring system design, elaborates
the development background, current status and future chal-
lenges of wireless sensor network technology, introduces the
methods and principles of wireless network communication
protocol and heating and heat balance flow analysis, pro-
poses a structural model of a centralized heating monitoring
system based on wireless sensor networks, carries out the
design of perception and convergence nodes, analyzes the
layout of wireless sensor networks, explores the design
scheme of centralized heating monitoring system based on
wireless sensor networks, conducts the hardware and soft-
ware design of the monitoring system, implements the soft-
ware testing and hardware debugging of the centralized
heating monitoring system, and finally discusses the rela-
tionship between data transfer related tasks and task sched-
uling. Specifically, Section 2 introduces the methods and
principles of wireless network communication protocol
and heating and heat balance flow analysis; Section 3 pro-
poses a structural model of a centralized heating monitoring
system based on wireless sensor networks; Section 4 explores
the design scheme of centralized heating monitoring system
based on wireless sensor networks; Section 5 discusses the
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relationship between data transfer related tasks and task
scheduling; Section 6 is conclusion.

2. Methods and principles

2.1. Wireless network communication protocol. As the net-
work scale becomes larger, the delay caused by the long
back-oftf time will increase exponentially; and choosing a
suitable back-off time strategy can increase opportunistic
routing transmission and reduce the end-to-end transmis-
sion delay. Suppose the back-off time interval of node i is
a,, the delivery rate between sending node i and node j is
a, and the forwarding probability of node i continuing to
forward to the destination node k after receiving the packet
is a, then the back-off time A4, is:

(1)

Where c(a;) and c(a;) are the processing time of data
packets at nodes i and k, which are determined by the send-
ing node in the data packet; b is a random number that
changes with time to prevent node back-off time and the
selected node conflicts with other backups.

Assuming that the setting of sensor nodes is basically a
relatively uniform random distribution, for any non-empty
sub-area b, in the monitoring area B, N(b,) represents the
number of objects falling in the monitoring area B, then
the probability of N(b,) =m is:

1 (allbil)™ (b - dy)
I

P{N(b;) =m} = [h; — e8] £,[(0;— )]

(2)

Where ¢; is the intensity of the random process; d; is the
area of area B; f; is the input vector, which is the influencing
factor; g; is the output vector, which is the temperature value
corresponding to each influencing factor in the time series; /
is the correlation coeflicient between the influencing factor
and the indoor temperature; o; and p; are the average values
of input parameters and output parameters.

In a wireless heat metering network system, suppose that
the heat meter source node needs to transmit g-bit data to
the concentrator after multiple hops, and the wireless trans-
mission power can be adjusted. Data transmission needs to
be forwarded by g-1 intermediate heat meter nodes, so the
total energy consumption C(gq,) of the node transmitting g,
bit data to the concentrator is:

(qi_ri)'(qi_sl) (3)

Clg;) =
\/(‘Zi —5)7 + (g —53)

Where 1, is the correlation coefficient between the i-1-th
hop intermediate node and the i-th hop intermediate node;
s1> S, and s; are constant factors related to energy consump-
tion, respectively.

The monitoring system uses the existing public facilities
in the city to construct a monitoring network. According to
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the characteristics of convenient cable wiring inside the
heating station, a field bus is used to lay out the local area
network. The wireless low-speed network of the wireless
sensor network is used at the user end of the centralized
heating and the wireless sensor network includes a monitor-
ing center. The sensor nodes are installed on the roof of the
building on the user side of the centralized heating that
needs to collect data, and the convergent nodes are installed
in the heating station. Each sensor local area network is
composed of a sink node and multiple sensor nodes. After
the nodes are turned on, they automatically form a tree-
like hierarchical network with the sink node as the root
node. The user-side working condition data of the central-
ized heating collected by the sensor node is aggregated to
the data relay aggregation node by means of wireless jump
transmission. The thermal station sensor collects the field
working condition data in the thermal station and converge
it to the data relay convergent node by the field bus. The
protocol stack is designed after the investigation of the
remote monitoring environment of the urban heat pipe net-
work and the in-depth research on the commonly used com-
munication technologies of wireless sensor networks, and is
used for data collection at the user end of the heat network.

2.2. Flow analysis of heating balance. Considering that the
heating network pipes will dissipate heat to the surrounding
space uninterruptedly, resulting in significant high-
temperature hot spots on the pipe shell or certain compo-
nents, which constitutes a suitable environmental heat
source. The terminal generates an available temperature dif-
ference to drive its output power. When the impedance of
the load and the thermoelectric module match, the maxi-
mum output power D; can be expressed as:

ti(u) —vi(u+1)

o |: Z(tz) :| — Vi
boDx() = p(8)] ti(u) —wi(u+ 1

ti € [ti(u), t}(u+1)]
(4)

Where f; is the material insulation coeflicient; u is the
pulse interval; v; is the pulse time interval; w; is the temper-
ature difference between the hot and cold ends; x is the
cross-sectional area of the thermoelectric arm; y is the length
of the thermoelectric arm; z is the number of thermocouple
pairs inside the thermoelectric device.

When a heat meter is installed in the heating user and
the hot water flows through the heating user, the heat meter
can calculate and display the heat absorbed by the heating
user E;:

" BIC() + D()|F()
’ J Gi)[H()P ®)

Where B, is the heat absorbed by the heating user; C(i) is
the mass flow of water flowing through the heat meter; D(i)
is the volume flow of water flowing through the heat meter;
F(i) is the heat flowing through the density of the water in
the table; G(i) is the difference in enthalpy between the inlet
and outlet temperatures of the heating user; H(i) is the time.

During the operation of the centralized heating system,
there is unavoidable parameter perturbation due to friction
and changes in resistance and capacitance; the system
parameters at this time behave as the nominal parameters
with an additional amount of change. If the system sensitiv-
ity function ] is the ratio of the system output change to the
controlled object change, then the compensation sensitivity
function J(i) is:

t
i=0 )

O -

Where K(i) is the nominal transfer function of the con-
trolled system; L(i) is the multiplicative perturbation; M(i)
is the perturbation bound function; N(i) is the amplifier
coefficient; O(i) is the input voltage control signal; P(i) is
the voltage signal returned by the position feedback.

The server collects and stores data from each client site
in real time, and monitors the operation of each site in real
time. The control layer is located in the substations of each
thermal power company. After the software is started, it is
initialized first. The node is in a sleep state by default, wait-
ing to receive data. When the node receives data through the
radio frequency module or its own sensor senses the data, it
is awakened, processed data and sent to the next node when
the sending cycle arrives or the cluster head node. The auto-
matic processing is the ability to automatically perform self-
adjustment control or alarm by means of text messages,
phone calls, sound and light, emalil, etc., and notify the com-
puter room management personnel in time. In this protocol,
the sensing node has four states: sensing, forwarding, sens-
ing and forwarding, and inactive. The protocol also divides
the time frame into a data transmission phase, a refresh
phase, a recombination phase caused by a refresh, and an
event-triggered recombination phase. The sink node
exchanges data with the cluster head node through the radio
frequency module, and communicates with the host com-
puter through the serial port. Therefore, the sink node can
be awakened by radio frequency data, and it can also be
awakened by serial port data. The processed data is placed
in the sending buffer. When the data sending cycle comes,
the data in the buffer is sent out through the radio frequency
module, or the data is sent to the upper computer.

3. Structure model of the centralized heating
monitoring system based on wireless
sensor network

3.1. Sensing and convergence node design. The wireless ad
hoc network in the centralized heating monitoring system
is a wireless communication network composed of wireless
communication nodes such as monitoring terminal nodes,
building byte points, community nodes, and relay nodes dis-
tributed in different locations in the centralized heating area.
The temperature data reported by the wireless temperature
sensor is first stored on the relay module, and then the tem-
perature data is reported to the database server through the
gateway according to the patrol instruction of the central



monitoring system. It is widely used in technical fields such
as communication, electronics, measurement and control
with its strong self-organizing network capability and
unique multi-hop routing and transmission advantages [9].
The wireless temperature sensor has two working states,
heating period and non-heating period, and set up
unmanned house management. As a host, it can complete
the wireless sending and receiving of instructions and data
information according to the terminal’s realization function;
as a route, it can refer to parameters such as wireless link
quality and route hops to select an optimal path for data
transmission. Therefore, in the entire wireless sensor net-
work, without base station support, any communication
node can interact with neighboring nodes for data
(Figure 1). Therefore, the wireless sensor network is a true
self-maintenance and self-management multi-hop network.

The software control makes the sensor node sleep for
most of the time, wake up every once in a while and the sys-
tem uses hardware address allocation method to allocate
node addresses. Daily management tasks include report gen-
eration and printing, centralized heating metering manage-
ment, controller working parameter setting, remote data
collection, summary and comprehensive analysis of operat-
ing data. Some circuits will be turned off, and only the timer
and interrupt will be retained, and the timer will be started
in the dormant state. The process scheduling module com-
pletes the control flow of the operating system, and it is
related to the initialization of the entire wireless sensor and
the system operating state. The energy consumption man-
agement unit supports the energy consumption status con-
trol of processors, radio frequency transceivers, sensors and
other components. Some data collection nodes can also act
as routing nodes and act as relay bridges. Its function is to
connect data collection nodes beyond the influence range
of the central data collection node. Therefore, the functions
of each node are distinguished by different physical address
information. When the main collection node performs a
query operation, it needs to determine the physical address
of the destination node in the first place.

The central monitoring station needs to receive the data
packets sent by centralized station and display the data for
monitoring personnel and heating users to access and view.
The former sends the data collected by the interface to its
own application layer for frame structure organization,
which realizes the data collection function; the latter sends
the application layer data application serial communication
program to the serial port of the module sends data to the
network through its data transfer function. The module is
more convenient to use, can automatically complete all
information exchange with the network, and can be directly
connected to various configuration software without special
drivers [10]. The sensor part is in a dormant state when
there is no data collection. Once the collected heating infor-
mation needs to be transferred, the sensor starts to work,
transfers the heating packages to the wireless sensor network
and then resumes the dormant state. Once the node data
comes in, it will immediately pass the information to the
monitoring center through the module to process the
incoming data. The pressure sensor is small in size, lights
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enough in weight, and adopts a stainless steel sealed struc-
ture, which can work in harsh environments with a high
degree of corrosion.

3.2. Layout of wireless sensor network. The centralized heat-
ing monitoring system can monitor heating information and
record operating parameters of centralized heating in real
time, and carry out over-limit alarms for parameters such
as temperature, pressure and flow. Daily management tasks
include report generation and printing, centralized heating
metering management, controller working parameter set-
ting, remote data collection, summary and comprehensive
analysis of operating data, and historical data backup.
Through the automatic control of the centralized heating,
the monitoring system will make the entire system heat
evenly, meet the comfort requirements, reduce heat con-
sumption, and achieve the purpose of energy saving. The
management layer is located in the main station of the ther-
mal power company and consists of a network with indus-
trial control machines as the core (Figure 2). The industrial
control machines operate around the clock. The industrial
control machine is not only the server of the dispatch center,
but also the client relative to the collection and control sta-
tions. The server collects and stores data from each client site
in real time, and monitors the operation of each site in real
time. The control layer is located in the substations of each
thermal power company. It collects, stores, monitors and
processes signals from smart sensors in real time, completes
the network transmission of collected data, and can set
parameters such as over-limit alarms at any time.

Adding a data analysis thread to the main process can play
a role in the first-level monitoring of the physical quantity of
the pipe network. The processor receives the physical quantity
collected by the terminal device and compares it with the
threshold first. Control commands and transfer the heating
information to the server to display error information on the
control center web page. Since four threads are running in
the main process and frequent data interaction and transmis-
sion are required between the threads, a global variable struc-
ture is defined in the main process, and the variable values
required by each thread are obtained from the global area. In
order to prevent conflicts in multi-threaded operation of the
global area, each thread uses semaphores to mutually exclusive
access to global variables. The central monitoring station
needs to receive the data packets sent by centralized station
and display the data for monitoring personnel and heating
users to access and view. The content of the beacon frame
includes information such as the network number of the net-
work and the communication channel occupied by the net-
work. The control center obtains the corresponding network
number and channel information according to the received
beacon frames of different networks, and selects the appropri-
ate network number and communication channel to establish
a new wireless sensor network [11].

Automatic monitoring is real-time online monitoring in
the unattended situation, and can automatically deal with
abnormal situations. The automatic processing is the ability
to automatically perform self-adjustment control or alarm
by means of text messages, phone calls, sound and light,
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FIGURE 1: Structure model of the centralized heating monitoring system based on wireless sensor network.

Control frame
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Beacon frame
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Serial debugger | PD6 | YZN/MS5 |  vanmss | pp7 | ske | sk7 | vy |
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FIGURE 2: Sensing and convergence node design for the layout of wireless sensor network.

email, etc., and notify the computer room management per-
sonnel in time. The real-time performance and stability are
mutually restricted. Too high real-time performance will
inevitably reduce stability; therefore, the system can flexibly
configure real-time performance. In the case of limited sys-
tem resources, as the collection parameters increase, the load
on the data collection terminal and the data collection man-
agement center will also increase, which affects the real-time
performance and even stability of the system, and therefore
requires scalability of the system [12]. The data processing
part is the core of the entire network. The main tasks it com-
pletes are information processing, storage, data transmission
and reception, and control of the components of the data
collection part. This system requires the setting of thresholds
and ranges for important parameters of the computer room
environment.

4. Design scheme of centralized heating
monitoring system based on wireless
sensor network

4.1. Hardware design of centralized heating monitoring
system. In the centralized heating monitoring system, the
wireless sensor node data collection part includes tempera-
ture sensors, humidity sensors, light intensity sensors, smoke
sensors, water immersion sensors, etc., which collect temper-
ature, humidity, light, fire alarm, and water immersion
parameters in the computer room. The research and devel-
opment of a single sensor node self-organizing dynamic
multi-directional wireless data transmission sensor network
cannot work alone, because its wireless communication dis-
tance is limited, and it is impossible to directly send the
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FIGURE 3: Design result of core monitoring circuit in the centralized heating monitoring system based on wireless sensor network.

collected monitoring data to the computer network system.
This requires a certain protocol and technology to intercon-
nect multiple sensor nodes to form a wireless data transmis-
sion sensor network to realize data forwarding through
neighboring nodes and change short-distance to long-
distance transmission [13]. The upper-level computer man-
agement software is deployed on the monitoring host. It is
designed to transfer the temperature information by the
wireless sensor network, forming an intuitive monitoring
view, and real-time alarming according to the preset alarm
strategy (Figure 3). The wireless sensor network subsystem
and the upper computer system rely on the gateway to inter-
connect. A gateway node is a wireless sensor node with rel-
atively complex functions. It can naturally communicate
with other heating information in the sensor network and
it can also design a hierarchical data transfer mode for
multi-level gateway nodes.

The wireless household on-off solenoid valve adopts a
normally-open on-off solenoid valve to control the on-oft
of the heating water to realize the regulation of the heating
temperature, and keep it normally open when it is not con-
trolled or when the power is cut off, and does not control the
heating water flow. When the heating water is closed, the
wireless household on-off solenoid valve activates the auto-
matic protection function, and automatically opens the heat-
ing water according to the temperature to ensure the normal
heating of the user. The temperature data reported by the

wireless temperature sensor is first stored on the relay mod-
ule, and then the temperature data is reported to the data-
base server through the gateway according to the patrol
instruction of the central monitoring system [14]. The wire-
less household on-off solenoid valve control is used in con-
junction with the wireless temperature sensor, and the
point-to-point binding is realized by setting on the central
control system. When the wireless temperature sensor
receives the switch command sent by the central monitoring
system through the wireless repeater, or controls the switch
of the wireless household on-off solenoid valve according
to the temperature data and time period, realizes the on-off
control of the heating household water inlet solenoid valve
to achieve the regulation of heating temperature (Figure 4).
The wireless temperature sensor has two working states,
heating period and non-heating period, and set up
unmanned house management. The wireless gateway is con-
nected to the server in a wired manner, and the wireless
gateway can be set with different Ethernet addresses, as long
as it is on the same network segment as the database server.

In order to save energy, terminal monitoring nodes are
dormant most of the time. When the monitoring heating
information is not been packed and not been transferred,
they turn off the node communication module and data
acquisition module to save energy. After the coordinator
receives the data packet, it will return the original route
and send the confirmation message to the terminal
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monitoring node to realize handshake communication with
the monitoring node. If the heating information does not
transfer confirmation, the coordinator continues to send
data until it receives the confirmation message. The main
job of the coordinator is to transfer heating information,
upload them to monitoring hosts, and forward commands
from the monitoring center. In addition, considering that
in the same centralized system, different heating pipes have
different energy requirements and consumption. In order
to balance the electricity consumption of each heating pipe,
the centralized heating monitoring system uses a clustering
network to perform mean clustering on the sensor network.
The system then combines the remaining heating informa-
tion and uses the global optimization capability of the
genetic algorithm to select the appropriate cluster heating
pipe. As a result, the sink node is a sensor node with rich
memory resources, strong computing power, and sufficient

energy supply.

4.2. Software design of centralized heating monitoring system.
Since wireless sensor networks are usually highly related to
applications, each protocol has its own uniqueness and
shortcomings. Through the analysis and comparison of the
protocol and the actual situation of the system itself, a set
of routing protocols for multi-hop adaptive routing path

Sending cycles
arrived?

Central
monitoring

processing

monitoring system based on wireless sensor network.

selection are designed. In the parent node selection of the
same level, the only parent node will be selected according
to the estimated value of the received signal power level in
the current street. The maximum number of relay router
hops for transmitting messages is inversely proportional to
the maximum number of nodes connected to a router node.
Therefore, each node can only have one parent node, but it
can have multiple child nodes (Figure 5). The heating infor-
mation is related to the establishment and maintenance of
routing and the basic functions to be realized by routing pro-
tocol are routing. After simple processing operations, the
microcontroller unit uses the channel access mechanism
specified by the network protocol to transfer heating infor-
mation to the system via the radio frequency transceiver
unit. It sends the target pipe address and transmission path
instruction to the subnet heating pipe in centralized system
and the heating pipe that receives the instruction corre-
sponds to its own address to determine whether to execute
it. The client’s data reading process corresponds to the
server’s data writing process, and the client’s data writing
process corresponds to the server’s data reading process.
The star structure is relatively easy to implement, but its
functions are limited. If the central node fails, the entire net-
work will be paralyzed. The tree structure can form a net-
work with a relatively wide coverage, but if one route fails,
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there is no route that can be replaced. This kind of function
is usually used as the communication interface between
heating information and centralized system. It is the inter-
face that transfers the control right to the application pro-
gram when the protocol stack is running, if the application
program needs to perform corresponding processing. In
the mesh network topology, nodes have dynamic network-
ing and automatic routing functions. All sensor node devices
in the network not only complete the task of data collection,
but also forward the data of other nodes and transfer heating
information to the centralized system. The greater the num-
ber of router node hops, the greater the vertical coverage
area of the network, and the greater the data delay at the ter-
minal data collection node; the greater the maximum num-
ber of nodes that the router can connect to, the greater the
horizontal coverage of the network. In the actual develop-
ment process, the developer adds the user’s application logic
to the required interface, defines the user’s data processing
process, and calls it at the appropriate time through the cor-
responding interface function to realize the application
code [15].

According to the location of the centralized heating
equipment, an appropriate number of terminal temperature
collection control nodes and router nodes are arranged in
different areas. After doing the corresponding judgment
processing, it forwards the collected device temperature to
the centralized system, and finally uploads the temperature
data to upper computer monitoring software. The heating
information is related to the establishment and maintenance
of routing and the basic functions to be realized by routing
protocol are routing [16]. The maximum number of relay
router hops for transmitting messages is inversely propor-
tional to the maximum number of nodes connected to a
router node. Therefore, the larger the maximum router
hop number is set, the fewer detectors and routing nodes
that each router node can connect to them. The greater the
number of router node hops, the greater the vertical cover-
age area of the network, and the greater the data delay at
the terminal data collection node; the greater the maximum
number of nodes that the router can connect to, the greater

the horizontal coverage of the network. However, the prob-
ability of data transmission conflicts between router nodes
has also increased, and the delay of data transmission has
also increased. Therefore, the system needs to set appropri-
ate network parameters according to the scale and structure
of the communication centralized heating to optimize the
performance of the entire monitoring network.

5. Discussions

5.1. Relationship between data transfer related tasks and task
scheduling. The application of the centralized heating moni-
toring system can not only more conveniently monitor, con-
trol and manage the entire heating network, and coordinate
scheduling, but also can give full play to the computer’s cen-
tralized monitoring and scientific quantitative management
functions. The heating information is related to the monitor-
ing system in the centralized heating program, and the eat-
ing program need to optimize the censor layout styles for
the operation of the centralized heating pipes. The main task
of the coordinator is to transfer heating information, upload
them to monitoring hosts, and forward commands from the
monitoring center. The wireless household on-off solenoid
valve control is used in conjunction with the wireless tem-
perature sensor, and the point-to-point binding is realized
by setting on the central control system. After simple pro-
cessing operations, the microcontroller unit uses the channel
access mechanism specified by the network protocol to
transfer heating information to the system via the radio fre-
quency transceiver unit. The sink node uses the routing
algorithm to forward data to the management node through
multiple hops to realize the exchange of information [17].
Therefore, the design of sensor networks must take improv-
ing the heating pipes of the centralized system as primary
goal (Figure 6).

The data collection function will display the operating
status of all circulating pumps, make-up pumps, electric reg-
ulating valves and other operating equipment on site in real
time, and parameters of the heat exchange unit. The fre-
quent alarm function will display the abnormal conditions
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or alarms of the on-site heat exchange unit from time to
time and promptly notify the station patrol personnel to
solve the problem on the spot, and the operator can confirm
and manage the alarm information that appears from time
to time. The remote setting function will send equipment
operation instructions remotely and remotely set the param-
eters of the field equipment, which provides a very conve-
nient means for equipment maintenance. When the data
collection equipment changes, the software can update the
instrument and wireless sensor network node information
in real time, and has the adaptive capability of equipment
update. The application of the centralized heating monitor-
ing system can not only more conveniently monitor, control
and manage the entire heating network, and coordinate
scheduling, but also can give full play to the computer’s cen-
tralized monitoring and scientific quantitative management
functions. This realizes dynamic tracking and monitoring
of heating operation, real-time diagnosis of hidden dangers
in heating operation, and enables the heating system to
operate safely, normally and energy-saving.

The coordinator first needs to select idle channels for the
entire network, and then generate beacon frames and send
them regularly, and at the same time process other device
association or disassociation requests, data transmission,
etc. The association operation refers to the process of regis-
tering with the coordinator and identity authentication
when a device joins a specific network. The time allocation
of super-frames is defined by the network coordinator,
which mainly includes active periods and inactive periods.
All communications in the network must be carried out dur-
ing heating process; and during the optimizing stage, the
device can revoke the heating information [18]. The physical

layer is designed to realize the transparent transmission of
various heating information between data link entities on a
physical transmission medium. The transmission mecha-
nism of each data transmission also depends on whether
the network supports beacon transmission. When there is
no low-latency device in the network, the system can choose
not to use beacon transmission in data transmission. In this
case, although data transmission a beacon is not used, but
when the network is connected, a beacon is still needed to
complete the network connection.

5.2. Software testing and hardware debugging of the
centralized heating monitoring system. The management
layer uses a carrier sense algorithm to avoid shared channel
conflicts caused by multiple nodes sending data at the same
time. In addition, the management layer searches for the
next hop address based on the address information provided
by the network layer to cooperate with the physical layer to
complete the single-hop data transmission. Sensor nodes are
divided into router nodes and leaf nodes. Among them,
heating pipes and heating devices are designed to address
allocation, and the leaf nodes are at the end of this local area
network and do not have the function of address allocation
[19]. The network layer implements routing management
in the protocol, and its functions also include address alloca-
tion and routing table management for new nodes in the
process of wireless sensor network ad hoc networking. From
the function, it uses the network to complete the two data
aggregation of the sensor local area network and the internal
field bus of the heating station, and the aggregation node
automatically completes the registration and login to the
network after a period of time (Figure 7). The structure
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defines the menu description string members, and the menu
description string is sent through the serial port to display
the menu items. The protocol stack of the heating pipe and
the centralized system is different according to the heating
devices. The sensor node is divided into a router node and
a leaf node according to the address that can be allocated
and the address that cannot be allocated.

The heating operation management software collects the
temperature, pressure, flow, heat, valve opening, outdoor
temperature and other data of the thermal station site,
weighs and calculates the operation of the entire network,
and issues control instructions to the on-site control equip-
ment. The on-site controller is equipped with a communica-
tion interface, which is used to realize the data transmission
with the dispatch center and the signal transmission of the
on-site heat meter, soft water and other equipment. The
on-site controller not only accepts the instructions issued
by the central control machine and adjusts the control, but
also can work independently within the specified range
[20]. It collects processes and displays the operating data of
the thermal station, automatically adjusts, detects faults,
diagnoses and alarms, calculates cumulative heat consump-
tion, and prints reports. The monitoring system converts
the collected analog signals such as temperature, pressure,
and flow into digital signals to optimized the basic function
of the heating surrounding environment, circulation pump
and primary network valve, and maintain the stability of
the system. After the data collection front-end computer
obtains the data of the user’s heat meter, the data must be
analyzed first to remove the abnormal data, and the proc-
essed information will be archived in the data server.

The wireless sensor network protocol uses the routing
algorithm to initiate the message node, and establishes an
appropriate routing path by querying neighboring nodes.
This query propagates in the network like a wave until the
destination node is found and a response is obtained. This
response reaches the message originating node in the reverse
direction and save important routing data all the way. After

a period of time, this new routing message will become old
and expired, and new routing information will be needed
to ensure that the routing result is based on the new infor-
mation [21]. The interruption or failure of any node will
cause some nodes to leave the network. Since the transmis-
sion path between nodes is processed in a pre-
programmed manner, no matter whether there are other
nodes within the communication range, the information will
be transmitted according to a predetermined procedure.
Therefore, the potential for communication time is very
high. Finally, the tree network must provide configurable
range attributes to indicate how many resources the wireless
network device has to support the tree topology. This range
attribute includes the maximum number of layers of the tree
structure and the maximum number of allowed child nodes.

6. Conclusions

This paper introduces the methods and principles of wireless
network communication protocol and heating and heat bal-
ance flow analysis, proposes a structural model of a central-
ized heating monitoring system based on wireless sensor
networks, carries out the design of perception and conver-
gence nodes, analyzes the layout of wireless sensor networks,
explores the design scheme of centralized heating monitor-
ing system based on wireless sensor networks, conducts the
hardware and software design of the monitoring system,
implements the software testing and hardware debugging
of the centralized heating monitoring system, and finally dis-
cusses the relationship between data transfer related tasks
and task scheduling. The centralized heating monitoring sys-
tem based on the wireless sensor network can monitor mea-
sure and record the operating parameters of the centralized
heating in real time, and carry out over-limit alarms for
parameters such as temperature, pressure and flow. The
heating operation management software collects the temper-
ature, pressure, flow, heat, valve opening, outdoor tempera-
ture and other data of the thermal station site, weighs and
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calculates the operation of the entire network, and issues
control instructions to the on-site control equipment. The
sink node exchanges data with the cluster head node
through the radio frequency module, and communicates
with the host computer through the serial port. Therefore,
the sink node can be awakened by radio frequency data,
and it can also be awakened by serial port data. The proc-
essed data is placed in the sending buffer. After simple pro-
cessing operations, the microcontroller unit uses the channel
access mechanism specified by the network protocol to
transfer heating information to the centralized monitoring
system via the radio frequency transceiver unit. The study
results show that the application of the centralized heating
monitoring system can not only more conveniently monitor,
control and manage the entire heating networks, but also
make full use of the centralized monitoring and scientific
quantitative management functions of the wireless sensor
networks. This achieves dynamic tracking and monitoring
of heating operation, real-time diagnosis of hidden dangers
in heating operation, and safe, normal and energy-saving
operation of the centralized heating system.
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The development and popularization of mobile Internet and wireless communication technology have spawned a large number of
computation-intensive and delay-intensive applications. Limited computing resources and existing technologies cannot meet the
performance requirements of new applications. Mobile edge computing technology can use wireless communication technology to
offload data to be stored and computing tasks to the nearby assistant or edge server with idle resources. Based on the data offloading
of distributed wireless sensor device to device communication, the architecture is designed and the basic framework of distributed
mobile edge computing is constructed. To solve the problem of high mobile cloud computing technology, the offloading model of
optimized mobile edge computing was proposed, and the stability and convergence of the proposed algorithm were proved. Finally,
the system performance of the proposed algorithm is verified by simulation. The results show that the proposed algorithm can
converge within a finite number of steps. Compared with other benchmark schemes, the proposed algorithm has better performance

in reducing system energy consumption, reducing moving edge response delay and system total delay.

1. Introduction

With the growth of mobile web services and the growth of
social networking applications, mobile data traffic is
experiencing explosive growth. The increasing mobile traffic
is mainly caused by emerging mobile device applications
that require higher network throughput and more stringent
network latency, something that current 4G wireless net-
works cannot achieve. 5G wireless networks will be stan-
dardized, increasing network capacity by a factor of 1,000
compared to 4G networks, and latency will be less than
one millisecond. It now runs efficient and powerful applica-
tions with more computing power, storage, bandwidth, and
power. Applications typically include computer vision image
processing, optical character recognition, and augmented
reality [1]. Mobile cloud computing is a collection of servers
located in remote data centers that provide sufficient com-
puting, storage, and network resources for mobile devices

[2]. MCC delays are caused by backhaul links, so long delays
between users and the cloud become a challenge. In order to
meet the network latency requirements of 5G wireless net-
works on MCC, a new network architecture is needed.
Therefore, moving edge computing came into being [3].
Edge distributed devices use low-level signaling to share
information. MEC discovers the location of devices by
receiving information, provides network information and
real-time network data service applications, and implements
MEC through the model to benefit business and events [4].
The application estimates radio and network bandwidth
congestion based on RAN real-time information, helping
to make informed decisions to better serve customers. How
to enhance the space of MEC cloud server and storage
capacity has become the focus of research.

As wireless sensor networks begin to attract great inter-
est of researchers, the footprint of wireless sensor networks
can be seen in various fields [5]. The application provides
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real-time information to estimate congestion in radio and
network bandwidth, enabling informed decisions and better
service for customers. Wireless sensor network is a technology
generated through the miniaturization of radio components
and sensor devices [6]. It is a wireless communication network
composed of sensor nodes composed by some small devices
with certain communication and sensing capabilities. Wireless
sensor network (WSN) technology, as a more intelligent infor-
mation technology after the Internet, has been concerned by
many fields. Wireless sensor network technology is attracting
more and more attention. MEC allows direct mobile commu-
nication between the core network and end users, while con-
necting users directly to the nearest cloud-enabled edge
network [7]. Deploying MECs on base stations enhances com-
puting power and avoids bottlenecks and system failures. How
to optimize the oftfloading model of mobile edge computing by
distributed wireless sensor devices has become a hot issue.

2. Related Work

Thanks to the continuous progress of information and com-
munication technology, a large number of emerging intelli-
gent Internet of Things applications have emerged, which
require a large number of wireless devices to quickly per-
form low-latency and high-complexity computing tasks.
Generally, wireless devices are small in size and have limited
battery power supply, so the key challenge to be solved is
how to increase the computing power of these devices and
reduce computing latency [8]. At present, cloud computing
can provide rich computing resources and powerful com-
puting power, but the physical distance between cloud server
and wireless terminal device is long, and the multihop rout-
ing and addressing transmission from the access network to
the core network is required, which make cloud computing
generally unable to meet the low latency requirements of
some emerging applications run by wireless devices. For this
reason, mobile edge computing technology came into being.
In mobile edge computing, by configuring servers on the
edge of wireless networks, computing resources are deployed
on the side of wireless access networks to reduce the trans-
mission time between wireless devices and computing
servers and effectively meet the requirements of low-
latency computing. It can be seen that mobile edge comput-
ing effectively integrates wireless communication network
and mobile computing technology. Wang et al. realized
PROFINET fieldbus communication based on edge devices
and integrated the information collected by a large number
of island devices together. Edge computing refers to the net-
work edge perform calculations of a new type of calculation
model, object at the edge of the computing operations
including downstream data from cloud services, and uplink
data from all Internet services [9]. Liu et al. carried out a
scheme of computing offloading of multiple mobile devices
and joint management of wireless network resources, but
the main optimization objective of the literature was to min-
imize energy consumption without paying too much atten-
tion to system delay [10]. Chen et al. proposed a mobile
device offloading algorithm, which can effectively reduce
system delay of the algorithm by taking advantage of linear
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characteristics limited by inequality in the optimization
problem. A strong assumption is made in the algorithm,
assuming that wireless network resources are sufficient.
Moreover, the network resources allocated to each mobile
device are in a fixed proportion to the computing tasks off-
loaded by the mobile device. However, in the actual mobile
edge system environment, wireless network resources are
limited, so the actual feasibility of this algorithm needs to
be considered [11].

Wireless communication technology has also been rap-
idly developed, data acquisition system relying on wireless
communication technology, and began to develop to wire-
less sensor network. The main working mode of wireless
sensor network is to collect information through nodes
and carry out communication and data transmission among
nodes through wireless communication [12]. With the con-
tinuous research on wireless sensor network, its application
is no longer limited to the military field and gradually
extends from military weapons to antiterrorism and disaster
relief, large-scale structural health monitoring, environmen-
tal monitoring, medical care and transportation support,
and other fields. Moreover, the integrated circuit technology
is becoming more and more mature, the reliability of hard-
ware electronic components of various functional modules
is becoming more and more high, and the reliability of wire-
less sensor network is becoming more and more stable. It
can provide accurate information at different times, places,
and environments, making wireless sensor networks gradu-
ally get more and more applications in people’s lives [13].
Since MEC servers are not deployed on a large scale to cellu-
lar networks, most of the literature is theoretical. Due to the
communication between mobile devices and MEC servers,
computational offloading will incur extra costs in terms of
delay and energy consumption [14]. Siavoshi and others
proved the existence of game equilibrium, and put forward
an effective balance algorithm, each mobile devices accord-
ing to their own situation decision computing tasks uninstall
strategy. The goal is to minimize their own application exe-
cution time delay. Total system delay is not taken into
account [15]. Zeng et al. such as the main research Gui mul-
tiple mobile devices at the edge of the service node case com-
puting tasks offload and resource allocation optimization
problem put forward a kind of low time complexity of the
algorithm for calculation of mobile equipment offloading
and mobile edge server selection, and main optimization
goal is to improve computing oftloading efficiency and save
mobile oftloading at the edge of the cloud resources [16].
Li et al. proposed a mobile edge computing system architec-
ture based on the central cloud, which further expanded the
resources of mobile devices by utilizing the sufficient com-
puting resources of the central cloud. This architecture is
mainly applied to the mobile network, and the offloading
strategy is designed according to the real-time situation
of the central cloud to improve the practicability of the
network. However, the limitation of wireless network
resources and the allocation of network resources are not
taken into account [17]. The allocation of wireless
resources and computing resources is particularly impor-
tant for MEC systems.
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This paper uses wireless communication technology to
unload the data to be stored and the tasks to be calculated
to the edge server, designs the architecture of mobile edge
computing, and constructs the basic framework of distrib-
uted mobile edge computing. Solve the problem of high
delay caused by existing high mobile cloud computing
technology.

3. Distributed Mobile Edge Computing
Offloading Model

Mobile devices can use mobile edge computing technology
to offload their computing tasks to THE MEC server, which
performs computation-intensive or time-delay sensitive
tasks instead of MD by collecting a large number of idle
resources and storage space distributed at the edge of the
network, thus, saving energy for the device.

3.1. MEC Architecture. To meet the ever-increasing device
requirements, cloud services are being moved to the vicinity
of mobile devices, the emerging edge computing paradigm
considered in mobile networks. By moving computing tasks
to edge servers rather than remote clouds, service response
times can be significantly reduced, thereby improving the
user experience. The traffic through the return link can also
be alleviated [18]. The structure of the MEC is shown in
Figure 1. Business processing time on the server is to com-
pensate for long wireless transmission delays.

The architecture of mobile edge computing usually con-
sists of user layer, edge computing layer, and cloud layer.
The user layer is composed of mobile devices, and the edge
computing layer is composed of mobile edge cloud servers
located at the edge of the network. The cloud layer is mainly
composed of cloud servers. Mobile devices at the user layer
can make full use of computing, communication, and stor-
age resources of mobile edge cloud through wireless access
network. Mobile devices transmit their basic information
to mobile edge cloud servers through wireless access net-
works. Edge of a mobile service node may be equipped with
one or more edges in the cloud, compared with the comput-
ing and storage resources of mobile devices, mobile commu-
nications at the edge of the cloud server have richer,
computing, and storage resources, can support mobile
devices running time delay sensitive, large amount of calcu-
lation, or cache, etc, and also can carry out data real-time
interaction [19]. The mobile edge cloud server in the edge
computing layer receives real-time information and comput-
ing tasks unloaded by mobile devices. Mobile edge cloud
servers are deployed on the edge of the network, and the dis-
tance between mobile devices is relatively short. At the same
time, affected by physical scene factors, it has certain limita-
tions compared with public cloud computing resources.
Mobile edge cloud server can transfer part of computing
tasks to the clouds, which can be executed by public cloud
computing, which can realize clouds centralized manage-
ment. Cloud refers to public cloud servers deployed in
remote clouds. The mobile edge cloud server can send infor-
mation to the cloud. The cloud can not only store long-term
useful information but also carry out task processing and get

Clouding
computing J Cloud layer

computing

= Y B oo

FiGurg 1: MEC architecture diagram.

the overall complete view of the covered area. However, off-
loading tasks from the mobile edge cloud server to the cloud
also requires a certain transmission delay, so only nondelay-
sensitive computing tasks can be offloaded. By providing
global management and centralized control, the cloud’s pub-
lic cloud server provides a great help for the mobile edge
cloud server to decide the optimal resource allocation strat-
egy and the optimal computing offload strategy.

3.2. Distributed Mobile Edge Computing Framework. In dis-
tributed sensor network, each sensor can process its own
information independently, provide a large amount of data,
further obtain the classification characteristics of the target,
and avoid the serious performance degradation of the single
sensor system caused by electronic countermeasures. In the
distributed fusion structure, each sensor can process its
own information independently and then send each decision
result to the data fusion centre for fusion. The basic architec-
ture of edge computing is shown in Figure 2. Cloud servers
are typically located in the core network, different from
cloud computing, edge computing combines edge comput-
ing nodes into the network [20]. Edge computing can be
run as a single computing platform or a collaboration plat-
form with other components (including cloud).

To support real-time and interactive applications,
mobile edge computing can store data on mobile devices
on the edge, and the storage is distributed. The storage
capacity of edge servers is still very limited compared to
the resource-rich cloud. The storage types of data required
by devices are extremely diverse. Therefore, edge servers
need to have multiple types of storage policies to meet users’
requirements. Different from the simple calculation pro-
vided by traditional caching and access technology, the cal-
culation of edge server is more independent and tends to
be intelligent [21]. Edge computing is closer to the terminal
device, reducing the time delay and energy consumption of
uploading computing tasks to the cloud, thus improving
the quality of user experience. Mobile edge computing pro-
cesses large amounts of raw data collected near different
applications and performs real-time data analysis to generate
valuable information. The ability to analyse data at the edge
reduces the latency required to send data to the cloud and



Journal of Sensors

gggg Cloud service

F1GURE 2: Distributed mobile edge computing framework diagram.

wait for responses from the cloud. The results of local data
analysis are then used to make decisions. The results of local
data analysis are then used to make decisions. Mobile edge
computing helps entities make real-time decisions and actions
based on well-processed data in an automated manner. Its
decision-making ability improves system availability by reduc-
ing the exchange of components and data. Mobile edge com-
puting enables remote control and monitoring, especially of
critical equipment in insecure environments, including
remote or more comfortable or secure locations. Mobile edge
computing acts as an additional layer between the cloud and
mobile devices to improve network security. Edge Cloud can
be used as a secure distributed platform, providing security
credential management, malware detection, software patch
distribution, and trusted communications to detect, verify,
and counter attacks. Because of the close proximity of mobile
edge computing, it can quickly detect and isolate malicious
entities and can initiate real-time responses to reduce the
impact of attacks. This will help minimize service disruptions.

3.3. Offloading Model of Moving Edge Computing System.
Assume that each user has a queue buffer that stores incom-
ing but unprocessed computing tasks. In each time slot, the
arrival process of user computing task is independent
and identically distributed, and the average arrival rate
is AI=E[Ai(t)]. Meanwhile, each computing task can
be processed locally or uninstalled to the MEC server
[22]. Therefore, when the time gap t is fixed, the length
vector of the household queue is

Q(f) = [Qu(£), Qu(1),+-Qu (B)]- (1)

The update process of Q;(t) is as follows:

Q)= max { LN, @)

where the total amount of computing tasks processed
by user I at time ¢ is expressed as

_ i), ZiesRy(?)
Dy ()= T2+ S G)
The first part on the right of equation (3) is the
amount of computing tasks processed locally by the
user. F,(t) is the computing resources allocated by user
i to process the computing tasks, that is, the CPU cycle
frequency. L; is the CPU cycle required to execute each
bit of the computing task. The second part is the
amount of computing tasks processed by offloading to
MEC server. Rij(t) is the transmission rate when user i
offloads computing tasks to MEC server ] at time ¢,
and its expression is

pij(t)hy (1)

Ry;() = Cy()Wrlb + ,ONW

(4)

where W is the bandwidth of MEC server, &;(t) rep-
resents the proportion of bandwidth allocated by MEC
server j to user i, p;;(t) and hy(t), respectively, represent
the transmission power and channel gain from user i to
MEC server j, and N is the power spectral density of
Gaussian white noise. In addition, since each base sta-
tion is connected to a MEC server, j also refers to a
MEC server in this article. Task request is dynamic,
and the length of the task queue may exceed the user
cache space, resulting in packet loss. Therefore, the task
requirements of low delay and high reliability, a proba-
bility constraint, are added to the user queue length
[20], namely,

Jim p(Qi(1) =2 Q™) <e;, (5)
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where Q;™* stands for the queue threshold of user i,
and ¢; stands for the overspill tolerance threshold of the
task queue of user i, whose value is much less than 1. There are
multiple queue buffers in each MEC server that can simulta-
neously store computing tasks oftloaded by multiple users but
not yet processed by the MEC server. Define the task queue of
user i in MEC server j as X ;(t), and its update process is as fol-
lows:

L L,

Xﬁ(t+l)=max {in(t)_in(t)_rfji(t))o}’ (6)

¥y(0 =min { Q0+ ¥,(0 +

where formula (7) represents the calculation that user i off-
loads to server j at time ¢, and f ji(t) represents the calculation
that server j assigns to user i. Because MEC servers are deployed
to provide users with more computing power, this article
assigns the CPU cores of each server to at most one user to per-
form computing tasks. This paper also adds a probability con-
straint to the MEC server task queue length, namely,

lim p( i )2Xj?m> <&, (8)

t—00

where X ;™ represents the task queue threshold of user i in
MEC server j, and ¢; represents the task queue overflow toler-

ance threshold of user i in MEC server j, whose value is much
less than 1.

3.4. Offloading Model Optimization of Moving Edge
Computing System. According to the multitask distributed
offloading method oriented to moving edge computing, its
characteristics lie in that the uplink and downlink transmis-
sion rates in the steps are calculated by the following for-
mula:

R),’,;=log2(l+Py211),m=1,2,~--M. 9)

Among them, the superscript y, € {UL, DL}, respec-
tively, ascending and descending link subscript m calcula-
tion the serial number of access points, the subscript
v, € {T, R}, respectively, transmitting and receiving mode,
according to different mode of transmission rate of different
transmission link, P, said transmitting and receiving power,

and m said system service count the number of access points
of the current mobile station.

According to the moving edge computing-oriented mul-
titask distributed oftfloading method described by rights, its
characteristics lie in the mathematical optimization prob-
lems in the steps described are as follows:

)= maxY x,,
2

mei

{ RUL RDL

+—+—} X, =1, (10)
nej

where i={1,2---,A} and j={1,2---, B}, respectively,

represent the set of tasks generated by mobile station and
computing access points serving the mobile station, where
elements A and B, respectively, represent the total number
of tasks generated by mobile station and computing access
points serving the mobile station; X = [X,,,|BX (A+1) is
the task oftfloading access matrix; element X, represents
the element in the NTH row and the m column of matrix
X, which represents the access parameter of the access point
A when the access parameter task B is offloaded. y (x) = At
T(x) + AeE(x), the elements At and Ae, respectively, repre-
sent the effects of delay and energy loss in the objective func-
tion in the current scenario, and the elements T(x) and E(x)
represent delay and energy loss in the current scenario.

0 =P, 2+ P 3 b

(11)
nej nej nej o RDL

Elements «,, 3,, and y,, respectively, represent the ini-
tial data size, the size of the task to be calculated, and the size
of the output task after calculation. Element R,, represents
the working rate of the computing access point M, and ele-
ment P represents the power loss of the mobile station’s local
computing task, transmission task, and receiving task.

According to the said multitask distributed offloading
method oriented to moving edge calculation, its characteris-
tics lie in that the said method includes the following pro-
cesses: reconstructing the matrix X, vectorizing the matrix
X as x, where

X = [Xo, X1y X] = [xl]zx(BAJrB)’ (12)

Xm = [xlm’ern""me]' (13)

Element L = AB + B is the dimension of vector x, that is,
the total number of elements of matrix x. The auxiliary var-
iable u = [x];,(p,p) is introduced, where ul represents the

probability of x; = 1. It is transformed into a problem of find-
ing the optimal probability u, constrained by X, € {0,1},
and the probability density function of decision set x is
defined as Bernoulli distribution:

L
)= [ (14 u) = (14)
i=1

Transform the original equation into the minimum
cross-entropy:

. 1
mﬂlnH = max ¢ Zlnp(x, u). (15)

4. Simulation Results and Analysis

The effectiveness of the proposed offloading optimization
algorithm for moving edge computing is verified by statistics
and comparative analysis of simulation results. The edge
computing system optimizes the computational unloading
model of mobile devices and verifies whether the proposed
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FiGure 3: The influence of different mobile devices and different
algorithms on total delay of the system.

optimization algorithm can reduce the total delay of system
execution applications.

4.1. Model Validity Analysis. The analysis of the effectiveness
of the offloading optimization algorithm for moving edge
computing is mainly carried out through the following steps:
in the case of different numbers of mobile devices, the influ-
ence of different algorithms on the average moving edge
response delay. The influence of different algorithms on
the total delay of the system is analyzed by line graph under
different arrival rates of computational tasks. When the
mobile device’s own computing resources are different, the
influence of different algorithms on the total delay of the sys-
tem is analyzed by line chart.

The influence of different algorithms on the total system
delay under different numbers of mobile devices is shown in
Figure 3. In this simulation experiment, the range of num-
bers is [5,50], and the step size of the changing device is 4.

The experimental results show that the total system delay
increases with the increase of the number of mobile devices.
This is because the total amount of computing resources pro-
vided by wireless network resources and mobile edge cloud is
fixed, and the competition for system resources increases
when the number of mobile devices is large, so the total system
delay also increases. The greedy algorithm only focuses on the
shortest task execution delay of the device itself, and the total
system delay is large. The competition for mobile edge cloud
resources increases, and the total system delay required to per-
form all computing tasks increases. The total delay increases
the fastest. In this algorithm, because all computing tasks are
executed locally on mobile devices, computing resources of
mobile edge cloud are not used, and mobile devices have lim-
ited resources. When a large number of computing tasks are
executed, a large application execution delay will occur. For
example, when the number of mobile devices is 50. In the
mobile edge cloud first computing algorithm, all computing
tasks generated by mobile devices are offloaded to the mobile
edge cloud for execution. The execution delay of computing
tasks is divided into two parts: wireless transmission delay
and mobile edge cloud execution delay. Mobile edge cloud
can expand computing resources for mobile devices, but the
offloading of too many computing tasks will cause serious net-
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FiGurek 5: Effect of different mobile devices on average moving edge
response delay.

work congestion for wireless network transmission, thus
bringing large transmission delay. In addition, the computing
resources of mobile devices themselves are also idle in the
mobile edge cloud priority computing algorithm, resulting in
a waste of resources. The optimization algorithm makes full
use of the wireless sensor and mobile edge cloud computing
in the system to make a decision on the offloading of mobile
devices. Therefore, the total system delay required for applica-
tion execution is less than the other three benchmark
algorithms.

The influence of different numbers of mobile devices on
average moving edge response time is shown in Figure 4. In
this simulation experiment, the range of the number is set
from [5,50], and the change step is 4.

The experimental results can be roughly observed in the
moving edge computing system, the more mobile devices,
the longer the average moving edge response time of the sys-
tem. In the local first computing algorithm, all computing
tasks of mobile devices are executed locally, so the moving
edge response delay in the local first computing algorithm
is always zero. Compared with greedy computing algorithm
and mobile edge cloud first computing algorithm, the



Journal of Sensors

Response latency

- 40

- 28
F 26
- 24

Calculate unloading

T

:
1.5 20

L
25 3.0 35 40

Transmission parameter

Response latency
—@— Calculate unloading

FIGURE 6: Effect of transfer parameters on mobile computing offloading.

optimal computing oftfloading optimization algorithm pro-
posed in this paper avoids the idle and waste of system com-
puting resources, so the effect is better.

The impact of the average rate of task arrival on the total
system delay is shown in Figure 5. The abscissa in the figure
of experimental results is the average arrival rate of comput-
ing tasks for mobile devices. The range of average rate of
computing tasks is controlled at [0, 6], and the step size of
change is 1.

It can be seen from the experimental figure that in the
dynamic edge computing system, with the increase of com-
puting requirements, the total system delay required to per-
form computing tasks also increases accordingly. The
analysis results show that when the arrival rate of computing
tasks increases, the total delay of the system does not
increase significantly, and the average delay required for
the execution of computing tasks decreases significantly.
The optimization algorithm combining the optimal comput-
ing oftloading and resource allocation can make full use of
the wireless transmission and computing resources in the
system, avoid the waste of resources, and reduce the total
delay of the system.

4.2. Model Performance Analysis. The mobile edge comput-
ing system has a large number of mobile devices arriving
every time, and the mobile devices are loaded with delay-
sensitive applications, which will generate a large number
of intensive computing tasks according to the use require-
ments of mobile devices. The transmission resources in the
mobile edge computing system are not fixed, so the optimal
computing unloading optimization algorithm needs to
maintain good stability to ensure that the decision results
of the algorithm have less impact on the whole system when
the resources in the system change. This paper mainly
focuses on the influence of the change of transmission
parameter C on mobile device computing task oftloading
and system delay. The influence of the change of transmis-
sion parameter C on mobile device computing offloading is
shown in Figure 6. The abscissa in the figure of experimental
results is the transmission parameters of wireless network
transmission resources, that is, the amount of data actually

needed to transmit a single computing task, and the ordinate
in the figure is the sum of all computing tasks oftfloaded by
mobile devices.

The number of mobile devices in this simulation exper-
iment is set to 50. As can be seen from the experimental
results, with the forcing-port of transmission parameter C,
the offloading amount of total computing tasks of mobile
devices shows a downward trend. This is because the trans-
mission parameter C represents the transmission cost. The
larger c is, the larger the actual data amount required by
the calculation task of the transmission unit is. In this case,
the congestion of the network will be aggravated and the
transmission delay of the system will be longer. The experi-
mental results show that when the transmission parameter C
is less than 3.0, there is no significant impact on the comput-
ing oftloading strategy of mobile devices. When the trans-
mission parameter C is greater than 3.0, mobile devices in
the system are more inclined to perform computing tasks
locally, because offloading computing tasks at this time will
bring large transmission delay.

Analysis results can be found that the transmission
parameter ¢ smaller, less than 2, had no significant effect
on the system time delay, prove that the change of the trans-
mission parameter c in the edge of mobile computing system
calculation uninstall not significantly affect the decision-
making organ, and wireless network at this time the actual
transmission data volume is low, so the transmission lower
than the proportion of the total delay system. With the
increase of transmission parameter C, especially when
parameter C is greater than 3.0, the actual transmitted data
volume of wireless network increases significantly. At this
time, mobile devices will have a large transmission delay in
offloading computing tasks. Therefore, the optimal comput-
ing offloading optimization algorithm is more inclined to
leave computing tasks in the local execution of mobile
devices.

4.3. Influence of Model Iteration Times on Total Energy
Consumption. The performance of this algorithm is verified
in offloading model optimization, and different strategies
of offloading optimization algorithm based on moving edge
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computing are compared. Simulation experiments were car-
ried out in Matlab software, and simulation scenes were built
based on the described multiuser system model. Figure 7
shows the influence of the number of iterations of simula-
tion experiment on the total energy consumption of the
system.

The convergence performance of different algorithms is
compared in the figure. DGWOL algorithm and DGWO2
algorithm converge gradually to the local optimal solution
after the 50th and 60th iterations, respectively, and the con-
vergence trend is slow. This is because the operation of
crossover function may lead to the loss of the optimal indi-
vidual in the next generation population, and the phenome-
non of losing the optimal individual may occur repeatedly in
the whole position update process. The algorithm in this
paper increases the amount of information contained in
each individual by expanding dimensions, so the accuracy
is higher. Moreover, the algorithm in this paper combines
cosine convergence factor, which can make the algorithm
better jump out of local optimum.

5. Conclusion

In mobile edge computing technology, the time delay
required to perform computing tasks is very important.
When mobile devices uninstall computing tasks, it may
occur those multiple mobile devices uninstall computing
tasks through the same wireless access point, and the off-
loaded computing tasks are executed in the same mobile
edge cloud service section. By optimizing the offloading
model of mobile edge computing, the wireless transmission
parameters in the system are well supported, and the impact
on the whole system is small. The performance meets the
system requirements of mobile edge computing. The opti-
mal computing offloading optimization algorithm can make
full use of mobile device’s own computing resources, wire-
less network transmission resources, and mobile edge cloud
computing resources in the mobile edge computing system
to avoid waste and idle resources. At the same time, com-
pared with the local computing first algorithm and the
mobile edge cloud computing first algorithm, the joint opti-
mization algorithm of optimal computing offload and

resource allocation can better reduce the mobile edge
response delay and the total delay of the system. Computing,
storage, network, and communication resources are
deployed at the edge of the mobile network, reducing net-
work operations and service delivery delays, and improving
user experience. In addition, MEC reduces the transmission
bandwidth requirements for the core network by deploying
servers at the edge of the network, reducing operating costs.
In the next step, the combination of deep reinforcement
learning and computational unloading is considered to
design a more intelligent unloading algorithm to adapt to
the complex and changeable edge unloading environment.
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In this paper, we survey sandstone tunnels using sensor testing technology and conduct an in-depth analysis and research on the
model of sandstone tunnel cracking based on the theory of fracture mechanics. This paper systematically investigates the static
mechanical properties, energy evolution and distribution law, acoustic emission monitoring, and digital image correlation
methods of intact and jointed rock chamber enclosures (including parallel jointed rock chamber enclosures and cross jointed
rock chamber enclosures) under static loads, based on physical simulation test methods and combined with other technical
means such as acoustic emission monitoring and digital image correlation methods. In this paper, the effects of parallel and
cross-joint angles on the static mechanical properties, energy evolution and distribution, acoustic emission variability,
progressive destabilization, and their mechanisms are compared and analyzed. This paper takes fiber Bragg grating (FBG)
sensing theory and technology research as a breakthrough, relies on major underground engineering geohazard model tests,
and proposes a grating spectral reconstruction theory based on the wavelength position constraint of the spectral center and its
improvement based on an in-depth analysis of the influence of fiber grating intrinsic parameters and strain distribution on the
reflection spectral properties. Based on an in-depth analysis of the influence of spectral center wavelength location and strain
distribution on the reflectance spectral properties, we propose the grating spectral reconstruction theory based on the spectral
center wavelength location constraint and its improved genetic algorithm optimization method; realize the fast and accurate
identification and rejection of the melancholy effect of fiber grating; propose the sensor numerical simulation optimization
design method; develop the high sensitivity seepage pressure sensor, new strain sensor, target flow sensor, microdisplacement
sensor, and multipoint displacement sensor; and build a large capacity, multi-parameter fiber grating real-time monitoring

network.

1. Introduction

After entering the 21st century, with the implementation of
the modernization strategy and continuous deepening, the
national investment in some important fields related to the
national economy and people’s livelihood has increased
greatly, and the fields of transportation and civil engineering,
water conservancy, and hydropower, mineral resources, elec-
tric power and energy, aerospace, machinery, and chemical
industry have ushered in an unprecedented leap forward,
which has brought great opportunities for the development
and progress of science and technology in various fields [1].
However, at the same time, engineering disasters and geologi-
cal disasters, as well as major production safety accidents, have

become the main challenges for the construction and develop-
ment of various fields, which are very likely to cause serious
casualties, huge economic losses, and bad social impacts. Espe-
cially in the field of underground engineering, the frequent
occurrence of geological disasters has become a bottleneck
restricting the construction of underground engineering [2].
After entering the 21st century, with the implementation and
continuous deepening of the modernization strategy, the
state’s investment in some important areas related to the
national economy and people’s livelihood has increased signif-
icantly. The fields of transportation and civil engineering,
water conservancy and hydropower, mineral resources, elec-
tric energy, aerospace, machinery, and chemical industries
are all welcome. An unprecedented leap-forward development
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has brought huge opportunities for the development and
progress of science and technology in various fields. In mines,
sudden water accidents have become a major disaster that
endangers mine safety, with more than 250 pairs of mines
flooded in the past 20 years and direct economic losses
amounting to hundreds of millions of yuan, and 285 of the
country’s key coal mines are threatened by water hazards,
accounting for 47.5% of the total. To deal with water hazards
in coal mines, discharges 5.6 billion m® of mine water every
year, causing serious water depletion and environmental dam-
age. In the field of transportation and hydropower, as the con-
struction of water conservancy and hydropower projects and
railway and highway projects have shifted their focus to the
western mountainous areas under complex terrain and geo-
logical conditions, many tunnel caves with significant charac-
teristics such as “large depth of burial, long cave lines, strong
karst, high water pressure, high risk of disasters and construc-
tion difficulties” have emerged, and the complex hydrogeolo-
gical conditions and sudden water, landslides, and other
major geological hazards are a major concern. The complex
hydrogeological conditions and major geological hazards such
as sudden water and landslides are considered world-class
engineering problems [3]. At the same time, engineering
catastrophes, geological disasters, and major production safety
accidents have become the main challenges for the construc-
tion and development of various fields in our country, which
can easily cause serious casualties, huge economic losses, and
bad social impacts.

The twenty-first century is the century of underground
space. The development and utilization of underground
space are an inevitable choice for human social develop-
ment, economic construction, and the strategic needs of
national security. In recent years, the construction of min-
ing, traffic tunnels, water conservancy, hydropower, oil cav-
erns, nuclear waste disposal, carbon dioxide geological
storage, and national defence is developing at an unprece-
dented speed, and the underground chambers (such as tun-
nels, tunnels, mine tunnels, and shafts) are “long, large, deep
and group.” The number of “long,” “large,” “deep,” and
“massed” underground chambers (e.g., tunnels, tunnels,
mine tunnels, and shafts) has increased to an unprecedented
scale. With the introduction of the “deep earth” science
strategy, it is predicted that the construction of large-scale,
high-depth rockwork will become the norm, and under-
ground engineering will become increasingly complex [4].
At the same time, the problems of strong disturbances and
high ground stresses in rockwork chambers are becoming
more serious, posing a significant challenge to the analysis
and maintenance of the stability of the refuge envelope.
The design and safe operation of underground chambers
in rock engineering is directly dependent on an in-depth
study of the deformation and damage characteristics and
destabilization mechanisms of the project rock mass. The
excavation of an underground chamber disrupts the original
equilibrium stress state of the rock mass, causing a series of
complex mechanical response behaviours associated with
stress redistribution in the surrounding rock mass. In the
fields of transportation and hydropower, as the focus of con-
struction of water conservancy and hydropower projects and
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railway and highway projects has shifted to the western
mountainous areas under complex terrain and geological
conditions, a number of large buried depths, long tunnel
lines, strong karst, high water pressure, tunnels with distinc-
tive features such as high disaster risk and high construction
difficulty, complex hydrogeological conditions, and major
geological disasters such as water inrush and landslides can
be regarded as world-class engineering problems. The defor-
mation of the refuge rock is characterized by the emergence
and expansion of cracks and the interpenetration of multiple
cracks, which in turn leads to varying degrees of damage at
the excavation face, ranging from flaking and spalling to
major inward extrusion [5]. The present stage of the con-
struction of infrastructure projects has avoided the contact
between the engineering body and the geological body, of
which the geological body is mainly rocking, soil, and the
engineering body is the most common concrete. The appli-
cation of concrete has been an essential part of engineering
construction at this stage. Traditional support theory, design
method, and construction technology are more based on
normal temperature conditions, or not recommended for
construction in low temperature, but cold zone engineering
construction inevitably to accept the cold zone low-
temperature impact, the traditional design method has been
unable to meet the cold zone engineering construction needs
[6]. As the frontier technology of modern science and tech-
nology, sensing technology, computer technology, and com-
munication technology are considered as the three technical
pillars of modern information technology and become the
high point of human competition for high-tech technology
in the 21st century.

2. Related Works

For the freeze-thaw damage of porous rocks and concrete,
the theory of volume expansion was proposed in 1909. This
theory suggests that water undergoes about 9% volume
expansion during freezing. In confined pore spaces, damage
can occur due to ice pressure that breaks the skeleton of the
rock particles. However, the volume expansion theory has
been questioned by other scholars as rocks under natural
conditions are more likely to have connected pores [7].
The hydrostatic pressure theory was proposed in the study
of concrete freeze-thaw damage due to the connectivity of
pores within the rock. In addition, in the 1930s, it was found
that unfrozen water in the soil migrates towards the ice sur-
face, which in turn continuously forms subcondensed ice at
the ice surface. It has also been found that water condensa-
tion ice can also form in frost-prone rocks with small min-
eral grains. The phenomenon of pore water freezing in
different types of rocks was studied, and it was found that
some of the pore water did not produce freezing at low tem-
peratures [8]. It was found that the unfrozen water phenom-
enon is mainly due to the formation of an unfrozen water
film between the ice and the rock skeleton, and the unfrozen
water keeps migrating to the unfrozen water film during the
freezing process [9]. With the proposal of the “deep ground”
scientific strategy, it can be predicted that in the future,
large-scale, high-burial rock mass engineering construction
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will become normal, and underground engineering will
become increasingly complicated. At the same time, the
problems of strong disturbance and high ground stress faced
by chambers in rock mass engineering have become more
serious, which brings great challenges to the stability analysis
and maintenance of chamber surrounding rocks. The exis-
tence of adsorption of unfrozen water in rocks to ice crystals
was subsequently confirmed. Many studies have been done
by related scholars on water migration under the freeze-
thaw action of rocks. From the previous studies, it is known
that the migration of water inside the rock or concrete under
the action of freeze-thaw cycles can cause its local damage
fracture phenomenon. For the rock-concrete binary, the
interface is usually a naturally weak surface with low tensile
strength and is therefore susceptible to moisture migration,
which can lead to unpredicted freeze-thaw damage. Further-
more, due to the peculiarities of the interface presence, the
mode of moisture migration behavior is not well established
[10]. Thus, the study of moisture migration and damage
debonding at the rock-concrete binary interface under
freeze-thaw action is a good academic prospect in terms of
binary interface bonding in cold regions.

There are two main branches of fiber optic sensing tech-
nology, which are fully distributed fiber optic sensing tech-
nology based on Raman scattering or Brillouin scattering
and quasi-distributed fiber optic sensing technology based
on fiber grating. The fully distributed fiber optic sensing
technology uses an optical fiber as an extended sensitive ele-
ment, and any unit on the fiber is both a sensitive unit and
an information transmission channel for other sensitive
units, which fundamentally breaks the traditional single
point measurement mode limitation, but its disadvantage is
that due to the extremely fast propagation speed of light,
the technology requires a very high signal acquisition speed,
and the signal processing usually takes a section of the opti-
cal fiber multiple acquisitions signals [11]. The average value
of the signals collected on a section of the fiber is usually
taken, which makes the spatial resolution low and therefore
not suitable for the detection of abrupt fields; at the same
time, the Raman and Brillouin scattering signals are
extremely weak, so the signal processing is very tedious,
which also makes the price of the sensing system high, which
seriously limits the further application of the technology.
The most widely used is based on fiber grating quasidistrib-
uted fiber optic sensing technology, because the fiber grating
is a reflective optical device, able to produce several different
center wavelength grating in an optical fiber, and time divi-
sion multiplexing and wavelength division multiplexing
technology combined to form a sensor array, suitable for
buried in the material and structure or mounted on its sur-
face, to achieve quasidistributed temperature, pressure,
strain, and displacement parameters [12]. They are suitable
for quasidistributed measurements of parameters such as
temperature, pressure, strain, and displacement, either bur-
ied inside or mounted on the surface of materials and struc-
tures. The deformation and failure of the surrounding rock
of the chamber are mainly manifested by the initiation and
propagation of cracks and the interpenetration of multiple
cracks, which leads to different degrees of damage to the

rock mass of the excavation surface,such as extrusion and
large deformation. At this stage, basic engineering construc-
tion cannot avoid the contact between engineering bodies
and geological bodies. The geological bodies are mainly rock
and soil bodies, and concrete is the most common form of
engineering bodies.

In the field of current measurement, current sensors
based on the tunnel magnetoresistance (TMR) effect have
also received extensive attention. The designed current sen-
sor with Wheatstone bridge structure is based on a magneto
resistive element with magnetic tunnel junction structure,
the current sensor has a DC measurement range of +30 A,
the sensitivity of 9.8mV/A, and -3dB bandwidth of
200kHz for AC sensor, and the temperature coefficient of
sensitivity is 0.031%/°C under different temperature tests,
which is lower than the giant magnetoresistance current sen-
sor based on spin valve structure [13]. Related scholars have
applied TMR current sensors to current detection in inte-
grated circuits to achieve current measurements from pyA
to mA levels, but there are strict requirements on the geo-
metric design of the sensor chip, fabrication process, and
testing methods. The TMR current sensor has been explored
for high-frequency current testing, achieving a maximum
current of 2.1kA at operating frequency with a sensitivity
of 35uV/A and a nonlinearity of 1.5%. The application of
TMR current sensor in the leakage current detection of
high-voltage bushings is explored; the jointly developed
TMR sensing chip shows good performance in the leakage
current detection test of ZnO valve piece in surge protector,
which provides a new idea and method for the noncontact
measurement of leakage current of high-voltage devices [14].

2.1. Analysis of Sandstone Tunnel Cracking Model Based on
Fracture Mechanics Theory. According to the different stress
states of the geotechnical body, the stress path can be divided
into two mechanical states, loading, and unloading. Accord-
ing to the subdivision of loading rate and unloading rate, it
can be further divided into various combinations of loading
and unloading. The mechanical properties of the rock body
vary with different combinations of mechanical states. For
rock loading or unloading, the difference in the process of
stress change leads to the same transformation of total
energy [15]. The loading damage process is equivalent to
the external energy input to the rock mass, while for the rock
mass with a certain ground stress field, during which there is
residual strain energy, the excavation, and unloading of the
rock mass is a process of energy release, resulting in changes
in the mechanical properties of the rock mass and its integ-
rity. In the study of practical problems, the actual stress con-
ditions of the rock project should be distinguished, and
different rock stress-strain paths should be selected for anal-
ysis according to the specific stress conditions. The biggest
difference between rock loading and unloading is shown by
the different stress paths. Fully distributed optical fiber sens-
ing technology uses an optical fiber as an extended sensitive
element. Any unit on the optical fiber is both a sensitive unit
and an information transmission channel for other sensitive
units. It fundamentally breaks through the limitation of the
traditional  single-point  measurement mode. The



disadvantage is that due to the extremely fast propagation
speed of light, this technology requires extremely high signal
acquisition speed, and in signal processing, the average value
of multiple acquisition signals on a piece of optical fiber is
usually taken to make its spatial resolution low, so it is not
suitable for use. For the detection of mutation field, if 03
remains unchanged and keeps increasing the maximum
principal stress o1, i.e., when changing from B — B1 —
B2 — B3, the Mohr stress circle also keeps increasing, i.e.,
the partial stress is a gradually increasing process, so with
the increase of load, the partial stress keeps increasing until
the rock body is damaged. If the rock is unloaded, if o1
remains unchanged, as 03 decreases from A — Al — A
2 —> A3, the Mohr stress circle becomes larger in the
reverse direction, and even 03 < 0 may occur, i.e., it changes
from the compressed state to the tensile state, which eventu-
ally leads to the destruction of the rock mass. If both o1 and
03 are changed during loading or unloading, more complex
stress-strain states will be evolved. As shown in Figure 1, the
Mohr stress circle is displayed.

According to the classification of the structural form of
rock engineering, open-pit mine slope engineering belongs
to the ground engineering in rock engineering, which is dif-
ferent from another ground engineering because of its spe-
cial mechanical nature and conditions. When the open pit
slope is excavated and exposed, the original ground stress
equilibrium is broken, and the rock slope has the tendency
to move to the stable state, at this time, its mechanical state
is mainly manifested as unloading, and at this time, if the
construction of external discharge field is carried out along
the help, the vertical compressive stress is produced on the
slope, that is, the rock slope is adjusted from the original
ground stress equilibrium state to the stress state of tension
and compression. Therefore, the analysis of hand-
excavated slopes should not ignore the damage and defor-
mation caused by unloading [16]. At present, the most
widely used is the quasidistributed optical fiber sensing tech-
nology based on fiber gratings. Because fiber gratings are
reflective optical devices, multiple gratings with different
central wavelengths can be continuously produced in a sin-
gle fiber. The multiplexing technology is combined to form
a sensor array, which is suitable for being embedded in
materials and structures or mounted on the surface, and
realizing quasidistributed measurement of parameters such
as temperature, pressure, strain, and displacement.

Conventional structural mechanics theory usually treats
structural materials as isotropic homogeneous materials,
but materials can have cracks or crack-like defects due to
their own or external reasons, and crack-containing struc-
tures may be damaged when the stress of the member is
far from reaching the yield stress, and such damage shows
that it is difficult to accurately evaluate the performance
and service state of a structure by using conventional
mechanical theory analysis alone, no matter how accurately
it is done. Therefore, scholars have proposed fracture
mechanics on this basis. Fracture mechanics is an important
theoretical basis for analyzing the strength and life predic-
tion of engineering materials and components, and it is a
new discipline to study the equilibrium, expansion, and
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destabilization laws of cracks and their strength of compo-
nents containing cracks under the action of external forces.
In online elastic fracture mechanics, concrete is no longer
considered as a damage-free structure, but as a crack, model
to study the conditions of crack extension and the process of
crack extension, and its main mechanical parameter charac-
terizing crack extension is the strength factor K, which rep-
resents the stress field at the crack tip and can describe
cracking more accurately. Fracture mechanics is widely used
in the study of crack extension in concrete.

Crack fracture criteria can be divided into two categories
depending on whether the crack extends along the crack
direction or not: single type crack fracture criteria and com-
pound type crack fracture criteria. The essential difference
between composite crack and single type crack is that the
cracking direction no longer expands along the original
crack surface, but has a certain angle with it. So composite
cracks need to determine the angle of crack expansion based
on a single crack. There are three commonly accepted ones:
(1) the maximum energy release rate criterion, (2) the min-
imum strain energy density criterion, and (3) the maximum
circumferential stress criterion. The three fracture criteria
are based on energy-based parameters, strain-parameter,
and stress-parameter types in turn.

(1) Guidelines for maximum energy release rate

The maximum energy release rate criterion considers
that the idea of crack expansion can be considered from
the point of view of energy release, and this criterion has
two basic assumptions: the crack begins to expand when
the maximum energy release rate reaches a critical value,
and the crack expands in the direction of the maximum
energy release rate generated by the crack tip. This fracture
criterion is related to the fact that, by derivation, the maxi-
mum energy release rate is obtained as follows.

1+v?

G K. (1)

min

(2) Minimum strain energy density criterion

Similarly, the basic assumption of this fracture criterion
is that crack expansion along the direction of minimum
strain energy density is associated with it reaching a critical.
The minimum strain energy can also be obtained by analo-
gous reasoning.

5(6) =c Smin’ (2)
L2y (3)
2ms

This chapter aims to architect a fully automated statisti-
cal analysis system for structural surface parameters based
on digital image processing techniques. The choice of “fully
automated” as the research objective makes the elimination
of manual intervention an important consideration in the
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FiGURE 1: Mohr stress circle.

development process. The loading failure process is equiva-
lent to the external energy input to the rock mass, and for
the rock mass with a certain in situ stress field, there is resid-
ual strain energy during it. The excavation and unloading of
the rock mass are a process of energy release, which leads to
changesin the mechanical properties completeness of the
rock mass..

A digital camera is first used to image the unsupported
roof face, followed by image preprocessing with local histo-
gram equalization, adaptive gamma correction, and median
filtering, then, the structural face contour is extracted by area
growth segmentation and Hough transform, and the struc-
tural face skeleton is obtained by contour refinement and
interrupted point connection, and finally, the structural face
characteristic parameters are calculated and the GSI rating is
calculated. The flow of the digital image analysis system is
shown in Figure 2.

A Go-Pro digital camera (model: CHDHX-601-RW) was
used for image acquisition. This digital camera has excellent
waterproof, dustproof, and impact resistance properties,
which is conducive to image acquisition in underground
coal mines and meets the needs of posttesting. The camera
lens is placed in the vertical direction of the rock face during
the shooting process, which can avoid the image distortion
caused by the angle error during the inclined shooting pro-
cess. When the open-pit mine slope is excavated and
exposed, the original ground stress balance is broken, and
the rock slope tends to move to a stable state. At this time,
its mechanical state is mainly shown as unloading. The con-
struction of the external dump site produced vertical com-
pressive stress on the slope, that is, the rock slope was
adjusted from the original in situ stress balance state to the
tension and compression stress state. The lack of effective
lighting equipment at the roadway excavation working face
and a suitable light source is an extremely important part
of the imaging system. The current light source for the cam-
era can be divided into three categories: direct light source,
diffuse light source, and reflective light source, the difference
is whether the light in the process of propagation from the
light source to the object changes direction, a simple sche-

matic diagram is shown in Figure 3. Direct light from the
light source directly to the object surface, direct light is very
easy to cause uneven distribution of image brightness, in the
imaging of uneven rock surface, and direct light will cause
many high-contrast shadow areas, hindering the subsequent
image processing work. Diffuse light travels through a trans-
lucent diffuse plate during propagation, causing light to be
emitted irregularly in different directions. Diffuse light
softens shadow areas in the image, and at high luminance,
it is even possible to achieve shadow elimination. The
reflected light reaches the object after it has been reflected
by an opaque surface. Both reflective and diffuse light can
soften the light, but additional reflective surface controls
need to be added during implementation, adding to the
complexity of the system. In addition, reflection attenuates
light intensity, which is not conducive to imaging work in
dark environments.

2.2. Sensor Testing Technology Research. A wireless sensor
network is a network system consisting of many intelligent
sensor nodes deployed in a monitoring area, whose purpose
is to collaboratively sense, collect, and process information
about the sensed objects in the network coverage area. Com-
pared with traditional monitoring methods, wireless sensor
networks have the following advantages: (1) wireless com-
munication. Therefore, scholars put forward fracture
mechanics on this basis. Fracture mechanics is an important
theoretical basis for analyzing the strength and life predic-
tion of engineering materials and components. It is to study
the balance, growth, and instability of cracks in components
with cracks under the action of external forces,which is a
new discipline of law and intensity. Smart sensor nodes are
wirelessly connected and self-organized communication net-
works, which brings great convenience to instrument instal-
lation and greatly reduces installation cost and installation
workload; (2) large-scale network. Small size, flexible
arrangement, and many sensor nodes can be deployed in
the monitoring area to form a large-scale network, through
different spatial perspectives to obtain information with
greater signal-to-noise ratio, reducing the accuracy require-
ments of individual sensor nodes, making the system has a
strong fault-tolerant performance; (3) scalability and robust-
ness (relative stability). Wireless sensor networks have the
advantages of self-organization and self-healing, and sensor
nodes can be randomly arranged and nodes are automati-
cally configured and managed to form a multihop wireless
network. Therefore, new expansion nodes can be added to
the network at will, with good scalability, when a node fail-
ure, other nodes automatically find a new transmission path,
does not affect the normal work of the entire network, to
ensure the overall network robustness; (4) have local com-
puting and processing capabilities. Sensor nodes integrated
microprocessor and memory can achieve self-calibration,
self-diagnosis, and other functions, the original data process-
ing, extraction of useful information, greatly reducing the
amount of data to be transmitted wirelessly; (5) damage rec-
ognition and localization capabilities. Wireless sensor net-
work that enables node localization. Combined with the
structural state information measured by sensors, the
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FIGURE 2: Flow chart of the digital image analysis system.
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damage recognition theory can be applied to automatically
detect damage and accurately locate the damage location,
which greatly promotes the intelligence of structural moni-
toring and maintenance.

At this stage, there are two types of inclination sensors,
synchronous acquisition, and asynchronous acquisition,
which in turn is important for deformation measurement.

The method of achieving synchronization can be achieved
by hardware and software methods, and the software
method can be achieved by interpolation. The hardware syn-
chronous acquisition technique is a bit-synchronous com-
munication technique, and to achieve synchronization in
hardware, the sender and receiver need to have clock signals
of the same frequency and phase [17]. When no data
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acquisition is required, the connection line is in MARK state.
At the start of a measurement, the sender first sends one or
two of the synchronization characters. Once both parties
have achieved synchronization, large blocks of data can be
sent in single character succession, thus, eliminating the
need for start and stop bits. During transmission, both
parties take a clock for coordination, which is used to deter-
mine the position of each bit in the serial transmission. The
essential difference between compound cracks and single
type cracks is that the cracking direction no longer extends
along the original crack surface, but has a certain angle with
it. Therefore, compound cracks need to determine the crack
propagation angle based on a single crack. To start the mea-
surement, both sides use the sync character to keep the clock
internally synchronized with the sender, then the data fol-
lowing the sync character is shifted in bit by bit while con-
verting to a parallel format for the CPU to read, and the
data is not available until the end character is received. Syn-
chronous acquisition uses a common clock, and synchro-
nous acquisition has a high transmission frequency, to
achieve high-speed, high-capacity data transmission. When
data transmission is performed, both sides must maintain
complete synchronization, requiring the receiving and send-
ing devices to have the same clock and maintain strict syn-
chronization. In summary, the system consists of a
complete system topology consisting of a data processing
platform on the server-side, a database station, and an incli-
nation sensor, as shown in Figure 4.

To further analyze the characteristics of the open-loop
and closed-loop structures, a mathematical model is devel-
oped to analyze both separately. First, the transfer function
block diagram of the open-loop structure is established,
where the voltage V is the out output of the system and
the primary current Ip is the input of the system. b denotes
the magnetic induction intensity generated by the primary
current I in the paleomagnetic loop, and the coefficient K
is used to define the relationship between Ip and Bp: K =
Bp/Ip. According to the ampere-loop theorem, K can also
be expressed as

K=, (4)

The static gain SI (0) represents the sensitivity of the
entire system, which is also the turn ratio of the primary coil
to the feedback coil. Since the number of turns of the pri-
mary coil is generally 1, the turn ratio is determined by the
number of turns of the feedback coil only. Therefore, when
the number of turns of the feedback coil is certain, the feed-
back current is always proportional to the primary current
even though the nonlinear error or temperature drift of the
TMR sensor affects the open-circuit sensitivity coefficient
Ka of the TMR sensor, which improves the measurement
accuracy of the TMR current sensor, eliminates the offset
and drift associated with the chip temperature, and greatly
reduces the error caused by the hysteresis phenomenon.
Based on the transfer function of the closed-loop TMR cur-
rent sensor, the cutoff frequency of the system can be

obtained as

_K,+K;+K,
- 27R,

f(0) (5)

The cutoff frequency f0 indicates the bandwidth of the
TMR current sensor, which is determined by the operational
amplifier parameters TA, Ka, the feedback magnetic field
coefficient Kb, the open-loop sensitivity coefficient Ks, and
the feedback resistance Rm. In practical design, due to the
high sensitivity of the TMR chip, the bandwidth of the
closed-loop TMR current sensor can be as high as MHz
when a suitable feedback magnetic field coefficient K and
feedback resistance Rm are selected some time, it should
be ensured that the feedback resistance Rm is large enough
to obtain a good output voltage resolution. Increasing the
value of K allows a wider bandwidth of the closed-loop
TMR current sensor, but at the same time, the size of the
number of turns N of the feedback 2coil should be limited
to ensure a good current sensitivity of the system. Compared
with traditional monitoring methods, wireless sensor net-
works have the following advantages: (1) wireless communi-
cation. The use of wireless connection between intelligent
sensor nodes and self-organizing communication network
brings great convenience to the installation of the instru-
ment, greatly reducing installation cost and installation
workload; (2) large-scale network. Small size, flexible layout,
and many sensor nodes can be deployed in the monitoring
area to form a large-scale network, obtain information with
greater signal-to-noise ratio through different spatial per-
spectives, reduce the accuracy requirements for a single sen-
sor node, and make the system highly fault-tolerant
performance; (3) scalability and robustness (relative stabil-
ity). Wireless sensor networks have the advantages of self-
organization and self-healing. Sensor nodes can be randomly
arranged, and nodes can be automatically configured and
managed to form a multihop wireless network. Therefore,
new expansion nodes can be added arbitrarily in the net-
work, which has good scalability. When a node fails, other
nodes automatically find a new transmission path, which
does not affect the normal operation of the entire network
and ensures the robustness of the overall network nature;
(4) have local computing and processing capabilities. The
integrated microprocessor and memory of the sensor node
can realize self-calibration, self-diagnosis, and other func-
tions, process raw data, extract useful information, and
greatly reduce the amount of data that needs to be wirelessly
transmitted; (5) damage identification and location capabil-
ities. Wireless sensor network can realize node positioning.
Combining the structural status information measured by
the sensors and applying the damage recognition theory
can automatically detect damage and accurately locate the
damage location, which greatly improves the detection
accuracy.

The sensitivity of the TMR current sensor is low when
using the single wire measurement model, and it is difficult
to ensure that the relative positions of the wire and the
TMR chip are fixed, so the effect of a change in the relative
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positions of the two on the measurement accuracy is further
analyzed. The position of the wire is taken as the center of
the circle, the TMR is the point on the circle, and the effect
of the wire deviating from the center of the circle on the
measurement is analyzed [18]. The simulation model is built
in COMSOL simulation software, the radius of the wire is
5mm, the length is 0.5m, the size of the TMR chip is 0.8
mm X 5mm X 3.5 mm, the distance between the TMR chip
and the wire is r0 is 30 mm, and the magnetic field distribu-
tion at the TMR chip is analyzed at different positions of the
wire. Since the magnetic sensitivity axis of the TMR chip is
in the +X direction, the magnetic flux on the surface of the
TMR chip is used as a comprehensive measure of the mag-
netic field distribution at the TMR chip. The magnetic field
distribution at the TMR chip is considered for the two cases
of the wire moving along the +X direction and the wire
moving along the +Y direction, respectively. Analyze the
case of the wire moving along the +X direction. As shown
in Figure 5, the X-coordinate of the wire is changed so that
the wire moves along the +X direction. The X-coordinate
of the wire is scanned parametrically with the X-coordinate
ranging from -18 mm to 18 mm, and the wire is made to
move 1 mm along the +X direction each time to find the
magnetic flux at the surface of the TMR chip.

3. Results and Analysis

3.1. Performance Testing of Sandstone Tunnel Cracking
Model with Fracture Mechanics Theory. The rock is a highly
typical nonhomogeneous rock mass, and the expansion and
changes of its internal microjoint fractures are closely related
to time. The deterioration process of the sloping rock in
open-pit mines is a nonlinear cumulative process closely
related to time, and the slope stability is typically time-

dependent. During the whole cycle from open pit excava-
tion, slope exposure to final backfill and burial, changes in
the external environment, such as blasting vibration, mining
disturbance, weathering, groundwater infiltration, frost, and
cold shrinkage, may cause the destruction and accumulation
of the internal microstructure of the rock, and with time, the
mechanical strength of the rock body continues to decay and
gradually converge to a low limit value of stable conver-
gence, resulting in the overall stability of the slope. There-
fore, it can be considered that the stability of slopes in
open-pit mines is dynamic [19]. The external factors affect-
ing the exposure time of slopes can be summarized in the
following two major aspects: (1) synthetic mining distur-
bance factors. It is mainly reflected in the whole mining pro-
cess system of the open-pit mine, including the perforation
of coal rock near the slope, loose blasting vibration, and
excavation and transportation of ore and soil discharge
along with the gang. When there is no need to collect data,
the connection line is in the MARK state. At the beginning
of the measurement, the sender first sends one or two syn-
chronization characters. When the two parties reach syn-
chronization, they can continuously send large blocks of
data with a single character, so that the start bit and stop
bit are no longer needed. These operational processes will
produce certain damage to the geotechnical body, and the
degree of damage accumulation is closely related to the slope
exposure time. (2) Natural environmental factors. Mainly
reflected in the geotechnical body is located in the natural
environment changes, the impact on the physical and
mechanical properties, and strength of the slope geotechni-
cal body, including groundwater level, temperature changes,
rainfall erosion, and physical and chemical weathering. Take
temperature change as an example, for the slope of the open-
pit mine located in the seasonal freezing area, due to the
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FIGURE 5: Simulation model of guidewire movement along +X
direction (top view).

seasonal and temperature changes, the water in the slope
constantly freezes and melts, changing the structure and dis-
tribution of the original joint fissures and weakening the sta-
bility of the slope.

tz(cotoc—;otﬁ)—D. ©)
p

The fracture behavior of a chambered and jointed rock
mass can be considered as a complex flawed rock mass,
which depends mainly on the emergence, extension, and
agglomeration of cracks during loading. The fracture behav-
ior of a rock mass containing a jointed chamber is closely
related to the stress distribution around the chamber under
the corresponding loading conditions. To gain insight into
the damage pattern and crack evolution of the specimens
from chambers containing parallel joints, it is necessary to
first conduct a brief analysis of the stress distribution around
the chamber. To facilitate the theoretical derivation, the
chamber is usually simplified to a planar stress problem,
the stress distribution around the chamber is calculated
based on two-dimensional elastic theory for biaxial stress
conditions, and the theoretical analysis model is shown in
Figure 6.

To study the deformation evolution and crack extension
process of composite defective rock specimens from a fine
viewpoint, the image evolution characteristics of the speci-
mens during deformation and damage were recorded by a
digital image correlation system, and after postprocessing,
the change characteristics of deformation fields (displace-
ment field and strain field) during deformation and damage
of the specimens were obtained, and then the crack exten-
sion evolution law of the specimens at different stress stages
under static load was analyzed and compared [20]. Changes
in the external environment, such as blasting vibration, min-
ing disturbance, weathering, groundwater infiltration, frost
heave, and cold shrinkage, may cause the damage and accu-
mulation of the fine structure of the rock. As time goes by,
the mechanical strength of the rock mass continues attenua-
tion and gradually approaching a stable and convergent low

limit value, resulting in a gradual decrease in the overall sta-
bility of the slope. Therefore, it can be considered that the
slope stability of the open-pit mine changes dynamically.
Due to the high strength of the composite defective rock
material used in this paper, the deformation field on the sur-
face of the specimen does not change significantly in the pre-
loading stage, and the obvious crack extension phenomenon
generally occurs only in the stable crack extension stage and
the unstable crack extension stage. Therefore, according to
the development characteristics of the stress-strain curve of
the specimen and combined with the evolution characteris-
tics of AE events, some key stress points of the specimen
in the crack stable extension stage and the crack unstable
extension stage are selected to analyze the evolution charac-
teristics of the deformation field.

The results of the NMR analysis show that the sand-
stone, the concrete side, and the interface have significantly
different pore distribution evolution patterns under the
freeze-thaw action. The sandstone and the interface show
variation characteristics that are distinct from those of single
materials. In contrast, sandstone near the interface is more
susceptible to the effects of interfacial action. This chapter
focuses on the effect of the presence of interface on the sand-
stone side and refers to it as Interface Influence Zone (I1Z).
The extent of the interface influence zone is further identi-
fied and related to different freeze-thaw environments, and
the evolutionary mechanism of the interface influence zone
is explored from a fine-scale perspective. Based on the
NMR signal intensity, the pore volume of the sandstone part
is much larger than that of the concrete part. For the initial
state, ie., 0 freeze-thaw cycles, the sandstone-concrete
binary exhibits a significant difference along the longitudinal
direction. This phenomenon can be attributed to the original
individual variability within the test. The NMR signal inten-
sities at different numbers of freeze-thaw cycles are consid-
ered in conjunction with the NMR signal intensities at 0
freeze-thaw cycles. At the 14-17-layer position, i.e., within
13.6mm of the interface in the sandstone, the freeze-thaw
effect on the NMR signal is evident. In this range, the
NMR signal intensity increases by about 50,000 a.u. with
an increasing number of freeze-thaw cycles. However, at
other locations in the sandstone-concrete diatom, the
NMR signal intensity changes less. This analysis shows that
under the effect of freeze-thaw cycles from -10°C to 10°C,
the sandstone portion near the interface (layers 14-17)
shows significant pore volume changes, exhibiting signifi-
cant water aggregation and water migration to the interface.
To deeply understand the failure mode and crack evolution
of the chamber sample of rock mass with parallel joints, it
is necessary to briefly analyze the characteristics of the stress
distribution around the chamber. To facilitate theoretical
derivation, the chamber is usually simplified as a plane stress
problem, and the stress distribution around the chamber
under biaxial stress conditions is calculated based on the
two-dimensional elastic theory.

Analyzed at the interface, the interface is the cemented
surface of the sandstone and concrete, and an interfacial
transition zone is formed at the interface. The hydration of
the cement in the part of the interface transition zone is
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F1GURE 6: Simplified diagram of the stress distribution in the plane of the chamber under stress conditions.

different from the interior of the concrete. The interfacial
transition zone is distributed with more calcium alumina
crystals, and the interfacial fracture toughness is low. It
should be noted that the interface transition zone has less
distribution of both pores due to the intrusion of cement
at the interface. However, at the same time, based on the
pore distribution, a small number of large pores occur at
the interface. Therefore, the analysis suggests that at the
beginning of the freeze-thaw cycle, the hydraulic fracturing
phenomenon mainly arises within the interface-influenced
zone. The freeze-swelling force is not yet sufficient to cause
fracture extension at the interface, or there are few newborn
fractures at the interface part relative to the sandstone end.
The water pressure inside the pore space is sufficient to crack
the interface under repeated freeze-thawing action. And
after the interface cracking, the later freeze-thawing has
more influence on the interface cracking because the large
pores of the interface have penetration, and the internal
water pressure is more easily released along with the
interface.

The extent of the interfacial zone of influence varies at
different temperature intervals. At relatively high tempera-
tures, the range of the interface influence zone is larger; at
lower temperatures, the range of the interface influence zone
is smaller. This phenomenon can be attributed to the com-
bined effect of interface and freezing temperature. As shown
in Figure 7, for low freezing temperature, the freeze swell
force curve shows an increase and then a decrease, and there
is a peak freeze swell force; for low freezing temperature, the
same is true for the freeze swell force. However, for the low
freezing temperature state, it produces a larger freeze swell
force. In the sandstone near the interface, the low freezing

temperature causes damage and cracking of the sandstone
more easily and quickly. However, based on the test results,
the low freezing temperature does not produce an increased
area of influence at the interface under multiple freeze-thaw
cycles.

3.2. Results of Sensor Testing Techniques. The static charac-
teristics of the TMR current sensor mainly include sensitiv-
ity, range, linearity, accuracy, and other parameters, which
must be calibrated before using the TMR current sensor.
The TMR current sensor was sent to the Municipal Institute
of Metrology and Quality Inspection for testing and calibra-
tion, and the testing equipment was a special clamp meter
calibration device and a digital multimeter of type 8846A.
The input and output curves of the TMR current sensor
can be obtained by changing the current of the clamp meter
calibration device and recording the corresponding output
voltage of the TMR current sensor at different currents.
The sensitivity of the sensor is defined as the ratio of the
increment of the output quantity to the corresponding incre-
ment of the input quantity that causes the increment, so the
sensitivity of the TMR current sensor is the ratio of the
change of the output voltage to the change of the measured
current. The current test range was first set to -60 A to 60 A,
and the data from the test was imported into the origin plot-
ting software for a linear fit, and the input and output curves
were drawn as shown in Figure 8. The black curve is the
input and output curve of the open-loop TMR current sen-
sor, and the red curve is the input and output curve of the
closed-loop TMR current sensor.

The maximum deflection error between the inclination
sensor and the measured deformation curve of the total
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FIGURE 7: Schematic diagram of the development of internal freezing and swelling forces in sandstone at different freezing temperatures.

station is 0.7 mm, and the difference in the deformation
curve is not significant. The inclination sensor for measuring
tunnel deflection has the following advantages.

(1)

()

3)

(4)

The tilt sensor is small and easy to carry. Its size is
120 mm=#150 mm#40 mm, which can be carried in
large quantities band

The inclination sensor is easy to install, the measur-
ing point is not easy to damage, the aluminium
housing can guarantee its long-term use, and not
subject to measurement conditions, it can be used
in unlit conditions

Inclination sensors are less costly instruments com-
pared to total stations and can be recycled

The inclination sensor has high testing accuracy, and
the measured inclination can be up to 9 decimal
places, while the total station measures the deflection
values can only be measured to an accuracy of two
decimal places

Inclination sensors can be realized in the office under
the premise of unattended, real-time monitoring can
be achieved. Using the user platform, through the
computer control, you can achieve real-time moni-
toring, greatly reducing the workload, as well as the
test time on site. And the tilt sensor acquisition can
be achieved high frequency, that is, 1s acquisition
of 20, 50, and 100 numbers, real-time monitoring.
This chapter introduces the application of the incli-
nation sensor in the subway deformation monitoring

The output voltage (V)

15‘

124

0 3 6 9 12

Electric current (A)

FiGure 8: Input and output curves for open-loop and closed-loop
structures.

example, through the inclination sensor and the total
station measured data with the theoretical curve for
comparison and analysis, know the inclination sen-
sor and the total station measured data deformation
curve difference is not large, the inclination sensor
applied to the tunnel deformation measurement is
feasible. The data in this chapter show that the max-
imum deflection value measured by the inclination
sensor is 1.86 mm, which is less than the theoretically
calculated value of 8.23 mm and less than the warn-
ing value of 10 mm, and the existing tunnel will be
affected by the tunnel excavation, but overall, it is
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safe. Compared with the traditional total station
monitoring method, the inclination sensor has sev-
eral advantages such as small size, easy installation,
high testing accuracy, and realizing real-time
monitoring

4. Conclusion

The development and utilization of underground space are
an inevitable choice for human social development, eco-
nomic construction, and strategic security needs. As a non-
linear, noncontinuous, nonhomogeneous, and anisotropic
natural geological body, the rock body is randomly distrib-
uted with discontinuous structural surfaces such as joints,
fractures, weak interlayers, and faults of different scales
inside after a long period of geological action. The mecha-
nism of rock instability damage and its stability and control
problems is some of the key scientific problems that are cur-
rently focused on and urgently need to be solved in the field
of rock mechanics. Compared with traditional wired moni-
toring methods, wireless sensor networks can overcome
many drawbacks of traditional wired monitoring methods
and have obvious advantages in many aspects such as instru-
ment installation, data measurement, condition assessment,
and cost control, which provide convenience for health
monitoring work and are the future development direction
of structural health monitoring. This paper discusses the
model of sandstone tunnel cracking based on fracture
mechanics theory with the help of sensor testing technology,
and some results have been achieved. However, due to the
complexity of sandstone tunnels themselves and the envi-
ronment, there are very few studies dedicated to the applica-
tion of wireless sensor networks in the intelligent monitoring
of sandstone tunnels. The actual geography of sandstone
tunnels is more complex, and further research work is still
needed for a comprehensive analysis of their interface
debonding characteristics. Therefore, a more in-depth study
on the application of wireless sensor networks in tunnelling
is of great significance for both human society and economic
development.
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With the continuous development and progress of nanotechnology, its biosensors have been widely used in biomedical
experimental teaching, and good experimental results have been achieved. Graphene, as a new nanomaterial with large surface
area, good thermal conductivity, and unique electrical conductivity, has unique advantages in the field of biosensor
preparation. Based on this, this paper will prepare the electrochemical sensor applied to biomedical experimental teaching
based on graphene, optimize the detection sensitivity and detection range of graphene electrochemical sensor based on the
corresponding experimental conditions, and improve its corresponding stability and reusability. At the level of electrochemical
activity of biosensors, this paper innovatively uses the electric AC impedance method to detect the electrochemical activity, so
as to accurately evaluate the key characteristics of biosensors. Based on the preparation of biosensors and the results of
biological experiments, this paper will design a network-based biomedical experiment teaching effect evaluation system, and
realize the basic functions of teacher-student interaction, teaching effect evaluation, sensor performance evaluation and so on.
Based on the above, the electrochemical sensor based on graphene and a conductive polymer solution is actually prepared in
this paper. At the same time, the electrocatalysis experiment is carried out based on the sensor, and the experimental teaching
effect is systematically evaluated. The experimental results show that the sensitivity of the biosensor proposed in this paper is
increased by about 10% compared with the traditional biosensor, the corresponding preparation complexity is reduced by
nearly 1/3, and the corresponding reusability is increased by 30%. Therefore, the biomedical experiment teaching effect
evaluation system proposed in this paper has good evaluation effect. It can provide accurate reference for the evaluation of
biological experiment teaching effect, so it has important value and significance.

and acoustic signals. In addition, molecular factors com-
monly used in biomedical experimental teaching include

As an important means of modern biomedical experiments,
the biosensor is essentially a high-precision biosensor
formed by combining the sensitive parts of organisms and
their derivatives through physical and chemical energies. It
linearizes the intensity of the detected biological signal with
the physicochemical characteristics of the detected related
organisms and converts it into a digital signal for processing
[1, 2]. The cell biosensor is mainly composed of two parts: a
molecular factor recognition processor and an energy con-
verter, in which the corresponding energy converter is the
main core module, which essentially converts biological sig-
nals into electrical signals, optical signals, thermal signals,

the detected organisms, tissues, nucleic acids, and organelles
and corresponding biological derived materials [3-5]. The
preparation technology of biosensors includes the cross-
integration of biology, physics, chemistry, and other disci-
plines. Therefore, the corresponding biosensors in conven-
tional biomedical experiments mainly include sound
sensors, optical sensors, electrical sensors, semiconductor
sensors, and electrochemical sensors [6-8]. As the most
commonly used biosensor in biomedical experimental
teaching, electrochemical sensors are mainly divided into
cell tissue sensors, cell sensors, RNA sensors, microbial sen-
sors, and enzyme sensors [9, 10]. Electrochemical sensors
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often have the advantages of high sensitivity, fast response,
convenient operation, and miniaturization and integration
in biological teaching experiments. Therefore, it is of obvi-
ous value to study the sensor and its effect in biomedical
experimental teaching [11, 12].

As an important biological material for biosensors,
nanomaterials have unique biological detection advantages
due to their quantum size effect, surface effect, small size
effect, and macroquantum tunnel effect [13-15]. Graphene,
as a new material for preparing biosensors in nanomaterials,
has high charge carrier mobility [16]. Due to its large surface
area, high electrochemical activity, and high electron mobil-
ity, it has obvious structural advantages as an electrochemi-
cal biosensor. A conventional graphene electrochemical
biosensor can detect the dose of hydrogen peroxide with
high sensitivity, so as to fix the electrochemical behavior of
egg white matter [17]. The detection of biological glucose
can be realized by using the electron migration of graphene
derivatives between the electrode substrate and the redox
active center of glucose. The detection of dopamine similar
to a nerve substance can be realized based on microwave
plasma enhancement technology, and the biosensor technol-
ogy based on graphene can accurately detect the low concen-
tration of dopamine in the biological system. High
concentrations of interfering substances are eliminated in a
wide range. Therefore, compared with traditional sensors,
graphene-based biosensor technology can achieve high-
precision detection of dopamine and other nerve substances
and achieve good biomedical teaching experimental results
[18, 19]. In the corresponding biomedical experiment teach-
ing of deoxyribonucleotide, the detection of deoxyribonucle-
otide is very important and meaningful. The corresponding
biomedical experiment teaching effect also directly affects
the learning effect of students and reflects the teaching qual-
ity of teachers. Based on this, the excellent electrochemical
characteristics of the graphene biosensor can detect with
high precision deoxyribonucleotides and double-stranded
deoxyribonucleotides. Graphene biosensors can provide
ultrahigh-density active edge sites [20].

In view of the above corresponding research status and
existing problems, this paper focuses on the preparation
technology and application of the biosensor based on gra-
phene and systematically gives the design and implementa-
tion of the biomedical experiment effect evaluation system
and experimental verification. The specific research details
are as follows: the electrochemical sensor applied to biomed-
ical experiment teaching based on graphene is prepared and
verified to optimize the detection sensitivity and detection
range of the graphene electrochemical sensor under the cor-
responding experimental conditions and improve its corre-
sponding stability and reusability. At the level of the
electrochemical activity of the biosensor, this paper innova-
tively uses the electric AC impedance method to detect the
electrochemical activity, so as to accurately evaluate the key
characteristics of the biosensor, based on the preparation
and production of the biosensor. The advantages of the cor-
responding electrochemical analysis method are as follows:
high sensitivity. The lowest detection limit is 10-12 mol/L.
High accuracy: for example, coulometric analysis and elec-
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trolytic analysis have high accuracy. The former is especially
suitable for the determination of trace components, and the
latter is suitable for the determination of high content com-
ponents. Wide measuring range: potentiometric analysis and
microcoulometric analysis can be used for the determination
of trace components. Electrolytic analysis, capacitance anal-
ysis, and Coulomb analysis can be used for the analysis of
medium content components and pure substances. The
instrument and equipment are simple, the price is low, the
debugging and operation of the instrument are simple, and
it is easy to realize automation. Poor selectivity: the selectivity
of electrochemical analysis is generally poor, but the selectiv-
ity of the ion selective electrode method, polarography, and
controlled cathodic potential electrolysis method is high.
According to the different electrical quantities measured,
electrochemical analysis methods can be divided into con-
ductivity analysis, potential analysis, voltammetry and polar-
ography, and electrolysis and coulometry. Based on the
above, an electrochemical sensor based on graphene and
the conductive polymer solution is actually prepared and
tested based on the sensor electrocatalysis experiment, and
the experimental teaching effect is systematically evaluated.
The experimental results show that the biosensor proposed
in this paper has the advantages of high sensitivity, simple
preparation, and high availability. At the same time, it also
further verifies that the biomedical experimental teaching
effect evaluation system proposed in this paper has good
evaluation effect and can provide accurate information for
the evaluation of biological experimental teaching effect ref-
erence resources.

The structure of this paper is arranged as follows: the
second section of the article will analyze and study the prep-
aration technology of the biosensor and the research status
of biomedical teaching experimental effect evaluation sys-
tem; the third section of this paper will focus on the prepa-
ration technology and optimization process of the
graphene biosensor and give the design process of the bio-
medical teaching experimental effect evaluation system;the
fourth section is mainly the validation experiment and anal-
ysis; finally, this paper will be summarized.

2. Correlation Analysis: Analysis of the
Research Status of Sensor-Based Biomedical
Experimental Teaching

At present, the research on biomedical experiment teaching
based on sensors mainly focuses on the preparation technol-
ogy of the biosensor and the evaluation of the teaching effect.
At the level of biosensor preparation, a large number of
researchers and research institutions have studied and ana-
lyzed it. Relevant researchers in Asia have prepared a
graphene-based bioelectrochemical sensor based on host
guest supramolecular interaction and achieved certain
experimental results, At the same time, at the level of gra-
phene biosensor preparation, relevant Japanese scientists
have realized high-precision detection of hydrogen peroxide
based on the graphene biosensor modified by gold nanopar-
ticles. This detection technology has simplified the detection
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and has certain popularization value [21, 22]. Relevant Euro-
pean scientists have modified the glassy carbon electrode by
the interaction of gold nanoparticles and graphene, so as to
realize the high-precision detection of hydrogen peroxide.
At the same time, the biosensor has a highly flexible detec-
tion response and experimental repeatability [23]. Based on
the combination of gold nanoparticles and graphene, rele-
vant scientific institutions in the United States have
improved it. It uses gold nanoparticle clusters to modify
the corresponding electrode, so as to realize the preparation
of a semiamino acid biosensor. This biosensor successfully
improves the electron migration rate on the electrode sur-
face, greatly improves the sensitivity of the sensor, and fur-
ther improves the detection range [24]. Relevant Chinese
scientists have also conducted a lot of research on the prep-
aration of biosensors. Relevant research mainly uses the self-
assembly technology of gold nanoparticles and plasma poly-
mer deposition technology to prepare immunosensors. The
biosensor constructed based on this technology can improve
the biological activity of fixed antibodies. At the same time,
its corresponding sensor interface can be quickly activated,
and its corresponding repeatability can be improved [25].
Relevant scientists in the United States have prepared a bio-
sensor at the level of deoxyribonucleotide biological detec-
tion, which mainly uses the irregular edge characteristics of
the deoxyribonucleotide to provide high-density active edge
sites, so as to expand the detection range [26]. At the
research level of the biomedical teaching experiment effect
evaluation system, the main system technology includes
the computer network and its distributed database manage-
ment system. At the design level of the biomedical teaching
effect evaluation system, a large number of scientists and

research institutions have studied and analyzed it, and its
main experimental effect is also based on biosensor prepara-
tion technology [27].

3. Preparation of Biosensor and Design of
Biomedical Experiment Teaching
Evaluation System

This section mainly analyzes and studies the preparation
technology and optimization technology of the graphene
biosensor. At the same time, this section will also give the
design idea of the corresponding biomedical experiment
teaching evaluation system. The corresponding principle
block diagram is shown in Figure 1. As can be seen from
Figure 1, at the level of biosensor preparation, this paper
mainly prepares the electrochemical sensor applied to bio-
medical experimental teaching based on graphene, optimizes
the detection sensitivity and detection range of the graphene
electrochemical sensor based on the corresponding experi-
mental conditions, and improves its corresponding stability
and reusability. In the aspect of electrochemical activity of
biosensors, this paper innovatively uses the electrochemical
impedance method to detect the electrochemical activity,
so as to accurately evaluate the key characteristics of biosen-
sors. At the design level of the corresponding biomedical
experiment teaching evaluation system, the biomedical
experiment teaching effect evaluation system is mainly con-
structed based on the information network.

3.1. Analysis and Study on Preparation Technology of
Graphene Biosensor. In this section, the corresponding bio-
sensor in the biomedical experimental teaching system is
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TaBLE 1: Experimental reagents and equipment for graphene biosensor preparation.
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FIGURE 2: Principle block diagram of graphene solution electrode modification process.

designed based on graphene. Graphene and polyvinylpyrrol-
idone are used as the electrode materials of the biosensor in
the preparation process, and the electrochemical sensitivity
of the sensor prepared in this paper is optimized based on
the characteristics of this material. The water used in the
actual preparation process in this paper is distilled water.
The corresponding experimental reagents and equipment
used are shown in Table 1.

The above conditions are necessary for the preparation
of the graphene biosensor. Based on the above experimental
reagents and experimental instruments, the key part of the
preparation of the graphene biosensor is the graphene solu-
tion electrode modification process. The corresponding pro-
cess principle block diagram is shown in Figure 2. It can be
seen from Figure 2 that the graphene preparation process is
mainly divided into four key steps. Each corresponding step
has its corresponding key technology. The first step is
mainly cleaning, the corresponding second step is mainly
centrifugation, the corresponding third step is mainly drying
treatment technology, and the corresponding fourth step is
mainly modification. From Figure 2, it can be seen that the
corresponding preparation technical steps are as follows.

Step 1: continuously modify the glassy carbon electrode
with aluminum oxide powder, and continuously clean the
glassy carbon electrode with ethanol and deionized water.
After cleaning, blow dry with nitrogen.

Step 2: graphene dispersion is prepared based on
mechanical stripping of graphene, polyvinylpyrrolidone,
and corresponding ultrapure water, and uniform dispersion
is obtained by centrifugation based on this dispersion.

Step 3: based on the pipette, place the corresponding dis-
persion on the surface of the glassy carbon electrode for dry-
ing treatment.

Step 4: the electrode modification results of the graphene
solution were obtained.

In order to further optimize the electrochemical perfor-
mance of the graphene biosensor, cyclic voltammetry is used
to verify and optimize the selection of the graphene surface
area. The core significance of the optimization algorithm is
to characterize the corresponding electron mobility on the
electrode surface through the oxidation current on the glassy
carbon electrode. The electrochemical sensitivity of the gra-
phene biosensor is positively represented based on electron
mobility. In this paper, when cyclic voltammetry is used,
the linear voltage characteristic is used to continuously scan
from high voltage to low voltage and then repeatedly scan
back. The corresponding scanning function curve is shown
in Figure 3. It can be seen from the figure that the corre-
sponding detection curve includes two parts: first, when
the potential sweeps to the cathode, the detected substance
will get electrons, so that the reduction peak can be detected;
second, when the corresponding potential sweeps to the
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FIGURE 4: Electrochemical sensitivity curves of graphene biosensors
with different surface areas.

anode, an oxidation peak will appear. Based on this repeated
scanning, the process of continuous gain and loss of elec-
trons is realized. At this time, when the activity of the corre-
sponding detected substance is high, the corresponding two
peaks are symmetrical and the corresponding amplitude dif-
ference is small. When the activity of the corresponding sub-
stance is poor, only one corresponding oxidation or
reduction reaction will occur; thus, there is only one corre-
sponding oxidation peak and reduction peak. Therefore,
based on the above principle, the performance of the selected
biosensor can be sensitively reflected.

In order to further optimize the electrochemical perfor-
mance of the graphene biosensor, cyclic voltammetry is used
to verify and optimize the selection of the graphene surface
area. The core significance of the optimization algorithm is
to characterize the corresponding electron mobility on the

electrode surface through the oxidation current on the glassy
carbon electrode; the electrochemical sensitivity of graphene
biosensor is positively represented based on electron mobil-
ity. The corresponding electrochemical sensitivity curves of
graphene biosensors with different surface areas are shown
in Figure 4. It can be seen from Figure 4 that selecting a
larger graphene surface area is conducive to improving the
electrochemical sensitivity of the biosensor and can give full
play to the good crystal structure and catalytic performance
of graphene to the greatest extent.

3.2. Design and Analysis of Biomedical Experiment Teaching
Evaluation System. The biomedical teaching evaluation sys-
tem designed in this paper is mainly to better evaluate bio-
logical experimental teaching and reflect the practical role
of biosensors in biomedical experimental teaching. The sys-
tem designed in this paper includes five modules: sensor
data processing and analysis module, experimental informa-
tion management module, student experimental feedback
module, teacher classroom feedback module, and overall
evaluation module. The principle framework of the corre-
sponding biomedical experimental teaching evaluation sys-
tem is shown in Figure 5.

In the corresponding sensor data processing module, the
graphene biosensor prepared above is mainly used as the
medium for students to perceive biological characteristics
such as microbiological organelles, so as to help students
better understand the conceptual elements in biomedical
experiments and corresponding biomedical phenomena. By
transforming the biological information sensed by the bio-
sensor into physical signals such as electrical signals and
sending them to the computer for processing and analysis,
students can more comprehensively and intuitively under-
stand the relevant experimental steps and implementation
phenomena, so as to deeply quantify the experimental
results, so as to further improve the effect of biomedical
experimental teaching.
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FIGURE 5: Principle frame diagram of biomedical experiment teaching evaluation system.

The corresponding information system management
level mainly adopts the C/S architecture, the corresponding
physical architecture adopts the LAN form, the correspond-
ing database level adopts the dynamic database technology,
and the network communication protocol mainly adopts
the TCP/IP protocol. The information system management
module is mainly used to comprehensively manage the bio-
logical data collected by biosensors, as well as various bio-
medical experiments and the information of students and
teachers. At the same time, the information system manage-
ment module also needs to comprehensively deal with the
evaluation of students and teachers on biomedical experi-
ments and form final opinions.

The student experiment feedback module is mainly used
to provide an interface for students to timely feed back the
current biomedical experiment teaching effect. It is mainly
used to store and analyze students’ opinions and evaluation
on the experiment and also test the current experimental sit-
uation of students, Thus, students’ evaluation results of bio-
medical experimental teaching are given at the subjective
and objective levels and finally outputted to the evaluation
module for integration with teachers’ evaluation opinions.

The teacher classroom feedback module mainly provides
a subjective teaching effect evaluation interface for teachers.
It records, stores, and analyzes the teachers’ subjective eval-

uation of this biomedical teaching experiment and finally
converts it into a score calculated according to a certain pro-
portion as the evaluation index of the current biomedical
teaching experiment at the teacher level.

The overall evaluation module mainly integrates the
contents of the student experimental feedback module and
the teacher classroom feedback module for comprehensive
processing and analysis. At the same time, the results of
the comprehensive processing and analysis are displayed in
the form of final scores as the evaluation results of the cur-
rent biomedical experimental teaching.

In the security level of the whole biomedical teaching
evaluation system, this paper mainly controls the operation
of the system based on user authentication and key and real-
izes the safe operation of the system by designing hierarchi-
cal permissions for the application system.

4. Experimental Verification and Analysis

In order to verify the advantages of the graphene biosensor
prepared in this paper compared with the traditional biosen-
sor in biomedical experiments, and to verify the practicability
of the biomedical evaluation system proposed in this paper,
this section will analyze and discuss the detection experiment
and experimental effect evaluation based on tryptophan.
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FIGURE 6: (a) Detection linearity curve; (b) monitoring range curve.
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The superiority of the sensor is mainly verified by ana-
lyzing its corresponding linear detection range and corre-
sponding detection limit. Based on this, experiments are
carried out on tryptophan detection solutions with different
concentrations. The corresponding experimental results are
shown in Figures 6(a) and 6(b). It can be seen from the fig-
ure that the graphene biosensor used in this paper has better
detection linearity than the traditional biosensor, and its cor-
responding detection range is also relatively wide.

In order to further verify the reproducibility advantages
of the graphene biosensor proposed in this paper, the same