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With the rapid development of social economy, human psychological pressure is an important factor affecting human health.
Excessive psychological pressure will lead to serious psychological diseases such as depression and anxiety. The traditional
psychological stress monitoring method is mainly limited to the psychological scale. This method has a certain subjectivity, so
its corresponding test data is not representative. At the hardware design level, this paper will select miniaturized, low-power,
and low-cost microphysiological sensors to monitor the psychological pressure level discrimination indicators such as heart
rate, body temperature, and heart rate waveform and fully optimize the layout of wireless sensors at the hardware layout level
to achieve the high efficiency of the whole system. The detection of human pulse signal and heart rate signal is mainly carried
out through microsensors, and the temperature signal is filtered and amplified, and analog-to-digital conversion is carried out
to realize the accurate measurement of key signal waveform. At the level of hardware system and software algorithm, this
paper creatively proposes a psychological stress recognition algorithm based on evidence theory. By extracting the collected key
signal features, we can identify the primary stage of psychological stress and finally realize the evaluation and analysis of
individual psychological stress through evidence theory. The experimental results show that the trust degree of an individual
psychological stress test is improved by 0.187 compared with the traditional algorithm, and the corresponding psychological
stress trust degree is up to 0.988, which has obvious advantages.

1. Introduction

As an important factor affecting human mental health in
modern society, the monitoring and data analysis of its key
indicators have attracted more and more attention of
research institutions and researchers. The traditional psy-
chological stress monitoring is mainly a psychological scale.
The commonly used psychological stress scale mainly
includes a perceived stress scale, psychological stress scale,
and related stress scale. It needs human subjective interven-
tion in identifying and analyzing the level of human psycho-
logical stress. Therefore, the corresponding discrimination
results often have serious subjective performance, which
cannot represent the real situation of individual psychologi-
cal pressure in a certain sense [1–3]. At the level of tradi-

tional psychological stress observation factors, it mainly
involves human physiological measurement and physical
means measurement. At the level of corresponding physio-
logical measurement, it mainly needs the help of some exter-
nal instruments and equipment to obtain by sampling and
analyzing the corresponding physiological data of the
human body. Based on this, the traditional evaluation
indexes of human psychological stress include ECG, heart
rate, human temperature and photoelectric pulse, speech,
and EEG signals [4, 5]. Based on the above relevant indica-
tors, the traditional psychological stress assessment methods
include an interview method, psychological detection
method, and questionnaire method, but such assessment
algorithms often require the active response and cooperation
of participants to achieve a more ideal assessment state.
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Therefore, the traditional psychological stress monitoring
and assessment algorithms have serious subjectivity and lose
some authenticity [6–8]. Therefore, how to monitor and
analyze human physiological data in real time through sen-
sors, so as to objectively and accurately analyze and study
individual psychological pressure and realize the objective
quantitative evaluation of individual psychological pressure,
is the focus of this study.

Microphysiological sensor network technology with the
continuous development of artificial intelligence and pattern
recognition technology and low-power, miniaturized, and
high-precision wireless physiological sensors provide the
possibility for real-time monitoring of key evaluation indica-
tors of psychological stress [9, 10]. The wearable intelligent
device formed by miniaturized sensors greatly reduces the
cost of real-time monitoring of human physiological charac-
teristics, and its corresponding wearable device operation
tends to be simpler and simpler [11]. Through the real-
time monitoring of a heart rate sensor, temperature sensor,
blood pressure sensor, and acceleration sensor integrated
on wearable intelligent devices, individual physiological data
can be accurately obtained [12, 13]. The emergence of a
microwireless physiological sensor network further reduces
the difficulty of data processing. It can realize the real-time
transmission of the corresponding physiological data of the
human body to the base station or data processing center
in a cooperative manner, so as to realize the accurate evalu-
ation and real-time tracking analysis of individual psycho-
logical stress. At the same time, individuals can also adjust
and treat themselves through real-time data, so as to timely
alleviate their own psychological pressure [14].

Based on the above psychological stress detection situa-
tion, this paper will design a wearable psychological stress
monitoring and data analysis system based on low-power
small physiological wireless sensors and conduct detailed
research from the software and hardware levels. In terms
of system hardware, this paper will select miniaturized,
low-power microphysiological sensors to monitor human
heart rate, temperature, heart rate waveform, and other psy-
chological stress level discrimination indicators and compre-
hensively optimize the layout of wireless sensors to achieve
high efficiency, high system transmission rate, and anti-
interference performance; the sensor data acquisition mod-
ule collects the human pulse signal and heart rate signal, fil-
ters and amplifies the temperature signal, and performs
analog-to-digital conversion to achieve accurate measure-
ment of key signals; at the system software level, this paper
innovatively proposes a system based on a psychological
stress recognition algorithm based on multiphysiological
parameter fusion decision-making based on evidence theory.
Compared with the traditional algorithm, the algorithm can
perform comprehensive judgment and analysis based on
more key signals, thereby improving the accuracy and reli-
ability of the judgment and analysis. In this algorithm, mul-
tiple physiological data indicators need to be collected and
quantified by extracting the key signal features collected,
identifying the primary stage of psychological stress, and
finally realizing the evaluation and analysis of individual
psychological stress through evidence theory. The experi-

mental results show that the trust degree of the individual
psychological stress test is 0.187 higher than that of the tra-
ditional algorithm, and the corresponding psychological
stress trust degree is as high as 0.988, with obvious
advantages.

Based on this, the main contents of the article are
arranged as follows: the second section of the article will
focus on the current research status of wearable psychologi-
cal stress monitoring devices based on wireless sensors. The
third section will focus on the analysis and research of the
psychological stress recognition algorithm based on the
fusion decision of multiple physiological parameters based
on evidence theory and design the software and hardware
of wearable psychological stress monitoring equipment. In
the fourth section of this paper, the wearable devices
designed in this paper will be tested and verified, and the
data analysis will be given. Finally, this paper will be
summarized.

2. Correlation Analysis: Research Status of
Wearable Psychological Stress Monitoring
Equipment and Data Analysis Based on a
Wireless Sensor

At the level of psychological stress monitoring and data
analysis, a large number of scientific research institutions
and researchers have analyzed from different angles and also
designed a large number of individual psychological stress
assessment systems. At the level of corresponding indicators
for evaluating the level of psychological stress, relevant
researchers in the United States have analyzed and studied
individual EEG signals, which mainly study the correlation
between EEG asymmetry and psychological stress and
depression level. The corresponding experimental results
show that EEG asymmetry can indeed be used as an impor-
tant indicator of individual psychological stress; however, it
is relatively difficult to monitor EEG signals [15]. Relevant
scientific research institutions in Japan have focused on the
correlation between individual psychological stress and indi-
vidual voice expression and workload. The corresponding
fundamental frequency and fundamental frequency jitter of
voice signal can best reflect the current pressure faced by
individuals. At the same time, with the increase in workload,
the corresponding fundamental frequency jitter is more
severe [16]. At the level of psychological stress assessment,
the mainstream research focuses on human intervention
and physiological parameter monitoring. At the level of cor-
responding physiological parameter monitoring, the main-
stream research includes physiological parameter
monitoring technology, psychological stress inducing factor
setting, and individual psychological stress assessment algo-
rithm. Relevant researchers in the United States have estab-
lished physiological stress identification models based on
four different stressors. At the same time, the stability and
reliability of the model are verified [6, 17, 18]. Relevant
European institutions assess human psychological stress
based on ECG, skin surface temperature, skin surface
impedance, and other parameters monitored by individuals,
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and the corresponding reliability of psychological stress
assessment is about 90%, but this method relies too much
on participants’ subjective emotional memory ability. At
the same time, the response time of EEG signal to psycho-
logical stress and the initial emotional representation time
are uncertain, so the reliability of the result is low [19, 20].
Relevant American research institutions have proposed a
plethysmogram technology to evaluate individual psycho-
logical stress. It mainly obtains the plethysmogram of indi-
vidual heart under static and pressure conditions and then
evaluates individual stress by analyzing image features [21,
22]. The advantage of this method is that it does not require
individual contact with relevant sensors. However, the reli-
ability of psychological stress corresponding to this method
is low [23, 24].

3. Research on Wearable Psychological Stress
Monitoring Equipment and Data Analysis
Based on a Wireless Sensor

This section mainly analyzes and studies the software and
hardware design of the wearable psychological stress moni-
toring system based on a microwireless sensor network.
The corresponding system design principle block diagram
is shown in Figure 1. It can be seen from the figure that at
the hardware design level, this paper selects the physiological
signal acquisition circuit with a single-chip microcomputer
as the core, in which the corresponding core module
includes a signal acquisition circuit, signal amplification cir-
cuit, signal filter circuit, digital-to-analog conversion circuit,

serial communication circuit, and power supply circuit. The
core algorithm at the corresponding software architecture
level is mainly the psychological stress identification algo-
rithm based on evidence theory and multiphysiological
parameter fusion decision. The algorithm mainly realizes
the evaluation and analysis of individual stress based on
the elements collected by the sensor. The main purpose of
the algorithm is to establish the psychological stress evalua-
tion and identification model. The core elements include the
basic probability distribution function kernel and the evi-
dence association and rule kernel.

3.1. Analysis and Research on the Psychological Stress
Recognition Algorithm Based on Evidence Theory and
Multiphysiological Parameter Fusion Decision. In order to
solve the evaluation accuracy and objectivity of an individual
psychological stress evaluation algorithm, a psychological
stress recognition algorithm based on evidence theory and
multiphysiological parameter fusion decision-making is
constructed in this paper. A variety of physiological infor-
mation such as ECG, skin temperature, and EEG are col-
lected by wireless sensors, and the three kinds of
information are combined to form an information fusion
body. Before the physiological information fusion, each
physiological information acquisition sensor needs to pre-
process and analyze the corresponding data and extract its
corresponding features; then, the corresponding preprocess-
ing results are evaluated and calculated through the multie-
vidence theory, so as to obtain the probability value of the
recognition target corresponding to each physiological
parameter compared with other sensors. Finally, the final
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Figure 1: Principle block diagram of the wearable psychological stress monitoring device system based on a wireless sensor.
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evaluation result is obtained through the psychological pres-
sure credibility function given by the fusion model. The
operation block diagram of the psychological stress recogni-
tion algorithm based on evidence theory and multiphysiolo-
gical parameter fusion decision-making proposed in this
paper is shown in Figure 2.

It can be seen from the figure that the main core of the
algorithm proposed in this paper is two parts, corresponding
to the analysis of basic probability distribution function of
sensor physiological characteristics, model evidence fusion,
and standard definition.

The basic probability distribution function of sensor
physiological characteristics is the basis of evidence theory.
Combined with the psychological stress characteristics, the
target of physiological characteristics to be detected is set
as q, and the corresponding b is set as the judgment process
of sensor local feature analysis. Therefore, it can be con-
cluded that the representation framework of individual psy-
chological stress recognition corresponds to [d1, d2, d3, d4],
and the corresponding d1 represents individual psychologi-
cal stress. The corresponding d2 represents that the individ-
ual does not have psychological stress, d3 represents that the
individual does not have any state, and the corresponding d4
represents that the two states of the individual exist at the
same time. In the setting of this paper, it is assumed that
d3 does not exist, and the combination of d3 and d4 into
an individual psychological stress state is not clear. Accord-
ing to the evidence theory, based on this, a specific sensor
needs to be assigned probability in an identification space,
and the corresponding probability function needs to meet
formula (1), where the corresponding c represents the iden-
tification space and the corresponding w : 2c−½0,1� represents
the basic probability assignment according to the specific

algorithm.

0 <w cð Þ < 1⟶w ∂ð Þ⟶w c1ð Þ +w c2ð Þ+⋯w cnð Þ = 1:
ð1Þ

Based on formula (1), the formula corresponding to the
trust function of the specific physiological sensor and its cor-
responding basic probability assignment relationship is
shown in formula (2). A in the corresponding formula (2)
represents the specific monitoring physiological index in
the sensor and the identification target in the evidence the-
ory:

w b1ð Þ +w b2ð Þ +w b3ð Þ+⋯w bnð Þ = Bel bð Þ: ð2Þ

Based on formula (2), the calculation formula of a likeli-
hood function of target recognized by a specific sensor is fur-
ther deduced. The corresponding likelihood function is
shown in

P bð Þ = 1 − w b1
� �

+w b2
� �

+w b3
� �

+⋯w bn
� �h i

: ð3Þ

Based on this, the uncertainty of psychological stress
assessment conveyed by the physiological characteristics
monitored by specific sensors is mainly composed of formu-
las (1) and (2), and the corresponding uncertainty function
calculation formula is shown in

error1 = P b1ð Þ − Bel b1ð Þ,
error2 = P b⋯ð Þ − Bel b⋯ð Þ,
error3 = P bnð Þ − Bel bnð Þ:

8>><
>>:

ð4Þ
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Figure 2: Operation block diagram of the psychological stress recognition algorithm based on evidence theory and multiphysiological
parameter fusion decision.
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Combining formulas (1)–(4) can basically determine the
basic probability distribution function of sensor physiologi-
cal characteristics.

At the level of model evidence fusion and standard defi-
nition, it is mainly discussed that multiple physiological fea-
tures are combined and analyzed according to certain laws,
so as to realize the multiparameter fusion of psychological
stress assessment. The corresponding fusion function is
shown in formula (5). The corresponding k in the formula
represents the degree of conflict after the judgment of phys-
iological features among multiple sensors, and the closer the
corresponding value is to 1, the more intense the conflict
between the preliminary judgment results corresponding to
the sensor. When the corresponding value is greater than
or equal to 1, it is determined that the judgment result is
completely excluded. The calculation formula of the corre-
sponding conflict coefficient k is shown in formula (6).

error bð Þ = error1 x1ð Þ ∗ error2 x1ð Þð Þ+⋯+ errori xið Þ ∗ errori xið Þð Þ½ �
1 − k

,

ð5Þ

k = 1 − error1 x1ð Þ ∗ error2 y1ð Þð Þ½ +⋯+ errori xið Þ ∗ errori yið Þð Þ½ �⟶ xi ∩ yi:

ð6Þ
For the preliminary identification results of multiple sen-

sors, it needs to meet a certain exchange law and combina-
tion law. The corresponding satisfaction formula is shown

in formula (7). The corresponding x, y, and z in the formula
represent the physiological characteristics monitored by spe-
cific sensors, that is, the evidence body in evidence theory.

x ⊗ y ⊗ z⟶ y ⊗ x ⊗ z⟶ y ⊗ z ⊗ x: ð7Þ

Based on the above theory, the final evaluation principle
of psychological stress is as follows, which is also the conclu-
sion of this algorithm:

(1) The trust function value corresponding to the psy-
chological stress of the final decision is the largest
among all the sensor trust function values

(2) The value of the trust function corresponding to the
final evaluation of psychological stress is greater than
1/2, and the trust function under the fusion is more
than twice the value of the trust function of each spe-
cific sensor

3.2. Design and Research of a Wearable Psychological Stress
Monitoring Device Based on a Wireless Sensor. At the hard-
ware level, this paper designs a wearable psychological stress
monitoring system based on the above data processing algo-
rithm. The system mainly monitors individual heart rate,
EEG signal, skin temperature, and heart rate waveform
based on microphysiological sensors. The corresponding
hardware system mainly includes various physiological sen-
sors, power supply module, data acquisition module, data
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(lt8027, lt8025)

Linear power supply (sm74401)

+3.3V
+1.8V
+5.0V
–5.0VAuxiliary power supply

1

2

1

2

Icm

Ica

Common mode network

Acquisition data storage
circuit

Wireless transmission
technology

+IN+

IN– –
OUTAOL

V+

V–

Figure 3: Hardware principle block diagram of wearable psychological stress monitoring based on a wireless sensor.
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analysis module, and wireless transmission module. The
core module includes data acquisition module, data analysis
module, and wireless transmission module. Figure 3 is the
hardware block diagram of the system. It can be seen from
the figure that the hardware system mainly focuses on the
design of physiological data information acquisition circuit,
and its key indicators include signal acquisition and amplifi-
cation factor, signal noise and interference suppression pro-
cessing, digital-to-analog sampling, and conversion rate
design.

The central processor part of the system, that is, the sig-
nal data processor part, mainly selects STM32 as the core
data processor, which can receive the data corresponding
to the data acquisition chip using the I2C interface and
transmit the data based on the I2C transmission mode. At
the same time, the processor selected in this paper also has

the function of connecting with the wireless sensor network.
Based on this, the single-chip microcomputer model selected
in this paper is LilyPad, which has obvious interface and vol-
ume advantages as a wearable intelligent device.

In the corresponding data acquisition and analysis mod-
ule, we need to focus on signal acquisition and amplification,
signal noise and interference suppression processing, digital-
to-analog sampling, and conversion rate design. In the cor-
responding signal amplification part, this paper fully com-
bines the weak characteristics of ECG and EEG signals to
design the corresponding amplification factor (300 times in
this paper) to meet the size of subsequent voltage window
and corresponding analysis requirements. At the corre-
sponding noise and interference suppression level, it mainly
prints common mode signals mixed in ECG and EEG sig-
nals, power frequency power supply clutter signals, and

a(t)

b(t)

c(t)

Sampling pulse signal

Original signal

Sampled signal

Time (t)

Time (t)

Time (t)

Figure 4: Waveform diagram of digital-to-analog acquisition conversion form of the wearable psychological stress monitoring system based
on a wireless sensor.
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certain interference signals. At the level of corresponding
digital-to-analog conversion and sampling rate, the sam-
pling accuracy needs to be considered. The form of digital-
to-analog conversion signal used in collecting ECG, EEG,
and skin temperature in this paper is shown in Figure 4. In
the corresponding figure, aðtÞ represents the original signal,
bðtÞ represents the sampled pulse signal, and cðtÞ represents
the sampled signal. It can be seen from the formula that the
sampling accuracy is mainly determined by the resolution of
the sampling chip.

The hardware circuit of data acquisition and analysis
module mainly includes front-end circuit module (including
front-end amplification module, high-pass filter part, rear-
end amplification part, and low-pass filter part), analog-to-
digital conversion part, auxiliary power supply part, serial
port circuit module part, etc. The corresponding hardware
circuit transmission mode of each part is shown in
Figure 5. It can be seen from Figure 5 that the precircuit
module needs a total of 40 amplifiers. At the same time,
the amplification factor of the prestage amplification circuit
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Figure 6: Schematic diagram of the auxiliary power circuit of the hardware system of the data acquisition and analysis module.
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designed in this paper is 7 times, and the voltage amplitude
collected by the corresponding original circuit is 1mv; then,
the signal amplitude amplified by the amplification circuit is
7mv. At the corresponding differential mode signal elimina-
tion level, the differential circuit is mainly used to eliminate
the corresponding interference signal. Based on this, the
magnification calculation formula of the primary amplifica-
tion circuit can be obtained, as shown in formula (8). The
corresponding resistance in the formula is the amplification
factor matching resistance.

G = R1 + R0
R0

: ð8Þ

Based on the above primary amplification, filter process-
ing is carried out, and enter the secondary amplification part
at the same time. The magnification selected in the corre-
sponding secondary amplification part is 8 times. At this
time, the calculation formula of the corresponding system
signal magnification is shown in formula (9), and the corre-

sponding magnification is 56 times.

Gall = G1 :
1 + R1
R0

� �� �
∗ G2 :

1 + R2
R0

� �� �
: ð9Þ

The high-pass filter used in this paper is RC structure,
which mainly uses the resonance of resistance and capaci-
tance to filter the high-frequency signal. At the same time,
the circuit design of this high-pass filter is simple and the
cost is low. Based on equations (10) and (11), the filtering
time constant and the corresponding minimum frequency
of the high-pass filter used in this paper can be calculated.

f1 =
1

2 ∗ π ∗ R1 ∗ C1ð Þ ,

f2 =
1

2 ∗ π ∗ R2 ∗ C2ð Þ ,

8>>><
>>>:

ð10Þ
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Figure 8: ECG signal, EEG signal, and skin temperature sampling waveform in a calm period.
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t1 = R1 ∗ C1,
t2 = R2 ∗ C2,
t = t1 + t2:

8>><
>>:

ð11Þ

In the corresponding auxiliary power supply circuit, the
conventional DC-DC power chip is mainly used to set up
the corresponding auxiliary circuit. The main level of the
system designed in this paper includes conventional voltages
such as 3.3V, 5V, 1.8V, and -5V. The chips mainly selected
in this paper include power chips such as LT8025, LT8027,
and SM74401. The schematic diagram of the corresponding
auxiliary power supply circuit is shown in Figure 6.

At the level of corresponding wireless transmission mod-
ule circuit design, this paper mainly selects Bluetooth technol-
ogy to realize the circuit design of the wireless transmission
module. The corresponding Bluetooth module selected in this
paper is HC-09, its corresponding transmission rate can reach
1Mbps, and the corresponding maximum transmission dis-
tance is about 100m. When the Bluetooth module enters the
data transmission working mode, its corresponding four pins

are voltage pin VCC, data output pin TX, data input pin RX,
and module GND. When the hardware circuit is connected,
the data input pin TX of the corresponding Bluetooth module
shall be connected with the data output pin RX of the single
chip microcomputer, and the corresponding Bluetooth data
receiving pin RX shall be connected with the data output pin
TX of the single-chip microcomputer.

In the corresponding software algorithm flow architec-
ture part, the corresponding algorithm implementation flow
is shown in Figure 7. The main software algorithm flow
includes the MCU initialization process, physiological data
acquisition and analysis process, algorithm calculation and
evaluation process, data transmission process, and data dis-
play and interaction process.

At the PCB design level of the hardware part, it mainly
reduces the loss caused by reducing the corresponding para-
sitic parameters by simulating the corresponding parasitic
parameters. At the same time, in the aspect of device selec-
tion, this paper mainly selects the chip with lower power
consumption and reduces the loss of the overall hardware
as much as possible in the aspect of device selection.
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Figure 9: ECG, EEG, and skin temperature sampling waveforms of experimental participants in the psychological stress simulation period.
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4. Experimental Verification and Data Analysis

The corresponding experimental environment and experi-
mental conditions are as follows: the experimental subjects
selected 9 students from related majors of a university as
the experimental objects, mainly based on the system
designed in this paper to collect their corresponding physio-
logical parameters, such as ECG, EEG, and skin temperature,
so as to ensure the normal mental health of the subjects
before the corresponding experiment. There were no obvi-
ous emotional abnormalities. The corresponding experi-
mental process is as follows: the wearable psychological
stress monitoring system equipment based on a wireless sen-
sor designed in this paper is worn to the participants, which
calms the experimenters’ mood for about 10 minutes before
officially entering the experiment, records and stores the cor-
responding physiological parameter characteristics, and
starts playing music from slow to fast after the calm transi-
tion period. The physiological parameters of the experi-

menters were recorded in real time, and their psychological
stress level was evaluated.

The ECG, EEG, and skin temperature sampling values of
the corresponding 10 college students in the quiet period are
shown in Figure 8. It can be seen from the figure that the
physiological parameters of the participants in the experi-
ment are basically stable in the current state. At the same
time, the psychological stress measurement under the psy-
chological stress evaluation algorithm is a low value, which
is more in line with the actual phenomenon.

After the calm period, the corresponding physiological
parameters of the experimental participants in the corre-
sponding psychological stress simulation period are shown
in Figure 9. It can be seen from the figure that during this
period, the corresponding physiological parameters of each
participant generally accelerated, the corresponding ECG
and EEG signal fluctuations increased significantly, and the
skin temperature of the corresponding participants
increased significantly.
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Figure 10: Psychological stress trust curve.
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Based on the above monitoring data and compared
with the traditional psychological stress assessment algo-
rithm, the corresponding psychological stress trust curve
is shown in Figure 10. It can be seen from the figure that
the corresponding psychological stress trust value of most
experimental participants in the psychological stress simu-
lation period is improved by 0.187 percentage points com-
pared with the corresponding accuracy of the traditional
algorithm, and part of the trust can reach 0.988. There-
fore, the wearable psychological stress monitoring system
based on a wireless sensor and its corresponding psycho-
logical stress evaluation algorithm proposed in this paper
have obvious advantages.

Based on the experimental results and experimental
data analysis, it can be concluded that the wearable psy-
chological stress monitoring system based on a wireless
sensor and the psychological stress identification algorithm
based on multiphysiological parameter fusion decision-
making based on evidence theory have obvious advantages
over the traditional psychological stress estimation system,
and its corresponding system reliability and analysis accu-
racy are significantly improved; therefore, the system has
popularization value.

5. Conclusion

This paper mainly analyzes the current research status of
individual psychological stress monitoring equipment and
data analysis and expounds the problems existing in the
traditional psychological stress monitoring technology.
Based on the research status, based on the continuous
development of microwireless sensor network technology,
a wearable psychological stress monitoring device based
on a wireless sensor is proposed, and an analysis algo-
rithm is proposed based on the corresponding data analy-
sis. At the hardware level of the system, this paper selects
miniaturized and low-power microphysiological sensors to
monitor the psychological pressure level discrimination
indicators such as human heart rate, temperature, and
heart rate waveform, fully optimize the layout of wireless
sensors, realize the high efficiency, high transmission rate,
and anti-interference performance of the system, and col-
lect human pulse signals and heart rate signals through
the sensor data acquisition module. The temperature sig-
nal is filtered and amplified, and analog-to-digital conver-
sion is carried out at the same time, so as to realize the
accurate measurement of key signals. At the system soft-
ware level, this paper innovatively proposes a psychologi-
cal stress identification algorithm based on
multiphysiological parameter fusion decision-making based
on evidence theory. By extracting the collected key signal
features and identifying the primary stage of psychological
stress, this paper finally realizes the evaluation and analysis
of individual psychological stress through evidence theory.
The experimental results show that the trust degree of an
individual psychological stress test is improved by 0.187
compared with the traditional algorithm, and the corre-
sponding psychological stress trust degree is up to 0.988,
which has obvious advantages. In the follow-up, this paper

will comprehensively analyze individual psychological
stress based on more physiological data and further opti-
mize the wearable psychological stress monitoring and
data analysis system to realize the intellectualization and
sustainable development of the system.
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Based on computing cluster and intelligent sensor network technology, in view of network delay, this paper uses first-in-first-out
buffers to be built at the node sending and receiving ports to convert the random delay of the physical exercise behavior network
control system into a fixed delay. First, we analyze and model the controller design of the physical exercise behavior network
control system. Through the analysis and synthesis of the current situation and methods of the physical exercise behavior
network control system controller at home and abroad, the sensor is driven by time, and the controller and actuator are used.
In the event-driven method, the sending and receiving buffers are set on the network ports of the nodes, the delay is changed
from random to fixed at the same time, and the problem of data packet timing disorder is improved. Secondly, through the
analysis of the internal control system node, the internal AD, DA conversion, data storage, CPU internal tasks, and task
scheduling algorithm modules are implemented in the model. Experimental simulations show that, in view of the difficulty of
unsatisfactory tracking effect caused by the aliasing of multiple target signals collected by sensor nodes, a combined tracking
strategy is adopted; that is, multiple tracking dynamic clusters are combined into one for tracking when the sports behavior is
close. In order to avoid the heavy communication and computing requirements in the centralized mode, mobile sensor
networks usually adopt a distributed fusion architecture. The dynamic cluster maintenance and positioning strategy are given.
In the stage of separation of multiple sports behaviors, a dynamic cluster decomposition algorithm based on boundary search
is proposed, which can effectively determine the degree of separation of sports behaviors and provide a basis for establishing
new dynamic clusters for follow-up tracking. The results show that the algorithm can effectively realize the merging and
decomposition of dynamic clusters of multiple sports behaviors and effectively realize the dynamic tracking of multiple sports
behaviors.

1. Introduction

With the development of electronic computers, network
communication technology, and sensor technology, the
structure of the control system is becoming more and more
complex, the network topology is increasing day by day, and
the complexity of the exchange and sharing of information
between the various components of the system has increased
sharply. The centralized control system can no longer meet
the increasingly complex control performance requirements
[1]. In order to effectively solve the above problems, a net-
worked control system was created, namely, the Netwoked

Control System (NCS). The emergence of the NCS effec-
tively solved the limited limitations of the traditional cen-
tralized control system. The limitations of computing and
communication resources and the spatial layout of system
components reduce the structural complexity of the control
system to a certain extent and save operation and mainte-
nance costs. It is used in aerospace, vehicle systems, remote
control robots, and industrial control with high risks [2–5].
The physical exercise behavior capture system is a technical
device used to measure the physical exercise behavior status
of physical exercise behavior objects in three-dimensional
space. The physical exercise behavior capture system is
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widely used in the fields of film digital special effects and ani-
mation, games and human-computer interaction, training
and simulation, health monitoring and rehabilitation train-
ing, and navigation. There are many ways to capture phys-
ical exercise behavior. The current mainstream is the
acquisition of human physical exercise behavior based on
multicamera and the acquisition of human physical exer-
cise behavior based on microsensor. Research on the phys-
ical exercise behavior network control system is far from
enough to study the control strategy. It is also necessary
to fully consider the influence of network factors. Through
the research on related scheduling algorithms, the control
strategy and network scheduling algorithm can be reason-
ably modeled and systematically. This analysis has impor-
tant practical significance for the development of physical
exercise behavior network control system [6–9].

Guleria and Verma [10] take some time-varying delay
physical exercise behavior network control systems, and
the corresponding random delay is converted into a fixed
delay by setting the receiving first-in first-out buffer queue
at the front end of the controller and the actuator. On this
basis, Otoum et al. [11] designed a “delay compensation
state observer.” The main idea is to use the observer to esti-
mate the state of the object, use the predictor to predict the
system state in advance, calculate the corresponding control
signal, and realize the delay compensation. The measure-
ment data is stored in the first-in-first-out buffer queue
on the controller side, and the controller’s signal is stored
in the queue. Zhu [12] converts the delay caused by the
network in the system into a fixed delay, which can be
based on the fixed delay. Aiming at the random physical
exercise behavior network control system model where
the random time delay is greater than one sampling period
and the controller and the actuator are both event-driven,
Verma et al. [13] studied single input single output and
multiple input multiple. The closed-loop stability of the
output is based on the known conditions of the network
state variables. Bhushan et al. [14] designed the optimal
controller of a long-delay network control system to make
the exponential mean square of the system stable. Some
researchers have proposed the MEF-TOD dynamic sched-
uling algorithm. In the event of a network conflict, the sen-
sor message with the largest error is transmitted first, and
the message that is not transmitted will be discarded.
Research has shown that it is ensuring sufficient network
transmission rate. Under the premise of this method, the
performance of the system can be guaranteed by using this
method. At the same time, the appropriate use of predictors
or linear prediction techniques is an effective supplement to
the algorithm [15–18]. Some scholars have proposed the
MTS (Mixed Traffic Scheduler) scheduling algorithm for
the physical exercise behavior network control system using
the controller area network (CAN) and combined with the
earliest time limit dynamic scheduling algorithm (Earliest
Deadline, ED) and time limit monotonic static scheduling;
it has higher schedulability than the DM scheduling algo-
rithm and a smaller network load than the ED scheduling
algorithm. The effectiveness of the algorithm is verified by
comparison [19–25].

This paper analyzes and models the communication sys-
tem of the physical exercise behavior network control system
and analyzes the current status and methods of the network
scheduling research of the physical exercise behavior net-
work control system at home and abroad. The network pro-
tocol is the CAN network protocol with high real-time
performance. We implement the CAN network protocol
data frame format, network scheduling algorithm (CSMA/
AMP), model the storage queue system, data encapsulation
function, and network message scheduling function involved
in the communication process. The core hardware of the
physical exercise behavior capture system in this article is
the sensor node and the communication base station, to
realize the human physical exercise behavior monitoring
system based on the human sensor network as the sports
behavior, with low cost, low power consumption, high mod-
ularity, high reliability, high-precision, and easy-to-wear,
and other characteristics are the design guidelines. A set of
human physical exercise behavior monitoring system based
on a nine-axis wireless sensor platform was developed,
which initially achieved the purpose of real-time physical
exercise behavior monitoring. One of these sensor nodes will
serve as the central node, which is also responsible for the
networking and control of the human sensor network; the
base station is responsible for controlling the start and stop
of the physical activity capture of the human sensor net-
work, as well as receiving physical activity data and transfer
it to the computer.

2. Construction of Analysis Model of College
Students’ Physical Exercise Behavior Based
on Computing Cluster and Intelligent
Sensor Network

2.1. Computing Cluster Hierarchical Distribution. The com-
puting cluster hierarchical network consists of a large num-
ber of deployed sensor nodes and information gathering
nodes. Through wireless communication, they form a multi-
hop self-organizing distributed network system that can
autonomously complete designated tasks based on environ-
mental information. Figure 1 shows the hierarchical distri-
bution of computing clusters.

In the physical exercise behavior network control sys-
tem, the driving mode of the node is divided into time-
driven and event-driven. The time-driven working mode
refers to the node sampling the signal according to the sam-
pling clock and then performing related data operations.
The clock driving mode needs to pay attention to that the
nodes must be synchronized; otherwise, it will cause the
action of different nodes in the system. There is a time differ-
ence; event-driven means that the activation of a node is
related to the arrival of the signal. When a certain node
receives a certain signal, the node is activated immediately,
and then the data is processed and sent; that is, the node
executes a specific mode. The action is “driven” by the arrival
of a certain “signal;” so, this working method is called
event-driven. Under the premise of comprehensively consid-
ering system control performance and system real-time
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performance, the sensor in this paper is selected as time-
driven, timed sampling model data, and controllers, and
actuators are event-driven.

t f + idf − t f × idf = 0,

t f wi,Dið Þ =Nw1,Dj
× 〠

K

n=1
Nwn ,Dj

×N:
ð1Þ

The sensor nodes, controller nodes, and actuator nodes
of this system are the final application objects of the control
system model. The internal structure of the control system
is different for different nodes. The sensor node adopts a
time-driven mechanism to realize the function of data collec-
tion and package transmission. Its internal AD converter will
periodically sample certain parameters of the physical pro-
cess, and the results will be stored in the RAM inside the
CPU. Each task inside the CPU can be used for this purpose.
The data is read and written, but at a certain moment, only
one task is allowed to read and write.

f m, tð Þ = n ∗ f m, tð Þ
∑n
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g m, tð Þ = n ∗ h m, tð Þ/k i, tð Þð Þ
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ð2Þ

The controller node uses an event-driven mechanism to
achieve the following functions: read data from the network,
calculate the control amount, encapsulate it into a network
message frame, and send it to the transmission network. Spe-
cifically, the internal network message receiving task of the
controller node reads the network message frame from the

network through the port connected to the network inside
the controller, decapsulates it by the internal transceiver of
the controller, reads the valid data therein, and stores it in
the internal RAM of the CPU. This RAM is shared by all
nodes inside the CPU. It is the same as the sensor node. Only
one task is allowed to obtain the right to use the CPU at a
time and read and write the RAM.
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The data acquisition process of the physical exercise
behavior capture system in this article is as follows: the sys-
tem starts and keeps the node in the standby state, then the
PC sends the start physical exercise behavior capture com-
mand wirelessly through the base station, and the node in
the BSN starts after receiving the start capture command.
The centralized tracking system is suitable for the situation
where the number of sensors is small. In this state, the node
transmits the data wirelessly to the base station while col-
lecting and storing data, and the base station then transmits
the data back to the computer for corresponding processing.

2.2. Smart Sensor Network Topology. The physical exercise
behavior network control system has a delay between the
sensor controller and the controller actuator. When calculat-
ing the control amount inside the controller, there is also a
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certain delay. The cause of network data packet loss is that
during the process of data packet transmission, transmission
errors caused by network congestion, transmission timeout
exceeding a certain error rate, connection interruption
caused by node failure, etc. are caused by unknowable rea-
sons. If the error rate is not set, the default error rate of
the network is 0, and no loss will occur during data packet
transmission; if the error rate of the network is set to 0.1, it
will be transmitted after 10 times. During the process, there
will be a transmission error. In this case, you can choose to
resend or discard the data packet. This measure can simulate
the network data packet loss and the corresponding process-
ing error. Figure 2 shows the distribution of nodes in a smart
sensor network.

The sensor node in this article is mainly composed of
microcontroller, physical exercise behavior sensor, wireless
module, power management module, and so on. Because
the node needs to be small (easy to wear) and must be able
to work continuously for a long time, the microcontroller
must support low power consumption mode; the node inte-
grates a nine-degree-of-freedom physical exercise sensor,
and the amount of data that needs to be processed is large;
so, the microcontroller memory is required; due to the
real-time requirements of the system, the microcontroller
needs to have a fast processing speed. According to whether
the coordinate location information is obtained or not, the
network nodes can be divided into beacon nodes and nodes
with unknown locations. A beacon node is a node that
actively obtains its own location information in some way
after being deployed and sends its own information to the
location node for other nodes to locate its location; nodes
with unknown locations need the location information of
the beacon node. Usually, triangulation, trilateral measure-
ment, and maximum likelihood estimation method can be
used to accurately calculate the position of the node.

2.3. Analysis of College Students’ Physical Exercise Behavior.
When the human physical exercise behavior capture system
is working, the measured person wears more than a dozen
sensor nodes for physical exercise behavior capture. We
need to implement network interconnection between these
nodes to compensate for the rather limited sensor software
and hardware resources to realize the optimal use of
resources. In addition, the system needs to integrate the data
collected by each node at the same time at the data process-
ing end; otherwise, it will cause incoherent and deformed
movements when restoring the physical exercise behavior
data. It is only designed for channel resource allocation
and conflict avoidance. Therefore, the traditional synchroni-
zation mechanism cannot guarantee that the data collected
at the same time can reach the data processing end at the
same time. Figure 3 is the composition of the physical exer-
cise behavior module.

The sampling frequency of the physical exercise behavior
data of the sensor node mainly depends on the application,
the type of physical exercise behavior, or the different parts
of the joint. In general, we believe that the lowest sampling
frequency that can be used to describe people’s daily activi-
ties is 20Hz, and the medium sampling frequency is about

50~100Hz; it can be seen that the communication data vol-
ume of the network in the data transmission state is quite
large; so, the communication protocol must minimize its
overhead in other states. However, the network access of
nodes and network control will occasionally require com-
munication time slots. In order to make more reasonable
use of channel resources, we introduce a competition mech-
anism in TDMA communication based on the scheduling
mechanism, referring to the multisuperframe structure of
the MedMAC protocol. A single-hop star network is formed
between all nodes and the central unit (CU)/central node.
Each measured object has a central unit/central node
responsible for data relay from node to base station and con-
trol from base station to node. This method has many
advantages. First, all nodes except the central node do not
need a large transmission power, which not only ensures
the effective use of resources but also reduces the radiation
hazard to the human body. Second, the star-shaped network
is simple in networking, reducing routing overhead. Third, if
we need to capture long-distance and large-scale physical
exercise behaviors, we can increase the transmission power
of the central node, since the signal coverage of nodes other
than the central node is very small, which ensures the trans-
mission distance and the stability of the system.

2.4. Model Iteration Factor Update. The sequence of mes-
sages transmitted in the network is out of order, indicating
that the order in which the destination node receives the
message is different from the order in which the sending
node sends it. That is, the message sent after the sending
node arrives at the destination node before the message sent
by the node before. That is, if the above situation occurs, if it
is a multipacket transmission, it will cause the sending node
to send data disorder, disturb the corresponding controller
to calculate the corresponding control amount, and have a
greater impact on the control effect. In this study, using
internal time, messages transmitted in the network have cor-
responding timestamps, namely, the generation time and the
reception time. If the generation time is late and the recep-
tion time is early, it means that the data packet sequence is
disordered, and the message is discarded. The sending and
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Figure 2: Distribution of smart sensor network nodes.
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receiving buffer queues are, respectively, used inside the
node, so that the messages sent from the node enter the net-
work in the corresponding order, which reduces the disorder
of the data packet sequence to a certain extent. Its accuracy
greatly depends on the distribution density of nodes and the
distribution of node positions and is easily affected by the
accumulation of errors. Based on this, someone proposed to
use a weightedmethod to weigh the impact of sports behaviors
on network nodes. After using the weighted centroid algo-
rithm, the positioning accuracy weakens the impact of uneven
distribution of nodes on positioning, but the positioning effect
still depends more on the distribution density of nodes.
Figure 4 shows the iterative factor distribution of the calcu-
lated cluster model.

The sensor network can be regarded as a distributed
database, and each node is a storage unit. Applying the data-
base management method to the sensor network, the virtual
view seen by the end user can represent the actual node
information in the network. The user only needs to care
about the event information of the terminal interface and
does not need to care about the status information of each
node in the implementation. This data management method
based on database technology can significantly enhance the
usability and practicability of the sensor network, making
the management of network nodes more convenient and

more efficient. The service life of sensor networks is limited
by energy supply, and reducing the amount of transmitted
data can effectively save energy. In the centralized tracking
architecture, the measurement values of all sensors are sent
to the central tracker or the fusion center, and the fusion
center performs measurement-trajectory correlation and
fusion. Therefore, data can be fused during the process of
collecting and forwarding data from various sensor nodes
to reduce the length of data packets and remove redundant
information. At the same time, the forwarded data and the
locally collected data can be analyzed and processed to
improve the accuracy of the information. Themicroembedded
system of sensor nodes has the following characteristics: one is
the high degree of concurrency; that is, sometimes, there are
multiple simultaneous tasks, but the execution time of a single
task is very short; so, the operating system should have a
mechanism to handle such concurrent tasks. The operating
system is required to simplify the difficulty of operating the
hardware of the application program and to release more
operation permissions to the application program.

3. Results and Analysis

3.1. Data Preprocessing of Smart Sensor Network. When the
polling algorithm is used in the experiment, the scheduler
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usually uses time-sharing technology to give each process a
time slice (a single allowable CPU execution time). If the
process cannot complete the task at the end of the time slice,
it will be replaced by other processes. When the CPU execu-
tion processing time is regained through scheduling next
time, the process will be executed from the current inter-
rupted location. If the time slice is 20 milliseconds, and pro-
cess 1 needs 50 milliseconds to complete, at the end of 20
milliseconds, the system sends a signal to notify the sched-
uler. The scheduler stops the execution of the process
according to this signal, temporarily suspends the task, and
stops the execution of the CPU processing time is given to
other processes. When all other processes have sequentially
obtained 20 milliseconds of running time, process 1 will
regain 20 milliseconds of CPU execution time and so on.
This method can ensure that all processes in the run queue
can obtain a time slice of CPU processing time within a
given time period. Figure 5 is the data progress curve of
the smart sensor network.

If the relative position of the sports behaviors in the mul-
tisports behavior dynamic cluster does not change much
during the progress, and the sports behaviors are relatively
evenly distributed, the weighted centroid positioning
method is used to determine the geometric centroid of the
sports behavior cluster as the positioning result based on
all the measurement information. Regarding the sports
behavior cluster as a whole, the measurement received by
the nodes in the edge area of the sports behavior cluster
should be smaller than the measurement of the nodes in
the central area. Therefore, the geometric center of mass of
the sports behavior cluster can be roughly determined
according to the node coordinates of the edge area and its
measurement. As the error rate increases, the overshoot
increases, and the response time becomes longer. In the case
of an error rate of 0.3, the inverted pendulum system can
eventually remain stable; but when the error rate is 0.5, the
inclination angle of the inverted pendulum cannot remain
stable. The network cannot transmit the sensor collection
data information and the controller node control informa-
tion in time, so that the actuator node cannot obtain the

control amount that acts on the inverted pendulum model
at the corresponding time.

3.2. Simulation of Physical Exercise Behavior Model Based on
Computing Cluster. The output of the IDG650 dual-axis
gyroscope and ISZ650 single-axis gyroscope used in the sim-
ulation system are both analog voltage values, which need to
be converted into corresponding measured values by the 12-
bit ADC sampling module of the microcontroller. When the
operating voltage of the microcontroller is 3.6V, the accu-
racy of the 12-bit ADC is about 0.25mV, which is higher
than that of the gyroscope. The three-axis magnetometer
uses PNI’s MicroMag module, which reduces the develop-
ment difficulty and shortens the development cycle. The
working current of this module is only 500A at 3VDC, the
magnetic field range is ±11, the resolution is 0.015, and
SPI digital interface is provided. The experimental design
controller contains three tasks, namely, the network message
sending task, the network message receiving task, and the
control quantity calculation task. Therefore, the internal
scheduler of the controller must schedule these three sub-
tasks. It can be seen that the time is 0.2 s. Inside, three con-
current tasks compete for CPU time. At a certain time, only
one task can get the right to use the CPU. Using the FIFO
scheduling algorithm, to apply for scheduling a new task,
first find out whether the waiting task queue already con-
tains the task. If the task does not exist in the queue, add
the task to the end of the queue; otherwise, go directly to
the next step and schedule it through query. If there is no
task and the task queue is not empty, then take out a task
at the head of the task queue and schedule its running
parameter to run. Otherwise, if there is a task running, but
the task is already running at the moment when it is fin-
ished, it is judged whether the task queue is empty. If the
task queue is not empty, the first task of the task queue is
taken out for scheduling operation; otherwise, the next scan
scheduling is performed. Figure 6 shows the distribution of
task scheduling in computing clusters.

For the continuous long-term physical exercise behavior
of the measured object, the posture estimation mainly relies
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on the integration of the output value of the gyroscope. If the
system cannot get the acceleration and magnetometer atti-
tude correction over time, the deviation and drift of the gyro
will make the attitude estimation accuracy. In the case of
continuous motion of the object under test, we separately
analyze the attitude output of the gyroscope, and the error
of its Euler angle is as follows. They can not only estimate
the state of multiple targets but also realize trajectory corre-
lation. During the experiment, we used 4 miniature sensors
to capture and reproduce the physical exercise behavior of
the lower body of the human body. The node on the calf is
fixed on the outer side above the ankle 10era, the node on
the thigh is fixed on the outer side 10 cm above the knee,
and two sensor nodes are placed on the torso. The sampling
frequency of the node is 50Hz. Each sensor node collects the
physical exercise behavior information of the corresponding
limbs, such as the thigh sensor collects the physical exercise
behavior information of the thigh, and the calf sensor col-
lects the calf physical exercise behavior information.
Figure 7 is the cluster distribution of physical exercise behav-
ior information calculation.

The multisports behavior test plan in this article is
defined in the area plane with a range of 2Ω = 100 × 100m
. 400 network nodes are randomly scattered in the area as
the test environment for the content of this section. The
nodes all belong to a cluster, and the network environment
and the physical location information of the nodes are as
written. Starting from nodes A, B, C, and D, each node starts
to traverse the information of its surrounding nodes in a
clockwise direction. After a round of boundary traversal, if
it is a complete continuous dynamic cluster, there should
be four traversal results A⟶ B, B⟶ C, C⟶D, and D
⟶ A. If not, it means that the dynamic cluster is separated,
and a new dynamic cluster head management should be
established. The separated dynamic cluster nodes continue
to track sports behaviors.

3.3. Analysis of Experimental Results. The MSP430 series sin-
gle chip microcomputer used in the experiment is a 16-bit
ultra-low power mixed signal processor, which is called a
mixed signal processor. It is integrated with a microproces-
sor on a chip to provide a “single-chip” solution. In terms
of operating speed, MSP430 series single-chip microcom-
puters can realize 125 ns instruction cycle under the drive
of 8MHz crystal. The 16-bit data width, 125 ns instruction
cycle, and the multifunctional hardware multiplier (which
can realize multiplication and addition) can realize certain
algorithms of digital signal processing (such as FFT). The
MSP430 series single-chip microcomputers have many
interrupt sources and can be nested arbitrarily, which is flex-
ible and convenient to use. When the system is in a power-
saving standby state, it only takes 6us to wake it up with
an interrupt request. Due to the instability of wireless trans-
mission, the physical exercise behavior data sent by the node
to the base station may be lost; so, an external expansion
storage device is required for data backup. In this way, even
if the wireless communication is not smooth, the upper
computer can send a repacking command to upload the
missing data. The expansion storage device selects the flash
chip of AT25DF641, which is fast to write and erase, the
working voltage is 2.7V-3.6V, the capacity is 64Mbit, the
minimum erasable capacity is 4K bytes, and the SPI digital
interface is provided. Figure 8 shows the periodic data distri-
bution of the smart sensor network.

In this system, 4 frequencies are allocated to each base
station for frequency hopping, and the intervals between fre-
quencies are equal. Frequency hopping is started when the
number of data packets received by the base station in 1 s
is less than the threshold, and the threshold is selected
through experiments. The algorithm framework and solu-
tion for the joint search and tracking of regional multima-
neuvering targets can handle situations where the number
of targets is unknown and may change dynamically. If the
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Figure 5: Data process curve of smart sensor network.

7Journal of Sensors



threshold is too large, the packet loss rate cannot be effec-
tively controlled; if the threshold is too small, frequency
hopping will occur frequently, and the chance of frequency
hopping disorder will increase significantly. After the fre-
quency hopping is disorderly, the base station and the node
lose communication, the base station will hop back until it
establishes communication with the node after hopping to
a certain frequency. In this system, the longest time required
for reestablishing the connection after frequency hopping is
4 s, the shortest time is 1 s, and 200 data packets will be lost
during this time. For this reason, the frequency hopping
threshold must be selected reasonably. The system has

undergone repeated tests, and the selected frequency hop-
ping threshold is 5 data packets lost within 18. Figure 9
shows the distribution of thresholds for selection of smart
sensor networks.

The three-axis gyroscope and the three-axis magnetome-
ter, respectively, measure the angular velocity component
and the magnetic field component in the three-dimensional
space. The gyroscope uses a combination of a single-axis
gyroscope and a dual-axis gyroscope, and their sensitive axes
are perpendicular to each other. Randomly, we simulate the
composition of dynamic clusters from different physical
exercise behaviors to different positions. Because the nodes
are not evenly distributed in the two-dimensional space, the
size, scope, and composition of the dynamic clusters are
always changing dynamically. When the node density is
sparse, because the number of nodes that can be judged is
small or no, and the sports behavior positions are already
very close, it is easier to cause misoperation in this case.
The analog data of the gyroscope on the node bottom board
is sent to the microcontroller on the node core board through
the interface with the node core board. The sampled signal
value of the angular velocity measured by the sensor obtained
by ADC conversion needs to be converted into the corre-
sponding measured value, and the measured value represents
the obtained angular velocity component value. Strictly
speaking, the resolution of the ADC should be higher than
the resolution of the sensor; otherwise, the high-resolution
sensor will not be effectively used.

4. Conclusion

Based on computing clusters and smart sensor network
technology, this paper designs college students’ physical
exercise behavior experiments, using the output of posture
tracker as a reference signal, taking the acceleration signal
of physical exercise behavior as an example to analyze and
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compare the commonly used data filtering methods of phys-
ical exercise behavior sensors. The experiment builds an
inverted pendulum model based on CAN network protocol
and a control model of continuous control system inverted
pendulum and analyzes and studies the timing of the physi-
cal exercise behavior network control system model based
on CAN network. The phenomenon of unexpected loss of
behavior gives a recovery strategy. The simulation results
show that the combination of these two methods for mobile
sports behavior tracking improves the effect of sports behav-
ior positioning and sports behavior location prediction and
obtains the effects of higher tracking accuracy and lower net-
work computing overhead. At the same time, the control

communication system model of a certain type of obstacle
avoidance car is built, and the delay of the communication
process, data packet loss, single-packet and multipacket
transmission, data packet timing disorder, and network
scheduling are simulated and analyzed. It effectively proves
the effectiveness of the unified modeling method of the con-
trol and communication model proposed in this paper. At
the same time, two simple experiments are designed to ana-
lyze the errors of the two methods, use the real-time attitude
angle calculation method to try the physical exercise behav-
ior and physical exercise behavior of human bones and ini-
tially realize the physical behavior of real-time physical
exercise behavior supervision.
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Networks on chip (NoCs) are an idea for implementing multiprocessor systems that have been able to handle the communication
between processing cores, inspired by computer networks. Efficient nonstop routing is one of the most significant applications of
NOC. In fact, there are different routes to reach from one node to another node in these networks; therefore, there should be a
function that can help to build the best route to reach the destination. In the current study, a new hybrid algorithm scored
regional congestion-aware and neighbors-on-path (ScRN) is introduced to choose better output channel and thus improve
NOC performance. Having utilized the ScRN algorithm, first an analyzer is used to inspect the traffic packets, and then the
NoC traffic locality or nonlocality is determined based on the number of the hops. Finally, if the traffic is local, a scoring
technique will choose better output channel; however, if the traffic is nonlocal, the best output channel will be chosen based on
a particular parameter introduced here as well as the system status using NoP or RCA selection functions. In the end, via
Nirgam simulation, the proposed approach was assessed in traffic scenarios through various selection functions. The
simulation results showed that the solution was more successful in terms of delay time, throughput, and energy consumption
in comparison to other solutions. It showed a reduction of 38% in packet latency, and the throughput increased by 20%. By
considering these two parameters, energy consumption decreased by 10% on average.

1. Introduction

The growing need for more effective chips has currently led
to an increase in complexity of designing integrated circuits
(IC) [1]. Some issues have been resolved with the use of
smaller transistor manufacturing technology; however,
smaller manufacturing technology has led to the problem
of imbalance between the connection wire delays and the
gate delays [2]. Besides, as the frequency of chips’ perfor-
mance increased, the power consumption rises as well. To
deal with these challenges, IC designers focused on increas-
ing efficiency rather than speed, and this change of attitude
resulted in placing multiple individual processors in one
chip and establishing communication between them

through a single bus. The result was so satisfactory that after
a short time, the systems consisted of several sections that
ran on a board, relocated in a single chip. This architecture
of processor construction became popular as system on chip
or SoC [3–5]. However, SoC had issues emerging over time.
As the number of separated sections, known as Intellectual
Property (IP), increased, the SoC was not responsive [6].
The issues such as unscalability and massive power con-
sumption in the bus encouraged new efforts among IC
designers. The solution to these challenges led to a novel
architecture named NoC. NoC is a connectional subsystem
inside an IC (normally called “chip”), which typically pro-
vides the connection between IP cores of the system in a
chip [7]. NoC technology uses network theory and in-chip
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connection approaches and provides significant progress
compared with bus and crossbar-based connections. NoC
improves the scalability of SoCs and optimizes the energy
usage in complicated SoCs in comparison to other models
[8]. The factors that affect NoC design are energy consump-
tion limit, delay, and throughput [9]. In fact, in NoC appli-
cations, due to present limits, the proposed algorithms
must be designed in a way that reduces the overall energy
consumption of the network and packet latency, causes an
increase in performance and throughput of the network,
and has a sufficient overhead-implementation. One of the
important factors which affect NoC performance is the pro-
cess of selecting the best output channel [10]. By designing
and applying efficiently, the selection function can reduce
packet latency and, due to more uniform traffic distribution
on the network, increase the network throughput, and as a
result, decrease the energy consumption [11]. Another chal-
lenge of NoC is the discussion of routing in these types of
networks. The problem may occur in routing algorithms
for instance deadlock, livelock, and starvation. Our proposed
method in this study covers all cases so that the deadlock
does not get excited and prevents packages from livelock.
Also, the ScRN selection strategy makes that there is never
any starvation. The performance requirements of today’s
NoC are also felt to severely affect the performance of these
networks, which can be summarized as such: latency,
throughput, power consumption, and fault and distraction
tolerance. The key contributions of this paper are as follows:
(i) Introduce a new hybrid selection function, which is able
to use appropriate strategies for each mode depending on
the local or nonlocal status of the packets. (ii) Introduce a
new density awareness method called ScRN to select the best
output channel for packet distribution. (iii) Improve the use
of local and nonlocal congestion information: The output
selection strategy uses a traffic analyzer to examine packets
and then determine whether the packet is local or nonlocal
based on the number of hops, and this can improve the net-
work. Themajor goal of this paper is to develop a hybrid selec-
tion strategy with the aim of allocating the best channel that
will allow packets to be routed to their destination along a path
that is as free of congested nodes as possible. Networks on chip
can use dedicated control lines to transport data between
routers, unlike traditional computer networks, which can only
communicate internode information through packets. This
allows useful information about congestion-related aspects
like the buffer status of individual nodes to be exchanged with-
out adding additional traffic overhead.

1.1. Motivation. The importance of this research is in apply-
ing a hybrid solution in order to select the best output chan-
nel in routing networks on the chip. For this purpose, first, a
traffic analyzer is used, and according to the number of hops
of a package, it is determined whether it is local or nonlocal;
then through it, a decision is made about the type of selec-
tion strategy. Accordingly, if the package is local, the opti-
mized strategy is used for local packages, and in the
nonlocal case, special strategies are used for nonlocal pack-
ages. Using this technique, packets can be routed through
the best output channel, and as a result, network-level bal-

ance can be established. This can prevent hotspots, increased
energy consumption, and long delays. The function of our
solution is to use the information of the neighbors close to
the node to which the packet has reached, to dynamically
check the local and global network traffic and route the route
in such a way that traffic and congestion are minimized. As a
result, by creating a kind of load balance through the distri-
bution of traffic in different routes, heat is generated, and
thus energy consumption is increased. This solution is inde-
pendent of the type of topology and can be used in network
on chip based on neuromorphic and even wireless networks.

1.2. Paper Organization. Our paper is organized as follows.
In the next section, a list of related works is stated in two
groups: the previously used algorithms in NoC along with
selection functions and performance techniques. In Section
3, we propose a definition of the system model in a descrip-
tive way and network architecture. In Section 4, the pro-
posed hybrid method is stated to propose a hybrid
selection function (ScRN). In Section 5, the results of analyz-
ing the proposed model in different scenarios are shown,
and finally, we explain these scenarios in Section 6.

2. Related Works

The content of related works is divided into two parts. The
first part belongs to the examination of previously utilized
algorithms in NoC along with selection functions, which in
the end, we explain them briefly in the form of a table. The
second part evaluates some performance techniques, includ-
ing energy consumption, throughput, and delay. Also, the
comparison between these techniques in various previous
studies is summarized in a table.

2.1. Previous Designs Related to Routing Algorithms and
Selection Functions. Over recent years, numerous researchers
have studied different utilized algorithms along with selec-
tion functions for different fields in NoCs, and we examine
some of the performed works in these subjects in the follow-
ing sections. A selection strategy named EnPSR is intro-
duced in [12] for better performance of the network. This
approach has the ability to reduce the hardware overhead
through access to the data aware of the output channels.
The evaluation results showed that compared to other
methods, this method is significantly improved in terms of
packet latency, throughput, area, and the energy consump-
tion. A congestion-aware routing algorithm called DBAR is
proposed in [13]. This approach overcomes local and global
adaptive routing problems and provides an entirely adaptive,
efficient routing to avoid congestion. In another study,
researchers proposed an adaptive nonminimum routing
algorithm called LEAR, which avoids congested routes from
source to destination [14]. In reference [15], an MILP
approach is proposed for unicast and multicast traffic distri-
bution in networks on 3D mesh-based chip. This method
was based on the Hamiltonian path and proposed to avoid
congestion. In order to increase fault tolerance for NoCs in
[16], the EDAR algorithm was introduced. This approach
is based on the weighted path selection strategy, which
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provides NoC true traffic conditions through monitoring
modules. In the proposed EDAR, real-time input weights
are calculated according to the channel states like idle/
busy/congested/false, and least-weighted input is ranked as
the near-optimal path toward the sets. In [17], the author
proposed a congestion detection algorithm called CACBR
that selects the best route using two methods of candidate
paths and cluster’s congestion information and also uses vir-
tual channels to ensure avoidance of deadlock. In another
study, the researchers attempted to decrease packet latency
and increase network throughput using an output selection
method named DCA. One of the advantages of this method
is the capability of utilizing it on any kind of topology and
network of different dimensions [18]. The researchers in
[19] proposed the adaptive routing method called PT-BAR
which uses temperature conditions for packet routing. In
this algorithm, the high and low priority packets are routed
from high- and low-heat regions, respectively. In [20], a
selection function named OE-NoP is proposed which has
adaptability with any routing. The purpose of introducing
this function is packet routing during traffic creation toward
the destination. In order to establish traffic control and bal-
ance in [21], a selection function based on the fuzzy control-
ler is introduced. Traffic estimation for free packet routing is
one of the properties of this method. Congestion control in
wireless sensor networks, especially wireless network on
chip, is one of the main challenges for effective performance
in these networks. In [22], researchers have proposed a
resource control mechanism using the Q learning method
with an alternative path approach to reduce congestion. This
congestion-aware data acquisition (CADA) mechanism ini-
tially identifies the congestion node (CN) where the nodes’
buffer occupancy ratio is higher. Devanathan et al. [23] pro-
vides a solution for WiNoC communications that minimizes
congestion by using effective wireless communication
between output channels and routers. In [24], a wireless net-
work architecture is presented on the chip to prevent con-
gestion and load balancing. To do this, they have adopted
a virtual output queue scheme to handle HOL blocking,
which has significantly improved the network throughput.
The list, properties, and type of selection strategy from uti-
lized algorithms for NoC are given in Table 1.

As indicated in Table 1, some of the algorithms use selec-
tion function, while presence of a selection strategy can have a
significant effect on the performance of routing algorithms
and as a result the performance of the entire network.

2.2. Previous Designs Related to Performance Techniques. As
was mentioned in the first section, NoCs are primary adaptive
connection infrastructures for system on chips (SoCs). One of
the important issues in NOC is system performance, such as
delay, throughput, and energy consumption of the system,
which, along with scalability in these networks, have special
importance [25]. In [26], the microkernel idea was introduced
to reduce energy consumption in multicore-based operating
systems (OS). The proposed method is in such a way that
OS is divided into microkernel and other system modules
and distributes in the network to provide service for user
applications. In [27], a self-adaptive mapping named SCSO
is introduced based on the mapping method. The proposed
method uses the k-NN method to significantly improve sys-
tem performance in terms of energy consumption level, delay,
and throughput. In [28], the ALO routing method is proposed
to deal with energy loss routers in which routing evaluation is
ran using spin, octagon, and cliché topologies. In [29], an
intelligent task mapping algorithm on protocol-level is intro-
duced to optimize energy consumption. This method evalu-
ates the energy modeling in the protocol level so that the
energy consumption level minimizes based on the protocol
activity. Since links of the on-chip networks consume about
50% energy, and this issue has great importance in NoC, in
[30], an energy consumption estimation method for links
using virtual channels is proposed for precise estimation of
energy consumption from data-dependent links. In [31], two
NoC architectures are proposed, which are based on the cir-
cuit and packet switching. For both architectures, energy con-
sumption models are proposed in which the energy
consumption levels of them are estimated based on the predic-
tion in each transferred bit. Another method for decreasing
energy loss is proposed in [32]. In this research, the dissipated
energy in links (links lose a large portion of energy in on-chip
network although this energy loss can increase in future tech-
nologies) is reduced using some set of encrypted programs.
Researchers in [33] proposed a method for reducing the

Table 1: Summary of utilized algorithms in NoC along with selection functions.

Work Outlines Features Selection strategy name

[12] Locally congestion-aware Hardware overhead optimization EnPSR

[18] Input selection strategy Throughput and latency improvement DCA

[16] Fault-tolerant improve Higher throughput, low overhead Weighted path

[15] Distribute the unicast and multicast traffic Performance improvement —

[17] Congestion detection Fast evaluation —

[13] Congestion avoidance locally Better performance NoP

[14] Congestion avoidance locally Reducing energy consumption —

[20] New selection strategy Performance improvement NoP-OE

[21] Congestion controlled Traffic estimation Fuzzy controller

[22] Congestion avoidance locally Load balancing CADA
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energy consumption named EA-NoC that avoids unnecessary
energy consumption using the most optimized path between
source and destination and also optimizes the dynamic energy.
Moreover, the proposed method can be efficient for parame-
ters such as delay and throughput. In [34], the author exam-
ined the energy consumption in asynchronous NoCs. In that
research, five optimizing approaches are analyzed for reducing
energy consumption. Among these methods, the HS algo-
rithm is the most efficient method which consumes the least
energy by recognizing the shortest path. This research offers
a multihop routing algorithm based on path tree (MHRA-
PT) to minimize network energy consumption by addressing
difficulties such as random cluster head selection, redundancy
of working nodes, and building of cluster head transmission
path. The suggested algorithmmay successfully minimize net-
work energy consumption, balance network resources, and
extend network life cycle, according to simulation results
[35]. In [36], on the assumption that the number of available
channels is infinite, this study offers a one-shot time division
multiple access (TMDA) scheduling with unlimited channels.
To resolve slot conflict, the study presents scheduling with
limited channels (SLC) and employs a lookahead search tech-
nique. A distributed implementation based on token change is
offered for the algorithm’s scalability. In Table 2, a summary of
this section is presented based on different parameters for
optimizing the system performance in NoC.

3. System Model

3.1. Network on Chip Architecture. NoC is a standard
approach for multicore applications which consists of four
main sections of routers, routing algorithms, IP cores, and
network adaptor. These four sections are the major back-
bone of this type of network which exist in a node and are
connected by wires. IP cores are processing units of the net-
work. The network adaptor is used for connection of one
core with other cores, and routers are responsible for net-
work routing [1]. The task of routers is to navigate and tran-
sit the packets using routing algorithms in the network;
more details of which are presented in the next section.
NoC architecture is designed based on virtual channels and
wormhole-based switching. Figure 1 presents the standard
4 × 4 mesh network along with details of a router [4, 37–39].

3.2. Switch and Router Structure in NoC. Routers play an
essential role in the performance and efficiency of network

on-chips. For instance, the design accuracy and use of routers
can reduce the consumption power and delay and increase the
NoC performance [3]. As can be seen in Figure 2, a router con-
sists of different sections, including a switch, input and output
buffers, routing and judgment unit, link controller, and injec-
tion and output channels. Buffers must be able to save data
temporarily to prevent congestion for input and output
routers during the network chaos. The switch establishes the
connection between input and output buffers [18, 25, 40].
The routing unit is responsible for running the routing algo-
rithms. The link controllers coordinate the packets flux on
the channels, and output and input channels establish the con-
nection of one processor with adjacent routers.

3.3. Selection Function. When the routing algorithm returns
more than one output channel, the selection function is used
to choose the output channel to which the packet is sent
because the adequate selective pattern has a significant
impact on the overall performance of selection routing.
Namely, the adaptive routing algorithm measures a set of
acceptable output channels regarding the paths that the
packet can pass through to reach the destination. After-
wards, according to the network characteristics, including
the congestion rate or the length of one of the routes of
the output channel, the selection function will be utilized
to choose the output channel from a set of permitted output
channels. The overall schematic of using the routing algo-
rithm and selection function in ScRN is presented in
Figure 3 [4, 20, 25].

4. The ScRN Algorithm

In this section, an efficient selecting approach is proposed
for choosing adaptive routing algorithms. In this approach,
the local and global traffic condition of the network is
dynamically examined by using the information obtained
from neighbors near the node which the flit reached. This
method routes the packet in a way that the traffic and con-
gestion minimize, which consequently prevents heat genera-
tion in one section and unnecessary energy consumption by
establishing a load balance through traffic distribution in dif-
ferent routes. First, Figure 4 presents the overall architecture
of the approach where the routing algorithm finds output
paths and the selection function with defined strategy selects
the best output channel. This architecture comprised of
input/output ports, input buffers, units for Traffic Analyzer

Table 2: A summary of used techniques for optimizing the system performance for NoC.

Technique(s) Reduced latency Reduced area Energy efficient Ref.

Microkernel √ — √ 25

SCSO √ — √ 26

ALO-bufferless — √ √ 27

Smart protocol-level task mapping √ — √ 28

Estim-NoC √ — √ 29

EA-NoC — — √ 32

HS — √ √ 33
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(TA), NoP,RCA and Scored selection strategy, and a cross-
bar switch. Then, Figure 5 shows the flow chart of the pro-
posed approach. In the first hop, a traffic analyzer is
utilized, and with the help of this analyzer, first, the traffic
type is defined, and then, the best selection function corre-
sponding to traffic type is used. In this case, the locality con-
dition of the traffic is examined, and if the hop length
corresponding to the packet is less than 2, the traffic is local,
and otherwise, it is nonlocal. Also, in the nonlocality case,

the hop number is examined, and if it is equal to 2, the
NoP function is used, and if it is more than 2, the RCA selec-
tion function is employed to determine the best route. If the
traffic is local, a scoring-based strategy (scored strategy) is
applied to determine the output.

4.1. Formulation of Energy Consumption. In this study, first,
the mean energy consumption of sending a data flit between
two neighbor tiles, including energy consumption in both
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router and connection links of them, is presented in Figure 6
to model energy consumption for each flit which is the smal-
lest physical unit of data exchange in NoC. We have used
Ref. [14] to calculate energy consumption.

ENeighboring−routers = E1−hop = EIntra−router + EInter−router ð1Þ

In Equation (2), exchange energy between two neighbor-
ing routers is divided into two parts of the inside of the

router and between routers. The inside-router energy con-
sists of three sections of intersection switch, the buffer
related to virtual channels, and wirings inside the router,
according to Figure 1. Hence,

EIntra−router = ECrossbar + Ebuf f er + Ewire: ð2Þ

On the other hand, the connection between two routers
depends on the defined number of bits for flits on NoCs,
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and showing the energy consumption in each of these wires
with EInter-tile-Link, we have

EInter−router = phit size × EInter−tile−Link: ð3Þ

Therefore, NoC energy consumption in the simple case of
connection of two neighboring routers can be calculated as

ENoC−1hop = ECrossbar + Ebuf f er + Ewire + EInter−router: ð4Þ

The length of the connection wires of each pair of tiles in
NoC is usually in millimeters (mm), while the length of the
router wires is usually in micrometers (μm). Therefore, energy
consumption in the internal buffers of the router (Ebuffer) and
internal wires of the router (Ewire) is insignificant compared
with energy consumption between routers (EInter−tile−Link):

Ebuf f er + Ewire ≪ EInter−tile−Link: ð5Þ

Thus, Equation (5) is simplified as

ENoC−1hop = ECrossbar−1hop + EInter−router: ð6Þ

The energy consumption Ecrossbar−1hop includes energy
consumption of two intersecting sections of source and desti-
nation routers, in other words:

ECrossbar−1hop = ECrossbar−Src + ECrossbar−Dst: ð7Þ

Thus, in homogenous architecture, the routers’ structure is
similar. Equation (8) is simplified as

ECrossbar = 2 × ECross−router: ð8Þ

As a result, the exchange energy consumption between
two neighboring routers will be

ENoC−1hop = 2 × ECross−router + EInter−router: ð9Þ

According to Figure 7, Equation (9) for a route with a
length of 3 changes as

E2−hop = 3 × ECross−router + 2 × EInter−router: ð10Þ

Equations (9) and (10) can be generalized, and considering
Figure 8, the average energy consumption of sending data flit
from tileSrc to tileDst in general can be calculated as

EPath = En−hop = n × ECross−router + n − 1ð Þ × EInter−router:

ð11Þ

In Equation (11), variable n indicates the number of
routers existing in route. Hence, this equation shows that the
mean energy consumption of sending data from the source
core to the destination core depends on the number of hops
of the route. Hop number in the mesh between source and
destination is determined by Manhattan distance between
two cores. Manhattan distance is an indicator of distance
between two points and is equal to the sum of the absolute
values of the difference between width and length of those
two points.

If a vector of length n is to be used for addressing the
routers in the n-dimensional case,

V = v1, v2,⋯, vnð Þ,
W = w1,w2,⋯,wnð Þ:

ð12Þ

The Manhattan distance of the two vectors is

V −wj j =〠 vi −wij j: ð13Þ

4.2. Identification of Traffic Type. A traffic analyzer is used to
identify the traffic type. This analyzer obtains the destination
address of each package, which is directed through the
router and examines its data in each T hour cycle. Based
on this, a two 5-bit counter is used for the determination
of locality or nonlocality of requests in the router. If the
desired destination packet is two hops or farther from the
current router, it is regarded nonlocal; otherwise, it is local.
In fact, the analyzer calculates the hops associated with
packet periodically and, based on that, updates the local
(L) and nonlocal (N) counters. This data is sent to switch
for decision-making regarding the selection strategy. The

Dst
core 

R

Src
core 

R

Figure 6: Route with a hop.

Dst
core 

R R

Src
core 

R

Figure 7: Route with two hops.

RnR1 R3R2 Rn-1

(n-1) the hop

Path

…
2st hop 1st hop 

Src
core 

Dst
core 

Figure 8: Route with n hops.

7Journal of Sensors



counter is erased after each T hour cycle. Figure 9 shows the
pseudocode corresponding to the traffic analyzer.

In fact, using the analyzer, proper information about
traffic rate and their convergence toward local or nonlocal
traffics can be obtained, and then based on that, routing
can be performed in the next hop.

4.3. Selecting the Best Output Channel. Using this approach,
it will be possible to use the best selection strategy based on
the traffic type. The considered condition is examined in
each T hour cycle. It should be noted that if the T value is
assumed large, network response to changes in traffic pat-
terns reduces, and if this value is considered low, high
switches cause a reduction in the efficiency. Overall, studies
have shown that if the value of T is assumed a 32 cycle hour,
the maximum efficiency is achieved. Based on this, at the
end of each 32 cycle hour, the traffic pattern is determined
using the output of the analyzer. According to the evalua-
tions, this has been achieved that if traffic pattern tends
toward local traffic destinations, scoring-based selection
strategy is activated. Consequently, the score of one output
channel is calculated through

Score d½ � = α × Const d½ � + β × B d½ �/max buf f er + γð Þ × ΔP/max powerð Þ,
ð14Þ

where α, β, and γ are the weight factors for the probability of
link selection, free buffer rows, and instantaneous power
consumption, respectively. Since free buffer rows (B) and
instantaneous power consumption (Δp) have different units,
they are normalized using max-buffer and max-power fac-
tors. Also, considering that Const is in the range of (0,1),
no normalization is needed. Afterward, the score of adaptive
routing functions and all possible values of α, β, and γ are
evaluated, and the adequate coefficients for each of the
routers are obtained through

α + β + γ = 1, ð15Þ

γ = 1 − α + βð Þ, ð16Þ

β = 0, 0:1,⋯, 1 − αð Þ, ð17Þ

α = 0, 0:1,⋯, 1: ð18Þ

For instance, the best values for α, β, and γ in even/odd
routing under the MMS traffic scenario are 0.3, 0.4, and 0.3,
respectively. Another important property of ScRN is its
adaptability to any network topology and adaptive routing
function. However, if traffic is nonlocal, a strategy based on
RCA and NoP is activated as a proposed strategy for nonlo-
cal traffics. In other words, under these conditions, the local-
ity and nonlocality of the router will be determined based on
the traffic pattern rate based on the traffic pattern rate. For
non-edge routers in an 8 × 8 mesh, the local traffic penetra-
tion coefficient to nonlocal traffic is considered higher
because it affects the overall network performance. Based
on this, provided that a minimum rate of nonlocal traffic
exists in routers, the ScRN method is activated. As a result,
the local to nonlocal traffic rate (X) should be considered
an effective parameter. Based on the evaluations, this param-
eter is considered a constant equal to X = 0:4, and it has been
argued that it can induce maximum performance in the net-
work. In other words, if at least 40% of the router’s traffic is
routed toward nonlocal destinations, the intended strategy
needs to be activated. Therefore, following these principles
in this study, the operations regarding the switching are
expanded as

0:2 < X < 0:4 NoP Switching
X ≥ 0:4 RCA Switching

(
: ð19Þ

The ScRN algorithm associated with switching operation
based on the traffic analyzer is shown in Figure 10. The input
data to this algorithm are the type of local or nonlocal data,
and the output is the best selection strategy. Also, it should
be noted that since analyzer and switch receive only router
data at once, consequently, no overhead in network commu-
nications is produced. In this Figure N and L represent Local
and Non-Local packets and T represent clock cycels.

5. Evaluation and Simulation Environment

A Nirgam simulator is used to evaluate the proposed algo-
rithm whose capabilities are listed in Table 3 [5]. Nirgam
is a scalable, modular simulator based on the system C hard-
ware description language, enabling various options at every
stage of NoC design, including topology, switching methods,
virtual channels, buffer parameters, and tested routing
mechanisms. Moreover, the configuration parameters for

1: Input: Packet hops (pkt_dst_hops),

2: Output: Local andNon-Local value (L = Local value,  N = non_Local value)

3 Initializing: L = 0, N = 0

4: ifpkt_dst_hops ≧ 2 then

5: N++;

6: else

7: L++;

8: end

Figure 9: Pseudocode corresponding to traffic type recognition.
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the analysis and simulation of the proposed method are
given in Table 4. For the type and size of the utilized network
in simulation, an 8 × 8 mesh network with a wormhole
switching mechanism is considered [20, 41]. The routing
function used in evaluations is odd-even algorithm, and
the capacity of input buffers was 4 flits; the queue type was
FIFO, and the size of each packet was defined as 8 flits. Sim-
ulation was performed for 200,000 cycles, and the first
20,000 cycles were determined as the warm-up time for sta-
bilization of results. The entire simulation scenario was
repeated ten times for more accuracy of the results whose
average was calculated [18].

5.1. Traffic Scenarios Used in Algorithm Evaluation. In simu-
lations performed to evaluate the selection functions, traffic
scenarios are utilized. In a random traffic pattern, a node sends
the packets with the same probability to other nodes. In trans-
pose traffic pattern, a node in position (x, y) only sends the
packets to coordinates (n-1-y,n-1-x). In this traffic pattern, n
is the mesh network size (number of columns or rows). The
performance of the proposed algorithm is studied for hotspot
traffic as well. The hotspot traffic is like random traffic, which
receives more traffic percentage than other nodes, in addition
to nodes from the network. As shown in Figure 11, two types
of hotspot traffic patterns are utilized in evaluations. One is

named the hotspot-center traffic, and the nodes which are
located in position (4,4) and (5,5) receive 10 percentmore traf-
fic than other nodes. The other hotspot traffic pattern is
hotspot-row in which the points located in one row with coor-
dinates (2,2), (3,2), (4,2), (5,2), (6,2), and (7,2) receive two per-
cent more traffic than other nodes of the network.

5.2. Evaluated Parameters. The average packet latency, net-
work throughput, and energy consumption in various injec-
tion rates and under different traffic patterns are evaluated to
show the performance of the ScRN algorithm. The average
packet latency is equal to the average delay of all packets
received at the destination. In other words, the interval
between injection of header flit in the network of the source
node and receiving one flit sequence in the destination node
is packet latency. In Equation (20), K is the total number of
delivered messages in the destination node, and Li is the
delay of the ith message [5]:

L = 1
k
〠
k

i=0
Li: ð20Þ

The network throughput is mainly based on the maxi-
mum number of packets delivered in a specific interval and
is determined via the equation given below [20, 42] . In
Equation (21), the total number of received flits, i.e., the total
number of delivered flits to the destination and cycles, is the
number of simulation cycles between injection of the first
message into the network and reception of the last message
delivered to the destination node:

TP = Total received f lits
Number of nodes × Total cycles

: ð21Þ

5.3. Simulation Results. To evaluate the proposed method,
parameters of throughput, average packet latency, and

Table 4: Simulation parameters.

Parameter Configuration

Network size 8*8 mesh

Schemes DICA [18], RCA [21], NoP [10], ScRN

Packet size 8 flits

Buffer size 4 flits

Traffic profile Random, transpose, hotspot-center, hotspot-row

Simulation time 10

Table 3: Main capabilities of Nirgam simulator.

Types of production traffic Routing algorithms type Switching mechanism Topology type

Constant bit rate trace and Bursty based Odd-even, XY Wormhole Torus, mesh

1: forevery T clock cycles do

2: Catch L and N value from analyzer;

3: Compute x =N/(L+N);

4: Ifx = 0.2 < x < 0.4 then

5: Switch to NoP;
6: elseif x ≧ 0.4 then

7: Switch to RCA;
8: else

9: Using score strategy;
10: end

11: end

Figure 10: Pseudocode of switching procedure and strategy type selection in ScRN.
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energy consumption level were taken into account for each
scenario in different modes of packet injection.
Figure 12(a) shows the simulation results for average latency
of the packets in the transpose traffic pattern. As shown in
Figure 12(a), all algorithms are in the same level of delay in
the first three points; however, in other points, the ScRN algo-
rithm performed better than other algorithms. The improve-
ment in average latency of the packets through the proposed
ScRN algorithm is 34.64%, 11.85%, and 32.81% compared
with NoP, DICA, and RCA, respectively. Figure 12(b) presents
the simulation results for the average latency of the packets in
the random traffic pattern. As indicated, the ScRN algorithm
outperformed other algorithms at every point. The improve-
ment in average latency of the packets using the proposed
ScRN algorithm was 46.56%, 6.03%, and 22% compared with
NoP, DICA, and RCA, respectively. Figure 12(c) shows the
simulation results for average latency of the packet in the
hotspot-center traffic pattern. As shown in the figure, the aver-
age latency of the packets using ScRN was improved by 20%,
5.92%, and 13.20% in comparison with NoP, DICA, and
RCA, respectively. Figure 12(d) shows the simulation results
for the average latency of the packets in the hotspot-row traffic
pattern. As seen in this figure, improvement for average
latency of the packets through the proposed ScRN algorithm
was 15.51%, 6.87%, and 22.41% compared with NoP, DICA,
and RCA, respectively.

In the performed evaluations, the ScRN output selection
algorithm had a lower average latency than all other algo-
rithms. The reason behind this is the usage of channel con-
gestion information and the selection of packet output
depending on the traffic type. According to Figures 12(a)
to 12(c), in transpose, random, and hotspot-center patterns,

the RCA algorithm, succeeding ScRN and DICA algorithms,
and better than NoP had lower average packet latency,
which is due to having more global congestion information.
However, in Graph 12d, the RCA algorithm performed
worse than other algorithms. This is because the selection
process is made by putting separate values for traffic in all
four quarters of the network. By using this, the RCA algo-
rithm has access to additional congestion information,
which is off the short route associated with node addresses
of source and destination and utilized it in output selection
[41] . Moreover, under hotspot-row traffic, due to the
sequence of nodes with hotspot traffic in the same row, this
congestion can accumulate throughout a row. Therefore, it
can easily cause the output selection function to carry out
an unfair selection during the time that hotspot nodes are
off the short routes. This unfair selection can cause more
congestion and higher packet latency. On the other hand,
using congestion information on the route, ScRN can effec-
tively prevent packets from passing through congested
routes, which leads to decrease in the average packet latency
and improvement in network performance [35] . Table 5
shows the level of improvement in the ScRN algorithm for
random, transpose, hotspot-center, and hotspot-row traffic
patterns. In this table, the ScRN delay is measured in an
injection point which is not network saturated. As can be
seen in the table, for all scenarios, including the hotspot-
center scenario, our algorithm performed better than similar
algorithms because in this scenario, there are important
parts such as computing unit, memory unit, and control
unit, so the percentage traffic is higher than other scenarios.
Selecting the best output channel, the packets arrive at their
destination with less delay. On average, the proposed ScRN
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Figure 11: Performance of ScRN algorithm in 8 × 8 mesh.
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Figure 12: (a) Comparison of average packet latency in the transpose traffic pattern. (b) Comparison of average packet latency in the
random traffic pattern. (c) Comparison of average packet latency in the hotspot-center traffic pattern. (d) Comparison of average packet
latency in the hotspot-row traffic pattern.

Table 5: Improvement level of average latency of packets in the proposed ScRN algorithm.

Traffic patterns Packet injection rate (packet/cycle/node)
Average latency (cycles) Latency reduction by ScRN

DICA RCA NoP ScRN Versus DICA Versus RCA Versus NoP

Random 0.0114 36 42 866 28 22.22% 33.34% 96.76%

Transpose 0.0113 84 145 174 86 2.38% 40.68% 50.57%

Hotspot-center 0.005 109 132 147 94 13.76% 28.78% 36.5%

Hotspot-row 0.0007 70 285 146 75 7.14% 73.68% 48.63%

Average latency reduction 11.37% 44.12% 58%
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Figure 13: (a) Comparison of network throughput in the transpose traffic pattern. (b) Comparison of network throughput in the random
traffic pattern. (c) Comparison of network throughput in the hotspot-center traffic pattern. (d) Comparison of network throughput in the
hotspot-row traffic pattern.

Table 6: Comparison of the improvement level of throughput in saturated point for the proposed algorithm.

Traffic patterns
Saturation throughput (packet/ns/node) ScRN improvement

DICA RCA NoP ScRN Versus DICA Versus RCA Versus NoP

Random 0.0117 0.0113 0.0106 0.0123 5.12% 8.85% 16.03%

Transpose 0.0114 0.01 0.01 0.0111 2.63% 11% 11%

Hotspot-center 0.0050 0.0049 0.0048 0.0056 12% 14.28% 16.67%

Hotspot-row 0.0008 0.0005 0.00059 0.0009 12.50% 80% 52.54%

Average improvement 8.06% 26.49% 24.06%
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algorithm was able to improve the average latency from
11.37% to 58% compared with other algorithms.

Figures 13(a) to 13(d) present the throughput results for
all traffic patterns. Simulation results prove that improve-
ment in average delay can enhance the throughput. As can
be concluded from the analyses, the ScRN selection strategy

caused a reduction in average packet latency and an increase
in throughput for all traffic patterns. This improvement is
due to a more uniform distribution of traffic compared with
other algorithms and also utilization of local and nonlocal
congestion information, which led to more comprehensive
information associated with network conditions.
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Figure 14: (a) Comparison of energy consumption in the transpose traffic pattern. (b) Comparison of energy consumption in the random
traffic pattern. (c) Comparison of energy consumption in the hotspot-center traffic pattern. (d) Comparison of energy consumption in the
hotspot-row traffic pattern.
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Table 6 presents the details of network throughput
improvement for the ScRN algorithm. As can be seen in this
table, the throughput for all scenarios has increased. Because
the proposed algorithm first examines the amount of empty
buffer of each neighboring node in question, and if the
amount of buffer is less than normal or not empty, the
weight of the node congestion increases, and thus the prob-
ability of selecting it decreases. This ensures that, as far as
possible, congested or busy routes will have lower priority
for closed selection and routing, resulting in reduced latency
and increased throughput. The results of the evaluations in
all scenarios show the same. Simulation results show that
the proposed algorithm had one more throughput in satu-
rated point in the range of 8.06% to 26.49% compared with
other algorithms, or in other words, the network is saturated
in a higher injection point.

The results show that the improvement level in network
throughput can impact total energy consumption. In the
present study, the Nirgam simulator is used to calculate
energy consumption. As an architecture-level simulation
tool, the Nirgam [5] is utilized to assess the energy con-
sumption of the router’s main operations like routing,
incoming, and forwarding the flits and the output selection.
SystemC which is a system description language based on C
++ is used to develop the Nirgam simulator. In Nirgam,

Equation (11) has been used to estimate the average power,
and each component has been applied in HDL. The ScRN
strategy was implemented in VHDL, and synthesis was car-
ried out through the Synopsys Design Compiler. Afterwards,
ScRN average power in Synopsys Design Compiler was
added to the Nirgam. In the Nirgam which is a signal level
and cycle accuracy simulation, each wire is defined as a sig-
nal; therefore, energy consumption is computed by taking
the overhead of ScRN logic and wiring. As shown in
Figures 14(a) to 14(d), the mean network energy consump-
tion using the proposed method is reduced for all traffic pat-
terns. For example, the proposed ScRN algorithm had lower
energy consumption with an average improvement of 5%
compared with other algorithms in transpose traffic pattern.
This decrease is the result of avoiding congested routes using
the information provided by the ScRN strategy.

Table 7 presents the reduction in energy consumption of
the ScRN algorithm for random, transpose, hotspot-center,
and hotspot-row traffic patterns compared with other algo-
rithms. As seen, by an increase in the injection rate, the aver-
age energy consumption rises as well. According to the
results of previous evaluations, for all traffic scenarios, a
reduction in energy consumption was also predictable,
because in the proposed solution, the choice of crowded
channels is always avoided, that is, routes with high

Table 7: Comparison of reduction level in energy consumption for the proposed ScRN algorithm.

Traffic patterns Packet injection rate (packet/cycle/node)
Average energy consumption

(cycles)
Energy consumption by ScRN

DICA RCA NoP ScRN Versus DICA Versus RCA Versus NoP

Random 0.0116 0.0066 0.0069 0.0072 0.0059 10.60% 18.05% 14.49%

Transpose 0.0113 0.0065 0.0067 0.00675 0.0062 4.61% 8.14% 7.46%

Hotspot-center 0.00506 0.0035 0.00355 0.00365 0.0034 2.85% 6.84% 4.22%

Hotspot-row 0.0009 0.0022 0.00215 0.00245 0.0020 9.09% 18.36% 6.97%

Average energy consumption 6.78% 12.84% 8.28%
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probability of congestion are in the lowest priority for rout-
ing. Avoiding crowded paths can create an optimal balance
across the network, thus avoiding congestion of thermal bot-
tlenecks due to congestion, and one of the important results
is the reduction of energy consumption, which is shown by
the results of the above diagrams. On average, the proposed
ScRN algorithm was able to reduce energy consumption
from 6.78% to 12.84% compared with other algorithms.

In the following, we compared the execution time of the
proposed algorithm in comparison with other algorithms.
Figure 15 shows the execution time and energy reductions
for all routing algorithms, taking into account NoC size varia-
tion. When compared to other algorithms, ScRN achieve an
average execution time reductions of over 80% while keeping
energy savings to no more than 12% of the best results.

6. Conclusion

In this research, a novel output selection strategy called ScRN
was proposed based on the parameters that affect the NoC
performance. The basis of the proposed approach is using a
traffic analyzer in which the traffic type is determined, and
then, the best selection function associated with traffic type is
used. Based on this, in this approach, if traffic pattern tends
toward the destination of local traffics, the scoring-based selec-
tion strategy is activated, and otherwise, the strategy based on
RCA and NoP is activated as proposed strategies for nonlocal
traffics. In other words, in these conditions, the traffic pattern
rate determines the local or nonlocal performance of the
router. In the end, in the Nirgam simulation environment,
and in different traffic scenarios, the proposed ScRN method
was compared with and evaluated against other selection func-
tions. Evaluations were done based on different traffic pat-
terns. The most important features of this solution
compared to previous works are as follows:

(i) Use of new hybrid selection function to increase
NoC performance

(ii) Use of analyzer to evaluate local and nonlocal
packet traffic

(iii) Use of scoring strategy to select the best output
channel

Based on this, considering the latency and throughput
parameters, it was concluded that the proposed approach was
effectively able to reduce the energy consumption and delay by
analyzing the traffic type and determining the most appropriate
function. As a result, it enhanced the throughput in NoCs. Also,
Our proposed method includes the following limitations:

(i) Calculate output channel scores can affect runtime

(ii) Only works on adaptive algorithms and mesh
topology
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This paper combines automatic piano composition with quantitative perception, extracts note features from the demonstration
audio, and builds a neural network model to complete automatic composition. First of all, in view of the diversity and
complexity of the data collected in the quantitative perception of piano automatic composition, the energy efficiency-related state
data of the piano automatic composition operation is collected, carried out, and dealt with. Secondly, a perceptual data-driven
energy efficient evaluation and decision-making method is proposed. This method is based on time series index data. After
determining the time subjective weight through time entropy, the time dimension factor is introduced, and then the subjective
time weight is adjusted by the minimum variance method. Then, we consider the impact of the perception period on the
perception efficiency and accuracy, calculate and dynamically adjust the perception period based on the running data, consider
the needs of the perception object in different scenarios, and update the perception object in real time during the operation.
Finally, combined with the level weights determined by the data-driven architecture, the dynamic manufacturing capability index
and energy efficiency index of the equipment are finally obtained. The energy efficiency evaluation of the manufacturing system
of the data-driven architecture proves the feasibility and scientificity of the evaluation method and achieves the goal of it.
The simulation experiment results show that it can reduce the perception overhead while ensuring the perception efficiency
and accuracy.

1. Introduction

In the field of composition, human work music needs to
master basic music theory, musical style, harmony, and other
professional knowledge. For ordinary users, the professional-
ism and threshold of composition are too high [1].
Automatic composition allows more ordinary users to partic-
ipate in the production of piano automatic composition,
which improves the entertainment of piano automatic com-
position. At the same time, automatic composition is ran-
dom, which can bring creative inspiration to professionals.
Driven by new theories, new technologies, and social devel-
opment needs, artificial intelligence has accelerated its devel-
opment, showing new characteristics such as quantitative
perception and cross-border integration. These problems
cause these methods to be helpless when dealing with

complex class structure data. However, in the process of driv-
ing the architecture, the degree of compactness within the
class is also the key to measuring the success of the driving
architecture. Therefore, increasing the distance between clas-
ses and increasing the compactness within classes are the
goals of our drive architecture [2–5]. In order to solve this
problem, we improved DSC and KNNG, taking the distance
information between points into consideration, and got new
measurement methods, density-aware DSC and density-
aware KNNG. Using these two measurement methods, this
paper designs a new linear drive architecture algorithm:
PDD (perception-driven DR using density-aware DSC) uses
the density DSC visual perception-driven supervisory drive
architecture algorithm and PDK (perception-driven DR).
The visual perception-driven supervisory-driven architecture
algorithm uses density-aware KNNG [6–8].
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In order to test whether our method is effective for such
data, we tried our method as follows. When calculating the
global dDSC and dKNNG, we no longer directly calculate
the mean value of dDSC(dKNNG) of all sample points but
take the class as the unit to calculate the mean of each class
and then calculate the mean of all classes. The driving archi-
tecture algorithm can project data into a low-dimensional
space that is easier for humans to recognize, which will make
it more convenient for users to explore the distinction
between different types of data and the spatial distribution
of data [9–11]. However, in the currently widely used unsu-
pervised drive architecture algorithm, such as PCA, its drive
architecture goal is not to maximize the class spacing as
much as possible. The supervised driving architecture algo-
rithm, such as LDA, is only suitable for data that conforms
to the Gaussian distribution and does not take human
knowledge into consideration. Second, we use our method
to process high-dimensional data without class labels. Third,
star coordinates are well-acclaimed in the field of visual
analysis. Unlike traditional drive architecture algorithms,
star coordinates can be extended with many interactive
methods in two-dimensional or three-dimensional space.
Incorporating the user’s prior knowledge into the drive
architecture process is conducive to the user’s exploration
and learning of data. We combine the drive architecture
algorithm with the star coordinates and provide users with
a series of interaction methods, such as point interaction,
class interaction, and axis interaction, to facilitate users’
interactive data exploration [12–15].

In order to fill the gap in this regard, this paper proposes
a linear drive architecture algorithm driven by automated
arrangement perception. This method is aimed at maximiz-
ing the class spacing of data that conforms to the automated
arrangement perception in the process of driving the
architecture. Recently, the perception-based measurement
method of class spacing has made a big breakthrough in
the ability of simulating automatic arrangement perception.
We further improve these methods, incorporate class density
information, and combine them into the simulated anneal-
ing algorithm to find an approximate optimal solution.
Based on the manufacturing service technology, an effective
dynamic evaluation system of piano automatic composing
running energy driven by perception data is designed and
realized. The system mainly has four modules: equipment
information management module, energy consumption data
monitoring module, equipment capability evaluation mod-
ule, and equipment service combination module. Each
module realizes the addition, deletion, modification, and
inspection of basic equipment information, monitoring
and display of energy consumption data, and dynamic
assessment of equipment capabilities and equipment histor-
ical service portfolio information. We provide enterprises
with readily available and on-demand manufacturing
resources and capabilities during the manufacturing process.
We compare the algorithm with the most commonly used
driving architecture algorithms on 93 data sets at the numer-
ical level and the perceptual comparison of user scores and
analyze the performance of the algorithm. At the same time,
the algorithm is also extended to data with uneven class dis-

tribution and classless label data. Finally, it is combined
with the star coordinate system to provide a series of interac-
tive methods to facilitate users to further explore the data.

2. Related Work

In terms of micro resources, Machado et al. [16] define
manufacturing capability as the integration of effective
manufacturing resources in the realization of manufacturing
tasks. It consists of processing capability and production capa-
bility. The processing capability represents the types of work-
pieces that can be processed under a specific machine tool,
and the production capability represents the workpieces that
can be produced per unit time and gives a new evaluation
model and evaluation method for manufacturing capabilities.
Scirea et al. [17] believe that manufacturing decision-making,
resources, and manufacturing capabilities are mutually
influencing. Under the common influence, manufacturing
capabilities are jointly improved to achieve the goal of improv-
ing innovation performance and corporate performance. Based
on this theory, manufacturing is established in the capability
strategy model, but in the case proof, Größler et al. did not give
out the relationship between manufacturing decision-making,
resources, and manufacturing capacity but only discussed the
influence of various elements of manufacturing capacity. They
elaborated on the connotation of manufacturing capabilities
under the cloud manufacturing model, gave the concept and
classification of manufacturing capabilities under cloud
manufacturing, and believed that manufacturing capabilities
reflect the configuration and integration of manufacturing
resources by enterprises.

Jeong et al. [18] proposed the perceptron model. Unlike
the M-P model, which requires artificial setting of parame-
ters, the perceptron can automatically determine the param-
eters through training. The training method is supervised
learning. It is necessary to set the training samples and
expected output and then adjust the error between the actual
output and the expected output. After training, the com-
puter can determine the connection weight of the neuron.
Harrison and Pearce [19] proposed an error back propaga-
tion algorithm, which solved the linear inseparability prob-
lem by setting up a multilayer perceptron. Although the
use of error backpropagation algorithms can be used for
hierarchical training, there are some problems, such as too
long training time, parameters need to be set based on
experience, and there is no theoretical basis for preventing
overfitting. Convolutional neural networks are widely used
in the field of image recognition. Compared with traditional
methods, the accuracy has been greatly improved. Raman
et al. [20] proposed a method that combines pretraining
and autoencoding with deep neural networks. During this
period, hardware has been rapidly developed. Through
high-speed GPU parallel computing, deep network training
can be completed in just a few days. With the development
of the Internet, the collection of training data sets has
become more convenient, and researchers can obtain a large
amount of training data, thereby suppressing overfitting.

Scholars analyzed the connotation of manufacturing
capability in the cloud manufacturing environment, gave
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the definition and basic framework of manufacturing capa-
bility service, defined the metamodel and specific description
attributes of manufacturing capability service, and used
object-value-attribute for manufacturing capability service.
The data model is formalized and heterogeneous. Some people
believe that improving the manufacturing capabilities of enter-
prises should mainly start from the five aspects of quality assur-
ance capabilities, cost control capabilities, flexible response
capabilities, timely delivery capabilities, and innovation capabil-
ities, and they have carried out in-depth ways to improve the
manufacturing capabilities of enterprises under different types
of strategies. It also compares the direct and indirect effects of
quality, cost, flexibility, delivery capabilities, and innovation
capabilities and gives the best paths for cost-oriented and
innovation-oriented companies’ manufacturing capabilities
[21]. Researchers introduced monitoring methods based on
mobile agents, using forward graphs to continuously collect
and update the global information of the system to support
the self-repair function of distributed applications, and estab-
lished MonALISA, a monitoring framework based on large-
scale integrated service architecture sensing agents, to achieve a
scalable dynamic perception of complex software systems, and
based on this framework, the perception of complex application
execution processes, workflow applications, and network
resources has been successively realized. Considering that the
system state can reflect whether the system is malfunctioning,
we proposed a large-scale complex software system perception
scheme based on an abstract state machine from a state perspec-
tive, using perception data as a calculation metric to establish a
diagnosis for the system. Some researchers describemanufactur-
ing capabilities as design and manufacturing capabilities, ascer-
tained manufacturing capabilities, and actual manufacturing
capabilities. According to manufacturing tasks, piano automa-
tion, equipment, and the relationship between roles, the model
of the solution model of manufacturing capability from task
expectation to demand deployment and the relationship model
of piano automation composition from capability to role are
established, and the piano automation composition hierarchical
configuration model is proposed [22–24].

3. Data-Driven Architecture Awareness

3.1. Data-Driven Algorithm. In order to maintain different
data characteristics, data scientists propose a large number of
different forms of objective functions. For example, the objec-
tive function of PCA is to obtain a mapping matrix P, so that
the projected result is reconstructed as much as possible with
the original data. Cross-entropy is a concept in information
theory that is used to measure the distance between two prob-
ability distributions. Generally speaking, the output result of
the neural network output layer does not satisfy the concept
distribution, so the cross-entropy loss function is generally
used together with the softmax function. After regression pro-
cessing through the softmax function, the final output of the
neural network will become a probability distribution.

π u, s, tð Þ − ∂
βu − λμx − λμy

� �
α − r

/∂r = 0: ð1Þ

According to whether the indicators can be directly quan-
tified, the evaluation indicators of piano automatic composi-
tion ability are divided into qualitative indicators and
quantitative indicators. According to the value of the evalua-
tion index, the indicators are divided into extremely large
and extremely small types. In the process of constructing the
index system, we should fully consider the extremely small
and extremely large indexes and make overall plans to make
the evaluation index system more comprehensive.

βu + Að Þ2 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ μx + μy + 2μxμy
� �r

× α − β

b

� �2s #
= 1:

ð2Þ

The coefficient is used to determine the degree of weight
connection adjustment. If the learning rate is too large, it
may be overcorrected, leading to errors that cannot converge,
and the neural network training effect is not good; on the con-
trary, if the learning rate is too small, the convergence speed
will be very slow, resulting in too long training time. Generally,
the learning rate is determined based on experience. First, set a
larger value, and then gradually decrease the value. Tensor-
Flow provides an interface of exponential decay function,
which can flexibly and automatically adjust the learning rate
during the training process and improve the stability of the
network model.

3.2. Linear Drive Architecture Framework. This new method
takes into account the density of the classes, and has a con-
tinuous description of the degree of separation. When a
point is very close to the center of this category, the value
of dDSC at that point will be larger, and vice versa, the
value of dDSC will be smaller.

∬ψ u, tð Þdudt −
ðu
0
expπ uð Þdu = 0: ð3Þ

The article shows the performance of dDSC and DSC in
describing the degree of data separation, and it can be found
that dDSC is more sensitive to different degrees of separa-
tion. In addition, the computational complexity of dDSC is
the same as that of DSC, both are OðCnÞ, where C represents
the number of classes. The high efficiency of dDSC allows
dDSC to be applied to many interactive scenarios. The com-
monly used error direction propagation algorithm is the gra-
dient descent algorithm, but this method cannot guarantee
that the final result is the global optimal solution. If the ini-
tial value of the parameter is not set properly, the local opti-
mal solution may be obtained instead of the global optimal
solution. At the same time, the gradient descent method
needs to minimize the loss function on all training data sets.
Generally, in order to obtain a good network model in
Figure 1, the training data set is massive, and calculating
the loss function of all training data will cause the algorithm
time for the complexity and space complexity.

Its overall structure is a tree topological structure, which
is flexible in structure and convenient for subsequent addi-
tion of nodes. Among them, the wireless transmission

3Journal of Sensors



RE
TR
AC
TE
D

network formed between the energy consumption-sensing
device and the wireless router is the infrastructure network
structure in the wireless network topology, which is built
together by STA (workstation) and wireless AP. The router
acts as a wireless AP to form a network and is responsible
for each STA site. The convergence of data and the energy
consumption monitoring node is connected to the AP as a
STA (workstation) node, acting as a client in the network;
the energy consumption-sensing device adopts the USR-
WiFi232 serial port to the WiFi module, which meets the
temperature range of industrial-grade working environment.

3.3. Separable Measure of Composition. The most important
thing in the entire composition evaluation process is how to
obtain the capability evaluation result from the evaluation
index. Only by considering the index data under the whole
time sequence can the effective dynamic evaluation of the
equipment operating energy be realized. The obtained
energy performance index data at N moments (or stages)
is formed into a set of decision-making plans for n piano
automated composing objects to be evaluated, and m evalu-
ation indexes or attribute constituent index sets are used as
initial data for dynamic adjustment. Thus, the manufactur-
ing task data of the equipment at nearly N times (or stages)
is formed as the data basis, and the j-th attribute value of the
equipment at the time (or stage) to be evaluated, so that
the index values of each equipment at the near N times con-
stitute a set.

f p, t, xð Þ
p tð Þ =

Ð∞
0 exp π uð Þ½ �duÐ∞
0 exp p tð Þ½ �du : ð4Þ

In estimating the frequency of the pitch, the pitch value
will be determined according to the highest energy. But the
actual situation is that the key in the low range is not

the peak of the time domain. On the contrary, the maximum
amplitude value appears between the second and the fifth
overtones. To the mid-low range, the envelope is basically
parallel to the frequency axis and then downwards.

As the pitch increases, the amplitude proportion of the
fundamental tone will gradually increase, and the amplitude
of other overtones will relatively gradually decrease. The
keys of the piano can be divided into low range, midrange,
and high range. The distribution of the number of overtones
in different ranges is different. The energy in the low range is
mainly concentrated in the low frequency. The number of
overtones is large, and the amplitude is large. The energy
distribution in the middle range is more uniform, while the
number of high-order overtones in the high range is signifi-
cantly reduced. And the amplitude decays quickly.

ψ uð Þ =
ðu
0
ψ′ uð Þdu = ψ′ 0ð Þdt, u < t

1, u > t:

(
ð5Þ

The stochastic gradient descent algorithm does not need to
optimize all the data in the training set like the gradient
descent method. Instead, in each round of iteration, a piece
of training data is randomly selected for optimization to min-
imize its loss function. In this way, the time of a single training
can be shortened, and the update speed of the parameters can
be improved. However, the loss function of some samples does
not represent the loss function of all data and may also cause
interference, so that each iteration does not update the coeffi-
cients in the direction of overall optimization, and the final
solution may not be the global optimal solution.

3.4. Data Simulation Perception. When the output of the
data simulation neuron is close to the upper limit of the acti-
vation function, the neuron state is called the activated state,
and vice versa is the inhibited state. When the input signal is
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a nonsparse signal and the measurement matrix is a real-
valued matrix, most of the neurons in the hidden layer are
in an active state. Then when a certain constraint or rule
makes the state of most of the neurons in the neural network
inhibit, the constraint is called “sparse inhibition.” We
mainly impose this sparsity constraint in two ways, both of
which involve measuring the hidden layer activation of each
training batch and adding some items to the loss function
that penalize excessive activation, mainly L1 regularization
and KL-scattering (relative entropy).

ψ′ 0ð Þ
ðu
0
exp α − β

b2

ðu
0

1
π θð Þ dθ

� �
du − f a, bð Þ = 0: ð6Þ

For the measurement method to be evaluated, first we
use this method to score 828 scatter plots. After the scoring
result is obtained, the result of the measurement method and
the artificial scoring result are combined to calculate the
AUC value. The output range of AUC is from 0% to 100%.
50% means that the result of the method to be evaluated is
equivalent to random guessing, and 100% means that the
result of the method to be evaluated is in perfect agreement
with the result of manual scoring. The AUC results of dDSC
and DSC are 83.1% and 83.2%, and the AUC results of
dKNNG and KNNG are both 92.1%. This shows that, com-
pared with DSC and KNNG, dDSC and dKNNG have a
basically equivalent effect of reflecting the perception ability
of automatic arrangement.

〠ψ′ uð Þ−〠ψ′ 0ð Þ = lim
x⟶∞

ψ′ uð Þ − ψ′ 0ð Þ
h i

: ð7Þ

This result does not surprise us, because in this evalua-
tion framework, the focus is on whether the classes are
clearly separated or not. What can now be determined is that
for clearly divided examples, the new method has the same
performance as the original measurement method. Of
course, our focus should be whether we can describe the
examples that are not separated in more detail and accu-
rately. In the iterative solution process of the driving architec-
ture in Table 1, it is particularly important to accurately
describe the nuances between the two results; especially in the
early stages of the iteration, the class structure is not very clear.

For energy consumption data, there are mainly errors or
abnormalities, so the processing measures taken here are
mainly data-cleaning processing to remove noise and abnor-
mal data. Considering that the energy consumption data
includes the working status of equipment standby, response,
and processing, the data interval will change with the incon-
sistency of the working status, so the user-defined interval
binning method is adopted here, and the relevant
interval is defined according to the data law and classified
energy consumption data accordingly.

Therefore, forming a dynamic constraint on the learning
rate, the learning rate has a definite range, and the weight
update is relatively stable. The parameter setting of the algo-
rithm is relatively easy compared to other optimization
algorithms, and usually, setting the default value has excel-
lent performance. When constructing an automatic compo-

sition neural network model, it is necessary to combine the
characteristics of the data set and the complexity of the
network to select the best optimization algorithm, which
can speed up the network training speed, shorten the
network convergence time, and improve the quality of the
network model.

4. Piano Automatic Composition and
Quantitative Perception Model
Construction under the Data-
Driven Architecture

4.1. Data-Driven Architecture. The core idea of the data-
driven architecture is to obtain the score of the point by
comparing the distance aðyÞ from any point Y to the mid-
point of its class and the minimum distance bðyÞ from the
point to the center point of other classes sðxÞ. Here, when
calculating the DSC, the calculation is performed directly
in the visible space. The data used here is the data after driv-
ing the architecture to the two-dimensional visualization
space through the driving architecture algorithm.

Y
exp a − bð Þ × exp α − β

b2

ðu
0

1
π uð Þ du

� �
=
Y ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 + b2
p

:

ð8Þ

DSC and KNNG incorporating density information are
named dDSC and dKNNG. Correspondingly, the visual
perception-driven supervisory-driven architecture algorithm
using dDSC is named pDR. dDSC is PDD for short; and the
visual perception-driven supervisory-driven architecture
algorithm using dKNNG is named pDR. dKNNG is referred
to as PDK. An important feature of wireless sensor networks
is that homogeneous or heterogeneous sensor nodes can be
deployed in the monitoring area at the same time.

According to the mapping relationship between the fun-
damental frequency and the keys, specific notes can be
obtained; the length of the piano expresses the change in
the length of the piano tone, which affects the choice of the
time resolution in the automatic framing process of
the piano composition signal. The pitch of the piano keys
is determined according to the twelve equal laws, and the
fundamental frequency of the keys is arranged according to
the geometric progression shown in Figure 2. String vibra-
tion is a complex resonance. After the string is struck and

Table 1: Iterative solution of drive architecture.

Number Code name Meaning Type Default value

1 Consumption Time INT 0

2 Learning rate Index number INT 0

3 Errors T Data law CHAR Increment

4 C-Q Class structure CHAR Increment

5 M-rate Architecture FLOAT Increment

6 Energy-value Clearly-divided CHAR 1

7 CompreIndex Performance INT 1
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vibrated, it will produce not only a fundamental tone but
also overtones. Overtones will have an impact on the estima-
tion of the fundamental tone, as well as the number distribu-
tion in different zones.

After that, the amplitude discrimination method is used
to determine the abnormal data, that is, the difference
between the i-th power or electric energy data sampling
value, and the i-th sampling value is used for judgment. If
the data consumption threshold is different, it is judged that
the i-th sampling value is the true value at this time; if it
exceeds the specified threshold, the i-th data is considered
an abnormal point; and for abnormal data, it can be consid-
ered missing value data. In the value processing, the classical
regression interpolation method is used for processing, and
the regression model is usually expressed as the text.

4.2. Performance Analysis of Quantitative Perception
Algorithm. In the decision-making process of the quantitative
perception system, it is necessary to abstract the human logical
thinking process as a mathematical function and carry out
quantitative analysis of qualitative analysis problems. The ana-
lytic hierarchy process (data-driven architecture) is a com-
monly used multicriteria decision-making method. This
paper uses this method to analyze the subjective weight and
finally obtains the importance of different indicators to the
evaluation target. PcAE combines the advantages of model-
driven and data-driven and uses data to jointly optimize the
construction of sparse binary measurement matrix and noni-
terative reconstruction, thereby simultaneously obtaining lower
coding complexity and higher signal reconstruction quality.

A xð Þ = −λμx − λμy

A yð Þ = λμx + λμy:

*
ð9Þ

Experiments on neural spikes in the application of wireless
neural recording show that the PcAE algorithm has extremely
low computational complexity and better reconstruction effect
at the encoding end compared to several others based on com-
pressed sensing algorithms and based on quantized sensing
algorithms. For example, when the measured value is low sam-
pling rate, the value of the signal-to-noise distortion ratio
(SNDR) of the PcAE algorithm is 25, which is much higher
than the SNDR value of the traditional BSBL reconstruction
algorithm when the value is measured. When the deployment
density of nodes is relatively high, multiple pieces of informa-
tion in the same space can be collected.

B x − yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ μx + μy + 2μxμy
� �r

B x + yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ μx + μy − 2μxμy
� �r

:

*
ð10Þ

At the same time, the receiving rate of the serial port can
reach 460800bps, and the uploading rate can reach 150M.
The performance is superior. Its UART pin is connected with
STM32, which can easily receive the packaged information
processed by STM32 and convert it into IEEE 802.11 protocol

data for transmission. As for the equipment work-related infor-
mation, it is read and processed by the industrial computer
connected to the equipment PLC and then transmitted to the
wireless router via the network cable through the SOCKET
transmission method in Table 2 to realize the aggregation of
sensing data.

Since the length of the same sound in different audio files
changes, the step length should also be changed synchro-
nously, but this is difficult to control. A good method is to
take the step length short enough and use equal step length
to segment the audio. Then the adjacent subsegments are
judged. If the pitch is the same and it is not the end of the
note, it means that it is the same note, and the adjacent sub-
segments with the same note need to be merged. In this way,
the method of merging equal steps is used to realize the
change of the length of the sound.

4.3. Evaluation of Numerical Indexes of Automatic
Composing. For most of the data, the algorithm is initialized
by randomly generating P, and the algorithm can quickly
find the ideal solution. In addition, referring to other drive
architecture algorithms, we also used the results of other
existing drive architecture algorithms as initialization.
Therefore, the following experiments are done to select the
randomly generated P and use the mapping matrix of
PCA, LDA, and LPP as initialization to drive the architec-
ture. It turns out that although the initialized P differs
greatly, the results obtained are basically the same. Some-
times, the solution obtained by randomly generated P still
has a slight advantage. It can be concluded that the initializa-
tion method of P has little effect on the result. Therefore, in
the algorithm, we choose to randomly generate the mapping
matrix P as the default option.

∂π uð Þ
∂u

−
ð 1
α − r

βu + Að Þ + βu − Bð Þ½ �du = 0: ð11Þ
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Figure 2: Data sampling value distribution of data-driven
architecture.
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The demonstration audio is a piano automatic compos-
ing in the wav file format, and the features of these audio
files need to be extracted as the training set of the automatic
composition neural network model. For the piano
automatic composition signal, there are four basic character-
istic quantities of pitch and timbre. Among them, pitch and
pitch are commonly used as extraction features. Modern pia-
nos are tuned according to the twelve equal laws. The 88
keys of the piano have a certain fundamental frequency,
and the fundamental frequencies of the keys are arranged
in a geometric progression. For the fundamental frequency
extraction process, the most widely used MFCC feature
extraction method in the field of speech recognition and
speech reconstruction is analyzed first.

∀ lim
x⟶∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2

p
∈ R c, tð Þ

n o
,∃

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
βu + Að Þ2 + B

α − β

b

� �2�s
= 0:

ð12Þ

The data-driven architecture can decompose a problem,
decompose a multiattribute problem into many small ele-
ments, and generate a hierarchical structure based on the
affiliation between the elements, which can reflect the associ-
ated information between the elements. At the top of the
structure is the target layer, which represents the objective
of the evaluation; the next layer is the criterion layer, which
represents the characteristic attributes of the target; and then
the index layer and its subindicator layer, which can repre-
sent the criterion layer. The bottom layer is the scheme layer,
which is composed of the objects to be evaluated. By calcu-
lating the relative importance of each element of each layer
and its adjacent two layers, the weight between each subindi-
cator and the total indicator can be obtained.

Based on the overall process of the system in Figure 3, we
analyze the number of interactions of each computer node,

run the BookStore system, count the interaction frequency
and interaction time of each computer node, calculate the
interaction frequency and interaction density, and quantify
the importance of each computer node. Based on BookStore’s
initial set of perception objects, we analyze the relationship
between perception objects, filter and refine perception
objects, and generate a new set of perception objects. Finally,
we compare the system overhead and accuracy of the new
set of sensing objects and the initial sensing objects.

The specific method is as follows: adopt the method of
comparing each other in sequence, corresponding to the
ratio scale value in the article, and then generate a judgment
matrix. If the matrix is a consistent matrix, it means that the
obtained weight is the normalized eigenvector of the matrix.
Specifically, the weight value of this layer and the weight
value of the upper layer are multiplied and calculated in
sequence until the uppermost layer stops. In this way,
the sub indicators of each target layer correspond to a
relative weight.

5. Application and Analysis of Piano Automatic
Composition and Quantitative Perception
Model under Data-Driven Architecture

5.1. Quantitative Perception Data Preprocessing. The quanti-
tative perception data scores the scatter plot drawn from
the results of 744 drive architectures. These results are
obtained by applying 8 drive architecture methods to 93
data sets. In the experiment, different types of dots in the
scatter diagram need to be distinguished by different colors.
Due to the large number of points in some data sets, many
points will overlap during the process of drawing the scatter
plot, which will seriously affect the user’s judgment on the
indexability. In order to alleviate this problem, the order
of the original points was carried out in the experiment.
The shuffling operation completely disrupts the original

Table 2: Convergence algorithm of perception data.

Step number Algorithm input Code text

1 Since the length B x − yð Þ For a = 1 − 1:8237 0:9801½ �
2 The same sound in ∂π uð Þ B = 1/100:49 0 1/100:49½ �
3 The measured value is μx N = 0 : 30
4 Equal step length to segment the audio Subplot (211)

5 We choose to randomly generate x X1 = udt nð Þ
6 A good method is to take μy Y1 = filter b, a, x1ð Þ;
7 The receiving rate of x + y Stem (n,y1,“fill,” “g”), grid on

8 The method of merging equal steps Void bigsort(int ∗arr,int len)

9 The industrial computer connected 1/α − r {adjust-downmy(arr,0,len-i-1);

10 It turns out that μxμy For(int i = 0; i ≤ len; i++)
11 Referring to other drive architecture {void merge(int ∗A,int low,int mid,int high)

12 The adjacent subsegments are judged Int temp = arr 0½ �
13 It needs to be extracted μx + μy Arr 0½ � = arr len − i½ �
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order of the points and then draws the points in the order
after shuffling.

Y
A+B

βu + Að Þψ′ + 1
2 Bð Þ2ψ″ =

1
2 A + Bð Þ2, A > B

1
2 A − Bð Þ2, A < B:

8>><
>>: ð13Þ

In addition, when the space of the monitoring environ-
ment or other factors cause a single router to fail to com-
plete the aggregation and transmission of all information
to the server, the layout of the wireless relay node can be
planned according to the monitoring environment space
and actual needs, wireless router signal coverage, etc. After
adding routers to the nodes, we use the router’s WDS wire-
less bridging function to set the relevant relay parameters to
form a relay transmission network, realize the aggregation
of the node information in the tree topology and the expan-
sion of the transmission distance, and sense the aggregation
of the information of each node in the network. It is sent to
the server, and the server realizes the fusion processing and
storage of the aggregated information. The data transmitted
in the transmission network in Table 3 above are all
encrypted by WPA2-PSK (AES), which ensures the security
of the transmission channel.

The autoencoder can be regarded as a special feed-
forward neural network, which is usually trained using the
minibatch gradient descent method like the feed-forward
neural network, so as to learn useful features of the data.
AE is mainly composed of two important structures:
encoder represented by and decoder represented by. Obvi-
ously, it can be concluded that the biggest feature of the
encoder structure is that the input layer and output layer
have the same number of neurons, and the number of neu-
rons in the middle hidden layer is less than the number of
neurons in the input layer and output layer. Experiments

have proved that the number of neurons in the hidden layer
of the autoencoder can be much smaller than the number of
neurons in the input layer, so a very high compression ratio
can be achieved.

5.2. Data-Driven Architecture Simulation. In terms of the
running time of the data-driven architecture algorithm, all
linear methods have inherent advantages. For most data, the
results can be solved quickly, while the nonlinear method
has a slower solution speed. Since some methods are
developed by the MATLAB environment, some methods are
developed by C++; in addition, there are big differences
between the results of many methods and the new method.
Here, when comparing the running time, this article focuses
on the comparison with the new method. The results of the
two methods are not much different, LDA and t-SNE.

ψ tð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 − 4ac

p
, lim

u
ψ tð Þ = 1

ψ 0ð Þ = 0, lim
u
ψ uð Þ = 0:

8<
: ð14Þ

For the above-mentioned perception data, this paper uses
200 as the base and records the time of data collection and data
processing for every 200 pieces of perception data. The
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Figure 3: The distribution of the numerical index of the automated composition.

Table 3: Fusion processing of aggregated information.

Processing index Channel 1 Channel 2 Channel 3

1 0.94 0.01 0.56

2 -0.43 0.03 0.19

3 3.07 0.00 0.29

4 -0.12 0.02 0.04

5 -5.43 0.02 0.07

6 0.66 0.00 0.48

7 -0.56 0.01 0.38
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statistics of 200 pieces of perception data, 400 pieces of
perception data, 600 pieces of perception data, and 800 pieces
of perception data are, respectively, counted. The collection
time and processing time of data, 1000 pieces of perception
data and 1200 pieces of perception data, and the number of
changes that occurred in them were recorded. We use these
data as different sets of perception data to test the percep-
tion efficiency and accuracy of different amounts of percep-
tion data.

a:b:f c, t ∇c^2+∇t^2j = 1ð Þ, min
π

α − βð Þπψ′ + 1
2 b

2π2ψ″
� �

= 0:

ð15Þ

The duration of each ECG recording is ten seconds, the
sampling frequency is 1000Hz, that is, 1000 signal points
are sampled per second, and the length of a single record
is 10000. According to the window size, each record inter-
cepts the same number of windows to obtain a total of
9975 ECG signals. Randomly, they divided them into train-
ing data set and test data set, of which training data set and
test data set accounted for 80% and 20% of the total data,
respectively. The accuracy of data collection is improved,
and the redundant information collected by nodes can also
be used as fault-tolerant detection of information.

The input note sequence and the expected output note
should be reasonably selected from the training set accord-
ing to a certain correlation, that is to say, it needs to be
formulated reasonably training rules. Finally, combined
with the demonstration audio note feature data set, in order
to obtain a better prediction network model in Figure 4,

there will be multiple gated loop unit network layers in
the network.

There are different types of perception objects in the
software system, and adaptive perception uses different per-
ception tools to collect runtime data of different perception
objects. Considering the diversity of these perception data,
in order to analyze and process aspects, this article adopts
extensible markup language XML to establish a formal
description specification and uses this specification to for-
mally describe different perception data, so as to realize the
unification of different perception data.

lim
x⟶∞

U r, tð ÞdU = lim
x⟶∞

βU + α − rð Þπt + A½ �dt: ð16Þ

Online audition evaluation requires the development of
an online audition effect scoring platform, which adopts
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Figure 4: Data-driven architecture input note sequence distribution.

Table 4: Description of adaptive sensing process.

Range number Sensing music Data types Process name Score

1 Demo_10 INT MS 29.41

2 Demo_12 CHAR MS 3.89

3 Demo_09 CHAR MS 7.39

4 Demo_11 INT GRU 47.67

5 Demo_05 INT GRU 37.59

6 Demo_02 INT GRU 11.98

7 Demo_06 INT PC 46.53

8 Demo_07 CHAR PC 31.07

9 Demo_01 CHAR GRU 26.43
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the development form of separation of front and back ends.
The evaluation method of piano music effect is based on the
principle of Turing test. The automatically generated piano
music and the piano music created by the human work com-
poser are randomly combined and placed on the platform.
Audition users can audition the piano music on the plat-
form, according to their own judgments of each piano piece.
Through this platform, users’ feedback can be collected to
help optimize the model and do further research.

5.3. Case Application and Analysis. Considering that the
adaptive sensing process in Table 4 will produce a large
amount of sensing data that needs to be stored, and the
adaptive process itself is a real-time process, the storage
and reading of the sensing data are required to be fast.
Therefore, this article chooses the MySQL database to store
the perception data obtained by the adaptive perception pro-
cess. Compared with other databases, the MySQL database is
small in size and fast in running speed, which can meet the
needs of fast sensory data storage. Moreover, the MySQL
database is open source, which greatly reduces the cost of
use. In addition, MySQL provides more data types.

In the part of automatic composition quality evaluation,
this article develops an online audition effect scoring plat-
form and invites piano music lovers to make scores based
on their subjective listening feelings. The offline perfor-
mance evaluation invites professionals to designate 5 indica-
tors, use the entropy weight method to assign weight to each
indicator, and then conduct a comprehensive evaluation of
each song. The scoring results show that the piano music
automatically created in this paper has a high score, and
some works can pass the Turing test in Figure 5.

The construction of the automatic composition neural
network model first studies the cyclic neural network, which
has short-term memory capabilities. This structure allows
the cyclic neural network to theoretically process the
sequence data of any length. However, the simple recurrent
neural network can only learn short-term dependencies
due to the explosion or disappearance of gradients. In the
process of piano automatic composition, the dependence
interval between notes is relatively large.

This type of data is usually measured by the imbalance
rate (IR), which is the number of samples in the class with
the most samples divided by the number of samples in the
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Figure 6: The distribution of the quality output value of the drive
architecture algorithm.
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class with the least samples. If you really use drive architec-
ture algorithms for such data, then the final result must be
largely affected by the class with more samples. In order to
solve this problem, we improved the method of calculating
the global sðyÞ in PDD. After obtaining the sðyÞ of each sam-
ple point, we first solve an average value for all sample points
in each class, and then use several class averages to continue
solving the global average.

lim
t⟶∞

∇ aπtdWt + bπtdWtð Þ−∇ AdAt + BdBtð Þ
∇F A, Bð Þ

− lim
t⟶∞

A + B
A − B

= 0:
ð17Þ

Users are allowed to move some points in the
low-dimensional space to feed back to the drive architecture
algorithm to improve the quality of the drive architecture.
Specifically, the steps of the experimental program are as fol-
lows: If the distance between the unmarked data and the
center point of the marked data is closer, then the unmarked
point will be classified as this type. Visuals of the final clas-
sification results are shown to the users. Figure 6 uses the
same classification method to test with LDA.

At the same time, the length of the same sound in differ-
ent audio files also changes. This article will take the step
length to be short enough and then combine the same notes
in the adjacent subsegments to achieve this change in the
length of the sound. After each frame that passes through
the filter array, a set of output values will be obtained, and
the maximum output value will be found. First, we judge
with the set threshold to see if it is a silent segment, then
index the filter bank corresponding to the maximum output

value to the fundamental frequency of the frame, and deter-
mine whether adjacent subsegments need to be merged. There
is a mapping relationship between the extracted fundamental
frequency and piano notes, and the note sequence of the dem-
onstration audio can be obtained through conversion, which
can be used as the training set of the neural network.

Finally, we use alice.XPT and the corresponding
alice.wav audio file to verify the design in Figure 7 based
on the twelve equal laws of this article. The final experimental
results show that, except for a few multifundamental
moments, the extracted values of note features at other
moments are completely consistent with the original file.

6. Conclusion

In this paper, by studying the collection and processing
methods of massive sensing data in the manufacturing pro-
cess, this paper proposes a sensing data-driven piano auto-
matic composition operation energy efficiency evaluation
model and applies these methods to the actual engineering
application of the automated composing system. First of
all, for the feature extraction part, using the design process
of Mel frequency cepstral coefficient extraction for reference,
combined with the characteristics of the piano automatic
composition signal, designs based on the twelve equal tem-
peraments are proposed. Secondly, for the network model
construction part, the cyclic neural network has a memory
function and is good at processing sequence data. Piano
music can be regarded as a sequence composed of multiple
notes according to the rules of music theory, and there is a
certain dependency between the notes. Automatic composi-
tion allows the neural network model to learn these hidden
rules and then predict and generate the note sequence. On
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With the rapid development of information technology, digital music is subsequently increasing in large quantities, and how a
good integration of vocal input and recognition technology can be transformed into digital music can greatly improve the
efficiency of music production while ensuring the quality and effect of music. This paper focuses on the implementation and
application of human voice input and recognition technology in digital music creation, enabling users to generate digital music
forms by simply humming a melodic fragment of a piece of music into a microphone. The paper begins with an introduction
to digital music and speech recognition technology and goes on to describe the respective characteristics of various audio
formats, which are selected as data sources for digital music creation based on the advantages of the files in terms of retrieval.
Following that, the method of extracting musical information from music is described, and the main melody is successfully
extracted from the multitrack file to extract the corresponding musical performance information. The feature extraction of
humming input melody is further described in detail. The traditional speech recognition method of using short-time energy
and short-time overzero rate features for speech endpoint detection is analyzed. Combining the characteristics of humming
music, the method of cutting notes by two-stage cutting mode, i.e., combining energy saliency index, overzero rate, and pitch
change, is adopted to cut notes, which leads to a substantial improvement in performance. The algorithm uses the melody
extraction algorithm to obtain the melody line, merges the short-time segments of the melody line to reduce the error rate of
emotion recognition, uses the melody line to segment the music signal to generate segmented segments, then abstracts the
features of the segmented segments through a CNN-based structural model, and inputs the output of the model to the
regressor in cascade with the melody contour features of the corresponding segmented segments to finally obtain the emotion
V/A value of the segmented segments.

1. Introduction

In today’s digital and networked era, multimedia data has
become a major part of the data transmitted on the Internet
information superhighway. Multimedia technology is char-
acterized by interactive and integrated processing of audio,
text, and graphic information [1]. In multimedia systems,
multimedia content such as audio, image, and video cur-
rently occupies 70% of the network, and the number is
growing rapidly. Voice and music are the most familiar
and accustomed ways to deliver information, and sound

media is the most important media other than visual media,
occupying 20% of the total information volume [2]. Large-
capacity, high-speed storage systems provide the basic guar-
antee for massive storage of sound, and the use of sound
media in various industries is becoming more and more
widespread [3]. Also, the implementation and application
of human voice input and recognition technology in digital
music creation become increasingly important. With the
improvement of computer performance and Internet band-
width, as well as the development of multimedia information
compression technology and video/audio streaming
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technology, the realization and application of vocal input
and recognition technology in digital music creation provide
a good basis and guarantee [4]. However, in the process of
digital music creation, the old traditional music production
methods were followed, which could not reflect the advan-
tages and strengths of digital music and could not improve
the efficiency of music production as well as the quality
and popularity of music [5]. Therefore, people are no longer
satisfied with music creation through the general traditional
mode, and human voice input and recognition technology
provides a more efficient method for digital music creation.
Music as an important media resource, music creation has
a very important significance for music database and digital
library construction.

The sheer volume of multimedia resources on the web has
prompted digital music creation to become a mainstream
mode of music production [6]. People need efficient ways to
compose digital music, which in turn meets the demand for
massive music resources on the web. In addition, digital music
composition has broad research prospects and great applica-
tion value in karaoke retrieval and assisted video retrieval
[7]. Given the characteristics of music itself, digital music cre-
ation is completely different from traditional music creation.
The current digital music creation is based on text, which
includes the name of the music, the lyricist, the singer, and
the instrument played, and this information is integrated in
the computer [8]. The recognition of music based on similar
singers’ voices or similar styles and rhythms or even similar
backgroundmusic sounds has become a digital music creation
method that is gaining attention. This problem is cross-cut-
ting, involves a wide range of content, and is comprehensive,
involving computer science, information science, acoustics,
musicology, psychology, and so on. Speech is the most domi-
nant form that people use to communicate [9]. Therefore,
speech recognition has an extremely important position in
digital music creation. Sometimes we can naturally identify
the singer when we hear a piece of music because their voices
are different, and in general, the technology of speech recogni-
tion includes research inmany fields such as acoustics, linguis-
tics, and information processing. The scope of application is
very wide. It is widely used and has been researched for a long
time and has achieved very good scientific results [10]. Nowa-
days, audio retrieval is a kind of application related to audio
information, and music as a very special kind of audio, its
retrieval has been in the retrieval for lyrics, and the process
of retrieval is also through a certain music or simply humming
a certain lyric to find music in the music library. Up to now,
the use of audio for retrieval is still very rare [11]. Therefore,
the use of related technology to achieve similar music retrieval
can not only change the current manual retrieval method but
also singers can use the system to retrieve songs similar to their
own according to their own voice and style, which not only
can save a lot of time and achieve better results but also users
can automatically select their favorite songs from a large num-
ber of song music libraries to meet personalized music recom-
mendations and services.

With the development of speech signal processing tech-
nology, the system used to process audio signals now relies
more and more on the effective content of the processed sig-

nal, which first and foremost is to preprocess the audio sig-
nal, extract its effective signal part (meaningful part), remove
the useless part, provide an effective preprocessing method
for removing the unwanted part of the audio, and can better
improve the data processing. The efficiency and perfor-
mance of data processing can be improved. At the same
time, due to the rapid development of multimedia technol-
ogy and network technology, audio resources such as songs
are becoming more and more abundant, and the access to
them is becoming more and more diversified and simple.
How to retrieve the songs you need accurately and conve-
niently in the vast library of song resources has become an
urgent problem. At present, there are two major types of
song retrieval methods: text-based annotation methods and
content-based methods. At present, all practical song
retrieval systems use text-based methods, such as Baidu
Music Search, JiuKuMusic.com, and Search.com. This
method requires first manually annotating songs in the song
database with characteristics such as song name, singer, and
song classification, and then using keyword matching
methods to find them. This method has some defects that
are difficult to make up in practice. First, many features of
songs are difficult to be accurately described by text (e.g.,
singer’s voice characteristics, song style, rhythm, and back-
ground music tone), so it is difficult to search for these fea-
tures; second, the search accuracy of text matching
depends largely on the accuracy of text annotation, while
the evaluation of many features (e.g., song classification
and mood) is highly subjective and the accuracy is difficult
to be guaranteed. Third, the text-based approach cannot be
realized for the similar song retrieval demand of “finding
songs by songs.”

2. Related Work

For quite a long time in the past, music composition
required a high level of musical theoretical knowledge and
practical skills, so it has always been the case that only those
who had specialized education in music were able to do so
[12]. By now, many music lovers are familiar with digital
music creation. Music creation has developed mainly with
the development of computers, from the initial creation of
music by professionals, to the creation of music by people
with their own hobby of music, which is full of personalized
colors, to the music that affects all aspects of people’s lives
now. The history of music creation also began with the
emergence of electronic instruments in the 1930s and later
in the 1980s with the birth of MIDI technology, which is
now more widely seen in the establishment of various music
studios [13]. Nowadays, more people use digital music tech-
nology to create music, so it is convenient for more com-
posers to get rid of the old way of creating music
manually, and instead, composers can use the Internet to
find more factors and ways to create music, and it is conve-
nient and fast to create music. Sonar is just one of the pow-
erful computing software in the computer, which has more
information about music creation and also provides a
broader platform for musicians to show themselves; they
only need to copy, paste, and other simple operations by

2 Journal of Sensors

http://JiuKuMusic.com
http://Search.com


clicking the mouse to create music, they do not need to
imagine the music performance, tone, etc., and then modify
it again and again; the new way of music creation has greatly
changed the way of composers in the past. The new way of
composing music has greatly changed the way composers
used to compose [14].

Composers do not have to worry about the difficulty of
playing their works, the complexity of the scoring process,
and other technical concerns [15]. Many nonmusic majors
are now using their computer skills to compose music
according to their own understanding of music and hobbies.
And they have achieved very good results. Thus, the use of
digital technology for music composition is characterized
by diversity, which is manifested in many aspects, including
the genre, content, and style of music [16]. Moreover, with
the rapid development of computers today, digital diversity
is also reflected in the important influence that computing
technology brings to the field of music composition, for
example, the style of composition and aesthetic orientation.
Nowadays, people use computers to digitally process the
audio of music in order to get the rhythm they want. People
use music creation software to create music according to
their own preferences so that every music lover can easily
and conveniently record, edit, and other digital processing
of audio in the process of creation. The digital process
requires a thorough knowledge of digital audio processing
technology. Among the many software programs that use
computing software to create and debug MIDI music, the
most practical one is Cakewalk, which is not only a tool
for music lovers to create music but also for nonmusic
majors to become composers by using the software to create
high-quality music [17]. It requires a systematic study of
music knowledge and continuous exploration of music itself.
The advantage of computer software is to satisfy the dream
of ordinary people to create music [18].

The process of editing audio digitally is mainly done on
traditional audio, but this is very difficult for audio pro-
grams. The whole editing process is very troublesome, and
the editing and processing methods are very limited and
imprecise, mainly because it needs to be done with external
equipment [19]. Because there are many ways to edit and
process audio in this way, there are many ways to process
audio in any way one can think of. In addition, this method
of processing is characterized by the speed of the audio pro-
cessing and the promptness of the feedback, and the success
of the creation can be played and auditioned immediately.
At the same time, the quality and accuracy of the audio in
the editing are very high [20]. The range of adjustment for
each editing-related function of the software is large. The last
feature is that in the editing and processing process, no work
is required from the creator, just a simple pair of computers
and music editing software can do all the work, so you can
get professional-grade results at a civilian price [21].

3. Digital Music Based on
Recognition Technology

3.1. Algorithm for the Implementation of Human Voice Input
Recognition System. The first basis for judgment is to calcu-

late the features at the audio frame level and at the segment
level; using certain regulations, the actual calculated feature
values are compared with the set thresholds to identify seg-
ments of a piece of audio into three parts: silence, pure
music, and speech-music mix. In the song, the sound can
be divided into three categories: silence, pure music except
silence, and speech-music mixture.

It is very difficult to classify the recognition of pure
music and speech-music mixed segments in the music signal
(the same song) because of the high confusion susceptibility
of pure music and speech-music mixture. So only using two
features, short-time energy and overzero rate, cannot
achieve the classification effect well. In this paper, we pro-
pose a new algorithm based on human voice input and rec-
ognition technology, as shown in Figure 1.

In music signal preprocessing and feature extraction, the
commonly used feature parameters are frame average
energy, overzero rate or average overzero rate, resonance
peak, fundamental frequency, linear prediction coefficient,
and other parameters. Short-time energy is the main energy
accumulated in a signal about the sampling point within a
short-time audio frame, and its short-time energy calcula-
tion formula is as follows:

En = 〠
n

i=1
a qð Þw n − qð Þ½ �2: ð1Þ

In the formula, n is the nth short-time frame, aðqÞ indi-
cates the nth short-time frame within the mth sample point
signal value, N is the window length, and wðnÞ indicates the
length of the N window function. The above equation can
also be rewritten as

En = 〠
n

i=1
a qð Þw n − qð Þ½ �2 = 〠

n

i=1
x2 qð Þ ∗ h qð Þ: ð2Þ

The formula hðnÞ is defined as follows:

h qð Þ = e2 jð Þ + q2: ð3Þ

The short-time energy can be regarded as the output of
the square of the speech signal after a linear filter with
impulse response hðnÞ by the formula. Therefore, the nature
of the short-time energy is to some extent related to the
choice of the window function, that is, what type of window
function is used and how long the window function should
be chosen; if the window length is very long, the smoothing
effect of the grant window will be obvious, and the corre-
sponding curve of the short-time energy also changes slowly
with time so that the characteristics of the change about the
language is not well reflected; if the window length is too
short, it will appear that the short-time energy changes. If
the window length is too short, there will be a dramatic
change in the short-time energy with time, so it becomes
very difficult to get the smoothing energy function, so, in
general, the window length is chosen within 10ms-30ms.

Short-time overzero rate refers to the number of times
the value of the sampled signal changes between positive
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and negative in a short time frame, i.e., the number of times
it crosses the zero value (horizontal axis). It is the response
of the average frequency of the audio signal over a short
period of time and is calculated by the formula

Zq = 〠
n

i=1
w q −mð Þ, ð4Þ

where sgn ½� is the symbolic function defined as follows:

sgn q½ � =
1, x qð Þ > 0,
−1, x qð Þ < 0:

(
ð5Þ

As mentioned above, the short-time overzero rate is sen-
sitive to noise, and if the noise crosses the axes randomly
and repeatedly in the computer application, many overzero
artifacts can occur, which can have an important impact
on the results. Therefore, in order to improve the robustness,
the original signal is bandpass filtered during the operation
and certain permissions can be set for the overzero rate, as
shown in Figure 2. By calculating the average short-time
energy and the standard deviation of the excess zero rate
of the audio fragment to be recognized, we can distinguish
whether the music fragment is a pure music fragment or a
speech-music hybrid fragment.

3.2. Wireless Sensor-Assisted Identification. Here, the signal
oscillation of the noise is guaranteed to be unaffected by
the result of the overzero rate as long as it is kept within
the overthreshold. Audio fragments are proposed on the
basis of audio frame features. For all audio frames that make
up audio, calculating the mean, variance, standard deviation,
and other statistics of their audio frame features is the basic
method to obtain audio fragments. In terms of audio recog-
nition rules, the purpose of audio recognition is to roughly
classify the extracted audio clips into three parts: silence,
pure music, and speech-music mix. Since there is a clear dis-

tinction between these three audio categories, the recogni-
tion can be performed by the method based on the average
short-time energy and the standard deviation of the overzero
rate of the audio clips. Through experimental analysis, the
average short time energy and overzero rate are the main
two features of the standard deviation, as shown in
Figure 3. The values of these two features of the pure music
signal are smaller than those of speech, and by comparing
the basic standard deviation of the speech waveform and
the overzero rate, it can be found that there are obvious dif-
ferences in their standard deviations of the overzero rate,
where the music segment is located on the left side of the
dotted line and the speech segment is on the right side.

The amplitude of the audio signal is small and inaudible
to the human ear is the mute. The energy spectrum is char-
acterized by low energy over a long period of time and is
particularly distinctive in that the overzero rate of the mute
is very different from the rest of the spectrum. Although
there are also very short intervals of lower energy between
each word, so it cannot be used as a silent zone. The feature
of silence ratio is used here with the following rule.

(1) A silent clip is defined as when the share of silent
frames in a clip exceeds the threshold value S T

(2) The definition of a silent frame is when the energy of
an audio clip is well below a certain threshold. The
frequency of the current sound and the loudness of
the sound have a relationship to the threshold set-
ting, the louder the sound, the higher the threshold

For this reason, the method used for extraction is the
threshold ET determination method: an audio frame is con-
sidered to be silent when its temporal energy is below the
threshold RT when the average ratio of the temporal energy
within a 3-second window for sliding is shorter than the
threshold RT . An audio clip is considered to be a pure music
clip if the two characteristic values of the average short-term
energy and the standard deviation of the overzero rate meet
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Figure 1: Principle of recognition model for pure music and speech-music hybrid clips.
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certain conditions; otherwise, it is a mixed speech-music
clip.

3.3. Human Voice Input Recognition System. In nature, the
wide variety of sounds that humans can perceive is ulti-
mately generated by oscillations. Therefore, the first thing
you come across when performing audio signal processing,
and the most intuitive description of an audio signal, is the
time domain waveform of the audio signal. The sound is
converted into an electrical signal after passing through the
transducer, and the audio signal acquisition is realized,
which is the first job to be done in all audio processing sys-
tems. The electrical signal can be visually observed with an

oscilloscope as the external sound changes. Since computers
can only process digital signals, to draw the waveform of an
audio signal in a computer, the analog audio signal must first
be digitized, and then, the waveform of the audio signal is
drawn based on the sampling values of each sampling point.
In the waveform diagram, the changes in the energy of the
audio signal can be observed very clearly, and even the time
period of each note can be identified. The specific steps of
digital music creation are as follows.

Sampling theorem: a time-continuous signal mðtÞ with a
frequency band limited to ð0, f ÞHz, if T ≤ 1/2f seconds is the
criterion for equally spaced sampling, then mðtÞ will be
completely determined by the resulting sampling value. 300 to
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Figure 2: Threshold overzero rate diagram.
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3400Hz is the normal value of the human speech signal fre-
quency band. Therefore, when the voice signal is digitally trans-
formed, there are certain regulations for the sampling
frequency, which is generally not more than 8000Hz.
0.016~16kHz is the most basic range according to the analysis
of normal human hearing; as a young person hears more
clearly, he can hear the sound of 20kHz, so in general, equip-
ment is often used much higher than 8000Hz sampling fre-
quency, so that is more enough to get a higher quality sound.
The frequency range of music is related to a specific instrument.
The frequency range of piano is relatively wide, from 27.5Hz to
5000Hz, so 10kHz is enough to contain all the information,
and the frequencies used are 22.05kHz, 44.1kHz, etc. What is
quantization? It is mainly a process of representing the analog
sampling value, which is represented by a preselected level.
For the level of the analog signal according to the need for sam-
pling, the sampling valueXðTÞ is infinite; if the size of this sam-
ple value is to be expressed in N binary digital signal, then N
binary signal is expressed inM (2 of the nth power) level value.
So the sampling value is divided intoM discrete levels, and this
process is the quantization level.

Based on what was described in the previous sections, a
system was studied and developed to accept vocal humming
input, retrieve it through a database, and get the user’s hum-
ming name. The flow of the whole prototype system is
divided into three modules. The following figure shows the
functional block diagram of the system, and Figure 4 shows
the block diagram of the system implementation. The higher
the sampling frequency, the more accurately the discrete sig-
nal sequence will reflect the input continuous signal, which
is easy to understand because the higher the sampling fre-
quency, the less information will be lost.

After calculating the pitch saliency to obtain melodic
pitch candidates, the algorithm proposes to use the continu-
ity of pitch saliency, i.e., combining the continuity of audi-
tory stream cues and pitch saliency to create pitch
contours to reduce the problem of discontinuity of the same
sound source pitch sequence due to the difficulty of distin-
guishing similar pitches by auditory stream cues, on top of

creating pitch contours based on auditory stream cues that
maintain continuity in time and pitch. Considering that
the accompaniment is generally used for the modification
of main notes or for the repetition of musical fragments,
the repetition property of the accompaniment is proposed
in the selection of melodic pitch contours. Since the repeti-
tion property is expressed in the set of pitch contours as
pitch contours of equal length and pitch at different times,
the dynamic time regularization (DTW) algorithm will be
used to calculate the similarity between pitch contours and
reduce the nonlinear deviation introduced by the difference
of note length. Finally, based on the long-time relationship
between adjacent pitch contours, octave errors are proposed
to be detected based on the average of the pitch-weighted
mean values of adjacent pitch contours in time for each
frame, and melodic pitch lines are formed by smoothing
melodic pitch contours using the Viterbi smoothing algo-
rithm. Since there are strict inequalities in the pitch contours
in terms of time length, the length difference range of the
pitch contours satisfying the period relationship is set to.
In order to remove the nonlinear deviation caused by
unequal pitch contour lengths when calculating the period
of pitch contours, the DTW algorithm is used to calculate
the similarity between pitch contours. Considering that the
difference in pitch saliency between pitch contours satisfying
the period relationship is not very different, the DTW algo-
rithm is used to calculate the difference in pitch saliency
between the two pitch contours Cm and Cn, and the satisfy-
ing pitch contour is removed from the period for which the
pitch contour mC is calculated, since the melodic pitch con-
tour belonging to the dominant also has a certain long peri-
odicity. Secondly, the system uses MFCC coefficients and
short-time energy and overzero rate as feature parameters
and audio retrieval technology as the recognition framework
and uses GMM algorithm to train model parameters of
songs, carries out the calculation of model similarity between
sample songs and song feature library, realizes a song per-
sonality calculation and recommendation system, and ver-
ifies the system performance through experiments.
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Figure 4: Architecture of the human voice input recognition system.
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Programming sound in computers: the main part of pro-
gramming sound in computers is the recording, playback,
and operation of wa files through the sound card. In the
main system of the computer, Windows, the API is used to
support multimedia operations, which can be divided into
two main types: low-level interfaces and high-level inter-
faces. The low-level interface consists of a lot of functions
starting with wave, while the high-level interface is applied
in two ways: they are sending messages and sending strings.
When programming sound using the low-level pretext, the
low-level API functions and the data structures used for
sound programming and thus the handles are used.

4. Simulation Experiments and Result Analysis

Thirty humming audio clips of 10 to 15 seconds in length were
used for the experiment of retrieval, and the retrieval results
were output as the top three closest songs. The audio acquisi-
tion device was an external microphone. The experimental
results are shown in Figure 5. From the experimental results,
it can be seen that in the ideal case, the retrieval system can
obtain an accuracy rate of nearly 60% for humming retrieval.
The ideal situation is a situation where the user hums notes
with small pauses between notes, the hummed notes are accu-
rate, and the sampling environment is less noisy. The accuracy
of system retrieval is highly dependent on the accuracy of the
hummed pitch, the consistency of the hummed rhythm, and
the accuracy of the MIDI information in the database. When
the complexity of the MIDI file is high, such as more chord
tones, and the MIDI file producer adds more subsidiary infor-
mation, the retrieval rate decreases significantly. The phenom-
enon is related to the method of automatic extraction of MIDI
file features, which is still to be improved by future research
work. The hummer should have obvious pauses when hum-
ming, and the retrieval result is not satisfactory if the hum-
ming is too continuous. For the retrieval of continuous
humming, more in-depth research on the note segmentation
algorithm is needed.

Firstly, the system uses average short-time energy and
standard deviation of overzero rate as feature parameters
to accurately distinguish pure music and speech-music
mixed fragments in the same song according to audio recog-
nition rules, to achieve the function of removing pure music
parts in songs. The dataset for the simulation experiments
was taken from the introduced dataset DEAM15, containing
a total of 489 tracks in MP3 format. Of these, 431 tracks of
45 seconds in duration were used as the development set,
while the remaining 58 tracks were used as the test set.
The sentiment annotation of the dataset is based on the
Thayer sentiment model, with each annotation having a V/
A value in the range ½−1, 1� and an annotation interval of
0.5 seconds. The simulations are run on Ubuntu 14.04 in
the PyTorch framework, with an Intel Core i7-5930k
3.4GHz CPU, 32GB RAM, and TITANX 12G graphics card,
and a total of 5 different random divisions of the develop-
ment set are used for model training. Among them, 411
firsts were divided as the training set and 20 firsts as the val-
idation set, and the validation set had to be randomly
selected according to the genre distribution of the test data-

set to ensure that the datasets matched. The evaluation index
is evaluated by RMSE, which is the standard deviation of the
difference between the predicted and true values of the data-
set. The algorithm uses the openSMILE toolbox to extract
the frame-level features of the segmented segments. The fea-
tures are composed of 65 low-level acoustic descriptors,
including MFCC, spectral features, and features related to
the human voice. To use melodic contour features for emo-
tion recognition, melodic contour features based on pitch,
duration, vibrato, and contour type are extracted, totaling
10 features. To prevent overfitting of the model, a regulariza-
tion method with random deactivation of 0.5 is used. The
sequence information of short time segments is relatively
small, which is prone to produce wrong emotion recognition
results, so this chapter proposes the method of merging
short time segments. In order to verify the effectiveness of
this merging method, simulation experiments are conducted
before and after the merging of short time segments, and the
experimental results shown in Figure 6.

It can be concluded from this that comparing the values
of pleasantness and activation before and after merging, the
merging method reduces their values, indicating that the
merging method can reduce the false recognition of short-
time segments. To identify the emotions of segmented seg-
ments, the features of the segmented segments need to be
extracted first. To verify the effectiveness of the features
extracted based on the CNN structural model and the
melodic contour features, the two methods will be removed
separately for testing and compared with the complete algo-
rithm in this chapter, and the final results are shown in
Figure 7. The dynamic music emotion recognition algorithm
based on melody extraction and convolutional neural net-
work is proposed for music emotions that are not uniformly
distributed with time points and in order to abstract the fea-
tures within adjacent emotion change points. The experi-
mental results show that the algorithm in this chapter
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achieves results close to the best recognition algorithm and
greatly reduces the number of parameters of the model.
The audio fragment feature used in this method is the
zero-percentage standard deviation (ZCR_STD), which is
defined as the standard deviation of the zero percentage of
each frame in an audio fragment.

From this, it can be concluded that removing the CNN
structural model significantly reduces the recognition accu-
racy of V/A compared to the algorithm in this chapter,
which illustrates the importance of the CNN structural
model for the algorithm recognition, and this result also
reflects the effectiveness of the segmentation method in this
chapter. For the melodic contour feature, adding this feature
can further improve the recognition accuracy of the algo-
rithm, which illustrates the effectiveness of the feature. The
regressor, as the last stage of the algorithm, has many
methods to choose from. To improve the recognition accu-
racy of the algorithm, this chapter compares regressors such
as multivariate linear regression (MLR), SVR, and neutral
network (NN). Among them, SVR has a 3rd polynomial ker-
nel and NN is a single hidden layer network with 14 units.

Design and implement a prototype system that uses an
audio recognition algorithm based on average short-time
energy and standard deviation of overzero rate and a song
personality calculation algorithm based on MFCC and
GMM. The system can achieve the function of accurately
removing the mute and pure music parts of a song by
extracting feature parameters such as short-time energy
and overzero rate of the song, extracting the speech features
of the song using MFCC technique and generating the tem-
plate of the song using GMM algorithm, and then perform-
ing similarity calculation of the song file using the song
template library for similar song retrieval, which can accu-
rately retrieve from the music library the songs that are sim-
ilar to the sample songs that are similar (have the same
characteristics or style) to the sample songs from the music
library, which can achieve the requirement of personalized
music recommendation. The system is developed in C++
language using VC++ compilation environment, and all
functional modules are encapsulated by dynamic link librar-
ies. The modular design of the system is realized to enhance
the scalability of the system. All functions are processed by
multithreaded processing technology to improve the calcula-
tion speed of the system, and at the same time, the fault tol-
erance and the ability to handle abnormal errors of the
system are fully considered to realize the design of the reli-
ability of the system and the ability to handle data resources.

5. Conclusion

This paper researches the implementation of human voice
input and recognition technology in digital music creation,
studies and analyzes the key technologies such as prepro-
cessing technology, feature parameter extraction technology,
and Gaussian mixture model algorithm of music retrieval
system, and proposes the concept of “song personality” to
summarize features such as song style, rhythm, and back-
ground music. We propose an audio recognition algorithm
based on average short-time energy and standard deviation
of overzero rate, which can distinguish pure music and
mixed speech-music fragments in the same song more accu-
rately and achieve high accuracy in processing songs of dif-
ferent styles, different singers, and different languages.
Meanwhile, according to the need of similar song creation,
a method of song personality calculation and creation based
on MFCC and GMM is proposed and designed to realize the
digital music creation and retrieval function to better realize
the requirement of personalized digital music creation. A
high accuracy recognition algorithm for pure music and
speech-music hybrid audio clips based on average short time
energy and standard deviation of overzero rate is proposed.
The method of accurately distinguishing pure music and
speech-music mixed fragments in the same song is investi-
gated, which solves the problem of high confusion suscepti-
bility of pure music and speech-music mixed fragment
recognition and provides an effective preprocessing method
for removing unwanted parts of the song. The experimental
results show that by processing songs with different styles,
different singers, and different languages, the average detec-
tion rate is 92.08% for pure music fragments and 96.33% for
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speech-music hybrid fragments after smoothing, and the
average recognition correct rate is 92.30% for pure music
and 96.36% for speech-music hybrid.

By processing each note, the intensity, length, and rela-
tive pitch characteristics of the whole humming melody are
extracted for the implementation of vocal input and recogni-
tion technology in digital music composition. In the melody
retrieval part, a combination of exact matching algorithm
and fuzzy matching algorithm is used according to the spe-
cial characteristics of the humming melody to finally design
the system for the implementation and application of vocal
input and recognition technology in digital music
composition.
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The preprocessed images are input to a pretrained neural network to obtain the corresponding feature mapping, and the
corresponding region of interest is set for each point in the feature mapping to obtain multiple candidate feature regions;
subsequently, these candidate feature regions are fed into a region proposal network and a deep residual network for binary
classification and BB regression, and some of the candidate feature regions are filtered out, and the remaining feature regions
are subjected to ROIAIign operation; finally, classification, BB regression, and mask generation are performed on these feature
regions, and full convolutional nerve network operation is performed in each feature region and output. To further identify the
specific model of the vehicle, this paper proposes a multifeature model recognition method that fuses the improved model with
the optimized Mask R-CNN algorithm. A vehicle local feature dataset including vehicle badges, lights, air intake grille, and
whole vehicle outline is established to simplify the network structure of model. Meanwhile, its detection frame generation
process and the adjustment rules of overlapping frame confidence in nonmaximum suppression are improved for coarse
vehicle localization. Then, the generated vehicle detection frames after localization are output to the Mask R-CNN algorithm
after further optimizing the RPN structure. The localized vehicle detection frames are then output to the Mask R-CNN
algorithm after further optimization of the RPN structure for local feature recognition, and good recognition results are
achieved. Finally, this paper establishes a distributed server-based vehicle recognition system, which mainly includes database
module, file module, feature extraction and matching module, message queue module, WEB module, and vehicle detection
module. Due to the limitations of traditional region generation methods, this paper provides a brief analysis of the region
generation network in the Faster R-CNN algorithm and details the loss calculation principle of the output layer.

1. Introduction

The number of motor vehicles has exceeded 350 million,
cars reached 229 million, motor vehicle drivers exceeded
420 million, including 360 million car drivers, and cars have
gradually replaced bicycles and other as one of the main
means of transportation for travel, appearing in various
scenes such as streets, highways, and communities [1]. The
rapid growth of motor vehicles not only brings many conve-
niences to people’s lives but also generates road congestion
and criminal cases involving cars, bringing invisible effects
to our living environment and travel speed [2]. As the num-
ber of motor vehicles grows at a rate of about 10% per year,

urban building congestion leads to slow development of
road construction. The urbanization of China makes more
and more rural population flock to the city, which leading
to road congestion, traffic accidents, environmental pollu-
tion and other problems [3]. The rapid growth of vehicles
not only makes urban traffic overload but also makes the fre-
quent occurrence of criminal cases involving vehicles, bring-
ing new challenges to public safety, and the current
management and identification of vehicles basically rely on
the existing road traffic management methods and manual
judgment [4]. In order to reduce manual operations, auto-
matically detect vehicles, and identify their corresponding
areas of interest, so as to make timely responses to traffic
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problems occurring in highways, communities, and other
environments, the research of intelligent traffic system
(ITS) has emerged [5].

The rapid development of artificial intelligence has laid a
good foundation for ITS, which integrates technologies such
as computer processing, automation, data communication
transmission technology, big data, and machine vision into
the traffic management system and can replace manual oper-
ations with intelligent systems in traffic scenarios such as high-
ways, toll stations, railway stations, and airports to reduce
congestion, transportation failures, and other problems, as
well as save energy andmanpower and reduce economic waste
[6]. The core of the vehicle detection and automatic identifica-
tion system construction lies in the license plate, vehicle color,
vehicle brand, and specific model recognition and the match-
ing problem. At present the license plate positioning and rec-
ognition system is very mature, the precision and accuracy
rate is very high, and it has been widely used in various traffic
intersections, neighborhoods, highways, and other places; the
body color recognition technology is relatively simple to
achieve and also has a good recognition rate; for the specific
model recognition, because the similarity of different vehicles
may be larger, the vehicle detail recognition aspect has a cer-
tain degree of difficulty, the current model recognition tech-
nology cannot reach a high industrialization degree, and
there is no more perfect model recognition system [7]. In
order to solve the above problems, more and more experts
and scholars have devoted themselves to the research of vehi-
cle model and vehicle brand recognition in recent years, and
certain progress has beenmade. Due to the difference of appli-
cation occasions and demand objects, there is also a certain
difference in the fine degree and algorithm framework for
model recognition [8]. In the general highway, community
and parking management system, it generally only needs to
determine whether it belongs to large vehicles or small vehi-
cles. In the public security criminal investigation for the search
of the set of vehicles or illegal criminal vehicles, it requires for
the vehicle detail characteristics that are extremely detailed;
model recognition specific to the model and year can provide
more effective clues for the public security organs [9].

The improved YOLOv3 coarse vehicle localization
method is incorporated in the vehicle detection stage of fine
vehicle recognition, and a distributed system is used to
assign each local feature to different servers for feature
extraction and recognition using the improved Mask R-
CNN method, and then, the total server aggregates and out-
puts the recognition results, which not only improves the
generalization ability and robustness of the detection
method but also improves the efficiency of detection and
recognition. Finally, a model recognition system is estab-
lished to further verify the feasibility of the algorithm pro-
posed in this paper. For the problem of vehicle-specific
model recognition, a fine model recognition algorithm with
improved YOLOv3 algorithm is considered as the detection
model, while the RPN module in Mask R-CNN that is fur-
ther optimized and used for recognition is proposed, and
the established local feature dataset is introduced. In order
to improve the detection efficiency, a method of multi-
threaded feature recognition using a distributed server sys-

tem is proposed, and the superiority of this paper
compared with other target detection methods is analyzed.
Finally, the hardware system for vehicle model recognition
built in this paper is introduced, mainly including database
module, file module, feature extraction and comparison
module, message queue module, WEB module, and vehicle
detection module, and the algorithm proposed in this paper
is implanted into the system to verify the practical value of
the method. This paper mainly focuses on deep learning
and convolutional neural network algorithms to optimize
the network structure to train the detection and recognition
models of large class vehicles and fine vehicles, respectively.
Based on the algorithm development of R-CNN and Faster
R-CNN and the design of convolutional layer, the superior-
ity of convolutional neural network in target detection and
recognition is illustrated, and the advantages and disadvan-
tages of different methods and network frameworks in target
detection are analyzed.

2. Related Work

The interframe difference method, background difference
method, and optical flow method are the three most tradi-
tional methods in target detection [10]. The basic principle
of the frame difference method is to determine the moving
target area based on the pixel change between frames in
the video, and the pixels between adjacent frames are com-
pared by the difference and threshold operation to obtain
the moving object [11]. The overall accuracy of the overall
model is affected. Based on the three-frame difference
method, the researchers binarized the vehicle image after
extracting the contour of the moving target vehicle, then
applied morphological processing to it, and finally per-
formed line-by-line scanning to obtain the overall binarized
image and reconstructed the vehicle image using the connec-
tion of contours to obtain the region of the moving vehicle,
whose limitation is that it can only detect the moving vehi-
cle, and for the stationary vehicle recognition, there is still
a need for further research [12].

Background difference method is the most commonly
used method in the early development of target detection.
The principle is to first obtain the video or image that does
not contain information such as vehicles in the background
to generate a background model, and then, the image or
video to be measured that inputs and subtracts the informa-
tion corresponding to the background model can obtain the
possible vehicle information you want to identify, finally, the
information image for binarization can get more complete
vehicle information [13]. Researchers in the background dif-
ference method based on the use of background model in
obtaining the specific location information of the target
vehicle take the labeling technology to give the video frame
or image of each vehicle corresponding to the label and then
do further processing; the experiment shows that the
method has good detection effect in the fixed scene [14].
The optical flow method is very different from the two target
detection methods mentioned above, the method is based on
giving the velocity vector corresponding to all pixel points in
the video frame to achieve the purpose of transforming the
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original image into a variable motion field, and each coordi-
nate in the video frame can find its corresponding coordi-
nate on the target to be identified at any moment when
training is carried out [15].

Researchers proposed to introduce Lucas-Kanade based
on the parallel optical flow method to identify and track
moving vehicles in video [16]. The main process is to detect
moving targets using optical flow detectors and then per-
form binarization similar to the background difference
method and use the target frame to detect the range of the
target, but the limitation of this method is that it can gener-
ally only be used for target localization and tracking, not for
recognition [17]. In addition to the traditional target detec-
tion methods mentioned above, feature-based target detec-
tion methods are also used in vehicle model recognition,
and more commonly, vehicle detection is performed using
features such as histogram of oriented gradient, scale-
invariant feature transform, and Haar. The feature-based
vehicle recognition methods are generally divided into two
major categories: the first one is to directly extract and train
features on the whole original image and the other one is to
segment the original image into multiple images of appro-
priate size, perform feature extraction on each small image,
and then use classifiers such as SVM to classify the extracted
individual features before proceeding to the next step of
detection [18]. This method requires a high level of dataset
richness and a large number of samples with different envi-
ronments, angles, and the presence of occlusions for train-
ing, which is a huge amount of engineering [19].

As one of the representative algorithms of deep learning,
convolutional neural network (CNN) was first proposed in
1987, but it did not have much application at that time; with
the hot development of deep learning and the wide applica-
tion of GPU in recent years, CNN has been used in image
processing and target detection [20]. The R-CNN network
is derived from the CNN network with improvements, using
automatic selection search to obtain the candidate range of
the target, then feeding the target candidate range into the
convolutional neural network for feature extraction and
classification, and finally outputting the recognition results
with rectangular boxes. Although RCNN has a great
improvement in detection accuracy compared with CNN,
it also has the limitation of being more time-consuming
[21]. Fast R-CNN changes the convolution of the feature
area for each candidate region on the basis of R-CNN, and
uses shared whole image for feature extraction, which greatly
reduces the detection time. Researchers improve the algo-
rithm on the basis of Fast R-CNN and used a candidate
frame extraction network to extract the target range and
identify it, which further accelerated the detection speed.
In addition to these networks, SPP-Net, R-FCN, GoogLeNet,
etc. can be used for target detection and recognition [22].

3. Feature Extraction and Result Output for
Vehicles and Pedestrians at Road Junctions

3.1. Feature Extraction. The basic process is shown in
Figure 1. Firstly, the key points and key regions of the input
image are located using image processing technology, then

the feature descriptors in the regions are extracted, and
finally the feature descriptors are input to the classifier to
realize the classification and recognition of car models.
According to the degree of refinement of model recognition,
the model recognition technology can be divided into
coarse-grained model recognition and fine-grained model
recognition. Since different types of vehicles have different
appearance shapes, coarse-grained model recognition can
be classified mainly based on the appearance shapes of vehi-
cles. In addition, some key parts on the car in the coarse-
grained model recognition process also differ greatly (e.g.,
doors, front end, body, and windows), and these characteris-
tics can also be used as the basis for discriminating coarse-
grained models.

The fine-grained model recognition process often
requires more detailed features to be considered because of
the type and model of the vehicle to be discerned. It is
understood that the fine-grained model recognition tends
to pay more attention to the vicinity of the license plate as
well as the vicinity of the lights and emblem, because these
parts are the biggest difference in distinguishing from the
same type of vehicles. First of all, the area near the license
plate will be the target area, because the license plate is
located in the front of the vehicle and is also the main per-
formance part of the appearance design, so it will be the
main candidate area of the model fine-grained recognition.
Then, in order to carry out model recognition more effec-
tively, the license plate image or the headlight image is usu-
ally segmented out separately for processing. Finally, in
order to recognize the vehicle type effectively, the extracted
features such as edge and color are classified using classifiers
(softmax, SVM, etc.). With the increasing ability of feature
descriptors to characterize images, such as histogram of gra-
dients (HOG), scale-invariant feature transform (SIFT), and
hybrid features, model recognition methods based on such
feature extraction have very good robustness. The above
vehicle recognition method based on feature extraction is
inevitably limited by some external factors, such as fixed
image capture view, artificially set feature extraction param-
eters and so on. In order to effectively solve this problem,
some scholars try to apply geometric methods to car model
recognition. With the help of computer-aided design
(CAD) technology, the authors perform a series of prepro-
cessing (including template matching and selecting view-
point parameters) before feature extraction of images, so
that they can better detect car license plates. The model rec-
ognition method based on geometric estimation mainly
equates the vehicle area into a rectangle of certain length,
width, and height, as shown in Figure 2. Firstly, the vehicle
in the image is segmented to generate a rectangle of its smal-
lest outside world, and its length, width, height, and center
coordinates are output. Then, the correspondence between
the key points in the reconstructed 3D space and the input
2D image is determined according to various parameters
(including camera focal length and mapping relationship
between coordinate systems). Finally, the inverse projection
technique is used to compare the constructed 3D dimen-
sions with the actual dimensions of the vehicle, so as to
determine the type of the actual vehicle.
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3.2. Neural Network to Enhance Recognition. In the fully
connected layer, the main role is to reduce the error between
the labeled samples in the dataset and the output of the gen-
erated model in order to achieve the purpose of continuously
fitting the generated network to the original image in this
paper.

The neural network-based model recognition method is
a method that enables a neural network model to detect
and recognize autonomously based on the learned capabili-
ties by constructing it. With the outstanding contributions
of neural network technology in the fields of image process-
ing, target detection, and scene analysis, the application of
neural networks in model recognition has been gradually
promoted. In the research of using neural networks for car
model recognition, it is usually done by extracting key
frames from surveillance videos as the input of neural net-
works and then predicting their probabilities. This method,
which involves a lot of human intervention, is called super-
vised training method, and semisupervised and unsuper-
vised methods have also been studied in the literature to

train neural networks for car model recognition. However,
as far as the current research results are concerned, the neu-
ral network-based model recognition technique still does not
effectively address the problem of low detection efficiency
when dealing with multiangle and complex scenes. In the lit-
erature, the authors use images from two specific viewpoints
as the infants of the neural network, which makes the neural
network model possess higher detection accuracy than a sin-
gle viewpoint. However, the model still cannot be used for
other problems that deviate from the normal viewpoint.
The literature uses CompCars, a dataset containing complex
scenes and multiple perspectives, to train a neural network
model with better robustness, but the model is not very effi-
cient for vehicle detection and recognition because the con-
structed model is shallow. The literature proposes a car
model recognition model with many complex image prepro-
cessing means added to the network, yes the model can be
converted from the input two-dimensional image to the unit
space for processing, and also small datasets were con-
structed to verify the effectiveness of the method. However,
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this complex preprocessing technique also requires much
higher input data and therefore cannot be validated effec-
tively on publicly available datasets, limiting its usage perfor-
mance and application prospects. Therefore, it is of great
interest to investigate a model for vehicle identification that
can cope with complex weather, complex scenes, and high
robustness.

In this paper, we propose an improved Mask R-CNN-
based target detection and recognition method, whose net-
work structure is shown in Figure 3. The original image is
preprocessed and input to the pretrained convolutional layer
neural network to obtain the corresponding feature map,
and the region of interest is set for each point in the feature
map to obtain several candidate feature regions, and then,
these candidate feature regions are fed into the region sug-
gestion network and the deep residual network (ResNet)
for binary classification and BB regression. Finally, the fully
convolutional network (FCN) operation is performed in
each feature region to classify these feature regions by Mask
and predict the target regions.

As a target detection method derived from CNN net-
works, the Mask R-CNN algorithm originally used feature
pyramid networks (FPNs) to achieve efficient use of features
at different scales, and FPNs employ top-down lateral con-
nections to fuse (up-sample and sum) features connected
at different scales and then perform 3 × 3 convolution to
eliminate the blending phenomenon and then predict the
features at different scales, repeating this process continu-
ously until the best resolution is obtained. This feature map-
ping is shared for the subsequent region recommendation
network layer and the fully connected layer. The advantages
of FPN are its ability to localize and extract features more
accurately for small targets and its shorter detection time,
but it has limitations in detecting objects with low pixels or
small distinctions. Deep residual network (ResNet) is a deep
convolutional network with outstanding performance in tar-
get localization, target feature extraction, and target recogni-
tion proposed by four scholars from Microsoft Research in
2015, which well solves the problem of network depth and
performance degradation. In this paper, we synthesize the
special characteristics of vehicle targets and the applicability
of other feature extractors in Mask R-CNN. The feature
extraction module introduces a deep residual network with
ResNet101 to extract vehicle feature information, and
ResNet is based on the traditional AlexNex network, adding

convolutional layers to achieve the purpose of extracting fea-
tures more accurately and having stronger learning ability
during model training. However, due to the large differences
in the proportion of different vehicles in the video or image,
background noise, and external contours, in order to better
process the samples in the vehicle dataset and make the final
generated model extract the vehicle features as much as pos-
sible, this paper combines the respective advantages of the
deep residual network and the feature pyramid network
and fuses the two for the extraction of vehicle features, and
the network structure is more concise and modular. The net-
work structure is also more concise and modular, and the
convolutional network has fewer manually adjustable hyper-
parameters to facilitate training.

The activation functions used in this paper are the sig-
moid function and the tanh function as follows:

sim xð Þ = 1
1 + exp −xð Þ , ð1Þ

tan xð Þ = exp xð Þ − exp −xð Þ
exp xð Þ + exp −xð Þ , ð2Þ

where 1 is the number of convolution layers, which is set to 5
in this paper; klij and blj (for) denote the convolution kernel
and the offset of the feature map, respectively; the operation
symbol x denotes the convolution operation; Mj is the set of
input images. The convolution kernel convolves on the fea-
ture map output from the above convolution layer, and then,
the new output feature map can be obtained after the sig-
moid function and tanh function. The output feature map
of each layer in the convolution layer of this paper through
the activation function can be represented by multiple preac-
tivation feature maps in the form of a sum, which is calcu-
lated as shown in the following equation:

xi = f qð Þ, ð3Þ

q = 〠
i∈Mj

i=1
xi ∗ Kij: ð4Þ

After preprocessing the original image and passing it
through the convolutional layer, a common feature map
can be obtained. In the more initial convolutional neural
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network target detection frameworks (such as R-CNN and
Fast R-CNN), the method of selective search is usually used
to extract the candidate frames, which is more time-
consuming and takes about 2 s to process an image on the
CPU. CNN proposes the RPN method in the part of extract-
ing candidate frames, which only takes about 10ms to
extract the candidate frames of an image, greatly speeding
up the detection speed. The regional recommendation net-
work requires less size and pixels of the input image, and
its output increases the target frame of classification ratio
compared with the convolutional neural network methods
such as CNN, which makes the detection results easier to
express. The convolutional kernel mentioned in the convo-
lutional layer above is the key to generate the target candi-
date regions for RPN. The preprocessed image produces
the output feature map after the operation of the convolu-
tional layer, and sliding a small window of preset size to this
feature map to obtain the corresponding large dimensional
feature vector. The window of the sliding operation will gen-
erate different candidate regions after the RPN, which will
then be input to the fully connected layer for localization
and identification, as described below. Simply put, RPN
relies on a sliding window on a shared feature map to gener-
ate nine target frames with preset aspect ratios and areas for
each location, and the Mask R-CNN algorithm is inherited
from this network for region prediction.

Li t, vð Þ = 〠
i∈ x,y,wf g

i=1
s2 t1 − vð Þ, ð5Þ

si xð Þ =
0:5x2, if , x > 1,
xj j − 1, if , x ≤ 1:

(
ð6Þ

The training function for training RPN is as follows:

L p1, p2,⋯, pj
n o� �

= pi ti, ti∗f g
Lij

: ð7Þ

The network parameters can be determined by the
objective function, and the network parameters in the fully
connected layer are continuously updated as the objective
function decreases. When the objective function reaches
convergence, the signal distribution generated by our
trained generative model is closest to the label distribution
at the time of labeling, and the convolutional neural net-
work for target detection can be well fitted to the original
image and data to achieve accurate localization and identi-
fication. In the fitting process, the acquisition of the net-
work parameters is essentially the problem of optimizing
the nonlinear function, which is simply the problem of
finding the best set of parameters W ∗ and b ∗ that can
satisfy the following equation.

W∗, b∗ = J
min

W, qð Þ: ð8Þ

The training loss function in this paper is as follows:

J fix = L pif g, tf gð Þ: ð9Þ

Linear interpolation for the x-direction is calculated as
follows:

f R1 =
x1 − x2
x1 + x2

� �
= f Q11ð Þ + f Q12ð Þ, ð10Þ

f R2 =
x1 + x2
x1 − x2

� �
= f Q22ð Þ + f Q12ð Þ: ð11Þ

Then, linear interpolation for the y-direction is calcu-
lated as follows:

f Pð Þ = f x, yð Þ, ð12Þ

where f ðx, yÞ is the pixel value of the point P to be solved,
f ðQ11Þ, f ðQ12Þ, f ðQ21Þ, and f ðQ22Þ are the pixel values of
the four known points Q11 = ðx1, y1Þ, Q12 = ðx1, y2Þ, Q21 =
ðx2, y1Þ, and Q22 = ðx2, y2Þ, respectively, and f ðR1Þ and f ð
R2Þ are the pixel values obtained by interpolation in the x
-direction.

3.3. Dataset Creation. The richness and effectiveness of the
dataset is an important part of the car identification
research. In this paper, we use the BIT-Vehicle dataset, the
Cars dataset, and some data from the CompCars dataset as
the basis and expand the dataset by traditional transforma-
tion, Gaussian noise, web crawler crawling data, and gener-
ative adversarial network (GAN) approach to expand the
dataset. In order to ensure the generalization ability of the
final model of this experiment, the dataset is expanded in
addition to the three car datasets mentioned above, as
follows.

(1) Traditional transformation. (a) Random cropping,
image flipping, mirror transformation, and image
color random dithering are used to change the angle,
proportion, brightness, and saturation of vehicles in
the original images to achieve the purpose of dataset
expansion, and finally, 1800 vehicle pictures are
generated

(2) Web crawlers. Web engines (such as Baidu and
Google) contain a large amount of vehicle informa-
tion and images, but manual search and preserva-
tion of such images are more time-consuming.
Data can be crawled on a specific web page
according to user-defined matching rules, parsing
and analyzing the acquired page data, parsing out
the hyperlinks (URLs) in the page, and download-
ing the text information, pictures, videos, and other
information in the links. In this paper, based on
the pyspider crawler framework, we use python
to realize the crawler function and finally obtain
1200 vehicle images and keep 600 images of high
quality after screening. Since the quality of the
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images obtained using web crawlers varies, they are
directly added to the dataset for use, without
extending the data

(3) Generative adversarial network (GAN). In essence,
the images generated by traditional transformations
and the addition of Gaussian noise do not differ
much from the vehicles in the original images, and
the web crawler acquires the images slowly and
requires manual screening, so this paper proposes
to use GAN for data expansion. GAN is a method
for training to generate two mutual adversarial
models, where a generative model G is used to fit
the sample data distribution, and a discriminative
model D is used to estimate whether the input sam-
ples are from the real training data or the generative
model G

(4) This paper uses convolutional neural network to
construct generator G and discriminator D. Among
them, discriminator D uses 4 convolutional layers
with ReLU activation function and 1 fully connected
layer to extract features from the input images; gen-
erator G uses 4 deconvolutional layers with ReLU
activation function to generate false sample images
with the same width and height as the input images
by deconvolution of the noise generated using
Gaussian distribution. Finally, 1500 vehicle images
were generated. Based on the above dataset expan-
sion method, this paper finally builds up a dataset
including 8600 training set and 4300 test set samples,
and the composition of the dataset is shown in
Figure 4

4. Experiments and Analysis of Results

Network training requires setting the hyperparameters of
the corresponding network, and hyperparameters are the
preset values of network training, which are determined
manually to achieve the parameters of the specific network
training requirements; this experiment is trained from
scratch for all networks, in deep learning, epoch represents
the number of training steps, and the learning rate controls
the learning progress of the model; the smaller the learning
rate, the slower the loss gradient decreases and the conver-
gence. The smaller the learning rate, the slower the loss gra-
dient decreases and the longer the convergence time. After
debugging, the final number of epochs is set to 50000, the
learning rate is set to 0.005, the number of validations after
each training step is set to 30, and the learning rate is kept
constant at the beginning and decays to 0 in the last 5000
epochs. The weights are randomly initialized with Gaussian
distribution, the mean value is 0, and the standard deviation
is 0.02, and the specific hyperparameter values are shown in
Figure 5. The network parameters can be determined by the
objective function, and the network parameters in the fully
connected layer are continuously updated as the objective
function decreases.

At present, the evaluation indexes for the results in target
recognition are precision rate, recall rate, average precision,
average precision mean, etc. The average precision is the
average of all accurate prediction rates of the car model
under different recall rates, which is the best evaluation
index of the performance of the target detection algorithm
and reflects the comprehensive performance of the algo-
rithm; meanwhile, this paper compares the pixel precision,
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average interaction ratio, and detection recognition. This
paper also compares the pixel accuracy, average interaction
ratio, and detection recognition speed of this method with
the mainstream target detection algorithms to verify the
robustness and application value of this model.

In this experiment, the established 12900 datasets are
divided into 8600 training sets and 4300 test sets. In com-
mon recognition systems, the workload of producing data-
sets is huge, requiring teamwork and time consumption.
However, this system can reduce the time consumption
compared with other labeling methods. Different samples
can be generated randomly according to the corresponding
labels during labeling and unified directly according to the
labels during testing, which saves the time of unification pro-
cessing after the labeling is finished. In order to test the gen-
eralization performance of the proposed model, the pictures

of vehicles in different environment monitoring and differ-
ent time and perspective are specially selected for recogni-
tion during the test. And the selected scenes also include
the case of harsh environment, such as the bad situation of
not strong light and too strong light, reflecting the difference
between the model of the article and the target detection
one-stage mainstream algorithm SSD, YOLO, and other
method detection results. As shown in Figure 6, the experi-
mental results show that the detection results of the model
in this paper are better when the threshold is set to 0.8,
and the improved algorithm has improved about 2.8% com-
pared with the test results before the improvement in the
dataset with a total of 50000 images on the KITTI public
dataset. As can be seen from the figure, when there are no
other occluding objects near the vehicle, the confidence of
recognizing the vehicle is all above 92%, and when the
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vehicle is partially occluded or the vehicle has more than half
of the area within the surveillance, the confidence is also
above 82%, and the recognition accuracy can reach above
78%. In addition, the combination of labeled images and rec-
ognition results shows that the unlabeled vehicles and vehi-
cles with small pixels in the training set can be recognized
well, which again verifies the feasibility of the model.

In order to further verify the generalization ability of this
experimental model and the recognition accuracy for differ-
ent scenes, when testing the model, in addition to the above-
mentioned images in the training set, this experiment also
selected images in the same scene that were not in the train-
ing set and images in other scenes in different scenes for test-
ing, and the test results are shown in Figure 7. It can be seen
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that the vehicle recognition accuracy is high, and the recog-
nition confidence for the images with low pixel in the back
of the position can still reach 0.843 and the recognition
result is accurate, which illustrates the strong generalization
ability and high accuracy of the model. In the fully con-
nected layer, the main role is to reduce the error between
the labeled samples in the dataset and the output of the gen-
erated model in order to achieve the purpose of continuously
fitting the generated network to the original image in this
paper.

The experiments also selected the current open-source
SSD, R-CNN, Faster RCNN, and the improved pre-Mask
R-CNN algorithms for vehicle recognition detection.
Figure 8 shows the scores of the test on the dataset using dif-
ferent methods, from which it is concluded that the recogni-
tion method used in this paper generates more reliable and
more realistic results for the images and can get better results
for all the scenarios described above. In addition, for the
unlabeled vehicles in the training images, the method can
still detect them well, which reflects the good robustness of
the algorithm in this paper. Although the results of Faster
R-CNN algorithm applied to this vehicle recognition also
have better recognition results, but the method does not
have better robustness, for most of the unlabeled vehicles
are not detected, and similar to the traditional convolutional
neural network-based CNN method, more postprocessing
techniques are required, which increases the complexity of
visualization operation, and the authenticity of the detection
results is lower. When comparing with the Mask R-CNN
algorithm before improvement, we found a more obvious
improvement in pixel accuracy, while there is not only little
difference in the average interaction ratio, but also a small
improvement. Therefore, it can be seen from the above com-
parison tests that our algorithm has better superiority.

As can be seen from the figure, the accuracy of each
method increases and stabilizes with the increase of itera-
tions, among which the SSD method is the fastest to stabi-
lize, and its accuracy stabilizes at about 76% after 10000
iterations, the accuracy of R-CNN is the lowest, and its accu-
racy stabilizes at about 74.5% after 12500 iterations; the Fas-
ter R-CNN method Mask R-CNN algorithm and the
improved Mask R-CNN are more effective for car model
recognition, and the recognition accuracy of Faster R-CNN
method can reach about 84% for seven categories of car
models; since Mask R-CNN algorithm requires higher qual-
ity of dataset and is more sensitive to pixel extraction, the
accuracy of this algorithm is low when the number of itera-
tions is small. However, after the number of iterations
reaches 22500, the recognition accuracy of the algorithm
for the seven categories of car models is about 86.2%, and
the improved algorithm is stable at about 89% after the
number of iterations reaches 25000, which is a considerable
improvement compared with that before the improvement,
further indicating the practical value of this algorithm.

5. Conclusion

This paper mainly focuses on deep learning and convolu-
tional neural network algorithms to optimize the network

structure to train the detection and recognition models of
large class vehicles and fine vehicles, respectively. Based on
the algorithm development of R-CNN and Faster R-CNN
and the design of convolutional layer, the superiority of con-
volutional neural network in target detection and recogni-
tion is illustrated, and the advantages and disadvantages of
different methods and network frameworks in target detec-
tion are analyzed, and the improved Mask R-CNN method
is proposed to recognize large classes of vehicles, and the
components and functions of the improved algorithm are
introduced in detail. In the application of fine vehicles, we
propose to use the improved YOLOv3 for detection and
optimize Mask R-CNN algorithm for further recognition
with good results. To further verify the practicality of the
two methods proposed in this paper for engineering applica-
tions, a car model recognition system was built based on the
existing equipment in the laboratory, and the algorithm was
implanted in the server to achieve faster detection and rec-
ognition speed. The development of neural networks and
the principle of deep learning are explained, and the algo-
rithms related to artificial neural networks, convolutional
neural networks, and target detection are introduced, and
the advantages and shortcomings of each method are dis-
cussed. The speed and accuracy of convolutional neural net-
works in target candidate region generation, border
regression, and feature extraction are discussed in detail,
the improvements of new algorithms for target detection
in recent years are analyzed, and the network framework
of deep learning is introduced. Due to the limitations of
traditional region generation methods, this paper provides
a brief analysis of the region generation network in the
Faster R-CNN algorithm and details the loss calculation
principle of the output layer. For fine model recognition,
this paper continues to expand on the basis of the Comp-
Cars dataset, establishes a vehicle dataset containing 18
common car brands such as Volkswagen, Buick, Audi,
and BMW with a total of 76 common models, whose sam-
ples include vehicle badges, lights, air intake grilles, and
overall contours, which can be trained with different
detection models according to different needs, and finally
uses labeling. Finally, we use labeling software to label all
samples and build a more comprehensive model recogni-
tion dataset. In the future, the feature descriptors in the
regions are extracted, and finally, the feature descriptors
are input to the classifier to realize the classification and
recognition of car models.
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With the further development of microelectronics technology and sensors, sensors can be widely embedded in mobile phone
devices and portable devices. The use of acceleration sensors for human motion monitoring has broad application prospects.
Monitoring the daily exercise of the human body is of great significance for formulating scientific exercise and fitness plans
and improving physical health. This paper uses the measurement data of multiple types of sensors to propose an index
recognition method based on the fusion of multiple types of sensor information. We take the measurement value of a single
type of sensor as input and output the index value of the moving part without a strain sensor. The pattern recognition method
is used to establish a pattern library, a recognition library, and a measurement library. This article considers noise interference
or malfunction of sensor measurements. Aiming at uncertain factors such as the error of the finite element model, a pattern
matching method considering the uncertainty is proposed. This article takes aerobics as an example to simulate and analyze
the dynamic response of aerobics under wind load. In addition, by simulating the recognition results under different levels of
noise interference, the robustness and anti-interference of the pattern matching method are verified.

1. Introduction

With the rapid development of wireless sensor technology
and wireless communication technology, the main problem
of data transmission is to choose which wireless communi-
cation technology to transmit data [1]. Information fusion
refers to the process of decision-making and estimation task
information processing through automatic analysis and
comprehensive realization of multiple sensor observation
information obtained according to time sequence in the rel-
evant criteria by computer technology, because information
fusion process has multiple sensors to obtain information
connection and processing. An information fusion system
is a processing system that obtains information as objects
through sensors. In addition to sensors, the information
fusion system also includes other links, each of which has
special functions and characteristics [2]. The development
cycle realizes the design of an information fusion analysis
system through object-oriented thought and realizes the
standardization in the process of system design. Due to the
particularity of terminal nodes, how to ensure less data and

energy consumption in the process of data transmission is
a difficult problem in the current wireless transmission pro-
cess. The current wireless communication technologies
include Bluetooth, UWB, WiFi, and Zigbee. In the specific
environment to choose a reasonable way, or even a combi-
nation of transmission mode, another problem is how to
design high-performance transport protocols.

The so-called multisensor information fusion (MSIF) is
an information processing process that uses computer tech-
nology to automatically analyze and synthesize the informa-
tion and data from multiple sensors or sources under certain
criteria to complete the required decisions and estimates [3].
The basic principle of multisensor information fusion tech-
nology is to make the multilevel and multispace information
complementary and optimal combination processing of var-
ious sensors and finally produce consistent interpretation of
the observation environment. This process should make full
use of multisource data for reasonable control and utiliza-
tion. The ultimate goal of information fusion is to separate
observation information obtained from each sensor and
extract more useful information through multilevel and
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multidirectional information combination. It not only takes
advantage of the cooperative operation of multiple sensors
but also comprehensively processes the data of other infor-
mation sources to improve the intelligence of the whole
sensor system. Fusion methods include neural network,
decision theory, information theory, statistical reasoning,
and evidence theory. It can analyze data according to certain
criteria and obtain reliable and accurate prediction results,
which is the multisource information fusion technology.
The core of big data technology is the remote large server
cluster. In order to solve the problem of large amount of
data, it is necessary to apply a data fusion algorithm to a
cloud server. In this way, the stability and efficiency of the
system can be improved, and problems such as poor
scalability, high cost, poor data sharing, and difficult system
maintenance can be solved in the monitoring platform
[4, 5]. Cloud server processing technology plays a very
important role in the current monitoring platform, which
can classify, store, manage and share the explosive growth
of data and provide a platform for subsequent data fusion.

2. Related Work

Sports is one of the important means to ensure people’s
health, among which, aerobics is popular among people in
recent years [6]. The perception of the teaching effect of aer-
obics is the key factor to learn aerobics, but the current aer-
obics exercise method is not professional, and the teaching
effect cannot be effectively evaluated in the process of fitness.
Deng and Jiang identified the motion features of calisthenics
decomposition by the feature extraction method, solved the
optical flow between adjacent difference frames and by the
Laplace method, reduced the impact of clutter, set the simi-
larity threshold, extracted the motion features of calisthenics
decomposition by similarity detection, and output the
actions with high similarity as the results [7]. Wichit and
Choksuriwong realized the design of a multisensor-based
athlete training information fusion analysis system. Based
on the acquisition and analysis of movement information,
it analyzed the ground reaction information, motion image
analysis, human surface mechanics, and so on in the process
of athletes’ movement, so as to further study the extraction
of athletes’ information features [8]. Bharti et al. proposed
an image-based method to monitor the movement accuracy
of calisthenics. The kindest depth image acquisition method
was used for preanalysis of calisthenics movements, and
HOG3D was used to extract the movement characteristics
of calisthenics [9]. Mohsin et al. use GPRS network trans-
mission and embedded system to collect sports information
in real time and generate monitoring process diagram of
sports training parameters, providing scientific basis for tar-
geted training [10]. Physical education teaching evaluation is
an important part of physical education teaching, which
plays an important role in the process of physical education
teaching. It provides information that controls and adjusts
physical activity as a whole and ensures that it develops
towards its intended goals. With the development of the
popularization of physical education, people’s demand for
the quality of physical education is constantly improving,

and the role and status of evaluation in teaching are becom-
ing increasingly obvious, and evaluation has become an
indispensable process in teaching activities.

With the progress of science and technology, human-
computer interaction is more and more widely used in our
daily life [11]. It has become a current development trend
to study human-computer interaction system that meets
current needs and to introduce human body as a reference
coordinate system to directly map some actions and patterns
of human body to a computer with a coordinate system. Tra-
ditional human-computer interaction technology research
focusses on computer as the centre; now, human-computer
interaction technology research focusses on human-
computer interaction technology, all-round development,
multimode, and deep coexistence, to achieve the interaction
system between the user and the system. Line of sight is
one of the most intuitive ways for human to receive informa-
tion from the outside world. Body movements based on
human eyes are characterized by directness, authenticity,
and simplicity. However, visual judgment of some subtle
actions shows great limitations. A human-computer interac-
tion system based on microaction information acquisition
module can effectively make up for the deficiency of visual
judgment.

With the rapid development of electronic industry, espe-
cially computer, the development of the human-computer
interaction system is not only reflected in the hardware but
also has great progress in software. At present, research
based on the human-computer interaction system not only
tends to be practical and aesthetic but also the ease of
operation and the degree of fitting with people will become
a very important development direction [12, 13]. Human-
computer interaction (HCI) refers to a technology in which
the information to be tested is exchanged with a certain
algorithm by certain input and output devices between
human and computer and finally realizes the mutual com-
munication between human and machine. The system con-
sists of a computer providing some useful information to
people through a display device or an output device, while
people providing some instruction information to the server
through some input devices. In human-computer interac-
tion technology, interface design is very important, to realize
the media and carrier of interaction between people and
computers; users can receive information through the most
intuitive way.

Data fusion is from multiple channels, multiple sources,
and various data or information accurately, to determine the
organic relation, comprehensive analysis, the overall evalua-
tion, and the organic fusion of multiple parameters, multi-
level, many elements of the process, and then get fused
state, as well as the processing object, a comprehensive eval-
uation in the end gets information or data. Data fusion is
regarded as the organic combination of data or information
of different information sources, forms, media, time, and
presentation, so as to accurately understand the object state
[14]. The advantage of multisensor data and information
fusion is that the characteristics of the object to be measured
can be obtained in a very short time by a relatively simple
method. The multisensor fusion information has strong
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reliability, timeliness, and robustness. In the process of data
fusion, it involves the processing of many uncertain factors,
the decision-making mechanism and process, and the analy-
sis of the characteristics of the information source, and it will
be different with the environment of the demander.

Multisensor data fusion technology has three important
characteristics: multisensor data fusion is based on the dif-
ferent abstraction degree of information source, multilevel
processing of information; the process of multisensor data
fusion includes detection, correlation, tracking, analysis,
evaluation, and merger [15]. The output of multisensor data
fusion can be divided into initial assessment of identity and
status at low level and advanced assessment of situation and
decision at high level. The target object of the multisensor
data fusion system is the different information collected by
various types of sensors, which has various forms of expres-
sion, such as sound, text, image, or electrical signal. The
information collected by the multisensor system is called
source information [16]. The purpose of multisensor data
fusion is to obtain the optimal estimation of target state
and properties by analyzing and processing various original
information from different sensors through specific models
and algorithms. Multisensor data fusion technology arises
at the historic moment; it is to use computer technology to
the time sequence of number of sensor observation informa-
tion, and information database and knowledge base, to a
certain criterion, which automatically collected, relevant,
analysis and synthesis for a representation, to complete the
required for estimation and decision task of information
processing. Information fusion has always played an impor-
tant role in the evolution of any life.

According to the data fusion structure, there are many
kinds of classification. One of these methods is divided into
sensor-level (distributed), central-level (centralized), and
hybrid mode according to the way data is processed before
finally entering data fusion. Sensor-level fusion architecture
works: different sensors are used to collect information for
the same target, and they are independent signals. First, each
individual sensor captures and analyzes information; then,
the analysis results of all sensors are transmitted to the
fusion centre. Finally, the fusion results are used for state
estimation. Because the structural model deals with feature
vector data in the fusion centre, it does not require much
computer and reduces the computing pressure. At the same
time, sensor-level fusion has good stability and low system
cost, so it is widely used in most projects. Central-level data
fusion means that each terminal sensor transmits the pre-
processing results to the fusion centre after minimal process-
ing [17, 18]. In the fusion centre, the information obtained
by each sensor is checked, correlated, fused, and decided.
In most cases, this structure is the best data fusion method
in the case of smooth data association and fusion in the
fusion centre. The structure also requires powerful CPU pro-
cessing power and high storage capacity at the convergence
centre. If the sink fails, the whole system collapses. There-
fore, although the structure is very good, there are some dis-
advantages such as poor stability. Hybrid fusion is a
combination of the first two. It is the algorithm processing
of adding and subtracting sensors before data reaches the

convergence point and fusion [19]. In general, if the mea-
surement of each terminal node cannot be completely inde-
pendent of each other, the hybrid fusion method is the best
way to classify the data. The advantage of this structure is
that the sensor fusion is added in the fusion process and it
has strong adaptability. However, due to the increased
sensor fusion, the hybrid structure increases the complex-
ity of data processing, reduces the transmission efficiency,
and increases the cost of data processing and wireless
communication.

3. Support Vector Machine Algorithm

Support vector machine (SVM) algorithm was first devel-
oped from the generalized portrait method in pattern recog-
nition algorithm. It is a kind of generalized linear classifier
that performs a binary classification of data according to
supervised learning, and its decision boundary is the maxi-
mum margin hyperplane of sample data to perform a solu-
tion. If a sample data can be correctly divided into two
categories, then there must be an optimal hyperplane in
between which can be expressed by

g xð Þ =Wt × x + b, ð1Þ

where W represents a vector of weights and b is a con-
stant term. In general, training for sample data is to get
an optimal hyperplane and classify it correctly. A standard
SVM model satisfies formula (2) in order to classify sam-
ples correctly.

Wt × x + b ≥ 0, y = 1,
Wt × x + b < 0, y = −1:

(
ð2Þ

The farther away it is, the more obvious the classifica-
tion of “normal” and “abnormal” states is, and the classi-
fication results can be easily distinguished. In order to
achieve the maximum classification effect, the distance
between H1 and H2 is defined as

M = 2ffiffiffiffiffiffi
w2

p : ð3Þ

The magnitude of M is determined by the points clos-
est to H, which are called support vectors. Let H1 and H2
from the farthest be equivalent to the value of M which is
the largest, also to make the ∣W ∣ minimal. So, finding the
optimal hyperplane is equivalent to solving the optimiza-
tion constraint problem. For the above case, it is trans-
formed into a quadratic normalization problem.

min ϕ wð Þ = 1
2w

tw: ð4Þ

The constraint conditions are expressed by

y WtW + b
� �

≥ 1: ð5Þ
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It is usually solved using Lagrange multipliers, so for-
mula (4) becomes

L w, b, að Þ = 1
2W

tW−〠 ∂y Wtx + b
� �

− 1
� �

: ð6Þ

The optimal solution is the inflection point of equation (6).

∂L
∂W

=w−〠αyx = 0,

∂L
∂W

= −〠αyx = 0:
ð7Þ

Meanwhile, the solution of the quadratic optimization
problem must satisfy

β y w × xð Þ + b½ �f g = 0: ð8Þ

The training sample points with medium values are called
support vectors, which are usually only a small part of the total
sample. For SVM, support vector is the key factor in training
process. Finally, the optimization function of the classification
problem is obtained as

f xð Þ = sgn 〠yα + b
n o

: ð9Þ

4. Teaching Effect Monitoring System Based on
Multisensor Information Fusion

4.1. Overall System Design Architecture. The monitoring sys-
tem is designed according to several principles, including
data acquisition part, data transmission, and monitoring
centre part. The data acquisition part is mainly composed
of terminal nodes based on a STM32 microprocessor,
including LoRa wireless communication module and various
sensor modules. The data transmission part is composed of a
stM32-based microprocessor, which includes LoRa wireless

communication module and WiFi module. The monitoring
centre is mainly constructed based on the server, and the
corresponding monitoring function can be realized by
deploying the Web server. The monitoring system architec-
ture mainly consists of two parts: hardware and software.
The hardware unit mainly includes terminal node and sink
node. Terminal nodes and sink nodes communicate through
LoRa to realize wireless data transmission. After the sink
node receives the data, the MQTT communication protocol
is used to send the data of the sink node to the cloud server for
monitoring through Web pages. The hardware design block
diagram of the monitoring system is shown in Figure 1.

The system software includes the design of terminal
node data acquisition terminal, aggregation node, and cloud
server. In the monitoring system, the sensor terminal node is
located at the bottom of the whole system, responsible for
the collection of various parameters. It determines the effi-
ciency of subsequent data collection. Cloud server process-
ing technology plays a very important role in the current
monitoring platform, which can classify, store, manage,
and share the explosive growth of data and provide a plat-
form for subsequent data fusion. The sink node is mainly
composed of a processor, wireless communication module,
and storage module to realize wireless data interaction with
sensor node and cloud.

4.2. Aerobic Aerobics Monitoring System Based on Multisensor
Information Fusion. In the process of fitness, dynamic infor-
mation can be obtained through sensors, which has an impor-
tant influence on fitness analysis. Dynamic parameters
generally include human body displacement, plantar pressure,
joint force, angle, and acceleration, which can be obtained by
force sensor, displacement sensor, speed sensor, accelerome-
ter, inertial sensor, and goniometry. The six-dimensional force
testing platform can be divided into three modules: force sen-
sor, signal processing module, and computer module. The
measuring area is large, and the data of force cabinet and
three-dimensional space can be obtained at the same time.
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Figure 1: Monitoring system hardware design block diagram.
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The aerobics’ monitoring platform is mainly based on a
wireless sensor network, which collects and transmits the
physical signs data of guardians by wearing different kinds
of sensors on people [20]. The data collected by different
sensors are signed and sent to the cloud through the wireless
sensor network server. After receiving the corresponding
algorithm for data processing, the processed data is sent
back to the server for storage. Data and statement results
were simultaneously sent to the mobile device of the moni-
tored object and the hospital database of community service,
so as to monitor the aerobics teaching. The overall frame-
work of the system is shown in Figure 2.

As can be seen from the figure, the system consists of
four layers: data layer, feature layer, feature fusion layer,
and decision layer. The results of teaching and training are
obtained by fusion analysis based on the information acqui-
sition and processing of human movement. The multiobjec-
tive and multiparameter data in the training process of
athletes can be obtained for effective fusion analysis. The
system can transfer the physiological information parame-
ters of the measured target to the server for corresponding
processing and analysis, which makes the remote diagnosis
more convenient, accurate, and low cost.

4.3. Terminal Node Design. In WSN, the terminal node is a
full-function device, which perfectly combines the sensing
technology, embedded technology, and wireless communi-
cation technology to realize the collection of human physio-
logical parameters. Temperature, heart rate, blood pressure,

respiration, and blood oxygen were collected [21]. An end
node is a device that specifically performs data collection
transmission and cannot transmit messages from other
nodes. The terminal node adopts a modular design idea,
and its main function is divided into two parts: various types
of sensors for data collection; the LoRa module is responsi-
ble for sending and receiving data. Other parts also include
the design of serial communication and power supply mod-
ules. The hardware structure of terminal node mainly
includes a multisource sensor, STM32 processor, LoRa wire-
less communication module, and power module. The power
module of the system uses USB power supply to provide
normal working voltage for terminal node components.
The terminal node as the data acquisition end, its power
supply design adopts battery power. In addition to the master
control chip, the peripheral circuit of the terminal node only
retains the basic LoRa wireless data transceiver module, JTAG
debugging module, and power reset and other basic circuits.

In the aerobic aerobics monitoring system, the terminal
node of the physical sign sensor is located at the bottom of
the whole system, which is responsible for collecting various
parameters of the human body. It determines the efficiency
of subsequent data collection. The wearable terminal nodes
in the monitoring platform include motion sensors and bio-
sensors. Motion sensors include accelerometers and gyro-
scopes; biosensors include blood pressure, heart rate, blood
oxygen, and body temperature. The terminal node is one
of the core parts of the whole system, which is now develop-
ing towards miniaturization and low power consumption.
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4.4. Sink Node Design. The sink node is mainly composed of
a processor, wireless communication module, and storage
module. STM32F103ZET6 chip is used as the processor.
The chip is a 32-bit processor product based on
armCortex-M3 architecture kernel, and the maximum oper-
ating frequency can reach 72MHz, with rich resources and
low power consumption and cost. The wireless communica-
tion module consists of a LoRa module and a WiFi module.
Both modules connect to the processor through a serial port
for wireless data interaction with the sensor node and the
cloud. The FLASH module and EEPROM module are used
to store data such as WiFi hotspot name and password to
prevent loss after power failure. The function of sink node
mainly includes the following two aspects: LoRa module
receives data of terminal node; the WiFi module packages
and sends data from the terminal node to the server. The
sink node is mainly used to forward the data of the terminal
node. Besides the master control chip, it also contains LoRa
wireless data transceiver module, WiFi module, JTAG
debugging module, and power reset and other basic circuits.

As the core of the entire network, the sink node is mainly
responsible for network construction, maintenance, infor-
mation aggregation, and data uploading. The program
design of sink node includes LoRa wireless communication
program and WiFi transmission program. LoRa module
mainly receives data transmitted from terminal nodes, while
WiFi module sends data to the cloud server. Sink node soft-
ware and networking program.

4.5. Server Design. Based on the functional requirements of a
server layer, establish a data server. The data server is used to
receive sensor data information to ensure that all sensor data
can be stored in the cloud server in real time and accurately,
providing data support for subsequent fitness effect analysis
and human-computer interaction [22]. The aggregation
node communicates with the cloud server using the MQTT
protocol and using the JavaScript Object Notation (JSON)
data format, which is a lightweight data exchange format
that is easy to parse and generate by machines and can effec-
tively improve network transmission efficiency. The TCP/IP
protocol is designed for poor hardware performance and
poor network conditions of the remote device; it is designed
as a publish/subscribe messaging protocol. An MQTT proto-
col typically has two roles, publisher and subscriber. The
cloud server is mainly responsible for data processing, anal-
ysis, storage, and visual display uploaded by the sink node.
Based on the object-oriented language Java development,
the server program uses Java Web development framework
JFinal as the project framework; it uses Maven for project
development and management, using MySQL as a database.
The web client of the monitoring centre is designed in the
form of a webpage, which is convenient for multiscreen dis-
play and remote viewing. The DataV of Aliyun is used for
the front-end interface design.

The server program provides the data interface, and the
monitoring centre provides real-time data display and his-
torical data display. The server is mainly composed of a data
server, human-computer interaction server, and correspond-
ing database. A database server is built on the basis of a data-

base system and has the characteristics of a database system.
Its functions include system configuration and management
and data access and update management. Similarly, a
human-computer interaction server is built on the basis of
a human-computer interaction system, responsible for
receiving data from the data server after processing released
to the client display through visual processing.

5. Monitoring System Testing and
Effect Analysis

After completing the design of the overall hardware and
software of the monitoring system, the function and stability
of the monitoring system are tested on this basis. It is very
important to test the functionality and stability of the whole
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system in the development process. Through the test of the
system, we can find and deal with some problems that may
exist in the whole system, so as to ensure that the whole sys-
tem can run stably and smoothly when users use it.

5.1. Server Testing. The server test mainly tests whether the
server can receive and display the uploaded hardware data.
For normal operation of the overall system, testing system,
adopted two terminal nodes, a gathering node, each kind
of sensor mounted on sign parameter collection, will gather
the node to receive data transmission via a serial port to dis-
play data from serial port assistant, by the MQTT protocol
to TIO server parsed. The parsed data will be added to the
message queue MQ, and then, the corresponding API of
the platform stores the data in MQ into the database. Finally,
APP obtains the historical data in the API through RPC for
visual display. The scene of this experiment is to collect
human body parameters in the room under normal condi-
tions. You can obtain the current data information by enter-
ing the corresponding address in the browser of the PC.
Basic physiological parameters of users in the current mon-
itoring system, including temperature (degC), blood pres-
sure (mmHg), blood oxygen (%), respiration (bpm), and
heart rate (bpm), are shown in Figure 3.

As can be seen from the figure, the sensor data mounted
on the terminal node is collected, and these are uploaded to
the server for storage and display. After a period of opera-
tion test, the system can run stably and continuously
through the test of the overall operation of the system, indi-
cating that the system is normal. Sensors provide accurate
data for the monitoring system. The sensor measurement
can correctly determine the effect of aerobics teaching. The
system can be collected, transmitted, stored, and displayed
and can achieve the purpose of human monitoring.

5.2. Data Fusion Algorithm Testing and Result Analysis. The
data fusion algorithm used to mimic the public data sets was

tested, in order to state the general algorithm and the single
exception of experiments, the same to 20 times the simula-
tion model and data, using the data acquisition of the system
for the user’s physiological parameter acquisition and vali-
dated using data fusion algorithm, and the results are neces-
sary analysis. Part of physiological parameters of multiple
users collected by the system in a conventional environment
is shown in Figure 4.

The test results show that the accuracy of the model
based on real user data is basically consistent with the cal-
culated results, and the algorithm proposed in this paper is
feasible in practical application. The accuracy of the data
fusion model is above 90%, and the difference is not large.
Basically, it fluctuates within a very small range of average
accuracy, which indicates the high stability of the algo-
rithm in this paper. Ensure that the system can run contin-
uously and stably, the measured physiological data is
accurate and reliable, and the physiological parameters of
human body are obtained. In addition, the relationship
between the parameter gamma and the penalty factor is
shown in Figure 5.

5.3. Trimming Fuzzy Neural Network. In order to verify that
the monitoring system has a direct influence on the physical
quality of aerobic aerobics students, the physical quality of
students who have not carried out aerobic aerobics teaching
was counted as after 30 days of aerobic aerobics teaching, the
physical quality statistics were carried out. The statistical
data analysis results of aerobic aerobics teaching before
and after are shown in Figure 6.

As can be seen from the figure, in the aerobics move-
ment, there are jumping movement, V-step, cross step,
parallel step, jumping jacks low-impact movements, stu-
dents’ physical quality has also been improved to a cer-
tain extent, and aerobics project in enhancing people’s
strength, flexibility, and coordination plays a significant
role.
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5.4. Analysis on the Teaching Effect of Students’ Movement
Skills in Calisthenics. Before the experiment, according to
the teaching objectives and requirements of the teaching task
of calisthenics class, the prescribed level 1 calisthenics move-
ment is selected as the teaching content. Before the experi-
ment, the students’ simply four eight-beat calisthenics
movements are examined once. In the assessment from the
following aspects of the students’ technology monitoring:
the accuracy of movement, the strength of the action, dexter-
ity of movement, a sense of rhythm of movement, and the
expressiveness of movement, the comparison results are
shown in Figure 7.

From the figure analysis, it can be seen that after the
experiment, the control group had significant changes in
movement intensity, accuracy, proficiency, rhythm, and
expression, indicating that the control group also had signif-
icant differences before and after the experiment. In action
on the total score, which also has a very significant change,
after the experiment by comparing two groups of aerobics
skill test indicators, it can be seen that experimental class
students of aerobics skills to the test indexes were higher
than that in comparative classes of students, the experimen-
tal group and control group in action on the strength and
rhythm, expressive differences are more obvious than move-
ment accuracy and movement skill, and the effect is more
prominent. For the comprehensive aerobics movement, in
order to achieve significant teaching effect, in the teaching
process to pay attention to the aerobics movement structure,
movement characteristics and time and space effect, moni-
toring system to show each student’s movement accuracy,
enhance the students’ ability to understand the movement.

6. Conclusion

The progress of science and technology brings about the
improvement of people’s quality of life, and people pay more
attention to aerobic exercise. The perception of the teaching
effect of aerobics is the key factor to learn aerobics, but the
current aerobics exercise method is not professional, and
the teaching effect can not be effectively evaluated in the pro-
cess of fitness. This paper discusses the basic theory of
human-computer interaction and multisensor information
fusion, designs the multisensor information fusion system
framework from software and hardware, respectively, and
puts forward the monitoring system of aerobic aerobics
teaching effect based on multisensor information fusion.
On the basis of computer simulation, the accuracy of the
data fusion model is above 90%, and the difference range is
not big and basically fluctuates within a very small range
of average accuracy. The results show that the designed sys-
tem can achieve the acquisition and fusion of information,
the use of multisensor equipment to collect the characteris-
tics of aerobics data, movement strength, sense of rhythm,
and expressiveness of the difference is more obvious than
the accuracy of movement and movement proficiency, and
the effect is more significant. The monitoring system
designed in this paper can basically meet the monitoring
needs of human physiological parameters, but the functions
of some modules are not perfect, the overall hardware struc-

ture of the system is slightly complex, the overall volume is
not small enough, and the system is not intelligent enough
to collect and process data. The model is only simulated
on a computer and tested on a simple hardware platform.
How to transplant the model to a more advanced hardware
platform and the miniaturization of the terminal is the direc-
tion of development. After using big data, the research direc-
tion should be structured, miniaturized, and intelligent.
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In order to reduce the energy consumption and the cost of wireless sensor networks (WSNs) deployed in linear areas and prolong
the life of the network, a deployment strategy of nodes in WSNs based on “X” partition was proposed in this paper. The monitored
area was partitioned based on “X” shape, and the sensor nodes were deployed, so as to make the whole area be covered and the
number of nodes deployed be reduced. At the same time, the monitoring units are divided and compressed to balance and save
energy of the network and prolong life of the network. Through experiment verification, compared with traditional partition
deployment strategy, the deployment cost of network can be reduced effectively by the proposed strategy. In terms of the life
of the network, the proposed strategy is longer than the diamond partition strategy more than 50%.

1. Introduction

At present, wireless sensor networks are widely used in var-
ious scenes. Many sensor nodes are deployed in the area to
be monitored according to the established strategy and
cooperated with each other to complete the task of col-
lecting, processing, and transmitting [1]. Sensor nodes are
usually deployed in complex environments and cannot be
reused. Therefore, when a node is unavailable due to its
own energy depletion or other factors, the whole wireless
sensor network will be seriously affected.

When wireless sensor networks are used for monitoring
in tunnels, mines, rivers, or large bridges, the sensor nodes
are also distributed linearly because of the linear shape of
these areas. Moreover, in this kind of environment, the base
station is often set at one end of the area to be monitored.
When the information collected by sensor nodes is sent to
the base station in the form of multihops, more data for-
warding tasks and greater energy consumption need to be
undertaken by sensor nodes closer to the base station, while
few data forwarding tasks and low energy consumption are
on sensor nodes farther away from the base station, which
leads to an “energy hole” in the whole wireless sensor net-
work [2, 3], and the life of the network is ended prematurely.
In addition, the similarity of data collected by close nodes in

the network is high, which makes the data redundancy of the
whole network larger; the energy of sensor nodes is wasted;
and the life of network is greatly shortened.

Aiming at the problem of network deployment and opti-
mization, many efforts were made and a series of results were
achieved by researchers. The node deployment density func-
tion under linear network was proposed in reference [4, 5];
the sensor nodes were arranged according to the density for-
mula. By arranging sensor nodes in this way, the ratio of total
energy and energy consumption speed in each region can be
balanced, so as to effectively prolong the life of the system.
However, in many practical application scenarios, its density
cannot be accurately controlled. Yen et al. [6] adopted isosce-
les triangle partition to realize K-coverage of monitoring
region, and sensor nodes were grouped to balance the overall
energy consumption of the network, but the coverage rate is
not high. Liu andWu [7] proposed a hierarchical wireless sen-
sor network routing protocol for mine roadway environment,
which can cluster in large scale in areas with large data for-
warding volume. However, the existence of cluster heads nec-
essarily becomes a network bottleneck that restricts the
performance of the networks. Muthusenthil and Kim [8] pro-
posed a hierarchical wireless sensor network model for under-
ground working environment. The topology control method
based on static node controllable deployment is adopted, and
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the nodes are arranged on one side of the roadway in a straight
line; thus, the double coverage of the roadway was realized.
Rejinaparvin and Vasanthanayaki [9] proposed the cluster
node competition algorithm; the network was divided into
several clusters with different sizes and combined with inter-
cluster routing to save network energy. This protocol con-
siders the influence of the remaining power, so it is able to
balance the node power. Regular triangle partition, rectangular
partition [10], and diamond partition [11] are included in
common deployment strategies of wireless sensor network
nodes. There are some problems in existing node deployment
methods and strategies, such as high node deployment den-
sity, high network deployment cost, and large data redun-
dancy. The data compression in wireless sensor networks
[12–14] can make the transmission energy consumption be
effectively reduced and the life of the network be prolonged.
Aiming at the problems of uneven distribution of directed
sensing nodes scattered in the designated monitoring area by
random deployment in the monitoring task of directed wire-
less sensor networks in a two-dimensional environment, the
characteristics of directed sensor nodes, probabilistic sensing
model, and cooperative sensing model of multiple sensor
nodes for monitoring target points are analysed. In this paper,
a deployment strategy of nodes inWSN based on “X” partition
is proposed; the area to be monitored can be divided by “X”
partition; then, the number of sensor nodes in the network
and network deployment cost can be reduced on the premise
of realizing full network coverage. At the same time, the data
of the monitoring unit is compressed to balance the network
energy consumption and prolong the network life. The pro-
posed method can guide the direction adjustment and percep-
tion optimization of two-dimensional oriented sensor nodes,
so as to improve the perception ability of network nodes.

The main contributions of this study are summarized as
follows:

(1) We propose a new a deployment strategy of nodes in
WSN based on “X” partition, which can improve the
coverage of the region to be monitored and the per-
ceived quality of service and reduce the overall
energy consumption of the network

(2) The proposed deployment strategy can adjust and
optimize the location distribution of wireless sensor
nodes according to the demand characteristics of
the area to be monitored, meet the sensing needs of
different areas, and improve the energy efficiency of
the network and nodes

The rest of this paper is organized as follows. The energy
consumption model is introduced in Section 2. Node
deployment strategy is presented in Section 3. Simulation
results and analysis are given in Section 4. Finally, conclu-
sions are given in Section 5.

2. Energy Consumption Model

The requirements of node connectivity in wireless sensor
networks are roughly the same as those in ad hoc networks:

(1) the information must have one or enough paths to for-
ward from the information source to the destination node;
(2) the delay of information forwarding shall be as small as
possible. The more information forwarding paths, the more
reliable the system is. However, due to the need for multiple
intermediate nodes to work at the same time, the node
energy consumption increases and the system life decreases.
The energy consumption of wireless transmitting devices
increases exponentially with the increase of transmitting
and receiving distance. Using multihop information for-
warding instead of point-to-point communication can save
a lot of energy. However, too many hops will increase the
number of information receiving and forwarding and will
also bring additional energy consumption. Therefore, the
key to reduce energy consumption is to compromise the
above two contradictory factors and appropriately control
the number of forwarding nodes. The following definitions
are given:

Definition 1. Connectivity between sensor nodes. If in the
deployment area of wireless sensor network, nodes can
always transmit information to each other in some way, it
is said that nodes are connected in the network coverage
area.

Definition 2. Connectivity of wireless sensor networks. If in
the wireless sensor network deployment area, for a large sub-
set of all nodes, the base station can always transmit relevant
control information to any node in the node set by some
routing method and any node in the node set is also con-
nected, the wireless sensor network composed of this large
node set in the network coverage area is connected.

The set composed of all sensor nodes is divided into {h1
,…, hm}, si ∈ ∪1≤j≤mhj, and hi ∩ hj =∅, where hi represents a
set of sensor nodes that make up the backbone connection
network and si is a sensor node. Each nonbackbone node
in the sensing state can communicate with at least one back-
bone to save power. There must be one and at least one
direct or indirect path between the backbone nodes to con-
nect the two.

In wireless sensor networks, the energy of sensor nodes
is mainly spent on the conversion and processing of external
signals and the overhead of data communication. The wire-
less communication energy consumption model in the data
transmission stage and the data compression algorithm in
the data processing stage are adopted by the deployment
strategy of nodes in wireless sensor network based on “X”
partition.

When l − bit data is sent by the sensor node, its energy
consumption formula is

ETx l, dð Þ =
l Eelec + ξf sd

2� �
, d < d0,

l Eelec + ξmpd
4� �
, d ≥ d0,

8<
: ð1Þ

where ETxðl, dÞ is the node energy consumption, which is
generated in the transmission circuit and signal amplifier.
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Eelec is the energy consumption of transmitting unit data by
transmitting circuit or receiving circuit. ξf s and ξmp are
amplifier coefficients, d0 is the distance threshold, and the
corresponding channel model is selected by the node
according to the relationship between data transmission dis-
tances d and d0.

When l − bit data is received by the sensor node, the
receiving circuit is the only source of its energy consump-
tion, so the energy consumption ERx of the receiving node is

ERx lð Þ = lEelec: ð2Þ

In the data processing stage, data compressing is proc-
essed by sensor nodes to filter out the repeated useless data.
In the data compression algorithm, the energy consumed by
each node for compressing unit data is EDA.

Ep = lEDA: ð3Þ

3. Node Deployment Strategy

Sensor node deployment strategies are mainly divided into
two categories: random deployment strategy and fixed
deployment strategy. In the random deployment strategy,
the sensor nodes are randomly deployed in the area to be
monitored, and then, the optimization of the network is
studied. In the fixed deployment strategy, the sensor nodes
are deployed in the designated position of the area to be
monitored according to the established strategy, and the
optimization of the network is studied. In the actual envi-
ronment, roads, rivers, mines, and other shapes can be
regarded as linear areas. Considering the rules of linear
region morphology comparison, fixed deployment strategy
is adopted in this paper.

In order to facilitate subsequent research and analysis,
the following assumptions are made here:

(1) Many sensor nodes and one basic sensor are con-
tained in the network. The initial energy, sensing
radius, communication radius, transceiver power,
and data processing energy consumption of sensor
nodes are all the same

(2) The sensing rate of sensor nodes for data within the
sensing radius is 100%, and the sensing rate for data
outside the sensing radius is 0%

(3) The energy consumption of sensor nodes mainly
occurs in the data processing and transmission stage,
without considering the energy consumption of
nodes in sensing data

The monitored area is equally divided into a plurality of
“X” partitions, as shown in Figure 1. The distance of each
“X” partition is the same, and sensor nodes are deployed at
the vertices and intersections of “X.” The full coverage of
the region can be realized by this step.

3.1. “X” Partition Coverage Strategy. The linear area which is
monitored is partitioned based on the “X” shape, sensor

nodes are deployed at boundary vertices, and intersections
of “X” make the node position as the center of the circle
and the sensing distance as the radius; the coverage area is
the sensing area of each sensor node. The sensor nodes of
four vertices at the boundary of the region and the center
crossing position are included in each partition. As shown
in Figure 2, A, B, D, and E are common sensor nodes, which
are responsible for sensing surrounding data. In addition to
sensing data, the sensor node at position C is also responsi-
ble for processing and transmitting data, which is called the
master node.

The area sensed by the master node in the “X” partition
and its ordinary node far away from the base station is
divided into a monitoring unit; as shown in Figure 2, the
area covered by circles A, B, and C is a monitoring unit,
which ensures that the nodes transmit data towards the base
station and redundant energy consumption can be avoided.
The perceived information is transmitted to the master node
by ordinary nodes in the monitoring unit, and then, the
information is received by the master node, which obtains
the data of the whole monitoring unit.

The length and width of the linear region are a, and the
sensing radius of sensor nodes is r; the region is divided into
“X” shape according to the value L, which can realize the full
coverage of the network and minimize the number of nodes.

L = 2 r +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 −

b
2

� �2
s0

@
1
A: ð4Þ

As shown in Figure 3, it is an “X” partition according to
the distance L, with A, B, C, D, and E as five sensor nodes; A,
B, D, and E are all located on the boundary of the region; and
C is located on the center of “X.” At this time, the intersec-
tion point H of circle A and circle C is located on one
boundary of region, and the intersection point N of circle
B and circle C is located on another boundary of region,
and the circles A, B, and C just intersect at point M. Circle
D and circle E are the same as circle A and circle B. Any
point in the whole “X” partition can be sensed by sensor

nodes. If L > 2ðr +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
Þ, the intersection points of

H and N are located within the boundary of the region,
which leads to some regions not being sensed by any sensor
nodes; that is, the full coverage of the network cannot be

realized. If L < 2ðr +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
Þ, although the network

can achieve complete coverage, the deployment number of

sensor nodes cannot reach the optimal value. Therefore, L

= 2ðr +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
Þ is the best partition distance.

According to the previous definition of monitoring
units, monitoring units are corresponded to “X” partition
one by one, so when the network is fully covered, the num-
ber of monitoring units in the network is equal to the num-
ber of “X” partitions. The number of monitoring units in the

network is Nd =NX = ða/LÞ = ða/ð2ðr +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
ÞÞ2ðr
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+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
ÞÞ, the number of basic nodes needed to

achieve full coverage of the network is 3a/L = ð3a/ð2ðr +ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
ÞÞ2ðr +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
ÞÞða/LÞ, the number of

master nodes is a/L, and the master nodes are numbered i
= 1, 2, 3,⋯, a/L.

The dimensions of the wireless sensor network can be
reduced by division of monitoring units from a two-
dimensional plane area to a one-dimensional straight line.
Based on the “X” partition, the size of all monitoring units
is the same and all monitoring units are arranged in
sequence. The data of the whole monitoring unit is stored
in the master nodes, and the relative positions and distances
of the master nodes in monitoring units are the same; that is,
they are evenly distributed on a straight line. According to
the distance from the base station, the monitoring units
and master nodes are numbered. Data is transmitted to the
base station through other master nodes in a multihop man-
ner, and the problem of data return caused by the traditional
clustering method is solved.

3.2. Data Compression. Sensing, processing, and transmit-
ting are the functions of sensor nodes. And the energy con-
sumption of data processing is much smaller than that of
data transmission. Therefore, the energy consumption of
the network can be balanced and the life of the network
can be prolonged by processing the data before transmitting
the data. Data compression is the main work of data pro-
cessing; that is, sensor nodes compare and analyze the data
they sense and receive, filter redundant data, and integrate
main data. However, data compression is at the expense of
the accuracy of data transmission to reduce the energy con-
sumption of data transmission. Moreover, the more the data
compression times, the greater the network delay. In the
deployment strategy of nodes in WSN based on the “X” par-
tition, each monitoring unit has a master node, and the
number of sensor nodes is small. Data compression can be
performed only inside the monitoring unit: after the data
sent by the sensor nodes in the unit is received by the master
node, it is integrated and compressed with the data sensed
by the master node and then transmitted by multihop.
Because the monitoring range of each monitoring unit is
small and the sensing areas of each sensor node overlap,
the principal component analysis method [15] is adopted
in this paper to reduce data redundancy and compress data.
The main process is as follows: in the monitoring unit, the
data sensed by the nodes are sent to the master node and
then received by the master node to generate corresponding
data matrices. After analyzing and comparing these matri-
ces, the principal components in the matrices are extracted
and transmitted.

According to the energy consumption formula of the
data compression, the compression energy consumption of
each master node in the network is

Ep = 3lEDA: ð5Þ

3.3. Network Energy Consumption Optimization. After the
size of the monitoring unit and the number of the main node
were determined, the network energy consumption is fur-
ther optimized. In wireless sensor networks, the biggest
energy consumption of nodes is in the data transmission
stage. In a linear area, data is transmitted in multihops; there
is a great relationship between energy consumption of nodes
and the transmission step. By comparing the energy con-
sumption under different transmission distances, the opti-
mal value is selected to optimize the network energy
consumption.

The distance d between two adjacent master nodes is
taken as the basic step length for data transmission, and
the step length is written as D = ndðn = 1, 2, 3Þ. Since the
data has been compressed by each master node in the mon-
itoring unit before data transmission, the energy consump-
tion of each master node when transmitting data to the
base station is the same under each step length, so it is only
necessary to calculate the energy consumption Ei of the mas-
ter node i acting as a relay node and the energy consumption
Ek

n of the whole network when l − bit data is transmitted to
the base station by the No. 1 master node under different

Base station

Sensor node

Figure 1: Node deployment model of linear area.
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Figure 2: The deployment strategy of nodes based on “X” partition.
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Figure 3: Node coverage effect diagram.
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step values n, and then, the optimal step value can be
selected.

n = 1, Ei = ERX lð Þ + ETX l, dð Þ, Ek
1 = m − 1ð Þ 2lEelec + lξDt:� �

,

n = 2, Ei = ERX lð Þ + ETX l, 2dð Þ, Ek
2 = m − 1ð Þ

2

� �
2lEelec + lξDt	 


,

n = 3, Ei = ERX lð Þ + ETX l, 3dð Þ, Ek
3 = m − 1ð Þ

3

� �
2lEelec + lξDt	 


:

ð6Þ

Derive the formula for selecting the available step length:

n = n ∣min Ek
nf g,

Ek
n =

a/2 r +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − b/2ð Þ2

q� �� �
− 1

� �
n

666664
777775 2lEelec + lξ ndð Þt	 


,

ð7Þ

where the value t depends on ξ and ξ is related to the value n
.

After the transmission step is determined, when the data
of the i-th master node is transmitted to the base station for

each round of data transmission, the energy consumption of
the network is

Ek
n ið Þ =

a/ 2 r +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − b/2ð Þ2

q� �� �
2 r +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − b/2ð Þ2

q� �� �
− i

� �
n

666664
777775

� 2lEelec + lξ ndð Þt	 

:

ð8Þ

The sum of transmission energy consumption of each
master node in the network is the total energy consumption
Etotal ′ of transmission in the network; then,

Etotal ′ = 〠
a/ 2 r+

ffiffiffiffiffiffiffiffiffiffiffiffiffi
r2− b/2ð Þ2

p� �� �
i=1

Ek
n ið Þ: ð9Þ

For comprehensive data compression and data transmis-
sion, the total energy consumption Etotal of the network is

Etotal = Etotal ′ +
a

2 r +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − b/2ð Þ2

q� � Ep: ð10Þ

Table 1: Sensor node parameter settings.

Parameter name Numerical

Sense radius r 20m

Initial energy E0 0.5 J

Energy consumption per unit data transmission Eelec 50 nJ

Amount of data l 1200 bits

ξf s 10 pJ · bit−4 · m−2

ξmp 0.0013 pJ · bit−4 · m−2

EDA 50 pJ

50

Number of “x” partitions
Number of diamond partitions
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Figure 4: Relationship between the number of nodes and the length of regions.
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3.4. Deployment of Spare Nodes. In order to ensure the life
and performance of the network, spare nodes are properly
deployed for each master node according to its energy con-
sumption. Because the energy consumption of the master
node in the network is related to the hop count j, j = i/n,
the later the hop count, the greater its energy consumption.
Under a certain step length, the life of the whole network is
equal to that of the master node in the last hop [9]. The
energy consumption Ei of each master node in the network
is

Ei = ERX lð Þ + ETX l, dð Þ = i − 1ð ÞlEelec + ilEelec + il ξdt: ð11Þ

Therefore, the closer the energy consumption of the
master node that initially transmits information is to that
of the master node in the last hop, the more balanced the
network energy consumption is. That is, the smaller the
value ofjE1 − Ea/Lj, the more balance the network energy
consumption and the longer its life. The formula for calcu-
lating the number of spare nodes of each master node is [9]

Numi =
Ei

E1
: ð12Þ

3.5. Steps of Node Deployment. Assuming that the base sta-
tion is on the right side of the linear area, the specific steps
of the deployment strategy of nodes in WSN based on the
“X” partition are as follows:

(1) The linear area to be monitored is initialized, and its
length is a, width is b, and node perception radius is
r

(2) The linear area is divided into “X” partitions by

length L = 2ðr +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 − ðb/2Þ2

q
Þ, so as to realize the

full coverage of the network

(3) The divided “X” partitions are divided into monitor-
ing units, and the master nodes in each monitoring
unit are numbered 1, 2, 3, 4⋯⋯, i from left to right

(4) The optimal step size n of data transmission and net-
work energy consumption Etotal are calculated

(5) The position j of each master node in the transmis-
sion path is calculated

(6) Sensor nodes and spare nodes are deployed in the
linear area to be monitored based on the “X” parti-
tion strategy

(7) Run the network; when the energy of the master
node is unavailable, replace it with a spare node

4. Experiment and Analysis

4.1. Experiment Environment and Parameter Setting. In
order to verify the rationality of this method, Python 3.7 is
used for simulation experiment, ignoring packet loss and
other problems in the process of data forwarding, comparing
with diamond partition strategy. All experimental environ-
ments assume that the signal transmission range of sensor
nodes is a regular circle. In order to ensure the accuracy of
the experiment, all data adopt the average value of 20 rounds
of experimental data. The nodes are initially randomly dis-
tributed in the monitoring area, and the number of nodes
is 70. The parameters of the sensors used in the experiment
are shown in Table 1. Transmission threshold d0 = 87.

4.2. Analysis of Network Cost. In practice, the number of net-
work partitions is directly affected by the length of the area
to be monitored. The width of the area to be monitored
and the sensing radius of the sensor nodes are set as fixed
values. According to formula (4), the number of partitions
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Figure 5: Relationship between energy consumption per unit data
transmission and step length.

Table 3: The number of spare nodes of each master node.

Node
number

Number of spare
nodes

Node
number

Number of spare
nodes

1 0 10 5

2 1 11 6

3 1 12 6

4 2 13 7

5 2 14 8

6 3 15 8

7 4 16 9

8 4 17 9

9 5 18 10

Table 2: Partition effect based on “X” partition deployment
strategy and diamond partition deployment strategy.

Deployment
strategy

Number/number of
network partitions

(clusters)

Number of
network
nodes

Partition
distance d

(m)

X-shaped
partition

18 54 66

Diamond
partition

20 60 60
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obtained by the “X” partition deployment strategy and the
diamond partition strategy is compared under different
region lengths. As shown in Figure 4, the number of parti-
tions based on the “X” partition deployment strategy is sig-
nificantly less than the diamond partition, and the
difference between the two strategies is more significant with
the increase of the length of the area to be monitored. When
the length of the area to be monitored is long, it is more suit-
able to choose the “X” partition deployment strategy for net-
work deployment. At this time, the number of basic sensor
nodes needed to achieve complete network coverage is less
than that of the diamond partition deployment strategy; that
is, the cost of network deployment is lower.

In the traditional diamond partition deployment strat-
egy, after partitioning the area to be monitored, it is neces-
sary to calculate the optimal cluster spacing and the
location of cluster nodes, so that sensor nodes are often
deployed according to the approximate value of the optimal
solution instead of the optimal solution. However, in the “X”
partition deployment strategy, the nodes can be only
deployed according to the partition location and then filter
out the master nodes.

4.3. Analysis of Network Energy Consumption. In the exper-
iments, the length and width of the area to be monitored are
set as 1200m and 30m, respectively, and the number of
basic sensor nodes needed under the “X” partition deploy-

ment strategy and diamond partition strategy is shown in
Table 2.

Based on the “X” partition deployment strategy, 18 mon-
itoring units are divided in the area to be monitored, and the
master nodes are numbered as i = 1, 2, 3,⋯, 18. Then, the
optimal step length of data transmission is calculated
according to the selected function of transmission step
length. The network energy consumed of the No. 1 master
node in transmitting data under different step lengths is
shown in Figure 5, so the optimal transmission distance is
66m, that is, n = 1.

According to the experiment in reference [2], the data
transmission effect is best when the area to be monitored is
divided into 20 clusters in the experimental environment
set in this paper; that is, the optimal distance of data trans-
mission in the network is 60m.

The energy consumption of the network can be directly
reflected by the energy consumed by each round of data
transmission in the network. According to the selected opti-
mal data transmission distance, the energy consumed by the
network for one round of data transmission under different
deployment strategies is calculated. In the “X” partition
deployment strategy, the data in the monitoring unit is
firstly compressed by the master node. According to the
energy consumption formula of data compression, 324 nJ
energy will be consumed by the master node for each round
of network operation. According to the energy consumption
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formula of data transmission, the energy consumed by the
network for data transmission is 26357616nJ. In the “X”
partition deployment strategy, the total energy consumption
of the network is 26360856 nJ. In the diamond partition
deployment strategy, the energy consumption of each round
of network processing is 8252400000 nJ, which is much
higher than the “X” partition deployment strategy.

4.4. Life of Network. The life of network is another important
basis for measuring network performance. The number of
spare nodes required by the network is calculated according
to Equation (12). At first, the energy consumption of the No.
1 master node in the basic network is calculated to be
1710.74 nJ per round, and then, the number of spare nodes
to be deployed near each master node is obtained, as shown
in Table 3.

Based on the “X” partition deployment strategy, nodes
are deployed in the area to be monitored to form a network.
And the life of nodes is calculated in the network, as shown
in Figure 6. When more than one-third of the nodes in the
network run out of energy, the network performance will
decrease sharply; that is, the life of the network is exhausted.
It can be seen from Figure 6 that under this deployment
strategy, the life of each master node in the network can
reach 1500 rounds. On the premise of ensuring the network
performance, the network can run more than 1650 rounds at
most; that is, the life of the network exceeds 1650 rounds.
Under the same experimental environment, the network
composed of diamond partition deployment strategy can
run for 1000 rounds. Therefore, the network life of the strat-
egy proposed in this paper is superior to the diamond parti-
tion strategy.

4.5. Connectivity Rate and Coverage Rate. Wireless sensor
network coverage must consider multiple performance indi-
cators in order to make network coverage more reliable and
effective, including coverage rate, connectivity rate, energy

consumption, signal strength, fault tolerance, scalability,
and reliability.

During the experiment, Monte Carlo method is used to
calculate the area coverage to measure the coverage ability
of three algorithms (X-shaped partition, diamond partition,
and the algorithm in literature [16]). The comparison results
are shown in Figure 7.

When the number of iterations is t < 20, it can be seen
from Figure 7 that the coverage rate of the X-shaped parti-
tion in this paper is similar to that in the diamond partition
and literature [16]. When the number of iterations is 20 ≤ t
≤ 40, many nodes of the algorithm in literature [16] oscillate
back and forth. The number of node oscillations is shown in
Figure 8.

The algorithm in literature [16] did not analyze and deal
with the problem of continuous oscillation of nodes in detail,
resulting in slow and unstable convergence speed of the
algorithm, and the regional coverage decreased.

Table 4 shows the change of coverage growth rate of the
X-shaped partition in this paper compared with the dia-
mond partition with the number of iterations.

When the number of iterations of the algorithm is 20
≤ t ≤ 60, most nodes are in the optimization state. The
growth rate of the coverage of the X-shaped partition in this
paper is larger than that of the diamond partition. When the
number of iterations t > 60, the coverage algorithm basically
tends to be stable. Therefore, the growth coverage rate of the
X-shaped partition is slower than that of the Diamond
partition.

The focus of this paper is how to balance the network
load and improve the network lifetime through the

Table 4: Partition effect based on the “X” partition deployment
strategy and diamond partition deployment strategy.

t = 20 t = 40 t = 60 t = 80 t = 100
X-shaped partition 1.37% 3.76% 9.54% 4.66% 4.51%

Diamond partition 7.72% 13.38% 13.68% 13.18% 11.77%
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deployment strategy of nodes. However, this paper does not
use the previous method of calculating the distance accord-
ing to the received signal strength but only determines the
angle of nodes in different center coordinate systems accord-
ing to the signal strength, which will lead to low positioning
accuracy and complex mobile path and positioning
methods.

5. Conclusions

In this paper, a deployment strategy of nodes in WSN based
on the “X” partition is proposed, the linear area is equally
divided into some “X” partitions, and the sensor nodes are
deployed at fixed positions to achieve full coverage of the
area to be monitored. According to the position of the node
and base station, the monitoring unit is divided, the master
node is determined, and the data is compressed by the mas-
ter nodes in the monitoring unit; then, the data is transmit-
ted, so as to balance the network load and improve the
utilization of the network. According to the difference of
node energy consumption, spare nodes are deployed to pro-
long the life of the network. Through theoretical analysis
and experimental verification, the deployment cost of the
network can be effectively reduced in the “X” partition
deployment strategy and the life of the network can be pro-
longed. The aim of subsequent research is reducing the net-
work delay and transmission accuracy caused by data
compression in this deployment strategy.
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In this paper, a multimodal intelligent acoustic sensor is used for an in-depth study and analysis of English pronunciation signal
acquisition and calibration analysis of English phonetic symbols based on the acquired sound signals. This paper proposes a
bimodal fusion algorithm around the direction of feature extension and fusion of acoustic recognition features. After each
unimodal classification error cost is minimized, the current fusion process is determined by adaptive weights to fix its one
decision layer on the fusion. The adaptive weight approach in this algorithm improves the drawback of always identifying one
mode as the optimal mode in fixed-weight fusion and further improves applicability and performance compared to unimodal
recognition. The random network generation algorithm is used to generate a random network for sound source data
acquisition; then, the algorithm is investigated using the decomposition containing fusion center algorithm to each node, and
data preprocessing is implemented at each node; finally, the distributed consistency algorithm based on average weights is used
for consistent averaging iterations to achieve a consistent speech enhancement effect at each node. The experimental results
show that this distributed algorithm can effectively suppress the interference of noncoherent noise, and each node can obtain
an enhanced signal close to the source signal-to-noise ratio. In this study, factors that may affect the readability of spoken texts
are summarized, analyzed, defined, and extracted, and the difficulty of spoken items obtained from the divisional scoring
model is used as the dependent variable, and the extracted influencing factors are used as independent variables for feature
screening, model construction, and tuning, and the generated results are interpreted and analyzed. From this, it was found that
phonological features have a strong influence on the readability of spoken texts, mainly in features such as phonemes, syllables,
and stress. This study is summarized, and the shortcomings of location-based contextual mobile learning of spoken English in
terms of student management, device deployment, and empirical evidence are pointed out, to provide references and lessons
for the research on IT-supported language learning.

1. Introduction

In acoustic emission detection systems, resonant piezoelec-
tric transducers are often used as acoustic receivers, which
convert the measured changes into resonant changes. Reso-
nant piezoelectric transducers use resonance technology to
analyze parameters such as amplitude, vibration frequency,
and phase for resonant oscillators to achieve measurements
of parameters such as acoustic pressure and displacement,
an algorithm that has the advantage of enabling high accu-

racy and resolution [1]. Despite the significant advantages
of such sensors, they cannot be used in extreme environ-
ments, such as high voltage environments and environments
subject to electromagnetic interference, and are difficult to
embed inside materials. Compared with resonant piezoelec-
tric sensors, fiber optic sensors have many unique proper-
ties. Fiber optic sensors have a series of unique advantages:
good electrical insulation performance, strong resistance to
electromagnetic interference, noninvasive, high sensitivity,
easy to achieve long-distance monitoring of the measured
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signal, corrosion resistance, explosion-proof, the optical path
can be flexed, and easy to connect with the computer. They
have high sensitivity, strong immunity to electromagnetic
interference, extreme corrosion resistance, etc. At the same
time, they are simple, compact, and lightweight, can be
transmitted over long distances, and can be used as an
important part of online telemetry systems. Since the 20th
century, fiber optic sensors have received special attention
from scholars in various countries; fiber optic sensors have
been applied to measure temperature, stress, current, and
hundreds of physical quantities, but also in high tempera-
ture, corrosion, and other special environments, and with
the practical significance of traditional electronic sensors,
they cannot be replaced. For solid-state sensors due to the
manufacturing process and cost and other factors, the induc-
tion area is also smaller [2]. And with the development of
embedded and a variety of mobile wearable devices, finger-
print capture devices are also towards the trend of smaller
and smaller. For example, Apple’s Touch ID fingerprint cap-
ture device is only 6:35mm × 6:35mm, and the universal
smartphone at the same time, with the development of the
trend, is bound to make the size of the fingerprint image
capture also becomes smaller, and thus, the information
contained in the fingerprint image is also greatly reduced.
Multimodal biometrics refers to the integration or fusion
of two or more biometric technologies, utilizing the unique
advantages of its multiple biometric technologies and com-
bining with data fusion technology to make the authentica-
tion and recognition process more accurate and secure.
Multimodal biometrics can realize the combination of mul-
tiple biometrics such as face, fingerprint, finger vein, iris,
and voice print, so as to carry out more accurate identity
authentication.

It has been shown that when the sensing area of the
acquisition device becomes small, the performance of the
traditional fingerprint feature point matching recognition
method will be greatly affected due to the low number of
captured detail points. Therefore, the problems of missing
features and recognition accuracy of small-area fingerprints
have become the focus of scholars’ research, and feature
extension or fusion is the trend to compensate for the miss-
ing features [3]. Multimodal biometrics is a new biometric
technology that overcomes some drawbacks of unimodal
biometrics by fusing no less than two unimodal biometric
features (or behavioral features) as data objects, which can
get rid of the limitations of usage scenarios with higher sta-
bility and security, making the authentication process more
accurate and secure. Multimodal fusion also overcomes, for
example, the situation where kind of biometric features is
lost, such as fingerprints due to cuts, wear, and tear, dryness,
or inconspicuous innate features. Multimodal biometrics
makes up for the deficiency [4]. One of the more typical
methods is the beamforming method, which can obtain
different performances depending on different beam con-
straints, such as minimum variance and minimum mean
square error criteria [5]. The speech enhancement perfor-
mance is proportional to the number of microphones, which
means that more microphones will usually result in better
speech enhancement performance. Speech recognition tech-

nology has a very wide range of application areas and market
prospects, such as for voice-activated voice dialing system,
voice-activated smart toys, and smart home appliances. It
can also be applied to information network inquiries, medi-
cal services, banking services, etc. In beamforming algo-
rithms, the microphone array is generally located relatively
close to the sound source, which makes both the signal-to-
noise ratio and the direct reverberation ratio of the received
signal sufficiently large to obtain a better enhancement per-
formance. The pronunciation calibration engine A/D circuit
is designed to improve the data sampling efficiency by using
analog to digital signal conversion for English pronunciation
information acquisition.

With the continuous development of speech recognition
technology, various derivative technologies based on speech
recognition, such as keyword recognition, language recogni-
tion, speaker recognition, and ambient sound recognition,
have also been devoted increased attention and have made
promising progress. At the same time, speech recognition
is also penetrating increasingly into our common life. The
biggest advantage of speech recognition is that it makes
human-computer interaction more natural and convenient.
Nowadays, speech recognition technology has been widely
used in voice communication systems, data inquiry, ticket
booking systems, medical systems, banking services, com-
puter control, industrial control, and many other fields, pro-
viding us with a more convenient way of life and playing a
significant role in human progress. Social development plays
a pivotal role. In summary, speech recognition technology
has great research value and application prospects, especially
phonetic recognition technology with phonetic symbols as
the basic recognition unit, which is outstanding in practical
applications under large vocabulary. This has led many
researchers to actively participate in the research of phonetic
recognition technology.

In the second part of the paper, we organize and summa-
rize the existing research, and in the third part, we provide a
detailed description of the specific implementation. In the
fourth section, we provide a detailed analysis of the results
of the implementation and illustrate the advantages of our
results.

2. Related Work

Speech enhancement research based on distributed micro-
phone arrays is a hot topic in speech signal processing that
has emerged in recent years. Scholars initially studied this
problem based on the topology of distributed microphone
placement and proposed some distributed noise cancellation
algorithms, when microphones are distributed throughout
the observation area to form an array, still transmitting the
received signal from each microphone to the fusion center
for unified processing [6]. The spoken language evaluation
algorithm models the randomness of natural language pro-
nunciation and the instability of speech processing systems
through fuzzy measures and plausibility and then integrates
them into the Sugeno integral framework to evaluate the lan-
guage score rather than specific scores. A delay-free subband
adaptive filter is used to implement multichannel speech
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enhancement in MRI devices. This speech enhancement
algorithm is based on a minimum variance estimation crite-
rion to remove noise using a minimum mean square error
adaptive filter, where one microphone is used as the refer-
ence microphone to receive the noise-containing signal and
the other microphones receive only the noise, using the
noise as the target signal for the adaptive filter to estimate
the source signal [7]. Based on the minimum mean square
error criterion to estimate the speech source spectral ampli-
tude and phase, this algorithm assumes that the signal con-
forms to the Rayleigh distribution and the noise conforms
to the Gaussian distribution, which in turn estimates the
speech source short-time amplitude spectrum, logarithmic
amplitude spectrum, and phase spectrum using the statisti-
cal model and the minimum mean square error criterion [8].

Two steps are typically followed in the training of
speaking assessment algorithms, namely, score generation
and score calibration. Score calibration involves adjusting
machine scores and combining scores from multiple divi-
sions, to develop scores that match expert judgments as
closely as possible [9]. To achieve this goal, it was necessary
to collect data including ratings of pronunciation by human
expert evaluators to test the validity of this type of assess-
ment algorithm or system. For reliability assessment, it usu-
ally means that the scores obtained by the same test-taker
after taking the same test under different test conditions
are consistent or highly correlated [10]. Device sensing tech-
nology can be divided into five basic categories: vector pres-
sure sensing technology touch screen, resistive technology
touch screen, capacitive technology touch screen, infrared
technology touch screen, and surface acoustic wave technol-
ogy touch screen. Traditional speaking tests have experts as
scorers, where more factors can lead to unfair scoring, such
as scorer evaluation concerns, experience, and ability, age,
gender, and psychology. Machine-based speaking assess-
ments, on the other hand, exclude a range of subjective
factors that can cause problems, thus ensuring that the
speaking assessment algorithm or system has high reliabil-
ity [11]. Most of these systems are based on ubiquitous
learning theory and generally push location-related con-
tent information to learners based on their different loca-
tion information [12].

The focus of research has shifted to the construction of
ubiquitous learning environments with a rich variety of
implementation technologies [13]. The gradual integration
of mobile phones, radios, and sensor technologies into
learning activities has facilitated the formation of new
learning environments that are highly location-portable
and context-aware. From foreign studies, it is found that
technologies such as mobile phones, wireless networks, and
multimedia are popular in language teaching and learning
research. Many researchers had placed RFID tags on top of
many objects, and sensors can sense these objects when
learners are near, allowing the learners’ mobile devices to
receive information about these objects [14]. Most of the
platforms targeting language learning or context awareness
lack and should have empirical studies and rarely do long-
term tracking of the systems, but there is no shortage of
new technologies introduced and applied. The correspond-

ing system platforms pay attention to theoretical guidance,
as well as the analytical design and implementation tech-
niques of the whole system [15]. In addition, although
domestic language learning systems make use of the charac-
teristics of mobile devices, they seldom point to specific
should-Chan scenarios or contextual information as well as
lack specific feedback mechanisms and are rarely integrated
with specific speaking instruction.

3. Analysis of English Pronunciation Signal
Acquisition and Phonetic Calibration with
Multimodal Intelligent Acoustic Sensors

3.1. Multimodal Intelligent Acoustic Sensor Sound Acquisition
Design.Acoustic emission is a type of elastic wave, and in the
real environment, it can be divided into transverse waves,
longitudinal waves, and surface waves, depending on how
the sound waves propagate in the medium and the direction
of vibration. When propagating in solids, it causes local
deformation of the medium, and two types of waves appear
simultaneously: longitudinal (compressional) and shear
(transverse) waves, which have different speeds and are
automatically separated after leaving the source [16]. When
the acoustic signal propagates to the junction of air and
solid media, the acoustic wave is reflected and refracted,
which causes it to undergo a waveform transition, followed
by the simultaneous appearance of two waveforms. On free
surfaces, acoustic emission waves also form surface waves,
and plate waves are generated when the thickness of the
solid medium is like the wavelength. After reflection and
other transformations of the acoustic signal, the various
forms of sound waves will be transmitted to the sensor
according to their wave speed, time sequence, and wave
range, so that the pulsed signals generated by the acoustic
emission sources can be superimposed on each other to
produce long and complex waveforms. The online learning
environment provides course resources for learning man-
agement. Students carry out independent learning, teachers
assist through inspiration and demonstration, and students
learn cooperatively, communicate with each other, and
share wisdom.

When the device receives an acoustic signal, the alternat-
ing forces during the resonance of the sound on the piezo-
electric film will cause deformation of the PVDF-TrFE
piezoelectric film, which causes a piezoelectric effect and
generates an electrical charge. To accurately measure the
voltage signal generated on the PVDF-TrFE piezoelectric
film due to the piezoelectric effect of the acoustic device in
operation, we use function generators, ultrasonic transduc-
ers, loudspeakers, high sampling rate voltage data acquisi-
tion cards, electronic computers, and software data analysis
to build a test platform for acoustic device performance
characterization, and as shown in Figure 1, the working
principle of the experimental platform is as follows: use
function generator to generate alternating voltage and
frequency-controlled electrical signal, through the ultrasonic
transducer electroacoustic conversion, the electrical signal
into the required acoustic signal, or use the electronic
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computer connected to the speaker to play the required
sound samples, the acoustic signal reached the PVDF-TrFE
thin-film acoustic device, through the high sampling rate
voltage data acquisition card for the device response voltage
signal acquisition. The voltage signal is recorded, analyzed,
and processed by an electronic computer and software.

An acoustic emission signal is a process in which the
emission signal reaches its highest amplitude and then
gradually decays. The ringing count reflects the number
and frequency of acoustic emission events, and the ampli-
tude is the maximum amplitude of the signal waveform,
which is used to distinguish the type of wave source as well
as to measure the strength of the wave. The duration is the
time from when the acoustic signal first rises above the
threshold limit to when it falls to the threshold. The rise time
is the time when the acoustic emission signal first exceeds
the threshold to reach its maximum amplitude. The mathe-
matical expression can be expressed as a decaying sine func-
tion as shown in Equation (1).

x tð Þ = A0 exp αtð Þ cos πf0tð Þ: ð1Þ

A is the amplitude of the acoustic signal Pa; α is the
attenuation factor of the signal; f0 is the resonant frequency
of the acoustic emission sensor (Hz). When there is acoustic
emission generation, the acoustic emission sensor located on
the surface of the component or inside the component con-
verts the acoustic signal into an electrical signal, amplifies it
through a signal amplifier, and then after acquisition and
data processing, analyzes the relevant characteristic parame-
ters and calculates the specific location of the measured
acoustic emission source by combining mathematical geo-
metric formulae with data analysis.

The MZI-based wavelength demodulation technique is
based on the sensing principle of fiber optic interferometer,
by converting the DFB fiber laser sensor wavelength drift

into phase change after entering the nonequilibrium fiber
interferometer, and using the high-resolution phase demod-
ulation technique can finally get the sensor weak wavelength
change [17]. It transmits the narrow-band laser to the
MZI by exciting the 980 nm pump light source and 980/
1550 nm fiber wavelength division multiplexer (WDM)
guide and DFB fiber laser sensor output, and then convert
its optical signal into an electrical signal output by photo-
detector; by the demodulation system for the analysis of
data processing, the output electrical signal is proportional
to the magnitude of the acoustic signal.

In the actual environment, the speech signal observed by
each microphone in the array will be disturbed by some
environmental signals such as noise and reverberation, and
there are two common microphone array signal models,
the ideal model and the actual reverberation model. The
ideal model considers an array of N microphones, and the
array structure is chosen to be either one of the structures,
and let the source signal be sðtÞ; then, the signal observed
by the ith microphone yiðtÞ can be expressed as follows:

yi tð Þ = αis t + τið Þ − ni tð Þ, ð2Þ

where αi is the attenuation coefficient of the source signal
due to distance, τi is the time delay of the source signal to
the ith microphone, niðtÞ represents the background noise
at the ith microphone, and t is the time factor. Since the
actual environment contains other disturbances such as
reverberation and multipath effects, for an array of N micro-
phones, let the source signal be sðtÞ and the acoustic transfer
function from the source to the ith microphone be hi; then,
the signal observed by the ith microphone yiðtÞ can be
expressed as follows:

yi tð Þ = his tð Þ ∗ s tð Þ − ni tð Þ: ð3Þ

For the ideal model, the acoustic transfer function can be
equated as follows:

his tð Þ = αis t + τið Þ, ð4Þ

where zðtÞ is the output beamforming result and αi is the
weighting factor, generally taken as 1/N . This can be
described by the following expression.

z tð Þ = 〠
N

i=1
αiyi t + τið Þ: ð5Þ

Wireless sensor networks (WSNs) consist of multiple
inexpensive miniature sensor nodes, and each node contains
one or more sensors, which constitute a distributed network
with less power consumption and lower cost through wire-
less collaborative information sharing, which are used in a
wide range of applications such as environmental science,
medical health, space exploration, remote environmental
monitoring, and target tracking. Especially in recent years,
the development of smaller, cheaper, and smart sensors has
greatly enhanced the scope of wireless sensor network
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Figure 1: Simplified waveform diagram of the acoustic emission
signal.
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applications [18]. Sound wave is a mechanical wave, gener-
ated by the vibration of an object (sound source); the space
in which the sound wave propagates is called the sound field.
It is a longitudinal wave when propagating in gas and liquid
media but may be mixed with transverse waves when prop-
agating in solid media. These wireless sensors are equipped
with wireless interfaces for communicating with each other
to form a network. These sensors are smaller and are capable
of only limited computation and processing of information
or data at a low cost compared to conventional sensors.
These sensor nodes can collect information by sensing and
measuring in the environment and can transmit the sensed
data to the user based on some local discriminant criterion.
In this paper, we focus on speech processing; at this point,
the sensors become microphone sensors, so this network is
also called wireless acoustic sensor networks (WASNs).

Acoustic sensors are mainly used for sensing and mea-
suring environmental information; processors and memo-
ries perform limited processing and storage of data; power
supplies are generally composed of batteries, which are the
main energy for this sensor network and are limited in
energy; wireless transmitter-receiver devices are used for
information transmission between nodes, and actuators are
mainly for local discrimination (see Figure 2 for the specific
structure).

For unstructured WASNs, network maintenance man-
agement and detection of faults are more difficult due to
many nodes. In contrast, for structured WASNs, some or
all the sensor nodes are arranged in a way that is
required for certain purposes. The advantage of struc-
tured networks is the ability to deploy fewer nodes to
obtain smaller network maintenance and management
costs. But fewer nodes mean that providing network cov-
erage is significantly reduced.

Unlike traditional networks, wireless acoustic sensor
networks are subject to design and resource constraints.
Resource constraints include limited energy per node, short
communication range, low bandwidth, and limited compu-
tational and storage capacity. Design constraints are
application-dependent and based on the environment being
monitored. The environment plays a key role in the size of
the network, the deployment scheme, and the network
topology. The size of the network varies with the environ-
ment being monitored. For an indoor environment, a net-
work can be formed with fewer nodes, while an outdoor
environment may require more nodes to cover a larger area.
Obstacles in the environment can also limit communication
between nodes, which in turn can interfere with the connec-
tivity of the network. Acoustic measurement software is a
measurement software that runs on a smartphone or tablet
PC. It is paired with an instrument to achieve accurate mea-
surements and supports acquisition of measurement data
from WIFI and analysis of calculations.

3.2. Experimental Design for English Pronunciation Phonetic
Calibration. Due to the coarticulation phenomenon, pho-
netic pronunciations do not exist completely independently
in time, and neighboring phonetic pronunciations partially
overlap and influence each other [19]. These indicate the

need to apply features that can capture long-time informa-
tion in speech recognition. To address the above problem,
we try to extend the spectral features in the time domain
by combining the Mel subband energy of the current frame
and the subband energies of multiple frames before and after
it to obtain the time-domain extended features, which are
called temporal pattern (TRAP) features. The extraction
process of TRAP features is shown in Figure 3.

First, the speech signal is windowed in frames, and
the energy value of the output of each frame through
the Mayer filter bank is calculated. And with the current
frame as the center point, the same number of frames is
taken before and after, and these several frames’ features
are concatenated to get a long-time feature. Then, the
DCT method is used for dimensionality reduction, and
the features are normalized on the mean and variance
to finally obtain the TRAP features. TRAP reflects the
long-time feature variation and effectively exploits the
correlation between speech signals. Compared to short-
time features such as MFCC, TRAP features effectively
exploit the correlation between speech signal contexts,
which not only improves the noise robustness of acoustic
features, but it helps to solve the copronunciation phe-
nomenon among phonetic features, which can improve
the performance of speech recognition.

Phoneme posterior probability features are commonly
used feature representations in speech recognition with high
discriminative and robust features. Define the phoneme
model space to consist of M classes (for an English corpus
with 39 phonemes); then,M = 39. Then, the phoneme poste-
rior probability feature vector for a frame of speech at
moment t is as follows:

Pt = p s1 otjð Þ, p s2 otjð Þ,⋯, si otjð Þ,⋯, sM otjð Þf g, ð6Þ

where ot denotes the corresponding speech frame at that
moment and si denotes the corresponding ith phoneme;
then, pðs1jotÞ denotes the posterior probability that the

0 2 4 6 8 10 12
0

2

4

6

8

10

12

En
er

gy
 v

al
ue

Number of networks

Figure 2: Wireless acoustic sensor network with 20 nodes.
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corresponding phoneme is si for a known speech frame
ot .

〠
M

i=1
p s1 otjð Þ = 2: ð7Þ

Rhythmic features are a typical feature of natural human
language, with many common features across languages.
When people communicate with each other using language,
it is not only the phonetic sounds of the words but also the
suprasegmental information of the language, i.e., the rhyth-
mic features, which play a very important role in the natural-
ness and intelligibility of the language. Rhythmic features
respond to variations in pitch, length, and intensity in addi-
tion to phonetic features: variations in pitch form the tone
of speech, variations in length from the length of speech,
and variations in intensity from the stress. Speech rhythm
features are widely used in the fields of speech recognition,
speaker recognition, and language recognition because of
the rich dynamic information they carry. No state can be
transferred to any of the previous states:

aij = 0, j ≥ i: ð8Þ

A GMMmodel is a multidimensional probability density
function model that utilizes a weighted sum of multiple
Gaussian probability density functions to represent arbitrary
probability distributions. For example, Equation (9) is a
GMM model with M Gaussian components:

p x! λj
� �

= 〠
M

i=1
wip xi

! μij� �
, ð9Þ

〠
M

i=1
wi = 2: ð10Þ

The ball in Equations (9) and (10) is a D-dimensional
eigenvector, pðxi!jμiÞ is the probability density function of
one of the Gaussian components, μi denotes the mean vector

of the Gaussian components, and x! is the covariance matrix
and is calculated in Equation (11).

p xi
! μij� �

= 1
2π∑ii

2 exp 1
2 x! − μi

� �T
〠
i

i2 x! − μi

� �" #
: ð11Þ

The observed probability distribution is what is charac-
terized using the GMM model, and the superiority of the
GMM as an observed probability model is that the continu-
ous distribution model provides a more accurate description
of the probability distribution compared to the discrete or
semicontinuous model. This is because the characteristics
of the inputs in the continuous distribution model do not
need to be quantified. In addition, GMM models can fit
arbitrary distributions infinitely accurately by increasing or
decreasing the number of mixing components. Thus, the
CMU-SPHINX phoneme recognition mechanism sees distri-
bution of a single Gaussian distribution when the state is not
bound at the beginning of parameter training. The state bind-
ing complicates the model parameters by Gaussian splitting,
which in turn leads to more accurate parameter estimates, as
shown in Table 1.

According to the dynamic programming principle, the
optimal path has the property that if the optimal path passes
through node ri at time ti, then the partial path of this path
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Figure 3: TRAP feature extraction process.
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from node ri to endpoint pi must be optimal for all possible
partial paths from ti to ri. For if this is not the case, then
another better partial path exists from ti to ri. If it is con-
nected to the partial path from ti to pi, it will form a path
that is better than the original path, which is contradictory.
According to this principle, we only need to compute recur-
sively the maximum probability of each partial path with
state i at moment t = 1 until we get the maximum probabil-
ity of each path with state i at moment t = T . The maximum
probability at moment t = T is the probability of the optimal
path, and the endpoint pi of the optimal path is obtained at
the same time. After that, to find the individual nodes of the
optimal path, starting from the endpoint ri, the nodes are
gradually solved from back to front iT−1, iT−2,⋯, iT , and
the optimal path is obtained I = ðiT−1, iT−2,⋯, iTÞ.

The preparation of data has always been a prerequisite
and key to system experiments. Especially in systems using
fully connected neural networks as the underlying model,
when the number of input and hidden layer neurons is rela-
tively large and the number of model parameters is huge, the
need for a large amount of training data is more urgent.
Only by collecting enough training data can the acoustic
model be trained more adequately and accurately. In addi-
tion, the quality of the data preparation is also essential for
the training of good acoustic models. When the quality of
the prepared data is poor, it will lead to the existence of out-
liers, which will affect the accuracy of the model training.
Resource limitation is the speed of program execution lim-
ited by computer hardware resources or software resources
during concurrent programming. In concurrent program-
ming, the principle of making code execution faster is to
turn the serial part into concurrent execution. A tree net-
work can contain branches, and each branch can contain
multiple nodes. The tree topology is an expanded form of
the bus topology, and the transmission medium is an
unclosed branch cable. The tree topology is the same as the
bus topology, where one station sends data and all other sta-
tions can receive it.

The meaning of tree topology network is the network left
by removing the edges that form a circle (ring) in the net-
work, like the spanning tree algorithm [20]. This network
has a minimum connection structure and most efficient
information transfer rate and is suitable for information
transfer between nodes. This topological network uses the

knowledge of tree to divide the adjacent nodes into parent
and child nodes so that information transfer can be divided
into two processes: convergence and dispersion. Conver-
gence starts from the leaf nodes, and the child nodes
converge their information to the parent nodes to the root
node; dispersion is exactly the opposite, starting from the
root node and the parent node disperse their information
to the child nodes, all the way to the leaf nodes, to achieve
all nodes can get consistent fusion results, and due to the
use of spanning-tree structure, in each node, just conver-
gence or dispersion process can greatly reduce the duplica-
tion of information transmission, improve the efficiency of
information transmission, and reduce the energy overhead
of the sensor network, as shown in Algorithm 1.

Students can easily use the online communication func-
tion provided by mobile terminals for discussion and inter-
action when learning English speaking around the location
context. According to the participating objects, this commu-
nication includes teacher-student and student-student com-
munication; according to the timeliness of communication,
the communication can be divided into synchronous and
asynchronous communication; according to the form of
communication, it can be divided into text communication,
voice communication, and video communication. Learners
can ask questions online about the problems they encounter
in learning spoken English, and they can also answer other
people’s questions, making communication more conve-
nient. In addition, learners can also expand the field of inter-
action through the social sharing function provided by the
system. Through discussion and interaction, learners can
enhance their internalization of speaking knowledge.

The first layer is the response layer, which considers the
system’s response and satisfaction to the learners; while the
second layer is the learning layer assessment, which mea-
sures the users’ understanding and proficiency in English-
speaking learning such as English knowledge, speaking
skills, and attitudes. Given the minimum period of two years
required for the assessment of the behavioral and outcome
layers of the Koch model, the period is too long, and the
students who participated in this experiment have already
graduated. Therefore, this study assessed the effects of the
positional context in terms of the first two layers of learner
response and cognitive transfer. It is important to note that
this implementation is not a true, rigorous experiment in
the true sense of the word, but rather a design-based
research approach to explore the effects of positional con-
texts to be closer to natural contexts and closer to reality.

4. Analysis of Results

4.1. Performance Results of Multimodal Smart Acoustic
Sensors. From Figure 4, the 20 nodes of the simulated wire-
less acoustic sensor network are relatively evenly distributed,
and there is no node overlap, and cover the whole 10m ∗
10m plane area. The whole network edge connection is
more reasonable, satisfying the experimental hypothesis,
and closer to the real environment. It can also be found that
no matter for noise-containing sources or clean noise-free
sources, it is clearer to distinguish the speech-free segments

Table 1: Steps of Viterbi algorithm.

(1) Initialization
δ1 = πibi o1ð Þ, i ∈N
ψi ið Þ = 1, i ∈N

(2) Recursion
For t = 2, 3,⋯, T

ψit ið Þ = arg min πibi o1ð Þ, i ∈N
δt ið Þ =min πibi o1ð Þ, i ∈N

(3) Termination
P∗ =max ψit ið Þ

S∗ = arg max ψit ið Þ

(4) Optimal path backtracking
For t = T − 1, T − 2,⋯, 0

st = ψt+1 sið Þ
(5) Find the optimal path S∗ S∗ = s1, s2,⋯, sNð Þ
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from speech-containing segments, which is more conducive
to estimating the noise power spectrum by VAD method
and paving the way for the subsequent speech enhancement
by using beamforming algorithm.

After transmission noise addition, the signal received by
each node contains significant noise and has a large differ-
ence in signal-to-noise ratio, some are still higher, such as
12.5 dB for node 5, and some are lower, such as -1.18 dB
for node 18. At this point, speech enhancement must be
performed to obtain a better output for the whole node.
So, after that, these two special cases are selected for
experimental observation to confirm the effectiveness of
the algorithm in this paper. Neural networks have a wide
and attractive prospect in the fields of system identification,
pattern recognition, and intelligent control. Especially in
intelligent control, people are particularly interested in the
self-learning function of neural networks and regard this
important feature of neural networks as one of the keys to
solve the difficult problem of controller adaptability in auto-
matic control.

1: Input: The matching scores of the two classifiers are respectively denoted as X=(X, X), X=Px, |R ), X,=Py, R), i=1,2.... N, j =1,..,k; N
represents a total of N categories, and k represents a total of k samples. α is the weight of the fingerprint identification system; α is the
weight of the voiceprint system: o is the quality threshold. In addition, set o to be the average score value obtained by the current user
paired with N templates.
2: output: which category the feature belongs to
3: loop
4: if δtðiÞ =min πibiðo1Þ, i ∈N
5: if hisðtÞ = αisðt + τiÞ
6: return ∑M

i=1pðs1jotÞ = 2
7: else pðx!jλÞ =∑M

i=1wipðxi!jμiÞ
8: return zðtÞ =∑N

i=1αiyiðt + τiÞ

Algorithm 1: Algorithm pseudocode.
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Due to the unique directivity characteristics of the DFB
fiber laser sensor, the acoustic emission sensor was pressed
onto the pigtail of the DFB fiber laser sensor, allowing for
a complete acoustic emission signal with maximum respon-
siveness in the axial direction, and a 100mW pump laser
output was loaded on the DFB fiber laser sensor, allowing
the DFB fiber laser sensor to reflect a sufficiently large light
intensity. The bandwidth of the demodulation system was
tested using a 2MHz wide band acoustic emission sensor
transmitting acoustic wave signals from 20 kHz to 2MHz
as shown in Figure 5. The results of the bandwidth test
of the fiber demodulation system are shown in Figure 5.
The signals of the acoustic emission transducer operating
at 20 kHz, 40 kHz, 100 kHz, 1000 kHz, 1500 kHz, and
2000 kHz were tested separately. It was able to obtain that
the DFB demodulation system can stably demodulate
acoustic waves from 20 kHz to 2MHz frequency, and the
small resonance does not have a large impact on the main
frequency. Also, when the sampling rate is F and the number
of sampling points is set toN , the frequency resolution can be
derived from the fast Fourier change equation.

The delay caused by the system is unavoidable and will
have a large impact on the accuracy during the positioning
process, so the system delay needs to be calibrated. A self-
transmitting signal generator was used to transmit a signal
with a center frequency of 100 kHz from the acoustic emis-
sion sensor for the experiment. The fiber laser sensor is
placed on a 2 cm thick Plexiglas plate, impedance matching
is performed using an ultrasonic coupling agent, and the
acoustic emission sensor is placed on the back of the Plexi-
glas plate to emit a 1 kHz pulse signal.

Sixteen acoustic emission signal points at fixed loca-
tions were acquired and demodulated and localized by
the hyperbolic localization method, with 10 measurements
per point and averaged as the result. The minimum error
of the 16 acoustic emission sources of the hyperbolic
localization algorithm is 0.35 cm, and the maximum error
is 0.98 cm, in which the average error of the horizontal

axis is 0.39 cm and the average error of the vertical axis
is 0.45 cm, and the summation of the errors of these 16
sources is averaged to obtain the overall localization error
of 0.67 cm. The model constructs the initial load of a
node from the global and local perspectives by combining
the node mesonumber, node degree, node weight, and
neighbor node weight and establishes the proportional
relationship between the node capacity and the initial
load. When a node fails, the load redistribution rules
are formulated by combining the capacity of the neigh-
bors of the failed node, and then, the evolutionary pro-
cess of the load parameters is deduced through the
analysis of the network cascade failure, resulting in the
parameters in the model.

4.2. English Pronunciation Phonetic Calibration Results. It
can be seen from Figure 6 above that the loss function of
the training process of the neural net will occur a steep drop
in the initial stage of training, after which it will gradually
smooth out. However, the change of the loss function in this
experiment is still drastic near the end of the training, indi-
cating that the learning rate is set too large in the end stage,
causing the loss function to oscillate too much and make it
difficult to converge. Since the learning rate of the neural
network is updated in epochs, Figure 6 shows the change
of the loss function at the end of each epoch. It is seen
through Figure 6 that the number of iterations in this exper-
iment is low, and there is still a large reduction in the loss
function at the end of training. Therefore, an attempt was
made to change the training end condition to make the
model more fully trained and to increase the initial learning
rate to prevent a local optimum.

It is seen that the number of iterations becomes more in
this experiment, and the value of the final loss function is
smaller than that of the last experiment, indicating that the
training is more adequate this time. It can also be seen that
the recognition rate of the system has been improved after
the network parameters have been adjusted.
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Figure 7: Phonetic calibration change curve.
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To test whether the model has high variance or high bias
and whether collecting more data would help solve this prob-
lem, we use learning curve in sci-kit-learn, which is used to
return test scores for different size datasets, and use matplo-
tlib’s plot with the “fill_between” function to add the stan-
dard deviation of the MSE to the plot to obtain the learning
curve of the model as shown in Figure 7. The scores obtained
by using 10-fold cross-validation are calculated. For the
mean and standard deviation of MSE, the fold line represents
the corresponding mean MSE at the size of this dataset, and
the band around the fold line indicates the fluctuation range
of MSE, where blue represents the training set and the green
represents the test set. It can be found that the MSE of the
model is stable around 0.0026, compared to the slightly larger
standard deviation of MSE in the test set, but the fluctuation
range is between 0.0022 and 0.0031 with less variation in the
values.

It can be found that the learning effect in the elastic
network has been greatly improved. The linear regression
results are more unstable, and the reasons for this result
are that there is still covariance in the parameters of the
model or the model is overfitted, which makes the model
ineffective, but these problems are well circumvented in the
elastic network. In the learning layer, students’ attitude
towards learning spoken English through M-Oral was more
positive and they imitated the pronunciation of authentic
spoken English more during the interaction. The observa-
tion shows that compared to the control group, the experi-
mental group is more motivated to learn spoken English
due to the simulation of contextual perception.

5. Conclusion

Around the feature extension perspective, vocal recognition
technology is introduced and a Bayesian decision-based
dynamic weight bimodal fusion algorithm is proposed to
alleviate the unimodal biometric feature acquisition; recog-
nition generic drawbacks in addition to making the recogni-
tion rate of the small area improved and improving the
performance of the algorithm. The algorithm determines
the classification weights of the two recognition modalities
in that environment by adaptive weights and finally fuses
them at the decision level based on the weights. The theory
of the algorithm is based on Bayesian decision-making
which minimizes the cost of classification errors and
improves the inflexibility problem caused by traditional
fixed-weight fusion. Distributed consistency-based and dis-
tributed speech enhancement algorithm: this algorithm
decomposes the traditional array algorithm to each wireless
acoustic sensor network node, transforms distributed speech
enhancement into a distributed consistency problem, and
then achieves consistency averaging based on a distributed
consistency iterative algorithm. In the process of consistency
averaging, an average Metropolis right is proposed in this
paper, and the experimental results show that the efficiency
of iteration based on this right can be second only to the
consistency iteration algorithm based on the optimal con-
stant right and outperforms the consistency iteration algo-
rithm based on the maximum degree right and Metropolis

right. The speech enhancement effect of this algorithm can
achieve the effect of the algorithm containing the fusion cen-
ter, and the signal-to-noise ratio of the enhanced speech of
each node can approximate the source, which can offset
the signal energy attenuation caused by the distance. For
English speech sound data, the changes of the loss function
during the training of the neural network of the LC-RC sys-
tem are tracked, and the learning rate and iterations of the
benchmark system are optimized as necessary according to
their changes, and certain results are achieved.
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Current centralized heating monitoring system has realized the collection and control of working condition data in heating power
stations, but there are still some shortcomings, such as the inability to collect data on the working conditions of user sides, and the
inability to meet the further demand of heating enterprises for the refinement of heating network monitoring data. A wireless
sensor network is a fully distributed sensor system with no central node, which can intensively deploy many sensor nodes to
monitoring area through random placement, and integrates sensors, data processing and communication modules to form a
self-organized network system. Therefore, in order to realize the intelligence of heating system and improve the flexibility of
node data collection, the monitoring system can use wireless sensor network technology to realize wireless collection of node
data, and display the collected data on a man-machine interface in real time. On the basis of research results from previous
scholars, this paper expounds the research status and significance of centralized heating monitoring system design, elaborates
the development background, current status and future challenges of wireless sensor network technology, introduces the
methods and principles of wireless network communication protocol and heating and heat balance flow analysis, proposes a
structural model of a centralized heating monitoring system based on wireless sensor networks, carries out the design of
perception and convergence nodes, analyzes the layout of wireless sensor networks, explores the design scheme of centralized
heating monitoring system based on wireless sensor networks, conducts the hardware and software design of the monitoring
system, implements the software testing and hardware debugging of the centralized heating monitoring system, and finally
discusses the relationship between data transfer related tasks and task scheduling. The study results show that the application
of the centralized heating monitoring system based on the wireless sensor networks can not only more conveniently monitor,
control and manage the entire heating networks, but also make full use of the centralized monitoring and quantitative
management functions of the wireless sensor networks. This achieves dynamic tracking and monitoring of heating operation,
real-time diagnosis of hidden dangers in heating operation, and safe, normal and energy-saving operation of the centralized
heating system. The study results of this paper provide a reference for further researches on the design of centralized heating
monitoring system based on wireless sensor networks.

1. Introduction

Centralized heating has become a main method for house
heating in many areas. Centralized heating technology is
currently relatively mature, has high safety, can effectively
reduce environmental pollution, and is easy to achieve scien-
tific management of heating. However, traditional central-
ized heating has problems such as uneven heating, local
overheating, and outdated monitoring systems [1]. There-

fore, centralized heating monitoring systems developed
based on information technology have been widely pro-
moted and applied. The current centralized heating moni-
toring system realizes the data collection and control of the
heating power station, but there are still some shortcomings
[2]. The wireless sensor network technology collects pro-
cesses and displays the operating data of the thermal station,
automatically adjusts, detects faults, diagnoses and alarms,
calculates cumulative heat consumption, and prints reports.
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For example, it cannot realize the user-side data collection
and cannot meet the further requirements of the heating
enterprise for the refinement of the heating network moni-
toring data. Therefore, it is important to use more advanced
information technology to design a centralized heating mon-
itoring system with more comprehensive functions, more
accurate data, and more sensitive operations [3]. In order
to realize the intelligence of heating and improve the flexibil-
ity of node data collection, the monitoring system can use
wireless sensor network technology to realize wireless collec-
tion of node data, and display the collected data on the man-
machine interface in real time [4].

The wireless sensor network is a self-organized system
structure composing a large number of micro sensor nodes
deployed in monitoring areas through radio communica-
tion. Its purpose is to cooperatively perceive, collect and pro-
cess the information from the monitored objects and
feedback them to observers [5]. These sensor nodes integrate
sensors, data processing and communication modules,
which are connected through wireless channels and form a
self-organized network system [6]. The protocol stack is
designed after the investigation of the remote monitoring
environment of the urban heat pipe network and the in-
depth research on the commonly used communication tech-
nologies of wireless sensor networks, and is used for data
collection at the user end of the heat network. Some or all
of the nodes in the sensor network can be moved and the
topology of the sensor network will also dynamically change
with the movement of nodes [7]. Wireless sensor network
integrates sensor technology, embedded technology, distrib-
uted information processing technology and network com-
munication technology. It can monitor, perceive and
collect information of various environmental objects in real
time collaboratively, and transmit the information to the
system user host for analysis and processing [8].

On the basis of research results from previous scholars,
this paper expounds the research status and significance of
centralized heating monitoring system design, elaborates
the development background, current status and future chal-
lenges of wireless sensor network technology, introduces the
methods and principles of wireless network communication
protocol and heating and heat balance flow analysis, pro-
poses a structural model of a centralized heating monitoring
system based on wireless sensor networks, carries out the
design of perception and convergence nodes, analyzes the
layout of wireless sensor networks, explores the design
scheme of centralized heating monitoring system based on
wireless sensor networks, conducts the hardware and soft-
ware design of the monitoring system, implements the soft-
ware testing and hardware debugging of the centralized
heating monitoring system, and finally discusses the rela-
tionship between data transfer related tasks and task sched-
uling. Specifically, Section 2 introduces the methods and
principles of wireless network communication protocol
and heating and heat balance flow analysis; Section 3 pro-
poses a structural model of a centralized heating monitoring
system based on wireless sensor networks; Section 4 explores
the design scheme of centralized heating monitoring system
based on wireless sensor networks; Section 5 discusses the

relationship between data transfer related tasks and task
scheduling; Section 6 is conclusion.

2. Methods and principles

2.1. Wireless network communication protocol. As the net-
work scale becomes larger, the delay caused by the long
back-off time will increase exponentially; and choosing a
suitable back-off time strategy can increase opportunistic
routing transmission and reduce the end-to-end transmis-
sion delay. Suppose the back-off time interval of node i is
ai, the delivery rate between sending node i and node j is
aj, and the forwarding probability of node i continuing to
forward to the destination node k after receiving the packet
is ak, then the back-off time Ai is:

Ai =
1
b
〠
n

i=1

ak aik k2� �
aj c aið Þ − c akð Þ½ � ð1Þ

Where c(ai) and c(ak) are the processing time of data
packets at nodes i and k, which are determined by the send-
ing node in the data packet; b is a random number that
changes with time to prevent node back-off time and the
selected node conflicts with other backups.

Assuming that the setting of sensor nodes is basically a
relatively uniform random distribution, for any non-empty
sub-area bi in the monitoring area B, N(bi) represents the
number of objects falling in the monitoring area B, then
the probability of N(bi) =m is:

P N bið Þ =mf g = 1
l

ci bik kð Þm bi − dið Þ
hi − e−m gik k� �

f i oi − pið Þ½ � ð2Þ

Where ci is the intensity of the random process; di is the
area of area B; fi is the input vector, which is the influencing
factor; gi is the output vector, which is the temperature value
corresponding to each influencing factor in the time series; l
is the correlation coefficient between the influencing factor
and the indoor temperature; oi and pi are the average values
of input parameters and output parameters.

In a wireless heat metering network system, suppose that
the heat meter source node needs to transmit q-bit data to
the concentrator after multiple hops, and the wireless trans-
mission power can be adjusted. Data transmission needs to
be forwarded by q-1 intermediate heat meter nodes, so the
total energy consumption C(qi) of the node transmitting qi
bit data to the concentrator is:

C qið Þ = qi − rið Þ ⋅ qi − s1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qi − s2ð Þ2 + qi − s3ð Þ2

q ð3Þ

Where ri is the correlation coefficient between the i-1-th
hop intermediate node and the i-th hop intermediate node;
s1, s2, and s3 are constant factors related to energy consump-
tion, respectively.

The monitoring system uses the existing public facilities
in the city to construct a monitoring network. According to
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the characteristics of convenient cable wiring inside the
heating station, a field bus is used to lay out the local area
network. The wireless low-speed network of the wireless
sensor network is used at the user end of the centralized
heating and the wireless sensor network includes a monitor-
ing center. The sensor nodes are installed on the roof of the
building on the user side of the centralized heating that
needs to collect data, and the convergent nodes are installed
in the heating station. Each sensor local area network is
composed of a sink node and multiple sensor nodes. After
the nodes are turned on, they automatically form a tree-
like hierarchical network with the sink node as the root
node. The user-side working condition data of the central-
ized heating collected by the sensor node is aggregated to
the data relay aggregation node by means of wireless jump
transmission. The thermal station sensor collects the field
working condition data in the thermal station and converge
it to the data relay convergent node by the field bus. The
protocol stack is designed after the investigation of the
remote monitoring environment of the urban heat pipe net-
work and the in-depth research on the commonly used com-
munication technologies of wireless sensor networks, and is
used for data collection at the user end of the heat network.

2.2. Flow analysis of heating balance. Considering that the
heating network pipes will dissipate heat to the surrounding
space uninterruptedly, resulting in significant high-
temperature hot spots on the pipe shell or certain compo-
nents, which constitutes a suitable environmental heat
source. The terminal generates an available temperature dif-
ference to drive its output power. When the impedance of
the load and the thermoelectric module match, the maxi-
mum output power Di can be expressed as:

Di =
z tið Þ

x tið Þ − y tið Þ
� �

ti uð Þ − vi u + 1ð Þ
ti uð Þ −wi u + 1ð Þ ti ∈ ti uð Þ, ti u + 1ð Þ½ �

ð4Þ

Where ti is the material insulation coefficient; u is the
pulse interval; vi is the pulse time interval; wi is the temper-
ature difference between the hot and cold ends; x is the
cross-sectional area of the thermoelectric arm; y is the length
of the thermoelectric arm; z is the number of thermocouple
pairs inside the thermoelectric device.

When a heat meter is installed in the heating user and
the hot water flows through the heating user, the heat meter
can calculate and display the heat absorbed by the heating
user Ei:

Ei =
ðn
i=1

Bi C ið Þj j2 +D ið Þ F ið Þj j2
G ið Þ H ið Þj j2 ð5Þ

Where Bi is the heat absorbed by the heating user; C(i) is
the mass flow of water flowing through the heat meter; D(i)
is the volume flow of water flowing through the heat meter;
F(i) is the heat flowing through the density of the water in
the table; G(i) is the difference in enthalpy between the inlet
and outlet temperatures of the heating user; H(i) is the time.

During the operation of the centralized heating system,
there is unavoidable parameter perturbation due to friction
and changes in resistance and capacitance; the system
parameters at this time behave as the nominal parameters
with an additional amount of change. If the system sensitiv-
ity function J is the ratio of the system output change to the
controlled object change, then the compensation sensitivity
function J(i) is:

J ið Þ = 〠
t

i=0
K ið ÞL ið Þ½ � = 〠

t

i=0

M ið ÞN ið Þ
O ið ÞP ið Þ ð6Þ

Where K(i) is the nominal transfer function of the con-
trolled system; L(i) is the multiplicative perturbation; M(i)
is the perturbation bound function; N(i) is the amplifier
coefficient; O(i) is the input voltage control signal; P(i) is
the voltage signal returned by the position feedback.

The server collects and stores data from each client site
in real time, and monitors the operation of each site in real
time. The control layer is located in the substations of each
thermal power company. After the software is started, it is
initialized first. The node is in a sleep state by default, wait-
ing to receive data. When the node receives data through the
radio frequency module or its own sensor senses the data, it
is awakened, processed data and sent to the next node when
the sending cycle arrives or the cluster head node. The auto-
matic processing is the ability to automatically perform self-
adjustment control or alarm by means of text messages,
phone calls, sound and light, email, etc., and notify the com-
puter room management personnel in time. In this protocol,
the sensing node has four states: sensing, forwarding, sens-
ing and forwarding, and inactive. The protocol also divides
the time frame into a data transmission phase, a refresh
phase, a recombination phase caused by a refresh, and an
event-triggered recombination phase. The sink node
exchanges data with the cluster head node through the radio
frequency module, and communicates with the host com-
puter through the serial port. Therefore, the sink node can
be awakened by radio frequency data, and it can also be
awakened by serial port data. The processed data is placed
in the sending buffer. When the data sending cycle comes,
the data in the buffer is sent out through the radio frequency
module, or the data is sent to the upper computer.

3. Structure model of the centralized heating
monitoring system based on wireless
sensor network

3.1. Sensing and convergence node design. The wireless ad
hoc network in the centralized heating monitoring system
is a wireless communication network composed of wireless
communication nodes such as monitoring terminal nodes,
building byte points, community nodes, and relay nodes dis-
tributed in different locations in the centralized heating area.
The temperature data reported by the wireless temperature
sensor is first stored on the relay module, and then the tem-
perature data is reported to the database server through the
gateway according to the patrol instruction of the central
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monitoring system. It is widely used in technical fields such
as communication, electronics, measurement and control
with its strong self-organizing network capability and
unique multi-hop routing and transmission advantages [9].
The wireless temperature sensor has two working states,
heating period and non-heating period, and set up
unmanned house management. As a host, it can complete
the wireless sending and receiving of instructions and data
information according to the terminal’s realization function;
as a route, it can refer to parameters such as wireless link
quality and route hops to select an optimal path for data
transmission. Therefore, in the entire wireless sensor net-
work, without base station support, any communication
node can interact with neighboring nodes for data
(Figure 1). Therefore, the wireless sensor network is a true
self-maintenance and self-management multi-hop network.

The software control makes the sensor node sleep for
most of the time, wake up every once in a while and the sys-
tem uses hardware address allocation method to allocate
node addresses. Daily management tasks include report gen-
eration and printing, centralized heating metering manage-
ment, controller working parameter setting, remote data
collection, summary and comprehensive analysis of operat-
ing data. Some circuits will be turned off, and only the timer
and interrupt will be retained, and the timer will be started
in the dormant state. The process scheduling module com-
pletes the control flow of the operating system, and it is
related to the initialization of the entire wireless sensor and
the system operating state. The energy consumption man-
agement unit supports the energy consumption status con-
trol of processors, radio frequency transceivers, sensors and
other components. Some data collection nodes can also act
as routing nodes and act as relay bridges. Its function is to
connect data collection nodes beyond the influence range
of the central data collection node. Therefore, the functions
of each node are distinguished by different physical address
information. When the main collection node performs a
query operation, it needs to determine the physical address
of the destination node in the first place.

The central monitoring station needs to receive the data
packets sent by centralized station and display the data for
monitoring personnel and heating users to access and view.
The former sends the data collected by the interface to its
own application layer for frame structure organization,
which realizes the data collection function; the latter sends
the application layer data application serial communication
program to the serial port of the module sends data to the
network through its data transfer function. The module is
more convenient to use, can automatically complete all
information exchange with the network, and can be directly
connected to various configuration software without special
drivers [10]. The sensor part is in a dormant state when
there is no data collection. Once the collected heating infor-
mation needs to be transferred, the sensor starts to work,
transfers the heating packages to the wireless sensor network
and then resumes the dormant state. Once the node data
comes in, it will immediately pass the information to the
monitoring center through the module to process the
incoming data. The pressure sensor is small in size, lights

enough in weight, and adopts a stainless steel sealed struc-
ture, which can work in harsh environments with a high
degree of corrosion.

3.2. Layout of wireless sensor network. The centralized heat-
ing monitoring system can monitor heating information and
record operating parameters of centralized heating in real
time, and carry out over-limit alarms for parameters such
as temperature, pressure and flow. Daily management tasks
include report generation and printing, centralized heating
metering management, controller working parameter set-
ting, remote data collection, summary and comprehensive
analysis of operating data, and historical data backup.
Through the automatic control of the centralized heating,
the monitoring system will make the entire system heat
evenly, meet the comfort requirements, reduce heat con-
sumption, and achieve the purpose of energy saving. The
management layer is located in the main station of the ther-
mal power company and consists of a network with indus-
trial control machines as the core (Figure 2). The industrial
control machines operate around the clock. The industrial
control machine is not only the server of the dispatch center,
but also the client relative to the collection and control sta-
tions. The server collects and stores data from each client site
in real time, and monitors the operation of each site in real
time. The control layer is located in the substations of each
thermal power company. It collects, stores, monitors and
processes signals from smart sensors in real time, completes
the network transmission of collected data, and can set
parameters such as over-limit alarms at any time.

Adding a data analysis thread to the main process can play
a role in the first-level monitoring of the physical quantity of
the pipe network. The processor receives the physical quantity
collected by the terminal device and compares it with the
threshold first. Control commands and transfer the heating
information to the server to display error information on the
control center web page. Since four threads are running in
the main process and frequent data interaction and transmis-
sion are required between the threads, a global variable struc-
ture is defined in the main process, and the variable values
required by each thread are obtained from the global area. In
order to prevent conflicts in multi-threaded operation of the
global area, each thread uses semaphores tomutually exclusive
access to global variables. The central monitoring station
needs to receive the data packets sent by centralized station
and display the data for monitoring personnel and heating
users to access and view. The content of the beacon frame
includes information such as the network number of the net-
work and the communication channel occupied by the net-
work. The control center obtains the corresponding network
number and channel information according to the received
beacon frames of different networks, and selects the appropri-
ate network number and communication channel to establish
a new wireless sensor network [11].

Automatic monitoring is real-time online monitoring in
the unattended situation, and can automatically deal with
abnormal situations. The automatic processing is the ability
to automatically perform self-adjustment control or alarm
by means of text messages, phone calls, sound and light,
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email, etc., and notify the computer room management per-
sonnel in time. The real-time performance and stability are
mutually restricted. Too high real-time performance will
inevitably reduce stability; therefore, the system can flexibly
configure real-time performance. In the case of limited sys-
tem resources, as the collection parameters increase, the load
on the data collection terminal and the data collection man-
agement center will also increase, which affects the real-time
performance and even stability of the system, and therefore
requires scalability of the system [12]. The data processing
part is the core of the entire network. The main tasks it com-
pletes are information processing, storage, data transmission
and reception, and control of the components of the data
collection part. This system requires the setting of thresholds
and ranges for important parameters of the computer room
environment.

4. Design scheme of centralized heating
monitoring system based on wireless
sensor network

4.1. Hardware design of centralized heating monitoring
system. In the centralized heating monitoring system, the
wireless sensor node data collection part includes tempera-
ture sensors, humidity sensors, light intensity sensors, smoke
sensors, water immersion sensors, etc., which collect temper-
ature, humidity, light, fire alarm, and water immersion
parameters in the computer room. The research and devel-
opment of a single sensor node self-organizing dynamic
multi-directional wireless data transmission sensor network
cannot work alone, because its wireless communication dis-
tance is limited, and it is impossible to directly send the
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collected monitoring data to the computer network system.
This requires a certain protocol and technology to intercon-
nect multiple sensor nodes to form a wireless data transmis-
sion sensor network to realize data forwarding through
neighboring nodes and change short-distance to long-
distance transmission [13]. The upper-level computer man-
agement software is deployed on the monitoring host. It is
designed to transfer the temperature information by the
wireless sensor network, forming an intuitive monitoring
view, and real-time alarming according to the preset alarm
strategy (Figure 3). The wireless sensor network subsystem
and the upper computer system rely on the gateway to inter-
connect. A gateway node is a wireless sensor node with rel-
atively complex functions. It can naturally communicate
with other heating information in the sensor network and
it can also design a hierarchical data transfer mode for
multi-level gateway nodes.

The wireless household on-off solenoid valve adopts a
normally-open on-off solenoid valve to control the on-off
of the heating water to realize the regulation of the heating
temperature, and keep it normally open when it is not con-
trolled or when the power is cut off, and does not control the
heating water flow. When the heating water is closed, the
wireless household on-off solenoid valve activates the auto-
matic protection function, and automatically opens the heat-
ing water according to the temperature to ensure the normal
heating of the user. The temperature data reported by the

wireless temperature sensor is first stored on the relay mod-
ule, and then the temperature data is reported to the data-
base server through the gateway according to the patrol
instruction of the central monitoring system [14]. The wire-
less household on-off solenoid valve control is used in con-
junction with the wireless temperature sensor, and the
point-to-point binding is realized by setting on the central
control system. When the wireless temperature sensor
receives the switch command sent by the central monitoring
system through the wireless repeater, or controls the switch
of the wireless household on-off solenoid valve according
to the temperature data and time period, realizes the on-off
control of the heating household water inlet solenoid valve
to achieve the regulation of heating temperature (Figure 4).
The wireless temperature sensor has two working states,
heating period and non-heating period, and set up
unmanned house management. The wireless gateway is con-
nected to the server in a wired manner, and the wireless
gateway can be set with different Ethernet addresses, as long
as it is on the same network segment as the database server.

In order to save energy, terminal monitoring nodes are
dormant most of the time. When the monitoring heating
information is not been packed and not been transferred,
they turn off the node communication module and data
acquisition module to save energy. After the coordinator
receives the data packet, it will return the original route
and send the confirmation message to the terminal

TA
0/

BS
0

10

PD0

TA
1/

BS
1

11

TA
2/

BS
2

12

TA
3/

BS
3

13

TA
4/

BS
4

14

TA
5/

BS
5

15

TC
6/

BS
6

26

TC
7/

BS
7

27

TC
8/

BS
8

28

TC
9/

BS
9

29

TC
10

/B
S1

0
30

TC
10

/B
S1

1
31

TC
12

/B
S1

2
32

TC
13

/B
S1

3
33

V
A

0/
BS

0
51

V
A

1/
BS

1
52

V
A

2/
BS

2
53

V
A

3/
BS

3
54

V
A

4/
BS

4
55

V
A

5/
BS

5
56

D
A

0/
BS

0
57

D
A

1/
BS

1
58

D
A

2/
BS

2
59

D
A

3/
BS

3
60

D
A

4/
BS

4
61

D
A

5/
BS

5
62

D
A

6/
BS

6
63

PELAB1111

PELAB1212

XUTY17.213

XUTY17.614

PE22.4/XE10.515

PE45.7/XE14.216

PELAM00/XE2217

PELAM33/XE5518

TC
4/

A
W

1
21

TC
4/

A
W

2
22

TC
4/

A
W

3
23

TC
4/

A
W

4
24

TC
50

/B
S2

0
25

TC
50

/B
S2

1
26

TC
50

/B
S2

2
27

O
C5

/A
W

5
28

PT0/RF0 44

PT1/RF1 45

PT3/RF3 46

PT4/RF4 47

XV33/DV44 48

XV34/DV45 49

XV35/DV46 50

XV36/DV47 51

XR
R/

A
B0

XR
R/

A
B1

XR
R/

A
B2

PX
/E

D
0

PX
/E

D
1

PX
/E

D
2

PX
/E

D
3

PX
/E

D
4

PX
/E

D
5

Q
YT

/U
R0

Q
YT

/U
R2

YZ
N

/M
S0

YZ
N

/M
S1

YZ
N

/M
S2

YZ
N

/M
S3

YZ
N

/M
S4

YZ
N

/M
S5

YZ
N

/M
S6

YZ
N

/M
S7

PX
/E

D
6

PX
/E

D
7

V
V

D
0

V
V

D
1

V
V

D
2

V
V

D
3

V
V

D
4

V
V

D
5

PD1
PD2
PD3
PD4
PD5
PD6
PD7

SK0
SK1
SK2
SK3
SK4
SK5
SK6
SK7

Figure 3: Design result of core monitoring circuit in the centralized heating monitoring system based on wireless sensor network.

6 Journal of Sensors



monitoring node to realize handshake communication with
the monitoring node. If the heating information does not
transfer confirmation, the coordinator continues to send
data until it receives the confirmation message. The main
job of the coordinator is to transfer heating information,
upload them to monitoring hosts, and forward commands
from the monitoring center. In addition, considering that
in the same centralized system, different heating pipes have
different energy requirements and consumption. In order
to balance the electricity consumption of each heating pipe,
the centralized heating monitoring system uses a clustering
network to perform mean clustering on the sensor network.
The system then combines the remaining heating informa-
tion and uses the global optimization capability of the
genetic algorithm to select the appropriate cluster heating
pipe. As a result, the sink node is a sensor node with rich
memory resources, strong computing power, and sufficient
energy supply.

4.2. Software design of centralized heating monitoring system.
Since wireless sensor networks are usually highly related to
applications, each protocol has its own uniqueness and
shortcomings. Through the analysis and comparison of the
protocol and the actual situation of the system itself, a set
of routing protocols for multi-hop adaptive routing path

selection are designed. In the parent node selection of the
same level, the only parent node will be selected according
to the estimated value of the received signal power level in
the current street. The maximum number of relay router
hops for transmitting messages is inversely proportional to
the maximum number of nodes connected to a router node.
Therefore, each node can only have one parent node, but it
can have multiple child nodes (Figure 5). The heating infor-
mation is related to the establishment and maintenance of
routing and the basic functions to be realized by routing pro-
tocol are routing. After simple processing operations, the
microcontroller unit uses the channel access mechanism
specified by the network protocol to transfer heating infor-
mation to the system via the radio frequency transceiver
unit. It sends the target pipe address and transmission path
instruction to the subnet heating pipe in centralized system
and the heating pipe that receives the instruction corre-
sponds to its own address to determine whether to execute
it. The client’s data reading process corresponds to the
server’s data writing process, and the client’s data writing
process corresponds to the server’s data reading process.

The star structure is relatively easy to implement, but its
functions are limited. If the central node fails, the entire net-
work will be paralyzed. The tree structure can form a net-
work with a relatively wide coverage, but if one route fails,
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there is no route that can be replaced. This kind of function
is usually used as the communication interface between
heating information and centralized system. It is the inter-
face that transfers the control right to the application pro-
gram when the protocol stack is running, if the application
program needs to perform corresponding processing. In
the mesh network topology, nodes have dynamic network-
ing and automatic routing functions. All sensor node devices
in the network not only complete the task of data collection,
but also forward the data of other nodes and transfer heating
information to the centralized system. The greater the num-
ber of router node hops, the greater the vertical coverage
area of the network, and the greater the data delay at the ter-
minal data collection node; the greater the maximum num-
ber of nodes that the router can connect to, the greater the
horizontal coverage of the network. In the actual develop-
ment process, the developer adds the user’s application logic
to the required interface, defines the user’s data processing
process, and calls it at the appropriate time through the cor-
responding interface function to realize the application
code [15].

According to the location of the centralized heating
equipment, an appropriate number of terminal temperature
collection control nodes and router nodes are arranged in
different areas. After doing the corresponding judgment
processing, it forwards the collected device temperature to
the centralized system, and finally uploads the temperature
data to upper computer monitoring software. The heating
information is related to the establishment and maintenance
of routing and the basic functions to be realized by routing
protocol are routing [16]. The maximum number of relay
router hops for transmitting messages is inversely propor-
tional to the maximum number of nodes connected to a
router node. Therefore, the larger the maximum router
hop number is set, the fewer detectors and routing nodes
that each router node can connect to them. The greater the
number of router node hops, the greater the vertical cover-
age area of the network, and the greater the data delay at
the terminal data collection node; the greater the maximum
number of nodes that the router can connect to, the greater

the horizontal coverage of the network. However, the prob-
ability of data transmission conflicts between router nodes
has also increased, and the delay of data transmission has
also increased. Therefore, the system needs to set appropri-
ate network parameters according to the scale and structure
of the communication centralized heating to optimize the
performance of the entire monitoring network.

5. Discussions

5.1. Relationship between data transfer related tasks and task
scheduling. The application of the centralized heating moni-
toring system can not only more conveniently monitor, con-
trol and manage the entire heating network, and coordinate
scheduling, but also can give full play to the computer’s cen-
tralized monitoring and scientific quantitative management
functions. The heating information is related to the monitor-
ing system in the centralized heating program, and the eat-
ing program need to optimize the censor layout styles for
the operation of the centralized heating pipes. The main task
of the coordinator is to transfer heating information, upload
them to monitoring hosts, and forward commands from the
monitoring center. The wireless household on-off solenoid
valve control is used in conjunction with the wireless tem-
perature sensor, and the point-to-point binding is realized
by setting on the central control system. After simple pro-
cessing operations, the microcontroller unit uses the channel
access mechanism specified by the network protocol to
transfer heating information to the system via the radio fre-
quency transceiver unit. The sink node uses the routing
algorithm to forward data to the management node through
multiple hops to realize the exchange of information [17].
Therefore, the design of sensor networks must take improv-
ing the heating pipes of the centralized system as primary
goal (Figure 6).

The data collection function will display the operating
status of all circulating pumps, make-up pumps, electric reg-
ulating valves and other operating equipment on site in real
time, and parameters of the heat exchange unit. The fre-
quent alarm function will display the abnormal conditions
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or alarms of the on-site heat exchange unit from time to
time and promptly notify the station patrol personnel to
solve the problem on the spot, and the operator can confirm
and manage the alarm information that appears from time
to time. The remote setting function will send equipment
operation instructions remotely and remotely set the param-
eters of the field equipment, which provides a very conve-
nient means for equipment maintenance. When the data
collection equipment changes, the software can update the
instrument and wireless sensor network node information
in real time, and has the adaptive capability of equipment
update. The application of the centralized heating monitor-
ing system can not only more conveniently monitor, control
and manage the entire heating network, and coordinate
scheduling, but also can give full play to the computer’s cen-
tralized monitoring and scientific quantitative management
functions. This realizes dynamic tracking and monitoring
of heating operation, real-time diagnosis of hidden dangers
in heating operation, and enables the heating system to
operate safely, normally and energy-saving.

The coordinator first needs to select idle channels for the
entire network, and then generate beacon frames and send
them regularly, and at the same time process other device
association or disassociation requests, data transmission,
etc. The association operation refers to the process of regis-
tering with the coordinator and identity authentication
when a device joins a specific network. The time allocation
of super-frames is defined by the network coordinator,
which mainly includes active periods and inactive periods.
All communications in the network must be carried out dur-
ing heating process; and during the optimizing stage, the
device can revoke the heating information [18]. The physical

layer is designed to realize the transparent transmission of
various heating information between data link entities on a
physical transmission medium. The transmission mecha-
nism of each data transmission also depends on whether
the network supports beacon transmission. When there is
no low-latency device in the network, the system can choose
not to use beacon transmission in data transmission. In this
case, although data transmission a beacon is not used, but
when the network is connected, a beacon is still needed to
complete the network connection.

5.2. Software testing and hardware debugging of the
centralized heating monitoring system. The management
layer uses a carrier sense algorithm to avoid shared channel
conflicts caused by multiple nodes sending data at the same
time. In addition, the management layer searches for the
next hop address based on the address information provided
by the network layer to cooperate with the physical layer to
complete the single-hop data transmission. Sensor nodes are
divided into router nodes and leaf nodes. Among them,
heating pipes and heating devices are designed to address
allocation, and the leaf nodes are at the end of this local area
network and do not have the function of address allocation
[19]. The network layer implements routing management
in the protocol, and its functions also include address alloca-
tion and routing table management for new nodes in the
process of wireless sensor network ad hoc networking. From
the function, it uses the network to complete the two data
aggregation of the sensor local area network and the internal
field bus of the heating station, and the aggregation node
automatically completes the registration and login to the
network after a period of time (Figure 7). The structure

Wireless heat metering system

Scientific quantitative
management functions

Data transfer tasks
and task scheduling

Software testing and
hardware debugging

Centralized heating
monitoring system

Heat
exchanger

Heat balance
flow analysis

Convergence
node design

Wireless sensor
network layout

Systematic
design scheme

Hardware
design

Software
design

Structure model

Net backwater
pipeline

Net supply
pipeline

Heat sources of
centralized heating system

Thermal stations

Heating pipe network

Figure 6: Relationship between data transfer and task scheduling of the centralized heating monitoring system.

9Journal of Sensors



defines the menu description string members, and the menu
description string is sent through the serial port to display
the menu items. The protocol stack of the heating pipe and
the centralized system is different according to the heating
devices. The sensor node is divided into a router node and
a leaf node according to the address that can be allocated
and the address that cannot be allocated.

The heating operation management software collects the
temperature, pressure, flow, heat, valve opening, outdoor
temperature and other data of the thermal station site,
weighs and calculates the operation of the entire network,
and issues control instructions to the on-site control equip-
ment. The on-site controller is equipped with a communica-
tion interface, which is used to realize the data transmission
with the dispatch center and the signal transmission of the
on-site heat meter, soft water and other equipment. The
on-site controller not only accepts the instructions issued
by the central control machine and adjusts the control, but
also can work independently within the specified range
[20]. It collects processes and displays the operating data of
the thermal station, automatically adjusts, detects faults,
diagnoses and alarms, calculates cumulative heat consump-
tion, and prints reports. The monitoring system converts
the collected analog signals such as temperature, pressure,
and flow into digital signals to optimized the basic function
of the heating surrounding environment, circulation pump
and primary network valve, and maintain the stability of
the system. After the data collection front-end computer
obtains the data of the user’s heat meter, the data must be
analyzed first to remove the abnormal data, and the proc-
essed information will be archived in the data server.

The wireless sensor network protocol uses the routing
algorithm to initiate the message node, and establishes an
appropriate routing path by querying neighboring nodes.
This query propagates in the network like a wave until the
destination node is found and a response is obtained. This
response reaches the message originating node in the reverse
direction and save important routing data all the way. After

a period of time, this new routing message will become old
and expired, and new routing information will be needed
to ensure that the routing result is based on the new infor-
mation [21]. The interruption or failure of any node will
cause some nodes to leave the network. Since the transmis-
sion path between nodes is processed in a pre-
programmed manner, no matter whether there are other
nodes within the communication range, the information will
be transmitted according to a predetermined procedure.
Therefore, the potential for communication time is very
high. Finally, the tree network must provide configurable
range attributes to indicate how many resources the wireless
network device has to support the tree topology. This range
attribute includes the maximum number of layers of the tree
structure and the maximum number of allowed child nodes.

6. Conclusions

This paper introduces the methods and principles of wireless
network communication protocol and heating and heat bal-
ance flow analysis, proposes a structural model of a central-
ized heating monitoring system based on wireless sensor
networks, carries out the design of perception and conver-
gence nodes, analyzes the layout of wireless sensor networks,
explores the design scheme of centralized heating monitor-
ing system based on wireless sensor networks, conducts the
hardware and software design of the monitoring system,
implements the software testing and hardware debugging
of the centralized heating monitoring system, and finally dis-
cusses the relationship between data transfer related tasks
and task scheduling. The centralized heating monitoring sys-
tem based on the wireless sensor network can monitor mea-
sure and record the operating parameters of the centralized
heating in real time, and carry out over-limit alarms for
parameters such as temperature, pressure and flow. The
heating operation management software collects the temper-
ature, pressure, flow, heat, valve opening, outdoor tempera-
ture and other data of the thermal station site, weighs and
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calculates the operation of the entire network, and issues
control instructions to the on-site control equipment. The
sink node exchanges data with the cluster head node
through the radio frequency module, and communicates
with the host computer through the serial port. Therefore,
the sink node can be awakened by radio frequency data,
and it can also be awakened by serial port data. The proc-
essed data is placed in the sending buffer. After simple pro-
cessing operations, the microcontroller unit uses the channel
access mechanism specified by the network protocol to
transfer heating information to the centralized monitoring
system via the radio frequency transceiver unit. The study
results show that the application of the centralized heating
monitoring system can not only more conveniently monitor,
control and manage the entire heating networks, but also
make full use of the centralized monitoring and scientific
quantitative management functions of the wireless sensor
networks. This achieves dynamic tracking and monitoring
of heating operation, real-time diagnosis of hidden dangers
in heating operation, and safe, normal and energy-saving
operation of the centralized heating system.
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The development and popularization of mobile Internet and wireless communication technology have spawned a large number of
computation-intensive and delay-intensive applications. Limited computing resources and existing technologies cannot meet the
performance requirements of new applications. Mobile edge computing technology can use wireless communication technology to
offload data to be stored and computing tasks to the nearby assistant or edge server with idle resources. Based on the data offloading
of distributed wireless sensor device to device communication, the architecture is designed and the basic framework of distributed
mobile edge computing is constructed. To solve the problem of high mobile cloud computing technology, the offloading model of
optimized mobile edge computing was proposed, and the stability and convergence of the proposed algorithm were proved. Finally,
the system performance of the proposed algorithm is verified by simulation. The results show that the proposed algorithm can
converge within a finite number of steps. Compared with other benchmark schemes, the proposed algorithm has better performance
in reducing system energy consumption, reducing moving edge response delay and system total delay.

1. Introduction

With the growth of mobile web services and the growth of
social networking applications, mobile data traffic is
experiencing explosive growth. The increasing mobile traffic
is mainly caused by emerging mobile device applications
that require higher network throughput and more stringent
network latency, something that current 4G wireless net-
works cannot achieve. 5G wireless networks will be stan-
dardized, increasing network capacity by a factor of 1,000
compared to 4G networks, and latency will be less than
one millisecond. It now runs efficient and powerful applica-
tions with more computing power, storage, bandwidth, and
power. Applications typically include computer vision image
processing, optical character recognition, and augmented
reality [1]. Mobile cloud computing is a collection of servers
located in remote data centers that provide sufficient com-
puting, storage, and network resources for mobile devices

[2]. MCC delays are caused by backhaul links, so long delays
between users and the cloud become a challenge. In order to
meet the network latency requirements of 5G wireless net-
works on MCC, a new network architecture is needed.
Therefore, moving edge computing came into being [3].
Edge distributed devices use low-level signaling to share
information. MEC discovers the location of devices by
receiving information, provides network information and
real-time network data service applications, and implements
MEC through the model to benefit business and events [4].
The application estimates radio and network bandwidth
congestion based on RAN real-time information, helping
to make informed decisions to better serve customers. How
to enhance the space of MEC cloud server and storage
capacity has become the focus of research.

As wireless sensor networks begin to attract great inter-
est of researchers, the footprint of wireless sensor networks
can be seen in various fields [5]. The application provides
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real-time information to estimate congestion in radio and
network bandwidth, enabling informed decisions and better
service for customers. Wireless sensor network is a technology
generated through the miniaturization of radio components
and sensor devices [6]. It is a wireless communication network
composed of sensor nodes composed by some small devices
with certain communication and sensing capabilities. Wireless
sensor network (WSN) technology, as a more intelligent infor-
mation technology after the Internet, has been concerned by
many fields. Wireless sensor network technology is attracting
more and more attention. MEC allows direct mobile commu-
nication between the core network and end users, while con-
necting users directly to the nearest cloud-enabled edge
network [7]. DeployingMECs on base stations enhances com-
puting power and avoids bottlenecks and system failures. How
to optimize the offloading model of mobile edge computing by
distributed wireless sensor devices has become a hot issue.

2. Related Work

Thanks to the continuous progress of information and com-
munication technology, a large number of emerging intelli-
gent Internet of Things applications have emerged, which
require a large number of wireless devices to quickly per-
form low-latency and high-complexity computing tasks.
Generally, wireless devices are small in size and have limited
battery power supply, so the key challenge to be solved is
how to increase the computing power of these devices and
reduce computing latency [8]. At present, cloud computing
can provide rich computing resources and powerful com-
puting power, but the physical distance between cloud server
and wireless terminal device is long, and the multihop rout-
ing and addressing transmission from the access network to
the core network is required, which make cloud computing
generally unable to meet the low latency requirements of
some emerging applications run by wireless devices. For this
reason, mobile edge computing technology came into being.
In mobile edge computing, by configuring servers on the
edge of wireless networks, computing resources are deployed
on the side of wireless access networks to reduce the trans-
mission time between wireless devices and computing
servers and effectively meet the requirements of low-
latency computing. It can be seen that mobile edge comput-
ing effectively integrates wireless communication network
and mobile computing technology. Wang et al. realized
PROFINET fieldbus communication based on edge devices
and integrated the information collected by a large number
of island devices together. Edge computing refers to the net-
work edge perform calculations of a new type of calculation
model, object at the edge of the computing operations
including downstream data from cloud services, and uplink
data from all Internet services [9]. Liu et al. carried out a
scheme of computing offloading of multiple mobile devices
and joint management of wireless network resources, but
the main optimization objective of the literature was to min-
imize energy consumption without paying too much atten-
tion to system delay [10]. Chen et al. proposed a mobile
device offloading algorithm, which can effectively reduce
system delay of the algorithm by taking advantage of linear

characteristics limited by inequality in the optimization
problem. A strong assumption is made in the algorithm,
assuming that wireless network resources are sufficient.
Moreover, the network resources allocated to each mobile
device are in a fixed proportion to the computing tasks off-
loaded by the mobile device. However, in the actual mobile
edge system environment, wireless network resources are
limited, so the actual feasibility of this algorithm needs to
be considered [11].

Wireless communication technology has also been rap-
idly developed, data acquisition system relying on wireless
communication technology, and began to develop to wire-
less sensor network. The main working mode of wireless
sensor network is to collect information through nodes
and carry out communication and data transmission among
nodes through wireless communication [12]. With the con-
tinuous research on wireless sensor network, its application
is no longer limited to the military field and gradually
extends from military weapons to antiterrorism and disaster
relief, large-scale structural health monitoring, environmen-
tal monitoring, medical care and transportation support,
and other fields. Moreover, the integrated circuit technology
is becoming more and more mature, the reliability of hard-
ware electronic components of various functional modules
is becoming more and more high, and the reliability of wire-
less sensor network is becoming more and more stable. It
can provide accurate information at different times, places,
and environments, making wireless sensor networks gradu-
ally get more and more applications in people’s lives [13].
Since MEC servers are not deployed on a large scale to cellu-
lar networks, most of the literature is theoretical. Due to the
communication between mobile devices and MEC servers,
computational offloading will incur extra costs in terms of
delay and energy consumption [14]. Siavoshi and others
proved the existence of game equilibrium, and put forward
an effective balance algorithm, each mobile devices accord-
ing to their own situation decision computing tasks uninstall
strategy. The goal is to minimize their own application exe-
cution time delay. Total system delay is not taken into
account [15]. Zeng et al. such as the main research Gui mul-
tiple mobile devices at the edge of the service node case com-
puting tasks offload and resource allocation optimization
problem put forward a kind of low time complexity of the
algorithm for calculation of mobile equipment offloading
and mobile edge server selection, and main optimization
goal is to improve computing offloading efficiency and save
mobile offloading at the edge of the cloud resources [16].
Li et al. proposed a mobile edge computing system architec-
ture based on the central cloud, which further expanded the
resources of mobile devices by utilizing the sufficient com-
puting resources of the central cloud. This architecture is
mainly applied to the mobile network, and the offloading
strategy is designed according to the real-time situation
of the central cloud to improve the practicability of the
network. However, the limitation of wireless network
resources and the allocation of network resources are not
taken into account [17]. The allocation of wireless
resources and computing resources is particularly impor-
tant for MEC systems.
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This paper uses wireless communication technology to
unload the data to be stored and the tasks to be calculated
to the edge server, designs the architecture of mobile edge
computing, and constructs the basic framework of distrib-
uted mobile edge computing. Solve the problem of high
delay caused by existing high mobile cloud computing
technology.

3. Distributed Mobile Edge Computing
Offloading Model

Mobile devices can use mobile edge computing technology
to offload their computing tasks to THE MEC server, which
performs computation-intensive or time-delay sensitive
tasks instead of MD by collecting a large number of idle
resources and storage space distributed at the edge of the
network, thus, saving energy for the device.

3.1. MEC Architecture. To meet the ever-increasing device
requirements, cloud services are being moved to the vicinity
of mobile devices, the emerging edge computing paradigm
considered in mobile networks. By moving computing tasks
to edge servers rather than remote clouds, service response
times can be significantly reduced, thereby improving the
user experience. The traffic through the return link can also
be alleviated [18]. The structure of the MEC is shown in
Figure 1. Business processing time on the server is to com-
pensate for long wireless transmission delays.

The architecture of mobile edge computing usually con-
sists of user layer, edge computing layer, and cloud layer.
The user layer is composed of mobile devices, and the edge
computing layer is composed of mobile edge cloud servers
located at the edge of the network. The cloud layer is mainly
composed of cloud servers. Mobile devices at the user layer
can make full use of computing, communication, and stor-
age resources of mobile edge cloud through wireless access
network. Mobile devices transmit their basic information
to mobile edge cloud servers through wireless access net-
works. Edge of a mobile service node may be equipped with
one or more edges in the cloud, compared with the comput-
ing and storage resources of mobile devices, mobile commu-
nications at the edge of the cloud server have richer,
computing, and storage resources, can support mobile
devices running time delay sensitive, large amount of calcu-
lation, or cache, etc, and also can carry out data real-time
interaction [19]. The mobile edge cloud server in the edge
computing layer receives real-time information and comput-
ing tasks unloaded by mobile devices. Mobile edge cloud
servers are deployed on the edge of the network, and the dis-
tance between mobile devices is relatively short. At the same
time, affected by physical scene factors, it has certain limita-
tions compared with public cloud computing resources.
Mobile edge cloud server can transfer part of computing
tasks to the clouds, which can be executed by public cloud
computing, which can realize clouds centralized manage-
ment. Cloud refers to public cloud servers deployed in
remote clouds. The mobile edge cloud server can send infor-
mation to the cloud. The cloud can not only store long-term
useful information but also carry out task processing and get

the overall complete view of the covered area. However, off-
loading tasks from the mobile edge cloud server to the cloud
also requires a certain transmission delay, so only nondelay-
sensitive computing tasks can be offloaded. By providing
global management and centralized control, the cloud’s pub-
lic cloud server provides a great help for the mobile edge
cloud server to decide the optimal resource allocation strat-
egy and the optimal computing offload strategy.

3.2. Distributed Mobile Edge Computing Framework. In dis-
tributed sensor network, each sensor can process its own
information independently, provide a large amount of data,
further obtain the classification characteristics of the target,
and avoid the serious performance degradation of the single
sensor system caused by electronic countermeasures. In the
distributed fusion structure, each sensor can process its
own information independently and then send each decision
result to the data fusion centre for fusion. The basic architec-
ture of edge computing is shown in Figure 2. Cloud servers
are typically located in the core network, different from
cloud computing, edge computing combines edge comput-
ing nodes into the network [20]. Edge computing can be
run as a single computing platform or a collaboration plat-
form with other components (including cloud).

To support real-time and interactive applications,
mobile edge computing can store data on mobile devices
on the edge, and the storage is distributed. The storage
capacity of edge servers is still very limited compared to
the resource-rich cloud. The storage types of data required
by devices are extremely diverse. Therefore, edge servers
need to have multiple types of storage policies to meet users’
requirements. Different from the simple calculation pro-
vided by traditional caching and access technology, the cal-
culation of edge server is more independent and tends to
be intelligent [21]. Edge computing is closer to the terminal
device, reducing the time delay and energy consumption of
uploading computing tasks to the cloud, thus improving
the quality of user experience. Mobile edge computing pro-
cesses large amounts of raw data collected near different
applications and performs real-time data analysis to generate
valuable information. The ability to analyse data at the edge
reduces the latency required to send data to the cloud and

Edge
computing

layer

User layer

Cloud layer
Clouding

computing 

Internet

Figure 1: MEC architecture diagram.
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wait for responses from the cloud. The results of local data
analysis are then used to make decisions. The results of local
data analysis are then used to make decisions. Mobile edge
computing helps entities make real-time decisions and actions
based on well-processed data in an automated manner. Its
decision-making ability improves system availability by reduc-
ing the exchange of components and data. Mobile edge com-
puting enables remote control and monitoring, especially of
critical equipment in insecure environments, including
remote or more comfortable or secure locations. Mobile edge
computing acts as an additional layer between the cloud and
mobile devices to improve network security. Edge Cloud can
be used as a secure distributed platform, providing security
credential management, malware detection, software patch
distribution, and trusted communications to detect, verify,
and counter attacks. Because of the close proximity of mobile
edge computing, it can quickly detect and isolate malicious
entities and can initiate real-time responses to reduce the
impact of attacks. This will help minimize service disruptions.

3.3. Offloading Model of Moving Edge Computing System.
Assume that each user has a queue buffer that stores incom-
ing but unprocessed computing tasks. In each time slot, the
arrival process of user computing task is independent
and identically distributed, and the average arrival rate
is λ I = Ε½AiðtÞ�. Meanwhile, each computing task can
be processed locally or uninstalled to the MEC server
[22]. Therefore, when the time gap t is fixed, the length
vector of the household queue is

Q tð Þ = Q1 tð Þ,Q2 tð Þ,⋯Qn tð Þ½ �: ð1Þ

The update process of QiðtÞ is as follows:

Qi tð Þ =max Qi tð Þ+Yi tð Þ
D∑,i tð Þ

� �
, ð2Þ

where the total amount of computing tasks processed
by user I at time t is expressed as

D〠,i tð Þ =
τf i tð Þ
Li

+
∑j∈SRij tð Þ

Li
: ð3Þ

The first part on the right of equation (3) is the
amount of computing tasks processed locally by the
user. FiðtÞ is the computing resources allocated by user
i to process the computing tasks, that is, the CPU cycle
frequency. Li is the CPU cycle required to execute each
bit of the computing task. The second part is the
amount of computing tasks processed by offloading to
MEC server. RijðtÞ is the transmission rate when user i
offloads computing tasks to MEC server J at time t,
and its expression is

Rij tð Þ = ζij tð ÞWτlb +
pij tð Þhij tð Þ
ζij tð ÞNW

, ð4Þ

where W is the bandwidth of MEC server, ξijðtÞ rep-
resents the proportion of bandwidth allocated by MEC
server j to user i, pijðtÞ and hijðtÞ, respectively, represent
the transmission power and channel gain from user i to
MEC server j, and N is the power spectral density of
Gaussian white noise. In addition, since each base sta-
tion is connected to a MEC server, j also refers to a
MEC server in this article. Task request is dynamic,
and the length of the task queue may exceed the user
cache space, resulting in packet loss. Therefore, the task
requirements of low delay and high reliability, a proba-
bility constraint, are added to the user queue length
[20], namely,

lim
t⟶∞

p Qi tð Þ ≥Qmax
ið Þ ≤ εi, ð5Þ

Cloud service

MEC
server

MEC
server

MEC
server

Internet
center

Figure 2: Distributed mobile edge computing framework diagram.
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where Qi
max stands for the queue threshold of user i,

and εi stands for the overspill tolerance threshold of the
task queue of user i, whose value is much less than 1. There are
multiple queue buffers in each MEC server that can simulta-
neously store computing tasks offloaded by multiple users but
not yet processed by the MEC server. Define the task queue of
user i in MEC server j as XjiðtÞ, and its update process is as fol-
lows:

Xji t + 1ð Þ =max
Xji tð Þ − Y ji tð Þ

Lj
‐
τf ji tð Þ
Li

, 0
( )

, ð6Þ

Y ji tð Þ =min Qi tð Þ + Yi tð Þ +
τf ji tð Þ
Li

, Rij tð Þ
� �

, ð7Þ

where formula (7) represents the calculation that user i off-
loads to server j at time t, and f jiðtÞ represents the calculation
that server j assigns to user i. BecauseMEC servers are deployed
to provide users with more computing power, this article
assigns the CPU cores of each server to at most one user to per-
form computing tasks. This paper also adds a probability con-
straint to the MEC server task queue length, namely,

lim
t⟶∞

p Xji tð Þ ≥ Xj
max
i

� �
≤ εi, ð8Þ

where Xji
max represents the task queue threshold of user i in

MEC server j, and εji represents the task queue overflow toler-
ance threshold of user i in MEC server j, whose value is much
less than 1.

3.4. Offloading Model Optimization of Moving Edge
Computing System. According to the multitask distributed
offloading method oriented to moving edge computing, its
characteristics lie in that the uplink and downlink transmis-
sion rates in the steps are calculated by the following for-
mula:

Ry1
m = log2 1 + Py2

η
� �

,m = 1, 2,⋯M: ð9Þ

Among them, the superscript y1 ∈ fUL, DLg, respec-
tively, ascending and descending link subscript m calcula-
tion the serial number of access points, the subscript
y2 ∈ fT , Rg, respectively, transmitting and receiving mode,
according to different mode of transmission rate of different
transmission link, Py2 said transmitting and receiving power,
and m said system service count the number of access points
of the current mobile station.

According to the moving edge computing-oriented mul-
titask distributed offloading method described by rights, its
characteristics lie in the mathematical optimization prob-
lems in the steps described are as follows:

T xð Þ =max
m∈i

〠
n∈j

xnm
RUL
m

αn
+ RDL

m

βn
+ rm
γn

� �
,〠
n∈ j

xnm = 1, ð10Þ

where i = f1, 2⋯ , Ag and j = f1, 2⋯ , Bg, respectively,

represent the set of tasks generated by mobile station and
computing access points serving the mobile station, where
elements A and B, respectively, represent the total number
of tasks generated by mobile station and computing access
points serving the mobile station; X = ½Xnm�B × ðA + 1Þ is
the task offloading access matrix; element Xnm represents
the element in the NTH row and the m column of matrix
X, which represents the access parameter of the access point
A when the access parameter task B is offloaded. ψ ðxÞ = λt
TðxÞ + λeEðxÞ, the elements λt and λe, respectively, repre-
sent the effects of delay and energy loss in the objective func-
tion in the current scenario, and the elements TðxÞ and EðxÞ
represent delay and energy loss in the current scenario.

E xð Þ = p〠
n∈j

xn
γn
r

+ p〠
n∈j

xnm
αn
RUL
m

+ p〠
n∈ j

xnm
βn

RDL
m

: ð11Þ

Elements αn, βn, and γn, respectively, represent the ini-
tial data size, the size of the task to be calculated, and the size
of the output task after calculation. Element Rm represents
the working rate of the computing access point M, and ele-
ment P represents the power loss of the mobile station’s local
computing task, transmission task, and receiving task.

According to the said multitask distributed offloading
method oriented to moving edge calculation, its characteris-
tics lie in that the said method includes the following pro-
cesses: reconstructing the matrix X, vectorizing the matrix
X as x, where

x = x0, x1,⋯xA½ � = xl½ �l× BA+Bð Þ, ð12Þ

xm = x1m, x2m,⋯xBm½ �: ð13Þ
Element L = AB + B is the dimension of vector x, that is,

the total number of elements of matrix x. The auxiliary var-
iable u = ½xl�l×ðAB+BÞ is introduced, where ul represents the
probability of xl = 1. It is transformed into a problem of find-
ing the optimal probability u, constrained by XBm ∈ f0, 1g,
and the probability density function of decision set x is
defined as Bernoulli distribution:

p x, uð Þ =
YL
i=1

uxll 1 + ulð Þ 1−xlð Þ: ð14Þ

Transform the original equation into the minimum
cross-entropy:

min
π

H =max
π

1
S
〠lnp x, uð Þ: ð15Þ

4. Simulation Results and Analysis

The effectiveness of the proposed offloading optimization
algorithm for moving edge computing is verified by statistics
and comparative analysis of simulation results. The edge
computing system optimizes the computational unloading
model of mobile devices and verifies whether the proposed
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optimization algorithm can reduce the total delay of system
execution applications.

4.1. Model Validity Analysis. The analysis of the effectiveness
of the offloading optimization algorithm for moving edge
computing is mainly carried out through the following steps:
in the case of different numbers of mobile devices, the influ-
ence of different algorithms on the average moving edge
response delay. The influence of different algorithms on
the total delay of the system is analyzed by line graph under
different arrival rates of computational tasks. When the
mobile device’s own computing resources are different, the
influence of different algorithms on the total delay of the sys-
tem is analyzed by line chart.

The influence of different algorithms on the total system
delay under different numbers of mobile devices is shown in
Figure 3. In this simulation experiment, the range of num-
bers is [5,50], and the step size of the changing device is 4.

The experimental results show that the total system delay
increases with the increase of the number of mobile devices.
This is because the total amount of computing resources pro-
vided by wireless network resources and mobile edge cloud is
fixed, and the competition for system resources increases
when the number ofmobile devices is large, so the total system
delay also increases. The greedy algorithm only focuses on the
shortest task execution delay of the device itself, and the total
system delay is large. The competition for mobile edge cloud
resources increases, and the total system delay required to per-
form all computing tasks increases. The total delay increases
the fastest. In this algorithm, because all computing tasks are
executed locally on mobile devices, computing resources of
mobile edge cloud are not used, and mobile devices have lim-
ited resources. When a large number of computing tasks are
executed, a large application execution delay will occur. For
example, when the number of mobile devices is 50. In the
mobile edge cloud first computing algorithm, all computing
tasks generated by mobile devices are offloaded to the mobile
edge cloud for execution. The execution delay of computing
tasks is divided into two parts: wireless transmission delay
and mobile edge cloud execution delay. Mobile edge cloud
can expand computing resources for mobile devices, but the
offloading of too many computing tasks will cause serious net-

work congestion for wireless network transmission, thus
bringing large transmission delay. In addition, the computing
resources of mobile devices themselves are also idle in the
mobile edge cloud priority computing algorithm, resulting in
a waste of resources. The optimization algorithm makes full
use of the wireless sensor and mobile edge cloud computing
in the system to make a decision on the offloading of mobile
devices. Therefore, the total system delay required for applica-
tion execution is less than the other three benchmark
algorithms.

The influence of different numbers of mobile devices on
average moving edge response time is shown in Figure 4. In
this simulation experiment, the range of the number is set
from [5,50], and the change step is 4.

The experimental results can be roughly observed in the
moving edge computing system, the more mobile devices,
the longer the average moving edge response time of the sys-
tem. In the local first computing algorithm, all computing
tasks of mobile devices are executed locally, so the moving
edge response delay in the local first computing algorithm
is always zero. Compared with greedy computing algorithm
and mobile edge cloud first computing algorithm, the
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optimal computing offloading optimization algorithm pro-
posed in this paper avoids the idle and waste of system com-
puting resources, so the effect is better.

The impact of the average rate of task arrival on the total
system delay is shown in Figure 5. The abscissa in the figure
of experimental results is the average arrival rate of comput-
ing tasks for mobile devices. The range of average rate of
computing tasks is controlled at [0, 6], and the step size of
change is 1.

It can be seen from the experimental figure that in the
dynamic edge computing system, with the increase of com-
puting requirements, the total system delay required to per-
form computing tasks also increases accordingly. The
analysis results show that when the arrival rate of computing
tasks increases, the total delay of the system does not
increase significantly, and the average delay required for
the execution of computing tasks decreases significantly.
The optimization algorithm combining the optimal comput-
ing offloading and resource allocation can make full use of
the wireless transmission and computing resources in the
system, avoid the waste of resources, and reduce the total
delay of the system.

4.2. Model Performance Analysis. The mobile edge comput-
ing system has a large number of mobile devices arriving
every time, and the mobile devices are loaded with delay-
sensitive applications, which will generate a large number
of intensive computing tasks according to the use require-
ments of mobile devices. The transmission resources in the
mobile edge computing system are not fixed, so the optimal
computing unloading optimization algorithm needs to
maintain good stability to ensure that the decision results
of the algorithm have less impact on the whole system when
the resources in the system change. This paper mainly
focuses on the influence of the change of transmission
parameter C on mobile device computing task offloading
and system delay. The influence of the change of transmis-
sion parameter C on mobile device computing offloading is
shown in Figure 6. The abscissa in the figure of experimental
results is the transmission parameters of wireless network
transmission resources, that is, the amount of data actually

needed to transmit a single computing task, and the ordinate
in the figure is the sum of all computing tasks offloaded by
mobile devices.

The number of mobile devices in this simulation exper-
iment is set to 50. As can be seen from the experimental
results, with the forcing-port of transmission parameter C,
the offloading amount of total computing tasks of mobile
devices shows a downward trend. This is because the trans-
mission parameter C represents the transmission cost. The
larger c is, the larger the actual data amount required by
the calculation task of the transmission unit is. In this case,
the congestion of the network will be aggravated and the
transmission delay of the system will be longer. The experi-
mental results show that when the transmission parameter C
is less than 3.0, there is no significant impact on the comput-
ing offloading strategy of mobile devices. When the trans-
mission parameter C is greater than 3.0, mobile devices in
the system are more inclined to perform computing tasks
locally, because offloading computing tasks at this time will
bring large transmission delay.

Analysis results can be found that the transmission
parameter c smaller, less than 2, had no significant effect
on the system time delay, prove that the change of the trans-
mission parameter c in the edge of mobile computing system
calculation uninstall not significantly affect the decision-
making organ, and wireless network at this time the actual
transmission data volume is low, so the transmission lower
than the proportion of the total delay system. With the
increase of transmission parameter C, especially when
parameter C is greater than 3.0, the actual transmitted data
volume of wireless network increases significantly. At this
time, mobile devices will have a large transmission delay in
offloading computing tasks. Therefore, the optimal comput-
ing offloading optimization algorithm is more inclined to
leave computing tasks in the local execution of mobile
devices.

4.3. Influence of Model Iteration Times on Total Energy
Consumption. The performance of this algorithm is verified
in offloading model optimization, and different strategies
of offloading optimization algorithm based on moving edge
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Figure 6: Effect of transfer parameters on mobile computing offloading.
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computing are compared. Simulation experiments were car-
ried out in Matlab software, and simulation scenes were built
based on the described multiuser system model. Figure 7
shows the influence of the number of iterations of simula-
tion experiment on the total energy consumption of the
system.

The convergence performance of different algorithms is
compared in the figure. DGWO1 algorithm and DGWO2
algorithm converge gradually to the local optimal solution
after the 50th and 60th iterations, respectively, and the con-
vergence trend is slow. This is because the operation of
crossover function may lead to the loss of the optimal indi-
vidual in the next generation population, and the phenome-
non of losing the optimal individual may occur repeatedly in
the whole position update process. The algorithm in this
paper increases the amount of information contained in
each individual by expanding dimensions, so the accuracy
is higher. Moreover, the algorithm in this paper combines
cosine convergence factor, which can make the algorithm
better jump out of local optimum.

5. Conclusion

In mobile edge computing technology, the time delay
required to perform computing tasks is very important.
When mobile devices uninstall computing tasks, it may
occur those multiple mobile devices uninstall computing
tasks through the same wireless access point, and the off-
loaded computing tasks are executed in the same mobile
edge cloud service section. By optimizing the offloading
model of mobile edge computing, the wireless transmission
parameters in the system are well supported, and the impact
on the whole system is small. The performance meets the
system requirements of mobile edge computing. The opti-
mal computing offloading optimization algorithm can make
full use of mobile device’s own computing resources, wire-
less network transmission resources, and mobile edge cloud
computing resources in the mobile edge computing system
to avoid waste and idle resources. At the same time, com-
pared with the local computing first algorithm and the
mobile edge cloud computing first algorithm, the joint opti-
mization algorithm of optimal computing offload and

resource allocation can better reduce the mobile edge
response delay and the total delay of the system. Computing,
storage, network, and communication resources are
deployed at the edge of the mobile network, reducing net-
work operations and service delivery delays, and improving
user experience. In addition, MEC reduces the transmission
bandwidth requirements for the core network by deploying
servers at the edge of the network, reducing operating costs.
In the next step, the combination of deep reinforcement
learning and computational unloading is considered to
design a more intelligent unloading algorithm to adapt to
the complex and changeable edge unloading environment.
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In this paper, we survey sandstone tunnels using sensor testing technology and conduct an in-depth analysis and research on the
model of sandstone tunnel cracking based on the theory of fracture mechanics. This paper systematically investigates the static
mechanical properties, energy evolution and distribution law, acoustic emission monitoring, and digital image correlation
methods of intact and jointed rock chamber enclosures (including parallel jointed rock chamber enclosures and cross jointed
rock chamber enclosures) under static loads, based on physical simulation test methods and combined with other technical
means such as acoustic emission monitoring and digital image correlation methods. In this paper, the effects of parallel and
cross-joint angles on the static mechanical properties, energy evolution and distribution, acoustic emission variability,
progressive destabilization, and their mechanisms are compared and analyzed. This paper takes fiber Bragg grating (FBG)
sensing theory and technology research as a breakthrough, relies on major underground engineering geohazard model tests,
and proposes a grating spectral reconstruction theory based on the wavelength position constraint of the spectral center and its
improvement based on an in-depth analysis of the influence of fiber grating intrinsic parameters and strain distribution on the
reflection spectral properties. Based on an in-depth analysis of the influence of spectral center wavelength location and strain
distribution on the reflectance spectral properties, we propose the grating spectral reconstruction theory based on the spectral
center wavelength location constraint and its improved genetic algorithm optimization method; realize the fast and accurate
identification and rejection of the melancholy effect of fiber grating; propose the sensor numerical simulation optimization
design method; develop the high sensitivity seepage pressure sensor, new strain sensor, target flow sensor, microdisplacement
sensor, and multipoint displacement sensor; and build a large capacity, multi-parameter fiber grating real-time monitoring
network.

1. Introduction

After entering the 21st century, with the implementation of
the modernization strategy and continuous deepening, the
national investment in some important fields related to the
national economy and people’s livelihood has increased
greatly, and the fields of transportation and civil engineering,
water conservancy, and hydropower, mineral resources, elec-
tric power and energy, aerospace, machinery, and chemical
industry have ushered in an unprecedented leap forward,
which has brought great opportunities for the development
and progress of science and technology in various fields [1].
However, at the same time, engineering disasters and geologi-
cal disasters, as well as major production safety accidents, have

become the main challenges for the construction and develop-
ment of various fields, which are very likely to cause serious
casualties, huge economic losses, and bad social impacts. Espe-
cially in the field of underground engineering, the frequent
occurrence of geological disasters has become a bottleneck
restricting the construction of underground engineering [2].
After entering the 21st century, with the implementation and
continuous deepening of the modernization strategy, the
state’s investment in some important areas related to the
national economy and people’s livelihood has increased signif-
icantly. The fields of transportation and civil engineering,
water conservancy and hydropower, mineral resources, elec-
tric energy, aerospace, machinery, and chemical industries
are all welcome. An unprecedented leap-forward development

Hindawi
Journal of Sensors
Volume 2022, Article ID 2482638, 13 pages
https://doi.org/10.1155/2022/2482638

https://orcid.org/0000-0002-5200-202X
https://orcid.org/0000-0001-8014-9398
https://orcid.org/0000-0002-9456-9921
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2482638


has brought huge opportunities for the development and
progress of science and technology in various fields. In mines,
sudden water accidents have become a major disaster that
endangers mine safety, with more than 250 pairs of mines
flooded in the past 20 years and direct economic losses
amounting to hundreds of millions of yuan, and 285 of the
country’s key coal mines are threatened by water hazards,
accounting for 47.5% of the total. To deal with water hazards
in coal mines, discharges 5.6 billion m3 of mine water every
year, causing serious water depletion and environmental dam-
age. In the field of transportation and hydropower, as the con-
struction of water conservancy and hydropower projects and
railway and highway projects have shifted their focus to the
western mountainous areas under complex terrain and geo-
logical conditions, many tunnel caves with significant charac-
teristics such as “large depth of burial, long cave lines, strong
karst, high water pressure, high risk of disasters and construc-
tion difficulties” have emerged, and the complex hydrogeolo-
gical conditions and sudden water, landslides, and other
major geological hazards are a major concern. The complex
hydrogeological conditions and major geological hazards such
as sudden water and landslides are considered world-class
engineering problems [3]. At the same time, engineering
catastrophes, geological disasters, and major production safety
accidents have become the main challenges for the construc-
tion and development of various fields in our country, which
can easily cause serious casualties, huge economic losses, and
bad social impacts.

The twenty-first century is the century of underground
space. The development and utilization of underground
space are an inevitable choice for human social develop-
ment, economic construction, and the strategic needs of
national security. In recent years, the construction of min-
ing, traffic tunnels, water conservancy, hydropower, oil cav-
erns, nuclear waste disposal, carbon dioxide geological
storage, and national defence is developing at an unprece-
dented speed, and the underground chambers (such as tun-
nels, tunnels, mine tunnels, and shafts) are “long, large, deep
and group.” The number of “long,” “large,” “deep,” and
“massed” underground chambers (e.g., tunnels, tunnels,
mine tunnels, and shafts) has increased to an unprecedented
scale. With the introduction of the “deep earth” science
strategy, it is predicted that the construction of large-scale,
high-depth rockwork will become the norm, and under-
ground engineering will become increasingly complex [4].
At the same time, the problems of strong disturbances and
high ground stresses in rockwork chambers are becoming
more serious, posing a significant challenge to the analysis
and maintenance of the stability of the refuge envelope.
The design and safe operation of underground chambers
in rock engineering is directly dependent on an in-depth
study of the deformation and damage characteristics and
destabilization mechanisms of the project rock mass. The
excavation of an underground chamber disrupts the original
equilibrium stress state of the rock mass, causing a series of
complex mechanical response behaviours associated with
stress redistribution in the surrounding rock mass. In the
fields of transportation and hydropower, as the focus of con-
struction of water conservancy and hydropower projects and

railway and highway projects has shifted to the western
mountainous areas under complex terrain and geological
conditions, a number of large buried depths, long tunnel
lines, strong karst, high water pressure, tunnels with distinc-
tive features such as high disaster risk and high construction
difficulty, complex hydrogeological conditions, and major
geological disasters such as water inrush and landslides can
be regarded as world-class engineering problems. The defor-
mation of the refuge rock is characterized by the emergence
and expansion of cracks and the interpenetration of multiple
cracks, which in turn leads to varying degrees of damage at
the excavation face, ranging from flaking and spalling to
major inward extrusion [5]. The present stage of the con-
struction of infrastructure projects has avoided the contact
between the engineering body and the geological body, of
which the geological body is mainly rocking, soil, and the
engineering body is the most common concrete. The appli-
cation of concrete has been an essential part of engineering
construction at this stage. Traditional support theory, design
method, and construction technology are more based on
normal temperature conditions, or not recommended for
construction in low temperature, but cold zone engineering
construction inevitably to accept the cold zone low-
temperature impact, the traditional design method has been
unable to meet the cold zone engineering construction needs
[6]. As the frontier technology of modern science and tech-
nology, sensing technology, computer technology, and com-
munication technology are considered as the three technical
pillars of modern information technology and become the
high point of human competition for high-tech technology
in the 21st century.

2. Related Works

For the freeze-thaw damage of porous rocks and concrete,
the theory of volume expansion was proposed in 1909. This
theory suggests that water undergoes about 9% volume
expansion during freezing. In confined pore spaces, damage
can occur due to ice pressure that breaks the skeleton of the
rock particles. However, the volume expansion theory has
been questioned by other scholars as rocks under natural
conditions are more likely to have connected pores [7].
The hydrostatic pressure theory was proposed in the study
of concrete freeze-thaw damage due to the connectivity of
pores within the rock. In addition, in the 1930s, it was found
that unfrozen water in the soil migrates towards the ice sur-
face, which in turn continuously forms subcondensed ice at
the ice surface. It has also been found that water condensa-
tion ice can also form in frost-prone rocks with small min-
eral grains. The phenomenon of pore water freezing in
different types of rocks was studied, and it was found that
some of the pore water did not produce freezing at low tem-
peratures [8]. It was found that the unfrozen water phenom-
enon is mainly due to the formation of an unfrozen water
film between the ice and the rock skeleton, and the unfrozen
water keeps migrating to the unfrozen water film during the
freezing process [9]. With the proposal of the “deep ground”
scientific strategy, it can be predicted that in the future,
large-scale, high-burial rock mass engineering construction
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will become normal, and underground engineering will
become increasingly complicated. At the same time, the
problems of strong disturbance and high ground stress faced
by chambers in rock mass engineering have become more
serious, which brings great challenges to the stability analysis
and maintenance of chamber surrounding rocks. The exis-
tence of adsorption of unfrozen water in rocks to ice crystals
was subsequently confirmed. Many studies have been done
by related scholars on water migration under the freeze-
thaw action of rocks. From the previous studies, it is known
that the migration of water inside the rock or concrete under
the action of freeze-thaw cycles can cause its local damage
fracture phenomenon. For the rock-concrete binary, the
interface is usually a naturally weak surface with low tensile
strength and is therefore susceptible to moisture migration,
which can lead to unpredicted freeze-thaw damage. Further-
more, due to the peculiarities of the interface presence, the
mode of moisture migration behavior is not well established
[10]. Thus, the study of moisture migration and damage
debonding at the rock-concrete binary interface under
freeze-thaw action is a good academic prospect in terms of
binary interface bonding in cold regions.

There are two main branches of fiber optic sensing tech-
nology, which are fully distributed fiber optic sensing tech-
nology based on Raman scattering or Brillouin scattering
and quasi-distributed fiber optic sensing technology based
on fiber grating. The fully distributed fiber optic sensing
technology uses an optical fiber as an extended sensitive ele-
ment, and any unit on the fiber is both a sensitive unit and
an information transmission channel for other sensitive
units, which fundamentally breaks the traditional single
point measurement mode limitation, but its disadvantage is
that due to the extremely fast propagation speed of light,
the technology requires a very high signal acquisition speed,
and the signal processing usually takes a section of the opti-
cal fiber multiple acquisitions signals [11]. The average value
of the signals collected on a section of the fiber is usually
taken, which makes the spatial resolution low and therefore
not suitable for the detection of abrupt fields; at the same
time, the Raman and Brillouin scattering signals are
extremely weak, so the signal processing is very tedious,
which also makes the price of the sensing system high, which
seriously limits the further application of the technology.
The most widely used is based on fiber grating quasidistrib-
uted fiber optic sensing technology, because the fiber grating
is a reflective optical device, able to produce several different
center wavelength grating in an optical fiber, and time divi-
sion multiplexing and wavelength division multiplexing
technology combined to form a sensor array, suitable for
buried in the material and structure or mounted on its sur-
face, to achieve quasidistributed temperature, pressure,
strain, and displacement parameters [12]. They are suitable
for quasidistributed measurements of parameters such as
temperature, pressure, strain, and displacement, either bur-
ied inside or mounted on the surface of materials and struc-
tures. The deformation and failure of the surrounding rock
of the chamber are mainly manifested by the initiation and
propagation of cracks and the interpenetration of multiple
cracks, which leads to different degrees of damage to the

rock mass of the excavation surface,such as extrusion and
large deformation. At this stage, basic engineering construc-
tion cannot avoid the contact between engineering bodies
and geological bodies. The geological bodies are mainly rock
and soil bodies, and concrete is the most common form of
engineering bodies.

In the field of current measurement, current sensors
based on the tunnel magnetoresistance (TMR) effect have
also received extensive attention. The designed current sen-
sor with Wheatstone bridge structure is based on a magneto
resistive element with magnetic tunnel junction structure,
the current sensor has a DC measurement range of ±30A,
the sensitivity of 9.8mV/A, and -3 dB bandwidth of
200 kHz for AC sensor, and the temperature coefficient of
sensitivity is 0.031%/°C under different temperature tests,
which is lower than the giant magnetoresistance current sen-
sor based on spin valve structure [13]. Related scholars have
applied TMR current sensors to current detection in inte-
grated circuits to achieve current measurements from μA
to mA levels, but there are strict requirements on the geo-
metric design of the sensor chip, fabrication process, and
testing methods. The TMR current sensor has been explored
for high-frequency current testing, achieving a maximum
current of 2.1 kA at operating frequency with a sensitivity
of 35μV/A and a nonlinearity of 1.5%. The application of
TMR current sensor in the leakage current detection of
high-voltage bushings is explored; the jointly developed
TMR sensing chip shows good performance in the leakage
current detection test of ZnO valve piece in surge protector,
which provides a new idea and method for the noncontact
measurement of leakage current of high-voltage devices [14].

2.1. Analysis of Sandstone Tunnel Cracking Model Based on
Fracture Mechanics Theory. According to the different stress
states of the geotechnical body, the stress path can be divided
into two mechanical states, loading, and unloading. Accord-
ing to the subdivision of loading rate and unloading rate, it
can be further divided into various combinations of loading
and unloading. The mechanical properties of the rock body
vary with different combinations of mechanical states. For
rock loading or unloading, the difference in the process of
stress change leads to the same transformation of total
energy [15]. The loading damage process is equivalent to
the external energy input to the rock mass, while for the rock
mass with a certain ground stress field, during which there is
residual strain energy, the excavation, and unloading of the
rock mass is a process of energy release, resulting in changes
in the mechanical properties of the rock mass and its integ-
rity. In the study of practical problems, the actual stress con-
ditions of the rock project should be distinguished, and
different rock stress-strain paths should be selected for anal-
ysis according to the specific stress conditions. The biggest
difference between rock loading and unloading is shown by
the different stress paths. Fully distributed optical fiber sens-
ing technology uses an optical fiber as an extended sensitive
element. Any unit on the optical fiber is both a sensitive unit
and an information transmission channel for other sensitive
units. It fundamentally breaks through the limitation of the
traditional single-point measurement mode. The
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disadvantage is that due to the extremely fast propagation
speed of light, this technology requires extremely high signal
acquisition speed, and in signal processing, the average value
of multiple acquisition signals on a piece of optical fiber is
usually taken to make its spatial resolution low, so it is not
suitable for use. For the detection of mutation field, if σ3
remains unchanged and keeps increasing the maximum
principal stress σ1, i.e., when changing from B⟶ B1⟶
B2⟶ B3, the Mohr stress circle also keeps increasing, i.e.,
the partial stress is a gradually increasing process, so with
the increase of load, the partial stress keeps increasing until
the rock body is damaged. If the rock is unloaded, if σ1
remains unchanged, as σ3 decreases from A⟶A1⟶A
2⟶A3, the Mohr stress circle becomes larger in the
reverse direction, and even σ3 < 0 may occur, i.e., it changes
from the compressed state to the tensile state, which eventu-
ally leads to the destruction of the rock mass. If both σ1 and
σ3 are changed during loading or unloading, more complex
stress-strain states will be evolved. As shown in Figure 1, the
Mohr stress circle is displayed.

According to the classification of the structural form of
rock engineering, open-pit mine slope engineering belongs
to the ground engineering in rock engineering, which is dif-
ferent from another ground engineering because of its spe-
cial mechanical nature and conditions. When the open pit
slope is excavated and exposed, the original ground stress
equilibrium is broken, and the rock slope has the tendency
to move to the stable state, at this time, its mechanical state
is mainly manifested as unloading, and at this time, if the
construction of external discharge field is carried out along
the help, the vertical compressive stress is produced on the
slope, that is, the rock slope is adjusted from the original
ground stress equilibrium state to the stress state of tension
and compression. Therefore, the analysis of hand-
excavated slopes should not ignore the damage and defor-
mation caused by unloading [16]. At present, the most
widely used is the quasidistributed optical fiber sensing tech-
nology based on fiber gratings. Because fiber gratings are
reflective optical devices, multiple gratings with different
central wavelengths can be continuously produced in a sin-
gle fiber. The multiplexing technology is combined to form
a sensor array, which is suitable for being embedded in
materials and structures or mounted on the surface, and
realizing quasidistributed measurement of parameters such
as temperature, pressure, strain, and displacement.

Conventional structural mechanics theory usually treats
structural materials as isotropic homogeneous materials,
but materials can have cracks or crack-like defects due to
their own or external reasons, and crack-containing struc-
tures may be damaged when the stress of the member is
far from reaching the yield stress, and such damage shows
that it is difficult to accurately evaluate the performance
and service state of a structure by using conventional
mechanical theory analysis alone, no matter how accurately
it is done. Therefore, scholars have proposed fracture
mechanics on this basis. Fracture mechanics is an important
theoretical basis for analyzing the strength and life predic-
tion of engineering materials and components, and it is a
new discipline to study the equilibrium, expansion, and

destabilization laws of cracks and their strength of compo-
nents containing cracks under the action of external forces.
In online elastic fracture mechanics, concrete is no longer
considered as a damage-free structure, but as a crack, model
to study the conditions of crack extension and the process of
crack extension, and its main mechanical parameter charac-
terizing crack extension is the strength factor K, which rep-
resents the stress field at the crack tip and can describe
cracking more accurately. Fracture mechanics is widely used
in the study of crack extension in concrete.

Crack fracture criteria can be divided into two categories
depending on whether the crack extends along the crack
direction or not: single type crack fracture criteria and com-
pound type crack fracture criteria. The essential difference
between composite crack and single type crack is that the
cracking direction no longer expands along the original
crack surface, but has a certain angle with it. So composite
cracks need to determine the angle of crack expansion based
on a single crack. There are three commonly accepted ones:
(1) the maximum energy release rate criterion, (2) the min-
imum strain energy density criterion, and (3) the maximum
circumferential stress criterion. The three fracture criteria
are based on energy-based parameters, strain-parameter,
and stress-parameter types in turn.

(1) Guidelines for maximum energy release rate

The maximum energy release rate criterion considers
that the idea of crack expansion can be considered from
the point of view of energy release, and this criterion has
two basic assumptions: the crack begins to expand when
the maximum energy release rate reaches a critical value,
and the crack expands in the direction of the maximum
energy release rate generated by the crack tip. This fracture
criterion is related to the fact that, by derivation, the maxi-
mum energy release rate is obtained as follows.

Gmin =
1 + ν2

E
k2: ð1Þ

(2) Minimum strain energy density criterion

Similarly, the basic assumption of this fracture criterion
is that crack expansion along the direction of minimum
strain energy density is associated with it reaching a critical.
The minimum strain energy can also be obtained by analo-
gous reasoning.

s θð Þ = c · Smin, ð2Þ

Smin =
1 + 2ν
2πs k: ð3Þ

This chapter aims to architect a fully automated statisti-
cal analysis system for structural surface parameters based
on digital image processing techniques. The choice of “fully
automated” as the research objective makes the elimination
of manual intervention an important consideration in the
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development process. The loading failure process is equiva-
lent to the external energy input to the rock mass, and for
the rock mass with a certain in situ stress field, there is resid-
ual strain energy during it. The excavation and unloading of
the rock mass are a process of energy release, which leads to
changesin the mechanical properties completeness of the
rock mass..

A digital camera is first used to image the unsupported
roof face, followed by image preprocessing with local histo-
gram equalization, adaptive gamma correction, and median
filtering, then, the structural face contour is extracted by area
growth segmentation and Hough transform, and the struc-
tural face skeleton is obtained by contour refinement and
interrupted point connection, and finally, the structural face
characteristic parameters are calculated and the GSI rating is
calculated. The flow of the digital image analysis system is
shown in Figure 2.

A Go-Pro digital camera (model: CHDHX-601-RW) was
used for image acquisition. This digital camera has excellent
waterproof, dustproof, and impact resistance properties,
which is conducive to image acquisition in underground
coal mines and meets the needs of posttesting. The camera
lens is placed in the vertical direction of the rock face during
the shooting process, which can avoid the image distortion
caused by the angle error during the inclined shooting pro-
cess. When the open-pit mine slope is excavated and
exposed, the original ground stress balance is broken, and
the rock slope tends to move to a stable state. At this time,
its mechanical state is mainly shown as unloading. The con-
struction of the external dump site produced vertical com-
pressive stress on the slope, that is, the rock slope was
adjusted from the original in situ stress balance state to the
tension and compression stress state. The lack of effective
lighting equipment at the roadway excavation working face
and a suitable light source is an extremely important part
of the imaging system. The current light source for the cam-
era can be divided into three categories: direct light source,
diffuse light source, and reflective light source, the difference
is whether the light in the process of propagation from the
light source to the object changes direction, a simple sche-

matic diagram is shown in Figure 3. Direct light from the
light source directly to the object surface, direct light is very
easy to cause uneven distribution of image brightness, in the
imaging of uneven rock surface, and direct light will cause
many high-contrast shadow areas, hindering the subsequent
image processing work. Diffuse light travels through a trans-
lucent diffuse plate during propagation, causing light to be
emitted irregularly in different directions. Diffuse light
softens shadow areas in the image, and at high luminance,
it is even possible to achieve shadow elimination. The
reflected light reaches the object after it has been reflected
by an opaque surface. Both reflective and diffuse light can
soften the light, but additional reflective surface controls
need to be added during implementation, adding to the
complexity of the system. In addition, reflection attenuates
light intensity, which is not conducive to imaging work in
dark environments.

2.2. Sensor Testing Technology Research. A wireless sensor
network is a network system consisting of many intelligent
sensor nodes deployed in a monitoring area, whose purpose
is to collaboratively sense, collect, and process information
about the sensed objects in the network coverage area. Com-
pared with traditional monitoring methods, wireless sensor
networks have the following advantages: (1) wireless com-
munication. Therefore, scholars put forward fracture
mechanics on this basis. Fracture mechanics is an important
theoretical basis for analyzing the strength and life predic-
tion of engineering materials and components. It is to study
the balance, growth, and instability of cracks in components
with cracks under the action of external forces,which is a
new discipline of law and intensity. Smart sensor nodes are
wirelessly connected and self-organized communication net-
works, which brings great convenience to instrument instal-
lation and greatly reduces installation cost and installation
workload; (2) large-scale network. Small size, flexible
arrangement, and many sensor nodes can be deployed in
the monitoring area to form a large-scale network, through
different spatial perspectives to obtain information with
greater signal-to-noise ratio, reducing the accuracy require-
ments of individual sensor nodes, making the system has a
strong fault-tolerant performance; (3) scalability and robust-
ness (relative stability). Wireless sensor networks have the
advantages of self-organization and self-healing, and sensor
nodes can be randomly arranged and nodes are automati-
cally configured and managed to form a multihop wireless
network. Therefore, new expansion nodes can be added to
the network at will, with good scalability, when a node fail-
ure, other nodes automatically find a new transmission path,
does not affect the normal work of the entire network, to
ensure the overall network robustness; (4) have local com-
puting and processing capabilities. Sensor nodes integrated
microprocessor and memory can achieve self-calibration,
self-diagnosis, and other functions, the original data process-
ing, extraction of useful information, greatly reducing the
amount of data to be transmitted wirelessly; (5) damage rec-
ognition and localization capabilities. Wireless sensor net-
work that enables node localization. Combined with the
structural state information measured by sensors, the
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damage recognition theory can be applied to automatically
detect damage and accurately locate the damage location,
which greatly promotes the intelligence of structural moni-
toring and maintenance.

At this stage, there are two types of inclination sensors,
synchronous acquisition, and asynchronous acquisition,
which in turn is important for deformation measurement.

The method of achieving synchronization can be achieved
by hardware and software methods, and the software
method can be achieved by interpolation. The hardware syn-
chronous acquisition technique is a bit-synchronous com-
munication technique, and to achieve synchronization in
hardware, the sender and receiver need to have clock signals
of the same frequency and phase [17]. When no data
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acquisition is required, the connection line is in MARK state.
At the start of a measurement, the sender first sends one or
two of the synchronization characters. Once both parties
have achieved synchronization, large blocks of data can be
sent in single character succession, thus, eliminating the
need for start and stop bits. During transmission, both
parties take a clock for coordination, which is used to deter-
mine the position of each bit in the serial transmission. The
essential difference between compound cracks and single
type cracks is that the cracking direction no longer extends
along the original crack surface, but has a certain angle with
it. Therefore, compound cracks need to determine the crack
propagation angle based on a single crack. To start the mea-
surement, both sides use the sync character to keep the clock
internally synchronized with the sender, then the data fol-
lowing the sync character is shifted in bit by bit while con-
verting to a parallel format for the CPU to read, and the
data is not available until the end character is received. Syn-
chronous acquisition uses a common clock, and synchro-
nous acquisition has a high transmission frequency, to
achieve high-speed, high-capacity data transmission. When
data transmission is performed, both sides must maintain
complete synchronization, requiring the receiving and send-
ing devices to have the same clock and maintain strict syn-
chronization. In summary, the system consists of a
complete system topology consisting of a data processing
platform on the server-side, a database station, and an incli-
nation sensor, as shown in Figure 4.

To further analyze the characteristics of the open-loop
and closed-loop structures, a mathematical model is devel-
oped to analyze both separately. First, the transfer function
block diagram of the open-loop structure is established,
where the voltage V is the out output of the system and
the primary current Ip is the input of the system. b denotes
the magnetic induction intensity generated by the primary
current I in the paleomagnetic loop, and the coefficient K
is used to define the relationship between Ip and Bp: K =
Bp/Ip. According to the ampere-loop theorem, K can also
be expressed as

K = 3u0
2d : ð4Þ

The static gain SI (0) represents the sensitivity of the
entire system, which is also the turn ratio of the primary coil
to the feedback coil. Since the number of turns of the pri-
mary coil is generally 1, the turn ratio is determined by the
number of turns of the feedback coil only. Therefore, when
the number of turns of the feedback coil is certain, the feed-
back current is always proportional to the primary current
even though the nonlinear error or temperature drift of the
TMR sensor affects the open-circuit sensitivity coefficient
Ka of the TMR sensor, which improves the measurement
accuracy of the TMR current sensor, eliminates the offset
and drift associated with the chip temperature, and greatly
reduces the error caused by the hysteresis phenomenon.
Based on the transfer function of the closed-loop TMR cur-
rent sensor, the cutoff frequency of the system can be

obtained as

f 0ð Þ = Ka + Ks + Kb

2πRt0
: ð5Þ

The cutoff frequency f 0 indicates the bandwidth of the
TMR current sensor, which is determined by the operational
amplifier parameters τA, Ka, the feedback magnetic field
coefficient Kb, the open-loop sensitivity coefficient Ks, and
the feedback resistance Rm. In practical design, due to the
high sensitivity of the TMR chip, the bandwidth of the
closed-loop TMR current sensor can be as high as MHz
when a suitable feedback magnetic field coefficient K and
feedback resistance Rm are selected some time, it should
be ensured that the feedback resistance Rm is large enough
to obtain a good output voltage resolution. Increasing the
value of K allows a wider bandwidth of the closed-loop
TMR current sensor, but at the same time, the size of the
number of turns N of the feedback 2coil should be limited
to ensure a good current sensitivity of the system. Compared
with traditional monitoring methods, wireless sensor net-
works have the following advantages: (1) wireless communi-
cation. The use of wireless connection between intelligent
sensor nodes and self-organizing communication network
brings great convenience to the installation of the instru-
ment, greatly reducing installation cost and installation
workload; (2) large-scale network. Small size, flexible layout,
and many sensor nodes can be deployed in the monitoring
area to form a large-scale network, obtain information with
greater signal-to-noise ratio through different spatial per-
spectives, reduce the accuracy requirements for a single sen-
sor node, and make the system highly fault-tolerant
performance; (3) scalability and robustness (relative stabil-
ity). Wireless sensor networks have the advantages of self-
organization and self-healing. Sensor nodes can be randomly
arranged, and nodes can be automatically configured and
managed to form a multihop wireless network. Therefore,
new expansion nodes can be added arbitrarily in the net-
work, which has good scalability. When a node fails, other
nodes automatically find a new transmission path, which
does not affect the normal operation of the entire network
and ensures the robustness of the overall network nature;
(4) have local computing and processing capabilities. The
integrated microprocessor and memory of the sensor node
can realize self-calibration, self-diagnosis, and other func-
tions, process raw data, extract useful information, and
greatly reduce the amount of data that needs to be wirelessly
transmitted; (5) damage identification and location capabil-
ities. Wireless sensor network can realize node positioning.
Combining the structural status information measured by
the sensors and applying the damage recognition theory
can automatically detect damage and accurately locate the
damage location, which greatly improves the detection
accuracy.

The sensitivity of the TMR current sensor is low when
using the single wire measurement model, and it is difficult
to ensure that the relative positions of the wire and the
TMR chip are fixed, so the effect of a change in the relative
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positions of the two on the measurement accuracy is further
analyzed. The position of the wire is taken as the center of
the circle, the TMR is the point on the circle, and the effect
of the wire deviating from the center of the circle on the
measurement is analyzed [18]. The simulation model is built
in COMSOL simulation software, the radius of the wire is
5mm, the length is 0.5m, the size of the TMR chip is 0:8
mm × 5mm × 3:5mm, the distance between the TMR chip
and the wire is r0 is 30mm, and the magnetic field distribu-
tion at the TMR chip is analyzed at different positions of the
wire. Since the magnetic sensitivity axis of the TMR chip is
in the +X direction, the magnetic flux on the surface of the
TMR chip is used as a comprehensive measure of the mag-
netic field distribution at the TMR chip. The magnetic field
distribution at the TMR chip is considered for the two cases
of the wire moving along the +X direction and the wire
moving along the +Y direction, respectively. Analyze the
case of the wire moving along the +X direction. As shown
in Figure 5, the X-coordinate of the wire is changed so that
the wire moves along the +X direction. The X-coordinate
of the wire is scanned parametrically with the X-coordinate
ranging from -18mm to 18mm, and the wire is made to
move 1mm along the +X direction each time to find the
magnetic flux at the surface of the TMR chip.

3. Results and Analysis

3.1. Performance Testing of Sandstone Tunnel Cracking
Model with Fracture Mechanics Theory. The rock is a highly
typical nonhomogeneous rock mass, and the expansion and
changes of its internal microjoint fractures are closely related
to time. The deterioration process of the sloping rock in
open-pit mines is a nonlinear cumulative process closely
related to time, and the slope stability is typically time-

dependent. During the whole cycle from open pit excava-
tion, slope exposure to final backfill and burial, changes in
the external environment, such as blasting vibration, mining
disturbance, weathering, groundwater infiltration, frost, and
cold shrinkage, may cause the destruction and accumulation
of the internal microstructure of the rock, and with time, the
mechanical strength of the rock body continues to decay and
gradually converge to a low limit value of stable conver-
gence, resulting in the overall stability of the slope. There-
fore, it can be considered that the stability of slopes in
open-pit mines is dynamic [19]. The external factors affect-
ing the exposure time of slopes can be summarized in the
following two major aspects: (1) synthetic mining distur-
bance factors. It is mainly reflected in the whole mining pro-
cess system of the open-pit mine, including the perforation
of coal rock near the slope, loose blasting vibration, and
excavation and transportation of ore and soil discharge
along with the gang. When there is no need to collect data,
the connection line is in the MARK state. At the beginning
of the measurement, the sender first sends one or two syn-
chronization characters. When the two parties reach syn-
chronization, they can continuously send large blocks of
data with a single character, so that the start bit and stop
bit are no longer needed. These operational processes will
produce certain damage to the geotechnical body, and the
degree of damage accumulation is closely related to the slope
exposure time. (2) Natural environmental factors. Mainly
reflected in the geotechnical body is located in the natural
environment changes, the impact on the physical and
mechanical properties, and strength of the slope geotechni-
cal body, including groundwater level, temperature changes,
rainfall erosion, and physical and chemical weathering. Take
temperature change as an example, for the slope of the open-
pit mine located in the seasonal freezing area, due to the
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seasonal and temperature changes, the water in the slope
constantly freezes and melts, changing the structure and dis-
tribution of the original joint fissures and weakening the sta-
bility of the slope.

t = cot α − cot βð Þ −D
vp

: ð6Þ

The fracture behavior of a chambered and jointed rock
mass can be considered as a complex flawed rock mass,
which depends mainly on the emergence, extension, and
agglomeration of cracks during loading. The fracture behav-
ior of a rock mass containing a jointed chamber is closely
related to the stress distribution around the chamber under
the corresponding loading conditions. To gain insight into
the damage pattern and crack evolution of the specimens
from chambers containing parallel joints, it is necessary to
first conduct a brief analysis of the stress distribution around
the chamber. To facilitate the theoretical derivation, the
chamber is usually simplified to a planar stress problem,
the stress distribution around the chamber is calculated
based on two-dimensional elastic theory for biaxial stress
conditions, and the theoretical analysis model is shown in
Figure 6.

To study the deformation evolution and crack extension
process of composite defective rock specimens from a fine
viewpoint, the image evolution characteristics of the speci-
mens during deformation and damage were recorded by a
digital image correlation system, and after postprocessing,
the change characteristics of deformation fields (displace-
ment field and strain field) during deformation and damage
of the specimens were obtained, and then the crack exten-
sion evolution law of the specimens at different stress stages
under static load was analyzed and compared [20]. Changes
in the external environment, such as blasting vibration, min-
ing disturbance, weathering, groundwater infiltration, frost
heave, and cold shrinkage, may cause the damage and accu-
mulation of the fine structure of the rock. As time goes by,
the mechanical strength of the rock mass continues attenua-
tion and gradually approaching a stable and convergent low

limit value, resulting in a gradual decrease in the overall sta-
bility of the slope. Therefore, it can be considered that the
slope stability of the open-pit mine changes dynamically.
Due to the high strength of the composite defective rock
material used in this paper, the deformation field on the sur-
face of the specimen does not change significantly in the pre-
loading stage, and the obvious crack extension phenomenon
generally occurs only in the stable crack extension stage and
the unstable crack extension stage. Therefore, according to
the development characteristics of the stress-strain curve of
the specimen and combined with the evolution characteris-
tics of AE events, some key stress points of the specimen
in the crack stable extension stage and the crack unstable
extension stage are selected to analyze the evolution charac-
teristics of the deformation field.

The results of the NMR analysis show that the sand-
stone, the concrete side, and the interface have significantly
different pore distribution evolution patterns under the
freeze-thaw action. The sandstone and the interface show
variation characteristics that are distinct from those of single
materials. In contrast, sandstone near the interface is more
susceptible to the effects of interfacial action. This chapter
focuses on the effect of the presence of interface on the sand-
stone side and refers to it as Interface Influence Zone (IIZ).
The extent of the interface influence zone is further identi-
fied and related to different freeze-thaw environments, and
the evolutionary mechanism of the interface influence zone
is explored from a fine-scale perspective. Based on the
NMR signal intensity, the pore volume of the sandstone part
is much larger than that of the concrete part. For the initial
state, i.e., 0 freeze-thaw cycles, the sandstone-concrete
binary exhibits a significant difference along the longitudinal
direction. This phenomenon can be attributed to the original
individual variability within the test. The NMR signal inten-
sities at different numbers of freeze-thaw cycles are consid-
ered in conjunction with the NMR signal intensities at 0
freeze-thaw cycles. At the 14–17-layer position, i.e., within
13.6mm of the interface in the sandstone, the freeze-thaw
effect on the NMR signal is evident. In this range, the
NMR signal intensity increases by about 50,000 a.u. with
an increasing number of freeze-thaw cycles. However, at
other locations in the sandstone-concrete diatom, the
NMR signal intensity changes less. This analysis shows that
under the effect of freeze-thaw cycles from -10°C to 10°C,
the sandstone portion near the interface (layers 14-17)
shows significant pore volume changes, exhibiting signifi-
cant water aggregation and water migration to the interface.
To deeply understand the failure mode and crack evolution
of the chamber sample of rock mass with parallel joints, it
is necessary to briefly analyze the characteristics of the stress
distribution around the chamber. To facilitate theoretical
derivation, the chamber is usually simplified as a plane stress
problem, and the stress distribution around the chamber
under biaxial stress conditions is calculated based on the
two-dimensional elastic theory.

Analyzed at the interface, the interface is the cemented
surface of the sandstone and concrete, and an interfacial
transition zone is formed at the interface. The hydration of
the cement in the part of the interface transition zone is
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different from the interior of the concrete. The interfacial
transition zone is distributed with more calcium alumina
crystals, and the interfacial fracture toughness is low. It
should be noted that the interface transition zone has less
distribution of both pores due to the intrusion of cement
at the interface. However, at the same time, based on the
pore distribution, a small number of large pores occur at
the interface. Therefore, the analysis suggests that at the
beginning of the freeze-thaw cycle, the hydraulic fracturing
phenomenon mainly arises within the interface-influenced
zone. The freeze-swelling force is not yet sufficient to cause
fracture extension at the interface, or there are few newborn
fractures at the interface part relative to the sandstone end.
The water pressure inside the pore space is sufficient to crack
the interface under repeated freeze-thawing action. And
after the interface cracking, the later freeze-thawing has
more influence on the interface cracking because the large
pores of the interface have penetration, and the internal
water pressure is more easily released along with the
interface.

The extent of the interfacial zone of influence varies at
different temperature intervals. At relatively high tempera-
tures, the range of the interface influence zone is larger; at
lower temperatures, the range of the interface influence zone
is smaller. This phenomenon can be attributed to the com-
bined effect of interface and freezing temperature. As shown
in Figure 7, for low freezing temperature, the freeze swell
force curve shows an increase and then a decrease, and there
is a peak freeze swell force; for low freezing temperature, the
same is true for the freeze swell force. However, for the low
freezing temperature state, it produces a larger freeze swell
force. In the sandstone near the interface, the low freezing

temperature causes damage and cracking of the sandstone
more easily and quickly. However, based on the test results,
the low freezing temperature does not produce an increased
area of influence at the interface under multiple freeze-thaw
cycles.

3.2. Results of Sensor Testing Techniques. The static charac-
teristics of the TMR current sensor mainly include sensitiv-
ity, range, linearity, accuracy, and other parameters, which
must be calibrated before using the TMR current sensor.
The TMR current sensor was sent to the Municipal Institute
of Metrology and Quality Inspection for testing and calibra-
tion, and the testing equipment was a special clamp meter
calibration device and a digital multimeter of type 8846A.
The input and output curves of the TMR current sensor
can be obtained by changing the current of the clamp meter
calibration device and recording the corresponding output
voltage of the TMR current sensor at different currents.
The sensitivity of the sensor is defined as the ratio of the
increment of the output quantity to the corresponding incre-
ment of the input quantity that causes the increment, so the
sensitivity of the TMR current sensor is the ratio of the
change of the output voltage to the change of the measured
current. The current test range was first set to -60A to 60A,
and the data from the test was imported into the origin plot-
ting software for a linear fit, and the input and output curves
were drawn as shown in Figure 8. The black curve is the
input and output curve of the open-loop TMR current sen-
sor, and the red curve is the input and output curve of the
closed-loop TMR current sensor.

The maximum deflection error between the inclination
sensor and the measured deformation curve of the total
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station is 0.7mm, and the difference in the deformation
curve is not significant. The inclination sensor for measuring
tunnel deflection has the following advantages.

(1) The tilt sensor is small and easy to carry. Its size is
120mm∗150mm∗40mm, which can be carried in
large quantities band

(2) The inclination sensor is easy to install, the measur-
ing point is not easy to damage, the aluminium
housing can guarantee its long-term use, and not
subject to measurement conditions, it can be used
in unlit conditions

(3) Inclination sensors are less costly instruments com-
pared to total stations and can be recycled

(4) The inclination sensor has high testing accuracy, and
the measured inclination can be up to 9 decimal
places, while the total station measures the deflection
values can only be measured to an accuracy of two
decimal places

(5) Inclination sensors can be realized in the office under
the premise of unattended, real-time monitoring can
be achieved. Using the user platform, through the
computer control, you can achieve real-time moni-
toring, greatly reducing the workload, as well as the
test time on site. And the tilt sensor acquisition can
be achieved high frequency, that is, 1 s acquisition
of 20, 50, and 100 numbers, real-time monitoring.
This chapter introduces the application of the incli-
nation sensor in the subway deformation monitoring

example, through the inclination sensor and the total
station measured data with the theoretical curve for
comparison and analysis, know the inclination sen-
sor and the total station measured data deformation
curve difference is not large, the inclination sensor
applied to the tunnel deformation measurement is
feasible. The data in this chapter show that the max-
imum deflection value measured by the inclination
sensor is 1.86mm, which is less than the theoretically
calculated value of 8.23mm and less than the warn-
ing value of 10mm, and the existing tunnel will be
affected by the tunnel excavation, but overall, it is
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safe. Compared with the traditional total station
monitoring method, the inclination sensor has sev-
eral advantages such as small size, easy installation,
high testing accuracy, and realizing real-time
monitoring

4. Conclusion

The development and utilization of underground space are
an inevitable choice for human social development, eco-
nomic construction, and strategic security needs. As a non-
linear, noncontinuous, nonhomogeneous, and anisotropic
natural geological body, the rock body is randomly distrib-
uted with discontinuous structural surfaces such as joints,
fractures, weak interlayers, and faults of different scales
inside after a long period of geological action. The mecha-
nism of rock instability damage and its stability and control
problems is some of the key scientific problems that are cur-
rently focused on and urgently need to be solved in the field
of rock mechanics. Compared with traditional wired moni-
toring methods, wireless sensor networks can overcome
many drawbacks of traditional wired monitoring methods
and have obvious advantages in many aspects such as instru-
ment installation, data measurement, condition assessment,
and cost control, which provide convenience for health
monitoring work and are the future development direction
of structural health monitoring. This paper discusses the
model of sandstone tunnel cracking based on fracture
mechanics theory with the help of sensor testing technology,
and some results have been achieved. However, due to the
complexity of sandstone tunnels themselves and the envi-
ronment, there are very few studies dedicated to the applica-
tion of wireless sensor networks in the intelligent monitoring
of sandstone tunnels. The actual geography of sandstone
tunnels is more complex, and further research work is still
needed for a comprehensive analysis of their interface
debonding characteristics. Therefore, a more in-depth study
on the application of wireless sensor networks in tunnelling
is of great significance for both human society and economic
development.
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With the continuous development and progress of nanotechnology, its biosensors have been widely used in biomedical
experimental teaching, and good experimental results have been achieved. Graphene, as a new nanomaterial with large surface
area, good thermal conductivity, and unique electrical conductivity, has unique advantages in the field of biosensor
preparation. Based on this, this paper will prepare the electrochemical sensor applied to biomedical experimental teaching
based on graphene, optimize the detection sensitivity and detection range of graphene electrochemical sensor based on the
corresponding experimental conditions, and improve its corresponding stability and reusability. At the level of electrochemical
activity of biosensors, this paper innovatively uses the electric AC impedance method to detect the electrochemical activity, so
as to accurately evaluate the key characteristics of biosensors. Based on the preparation of biosensors and the results of
biological experiments, this paper will design a network-based biomedical experiment teaching effect evaluation system, and
realize the basic functions of teacher-student interaction, teaching effect evaluation, sensor performance evaluation and so on.
Based on the above, the electrochemical sensor based on graphene and a conductive polymer solution is actually prepared in
this paper. At the same time, the electrocatalysis experiment is carried out based on the sensor, and the experimental teaching
effect is systematically evaluated. The experimental results show that the sensitivity of the biosensor proposed in this paper is
increased by about 10% compared with the traditional biosensor, the corresponding preparation complexity is reduced by
nearly 1/3, and the corresponding reusability is increased by 30%. Therefore, the biomedical experiment teaching effect
evaluation system proposed in this paper has good evaluation effect. It can provide accurate reference for the evaluation of
biological experiment teaching effect, so it has important value and significance.

1. Introduction

As an important means of modern biomedical experiments,
the biosensor is essentially a high-precision biosensor
formed by combining the sensitive parts of organisms and
their derivatives through physical and chemical energies. It
linearizes the intensity of the detected biological signal with
the physicochemical characteristics of the detected related
organisms and converts it into a digital signal for processing
[1, 2]. The cell biosensor is mainly composed of two parts: a
molecular factor recognition processor and an energy con-
verter, in which the corresponding energy converter is the
main core module, which essentially converts biological sig-
nals into electrical signals, optical signals, thermal signals,

and acoustic signals. In addition, molecular factors com-
monly used in biomedical experimental teaching include
the detected organisms, tissues, nucleic acids, and organelles
and corresponding biological derived materials [3–5]. The
preparation technology of biosensors includes the cross-
integration of biology, physics, chemistry, and other disci-
plines. Therefore, the corresponding biosensors in conven-
tional biomedical experiments mainly include sound
sensors, optical sensors, electrical sensors, semiconductor
sensors, and electrochemical sensors [6–8]. As the most
commonly used biosensor in biomedical experimental
teaching, electrochemical sensors are mainly divided into
cell tissue sensors, cell sensors, RNA sensors, microbial sen-
sors, and enzyme sensors [9, 10]. Electrochemical sensors
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often have the advantages of high sensitivity, fast response,
convenient operation, and miniaturization and integration
in biological teaching experiments. Therefore, it is of obvi-
ous value to study the sensor and its effect in biomedical
experimental teaching [11, 12].

As an important biological material for biosensors,
nanomaterials have unique biological detection advantages
due to their quantum size effect, surface effect, small size
effect, and macroquantum tunnel effect [13–15]. Graphene,
as a new material for preparing biosensors in nanomaterials,
has high charge carrier mobility [16]. Due to its large surface
area, high electrochemical activity, and high electron mobil-
ity, it has obvious structural advantages as an electrochemi-
cal biosensor. A conventional graphene electrochemical
biosensor can detect the dose of hydrogen peroxide with
high sensitivity, so as to fix the electrochemical behavior of
egg white matter [17]. The detection of biological glucose
can be realized by using the electron migration of graphene
derivatives between the electrode substrate and the redox
active center of glucose. The detection of dopamine similar
to a nerve substance can be realized based on microwave
plasma enhancement technology, and the biosensor technol-
ogy based on graphene can accurately detect the low concen-
tration of dopamine in the biological system. High
concentrations of interfering substances are eliminated in a
wide range. Therefore, compared with traditional sensors,
graphene-based biosensor technology can achieve high-
precision detection of dopamine and other nerve substances
and achieve good biomedical teaching experimental results
[18, 19]. In the corresponding biomedical experiment teach-
ing of deoxyribonucleotide, the detection of deoxyribonucle-
otide is very important and meaningful. The corresponding
biomedical experiment teaching effect also directly affects
the learning effect of students and reflects the teaching qual-
ity of teachers. Based on this, the excellent electrochemical
characteristics of the graphene biosensor can detect with
high precision deoxyribonucleotides and double-stranded
deoxyribonucleotides. Graphene biosensors can provide
ultrahigh-density active edge sites [20].

In view of the above corresponding research status and
existing problems, this paper focuses on the preparation
technology and application of the biosensor based on gra-
phene and systematically gives the design and implementa-
tion of the biomedical experiment effect evaluation system
and experimental verification. The specific research details
are as follows: the electrochemical sensor applied to biomed-
ical experiment teaching based on graphene is prepared and
verified to optimize the detection sensitivity and detection
range of the graphene electrochemical sensor under the cor-
responding experimental conditions and improve its corre-
sponding stability and reusability. At the level of the
electrochemical activity of the biosensor, this paper innova-
tively uses the electric AC impedance method to detect the
electrochemical activity, so as to accurately evaluate the key
characteristics of the biosensor, based on the preparation
and production of the biosensor. The advantages of the cor-
responding electrochemical analysis method are as follows:
high sensitivity. The lowest detection limit is 10-12mol/L.
High accuracy: for example, coulometric analysis and elec-

trolytic analysis have high accuracy. The former is especially
suitable for the determination of trace components, and the
latter is suitable for the determination of high content com-
ponents. Wide measuring range: potentiometric analysis and
microcoulometric analysis can be used for the determination
of trace components. Electrolytic analysis, capacitance anal-
ysis, and Coulomb analysis can be used for the analysis of
medium content components and pure substances. The
instrument and equipment are simple, the price is low, the
debugging and operation of the instrument are simple, and
it is easy to realize automation. Poor selectivity: the selectivity
of electrochemical analysis is generally poor, but the selectiv-
ity of the ion selective electrode method, polarography, and
controlled cathodic potential electrolysis method is high.
According to the different electrical quantities measured,
electrochemical analysis methods can be divided into con-
ductivity analysis, potential analysis, voltammetry and polar-
ography, and electrolysis and coulometry. Based on the
above, an electrochemical sensor based on graphene and
the conductive polymer solution is actually prepared and
tested based on the sensor electrocatalysis experiment, and
the experimental teaching effect is systematically evaluated.
The experimental results show that the biosensor proposed
in this paper has the advantages of high sensitivity, simple
preparation, and high availability. At the same time, it also
further verifies that the biomedical experimental teaching
effect evaluation system proposed in this paper has good
evaluation effect and can provide accurate information for
the evaluation of biological experimental teaching effect ref-
erence resources.

The structure of this paper is arranged as follows: the
second section of the article will analyze and study the prep-
aration technology of the biosensor and the research status
of biomedical teaching experimental effect evaluation sys-
tem; the third section of this paper will focus on the prepa-
ration technology and optimization process of the
graphene biosensor and give the design process of the bio-
medical teaching experimental effect evaluation system;the
fourth section is mainly the validation experiment and anal-
ysis; finally, this paper will be summarized.

2. Correlation Analysis: Analysis of the
Research Status of Sensor-Based Biomedical
Experimental Teaching

At present, the research on biomedical experiment teaching
based on sensors mainly focuses on the preparation technol-
ogy of the biosensor and the evaluation of the teaching effect.
At the level of biosensor preparation, a large number of
researchers and research institutions have studied and ana-
lyzed it. Relevant researchers in Asia have prepared a
graphene-based bioelectrochemical sensor based on host
guest supramolecular interaction and achieved certain
experimental results, At the same time, at the level of gra-
phene biosensor preparation, relevant Japanese scientists
have realized high-precision detection of hydrogen peroxide
based on the graphene biosensor modified by gold nanopar-
ticles. This detection technology has simplified the detection
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and has certain popularization value [21, 22]. Relevant Euro-
pean scientists have modified the glassy carbon electrode by
the interaction of gold nanoparticles and graphene, so as to
realize the high-precision detection of hydrogen peroxide.
At the same time, the biosensor has a highly flexible detec-
tion response and experimental repeatability [23]. Based on
the combination of gold nanoparticles and graphene, rele-
vant scientific institutions in the United States have
improved it. It uses gold nanoparticle clusters to modify
the corresponding electrode, so as to realize the preparation
of a semiamino acid biosensor. This biosensor successfully
improves the electron migration rate on the electrode sur-
face, greatly improves the sensitivity of the sensor, and fur-
ther improves the detection range [24]. Relevant Chinese
scientists have also conducted a lot of research on the prep-
aration of biosensors. Relevant research mainly uses the self-
assembly technology of gold nanoparticles and plasma poly-
mer deposition technology to prepare immunosensors. The
biosensor constructed based on this technology can improve
the biological activity of fixed antibodies. At the same time,
its corresponding sensor interface can be quickly activated,
and its corresponding repeatability can be improved [25].
Relevant scientists in the United States have prepared a bio-
sensor at the level of deoxyribonucleotide biological detec-
tion, which mainly uses the irregular edge characteristics of
the deoxyribonucleotide to provide high-density active edge
sites, so as to expand the detection range [26]. At the
research level of the biomedical teaching experiment effect
evaluation system, the main system technology includes
the computer network and its distributed database manage-
ment system. At the design level of the biomedical teaching
effect evaluation system, a large number of scientists and

research institutions have studied and analyzed it, and its
main experimental effect is also based on biosensor prepara-
tion technology [27].

3. Preparation of Biosensor and Design of
Biomedical Experiment Teaching
Evaluation System

This section mainly analyzes and studies the preparation
technology and optimization technology of the graphene
biosensor. At the same time, this section will also give the
design idea of the corresponding biomedical experiment
teaching evaluation system. The corresponding principle
block diagram is shown in Figure 1. As can be seen from
Figure 1, at the level of biosensor preparation, this paper
mainly prepares the electrochemical sensor applied to bio-
medical experimental teaching based on graphene, optimizes
the detection sensitivity and detection range of the graphene
electrochemical sensor based on the corresponding experi-
mental conditions, and improves its corresponding stability
and reusability. In the aspect of electrochemical activity of
biosensors, this paper innovatively uses the electrochemical
impedance method to detect the electrochemical activity,
so as to accurately evaluate the key characteristics of biosen-
sors. At the design level of the corresponding biomedical
experiment teaching evaluation system, the biomedical
experiment teaching effect evaluation system is mainly con-
structed based on the information network.

3.1. Analysis and Study on Preparation Technology of
Graphene Biosensor. In this section, the corresponding bio-
sensor in the biomedical experimental teaching system is
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designed based on graphene. Graphene and polyvinylpyrrol-
idone are used as the electrode materials of the biosensor in
the preparation process, and the electrochemical sensitivity
of the sensor prepared in this paper is optimized based on
the characteristics of this material. The water used in the
actual preparation process in this paper is distilled water.
The corresponding experimental reagents and equipment
used are shown in Table 1.

The above conditions are necessary for the preparation
of the graphene biosensor. Based on the above experimental
reagents and experimental instruments, the key part of the
preparation of the graphene biosensor is the graphene solu-
tion electrode modification process. The corresponding pro-
cess principle block diagram is shown in Figure 2. It can be
seen from Figure 2 that the graphene preparation process is
mainly divided into four key steps. Each corresponding step
has its corresponding key technology. The first step is
mainly cleaning, the corresponding second step is mainly
centrifugation, the corresponding third step is mainly drying
treatment technology, and the corresponding fourth step is
mainly modification. From Figure 2, it can be seen that the
corresponding preparation technical steps are as follows.

Step 1: continuously modify the glassy carbon electrode
with aluminum oxide powder, and continuously clean the
glassy carbon electrode with ethanol and deionized water.
After cleaning, blow dry with nitrogen.

Step 2: graphene dispersion is prepared based on
mechanical stripping of graphene, polyvinylpyrrolidone,
and corresponding ultrapure water, and uniform dispersion
is obtained by centrifugation based on this dispersion.

Step 3: based on the pipette, place the corresponding dis-
persion on the surface of the glassy carbon electrode for dry-
ing treatment.

Step 4: the electrode modification results of the graphene
solution were obtained.

In order to further optimize the electrochemical perfor-
mance of the graphene biosensor, cyclic voltammetry is used
to verify and optimize the selection of the graphene surface
area. The core significance of the optimization algorithm is
to characterize the corresponding electron mobility on the
electrode surface through the oxidation current on the glassy
carbon electrode. The electrochemical sensitivity of the gra-
phene biosensor is positively represented based on electron
mobility. In this paper, when cyclic voltammetry is used,
the linear voltage characteristic is used to continuously scan
from high voltage to low voltage and then repeatedly scan
back. The corresponding scanning function curve is shown
in Figure 3. It can be seen from the figure that the corre-
sponding detection curve includes two parts: first, when
the potential sweeps to the cathode, the detected substance
will get electrons, so that the reduction peak can be detected;
second, when the corresponding potential sweeps to the

Table 1: Experimental reagents and equipment for graphene biosensor preparation.

Serial number of
experimental equipment

Name of experimental equipment Serial number of test reagent Name of experimental reagent

1 Ultrasonic cleaning machine 1 Mechanical stripping graphene

2 Electron microscope 2 Polyvinylpyrrolidone

3 Centrifuge 3 Secondary distilled water

4 Balance 4 Sodium hydroxide

5 Precision pH meter 5 H3PO4

6 Laser spectrometer 6

7 Electrochemical workbench

1
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Figure 2: Principle block diagram of graphene solution electrode modification process.
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anode, an oxidation peak will appear. Based on this repeated
scanning, the process of continuous gain and loss of elec-
trons is realized. At this time, when the activity of the corre-
sponding detected substance is high, the corresponding two
peaks are symmetrical and the corresponding amplitude dif-
ference is small. When the activity of the corresponding sub-
stance is poor, only one corresponding oxidation or
reduction reaction will occur; thus, there is only one corre-
sponding oxidation peak and reduction peak. Therefore,
based on the above principle, the performance of the selected
biosensor can be sensitively reflected.

In order to further optimize the electrochemical perfor-
mance of the graphene biosensor, cyclic voltammetry is used
to verify and optimize the selection of the graphene surface
area. The core significance of the optimization algorithm is
to characterize the corresponding electron mobility on the

electrode surface through the oxidation current on the glassy
carbon electrode; the electrochemical sensitivity of graphene
biosensor is positively represented based on electron mobil-
ity. The corresponding electrochemical sensitivity curves of
graphene biosensors with different surface areas are shown
in Figure 4. It can be seen from Figure 4 that selecting a
larger graphene surface area is conducive to improving the
electrochemical sensitivity of the biosensor and can give full
play to the good crystal structure and catalytic performance
of graphene to the greatest extent.

3.2. Design and Analysis of Biomedical Experiment Teaching
Evaluation System. The biomedical teaching evaluation sys-
tem designed in this paper is mainly to better evaluate bio-
logical experimental teaching and reflect the practical role
of biosensors in biomedical experimental teaching. The sys-
tem designed in this paper includes five modules: sensor
data processing and analysis module, experimental informa-
tion management module, student experimental feedback
module, teacher classroom feedback module, and overall
evaluation module. The principle framework of the corre-
sponding biomedical experimental teaching evaluation sys-
tem is shown in Figure 5.

In the corresponding sensor data processing module, the
graphene biosensor prepared above is mainly used as the
medium for students to perceive biological characteristics
such as microbiological organelles, so as to help students
better understand the conceptual elements in biomedical
experiments and corresponding biomedical phenomena. By
transforming the biological information sensed by the bio-
sensor into physical signals such as electrical signals and
sending them to the computer for processing and analysis,
students can more comprehensively and intuitively under-
stand the relevant experimental steps and implementation
phenomena, so as to deeply quantify the experimental
results, so as to further improve the effect of biomedical
experimental teaching.

Et A B C

The sensor has strong activity Poor sensor activity

Fo
rw

ar
d

sc
an

ni
ng

Fo
rw

ar
d

sc
an

ni
ng

Fo
rw

ar
d

sc
an

ni
ng Reverse

scanning

Reverse

scanning

Reverse

scanning

Cycle 1 Cycle 2 Cycle n Cycle 1 Cycle 2 Cycle n

t1 t2 t3

Figure 3: Scanning function curve of cyclic voltammetry.

0

0.1 0.2 0.3 0.4 0.5 0.6
Electrical signal strength (V)

0.7 0.8 0.9 1.0

6

12

18

24

30

36

42

Se
ns

iti
vi

ty
 co

effi
ci

en
t

48

Area 1

Area 2
Area 3

Area4

Oxidation current peak signal area

Area 1>Area 2>Area 3>Area 4

Figure 4: Electrochemical sensitivity curves of graphene biosensors
with different surface areas.

5Journal of Sensors



The corresponding information system management
level mainly adopts the C/S architecture, the corresponding
physical architecture adopts the LAN form, the correspond-
ing database level adopts the dynamic database technology,
and the network communication protocol mainly adopts
the TCP/IP protocol. The information system management
module is mainly used to comprehensively manage the bio-
logical data collected by biosensors, as well as various bio-
medical experiments and the information of students and
teachers. At the same time, the information system manage-
ment module also needs to comprehensively deal with the
evaluation of students and teachers on biomedical experi-
ments and form final opinions.

The student experiment feedback module is mainly used
to provide an interface for students to timely feed back the
current biomedical experiment teaching effect. It is mainly
used to store and analyze students’ opinions and evaluation
on the experiment and also test the current experimental sit-
uation of students, Thus, students’ evaluation results of bio-
medical experimental teaching are given at the subjective
and objective levels and finally outputted to the evaluation
module for integration with teachers’ evaluation opinions.

The teacher classroom feedback module mainly provides
a subjective teaching effect evaluation interface for teachers.
It records, stores, and analyzes the teachers’ subjective eval-

uation of this biomedical teaching experiment and finally
converts it into a score calculated according to a certain pro-
portion as the evaluation index of the current biomedical
teaching experiment at the teacher level.

The overall evaluation module mainly integrates the
contents of the student experimental feedback module and
the teacher classroom feedback module for comprehensive
processing and analysis. At the same time, the results of
the comprehensive processing and analysis are displayed in
the form of final scores as the evaluation results of the cur-
rent biomedical experimental teaching.

In the security level of the whole biomedical teaching
evaluation system, this paper mainly controls the operation
of the system based on user authentication and key and real-
izes the safe operation of the system by designing hierarchi-
cal permissions for the application system.

4. Experimental Verification and Analysis

In order to verify the advantages of the graphene biosensor
prepared in this paper compared with the traditional biosen-
sor in biomedical experiments, and to verify the practicability
of the biomedical evaluation system proposed in this paper,
this section will analyze and discuss the detection experiment
and experimental effect evaluation based on tryptophan.
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The superiority of the sensor is mainly verified by ana-
lyzing its corresponding linear detection range and corre-
sponding detection limit. Based on this, experiments are
carried out on tryptophan detection solutions with different
concentrations. The corresponding experimental results are
shown in Figures 6(a) and 6(b). It can be seen from the fig-
ure that the graphene biosensor used in this paper has better
detection linearity than the traditional biosensor, and its cor-
responding detection range is also relatively wide.

In order to further verify the reproducibility advantages
of the graphene biosensor proposed in this paper, the same
modified electrode is used to measure the solution of the
same concentration for 10 times, and the corresponding bio-
sensor current signal deviation is recorded. The correspond-
ing experimental result curve is shown in Figure 7. It can be
seen from the figure that the graphene biosensor proposed in
this paper has better repeatability than the traditional bio-
sensor, and the corresponding deviation is less than 3%.

In order to reflect the advantages of this biomedical
teaching evaluation system, the teaching experiment evalua-
tion is carried out based on the tryptophan experiment, and
the corresponding evaluation index is mainly the compre-
hensive evaluation score. The evaluation effect of biomedical
experiments based on the two biosensors is shown in
Figure 8. It can be seen from the figure that the evaluation
effect of biomedical experiments based on graphene biosen-
sors is due to the similar experiments carried out by tradi-
tional biosensors.

According to the above experimental results, the sensor-
based biomedical experiment is analyzed. The main analysis
contents include the following: description of the modifica-
tion characteristics of biosensor electrode, analysis of the
advantages of the electrochemical characteristics of gra-
phene biosensor, the impact of pH on the biomedical exper-
iment, and the impact of the performance of biosensor on
the effect of biomedical teaching experiment. For the
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electrode modification characteristics of biosensors, com-
pared with ordinary biosensors, the large-area graphene bio-
sensor proposed in this paper can better adsorb and fix
biological macromolecules in biomedical experiments, so as
to promote the sensitivity of biomedical experimental detec-
tion and enable students to obtain more real detection
results; at the same time, it also provides a guarantee for
the follow-up experimental conclusions. In terms of the
advantages of the electrochemical characteristics of the gra-
phene biosensor, the above experiments further prove that
the electrochemical performance detection based on cyclic
voltammetry has higher accuracy; at the same time, the
experimental results under cyclic voltammetry further
prove that the mechanical stripping graphene correspond-
ing to the graphene biosensor proposed in this paper has
more advantages than the corresponding crystal structure
of the traditional biosensor (detection of tryptophan and
such biological experiments), and its corresponding catalytic
performance is better. In terms of the impact of pH on bio-
medical experiments, this paper does not give the experimen-
tal results in the experimental part, but it is important to
analyze the pH from the experimental process, but this paper
controls the pH of the same experiment. In terms of the per-
formance of biosensors on the effect of biomedical teaching
experiments, good biosensors play an important role in
improving the quality of biomedical teaching. Through the
introduction of biosensors with high precision, high repro-
ducibility, and fast response speed, students’ interest in learn-
ing can be significantly improved, and the reliability of
experiments and the accuracy of experimental conclusions
can be increased; at the same time, it can also provide good
teaching support for experimental teachers and improve
classroom quality.

Based on the above analysis, the graphene biosensor is
optimized, and the biomedical teaching experiment based
on the biosensor is improved, so as to further improve the
experimental teaching effect. The corresponding optimiza-
tion direction is shown in Table 2. The optimization of elec-
trode parameters in the corresponding table mainly
considers the optimization of electrode modification param-
eters to obtain high sensitivity. The optimal solution of this

parameter depends on the experimental results and analysis.
The material deposition parameters will seriously affect the
corresponding polymerization state, polymerization mor-
phology, and corresponding polymerization density on the
surface of glassy carbon electrode, which has an important
restriction on the sensitivity of the sensor. Therefore, at the
level of material deposition parameter optimization, based
on cyclic voltammetry, it is found that when the correspond-
ing electrode scanning is about 20 cycles, the corresponding
biosensor has the highest sensitivity. At the corresponding
pH optimization level, when the corresponding pH is neu-
tral or near neutral, the corresponding biosensor sensitivity
is the highest. The corresponding experimental results also
show that when the corresponding electrolyte is too acidic
or alkaline, the corresponding biosensor sensitivity will be
greatly reduced. At the corresponding polarization voltage
level, the corresponding polarization voltage will seriously
affect the detection sensitivity of the biosensor. The polariza-
tion voltage corresponding to different electrolytes needs to
be obtained through experiments. In the experiment, it is
found that the corresponding biosensor has the highest sen-
sitivity when the polarization voltage is maintained at about
0.1V. When the corresponding polarization voltage is higher
than 0.1V, the corresponding sensor sensitivity will be
greatly reduced, but the polarization voltage should not be
too small, which will affect the adequacy of the reduction
reaction of the experiment. In the aspect of biomedical
experimental teaching optimization, it is necessary to
emphasize the selection and optimization of biosensors in
the experiment, enhance the interaction between teachers
and students in the experimental process, and optimize the
biomedical experimental teaching evaluation system.

5. Conclusion

This paper mainly analyzes the research status of the biosen-
sor and its biomedical experimental teaching evaluation sys-
tem and summarizes its corresponding existing problems. In
view of the current characteristics of low precision, poor
repeatability, and unsystematic evaluation system of bio-
medical experimental teaching, this paper mainly prepares
the electrochemical sensor for biomedical experimental
teaching based on graphene and optimizes the detection sen-
sitivity and detection range of graphene electrochemical sen-
sor based on the corresponding experimental conditions; at
the same time, its corresponding stability and reusability
are improved. At the level of electrochemical activity of bio-
sensors, this paper innovatively uses the electric AC imped-
ance method to detect the electrochemical activity, so as to
accurately evaluate the key characteristics of biosensors.
Based on the preparation of biosensors and the results of
biological experiments, this paper will design a biomedical
experiment teaching effect evaluation system based on the
network and realize the basic functions of teacher-student
interaction,teaching effect evaluation, sensor performance
evaluation and so on. Based on the above, the electrochemi-
cal sensor based on graphene and conductive polymer solu-
tion is actually prepared in this paper. At the same time, the
electrocatalysis experiment is carried out based on the

Table 2: Optimization and improvement of graphene biosensor
and biomedical teaching experiment.

Optimization part Optimization level details

Optimization direction
of graphene biosensor

Optimization of electrode
modification parameters

Optimization of material deposition

pH optimization

Polarization voltage optimization

Optimization of
biomedical teaching
experiment

Selection and optimization of
biosensor

Optimization of teacher-student
interaction

Optimization of biomedical
experiment teaching evaluation

system
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sensor, and the experimental teaching effect is systematically
evaluated. The experimental results show that the biosensor
proposed in this paper has the advantages of high sensitivity,
simple preparation, and high availability; at the same time, it
also further verifies that the biomedical experimental teach-
ing effect evaluation system proposed in this paper has good
evaluation effect and can provide accurate reference for the
evaluation of biological experimental teaching effect. In the
follow-up research, this paper will focus on the accuracy of
the graphene sensor in biological detection and its corre-
sponding biomedical teaching effect in other harsh environ-
ments. At the same time, this paper will continue to study
the application of other nanomaterials in the preparation
of biosensors and continuously improve its accuracy and
repeatability.
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According to the algorithm of time difference and threshold value, this paper selects the more valuable data for motion state
recognition and selects the characteristics, respectively selects the data of the combined acceleration and the combined angular
velocity, and uses the data of the pitch angle and the roll angle more novelly. In the aspect of data preprocessing, the sliding
segmentation window method is used for feature processing, and the time domain and frequency domain features of the data
are extracted. A total of 108 dimensional features are extracted. In order to improve the calculation performance, PCA
technology is used for data dimensionality reduction. In this paper, we collected data on changes in physiological parameters
of 24 experimenters before and after exercise, collected 14 self-evaluated severely fatigued volunteers and self-evaluated severely
stressed volunteers’ resting heart rate and blood pressure data as unhealthy data samples, and collected physiological data of 14
healthy experimenters as unhealthy data samples. For healthy samples, three sets of experiments were set up to analyze the
changes of exercise heart rate, exercise blood pressure and exercise body temperature, and the effectiveness of fusion of
physiological data to improve the performance of exercise recognition and the analysis of the health status of physiological
parameters that introduce exercise interference. The experimental results show that during exercise, monitoring changes in
systolic blood pressure is more meaningful than monitoring changes in diastolic blood pressure; it verifies the effectiveness of
improving the performance of exercise recognition by fusion of physiological parameters. The addition of physiological data
can effectively improve the recognition rate of exercise. The recognition rate has been increased from 93.7% to 96.3%; the
effectiveness and applicability of the algorithm in this paper are analyzed through design experiments, and the results show
that the recognition accuracy of the algorithm in this paper is above 87%. This result has a good classification recognition rate
for a small sample.

1. Introduction

With the continuous improvement of living standards,
people’s living habits and eating habits are also changing.
Excessive diet, intake of high-calorie food, and lack of
exercise due to staying indoors for a long time are increas-
ing, causing the human body to consume too much energy
every day, leading to diseases such as obesity, high blood
pressure, and hyperlipidemia [1]. Developing a healthy
diet and taking an active part in outdoor activities can
not only enhance the body’s immunity but also consume
excess energy, so that the body’s energy supply and

demand can reach a balance [2]. Monitoring the daily
exercise status of the human body can guide people to for-
mulate a healthy and reasonable diet plan, rationally
arrange daily exercise, and improve people’s healthy living
standards [3]. There are many types of daily activities of
the human body, including running, walking, going up
and down the stairs, sitting down, standing, and many
other exercise methods. The energy consumption relation-
ship corresponding to these different daily exercises is also
different. Therefore, it is very important to monitor and
identify these daily exercises, and it is also the main
research topic of many researchers at present [4].
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The acceleration phenomenon has always existed in
human body movement; for example, daily human body
movements such as washing face, brushing teeth, walking,
running, and riding a bicycle will produce corresponding
acceleration. The use of acceleration to monitor human
motion status has received extensive attention from domes-
tic and foreign researchers [5]. The acceleration signal is the
corresponding action signal generated by the body move-
ment in the daily life of the human body. By effectively pro-
cessing this signal, it can be judged what kind of action the
human body has made [6]. With the continuous improve-
ment of microelectronic system technology, acceleration
sensors are becoming smaller and cheaper, and they have
been widely embedded in mobile phone devices, notebooks,
electronic game consoles, etc., and are based on acceleration
sensors [7]. Various studies provide a broader platform. The
human action recognition mechanism and fall detection
algorithm proposed in this paper are based on a single accel-
eration sensor [8]. Most of the current popular smartphones
and other devices have a single acceleration sensor embed-
ded, so the research in this paper has a certain practical
value [9].

Wearable health monitoring devices are often greatly
affected by the state of human movement. Through the iden-
tification and analysis of different exercise states, the real
health conditions contained in the health data can be better
mined. Recognition of human motion status has develop-
ment prospects in many fields such as health field, medical
monitoring, fall monitoring, competitive sports, and indoor
positioning. In daily life, different motion states will produce
different accelerations. Accurate identification of individual
motion states can be achieved by acquiring acceleration sig-
nals in different motion states and performing correspond-
ing preprocessing and feature identification. The rapid
development of artificial intelligence technology provides a
strong support for solving feature recognition and improv-
ing the ability to identify behaviors autonomously. Various
intelligent mobile terminal devices that are widely used con-
tain a wealth of sensors, which provide the possibility for
convenient monitoring of physiological parameters, but the
monitoring data is often greatly affected by the state of
human movement. Through the identification and analysis
of different motion states, the real physiological information
contained in the monitoring data can be better mined.

This paper uses the random forest classification algo-
rithm to classify the movement state. Using variable-scale
sliding window segmentation technology, 27 time-domain
and frequency-domain features of total acceleration, total
angular velocity, pitch angle, and roll angle are extracted,
respectively. A total of 108 features are extracted for each
action, and the PCA algorithm is used to do feature extrac-
tion. This paper collects data from 24 experimenters and
analyzes the changes in exercise heart rate, blood pressure,
and body temperature. The results show that human body
sweat evaporation and other factors lead to insignificant
changes in human body temperature monitoring values.
Exercise blood pressure changes according to a certain rule.
The above reflects the health of the human body. In predict-
ing the health status based on the physiological data of the

monitored human body’s real-time exercise status, the phys-
iological parameter health status analysis that introduces
exercise interference can be used to distinguish the changes
in the physiological parameters caused by the individual
exercise and the changes caused by the abnormal physical
health of the individual. After counting the changes in blood
pressure and heart rate of 24 experimenters, it can be con-
cluded that after 5 minutes of vigorous exercise, most of
the experimenters’ systolic blood pressure will increase to a
certain extent, but the diastolic blood pressure basically
remains unchanged or has a small extent decrease; the heart
rate rises sharply. Therefore, during exercise, it is more
meaningful to monitor changes in systolic blood pressure
than to monitor changes in diastolic blood pressure. Exercise
can lower the body’s diastolic blood pressure. In terms of
diastolic blood pressure monitoring, the overall stability of
diastolic blood pressure of female experimenters is higher
than that of men. Changes in blood pressure during exercise
can reflect the health of the human body to a certain extent,
and the changes are also related to the height and weight of
the experimenter.

2. Related Work

The multisensor strategy is to place acceleration sensors,
gyroscopes, height sensors, air pressure sensors, skin con-
ductivity sensors, heart rate sensors, etc., on the head, wrist,
waist, ankle, sole, or skeletal muscle joints of the human
body. It collects data collaboratively and uploads data to
the analysis platform in real time through data transmission
equipment such as Bluetooth. The advantage of the multi-
point arrangement is that detailed and comprehensive data
can be obtained, and the corresponding algorithm can be
used to accurately identify the complex action process. It is
often used in the fields of game modeling, athlete’s posture
analysis, and training correction. Judging from commercial-
ization results, there are many successful cases [10]. Taking
wearable devices as an example, wristbands with pedometer
functions are all the rage. The main implementation mode of
this type of product does not only analyze the data of the
motion sensor alone but also analyzes the mileage and step
frequency through the GPS function of the mobile phone
to compensate for the step error [11]. Accelerometers, gyro-
scopes, and magnetometers are generally integrated into
mobile phones. In response to the upsurge of motion recog-
nition research, many companies have introduced special
equipment for data sampling, such as Microsoft’s band2
[12].

Relevant scholars observe the impact of a six-week vir-
tual reality exercise experiment on cognitive ability [13]. In
the experiment, six weeks of virtual reality exercises such
as stretching exercises, archery exercises, and balance exer-
cises was used. The 32-lead Brain Vision Analyzer produced
by BP in Germany was used for ERP P300 evaluation. The
results showed that six weeks of virtual reality exercises
was used during exercise. Undergraduates’ cognitive ability
has a certain selective influence, and it is believed that these
selective changes should be adaptive changes to the exercise
style [14]. Related scholars have observed the effect of high-
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intensity interval training on the ability of adolescents to
exercise control [15]. Using six weeks of high-intensity inter-
val training or choosing aerobic continuous training can sig-
nificantly shorten the stroop reaction time of young
children, but the effect of the high-intensity interval training
group is significantly better than that of continuous aerobic
training.

The single-sensor strategy undergoes data processing
and algorithm recognition and outputs the judgment result
of the motion state. The data processing capacity of a single
sensor is relatively small, and although it cannot recognize
complex human movements, the recognition of walking,
running, falling, and other movements can reach a high
degree of accuracy. It is mainly used in the fields of elderly
fall detection, medical rehabilitation, exercise assistance,
and other fields.

In the research of motion recognition, the preprocessing
of accelerometer data mainly includes data transformation,
filtering, and sample collection [16]. The main purpose of
data transformation is to decompose or merge the original
data that is not convenient for analysis to obtain target
values that are beneficial for analysis or feature extraction.
At present, the main analysis object of domestic and foreign
researchers is the resultant acceleration derived from the
three-axis acceleration, and a small number of studies use
the raw data of the three-axis acceleration for comprehen-
sive analysis [17]. For data filtering, some researchers have
analyzed the influence of median filtering, moving average
filtering, and Kalman filtering on the signal [18]. At present,
the windowing method is commonly used at home and
abroad to process acceleration sampling data. Researchers
mainly conduct testing and research on the time length
and overlap ratio of windows to find the best window setting
form [19]. Other data set extraction methods include the key
event cut-off method, which is mainly a supplement to the
continuous recognition of the window method. This method
selects certain feature points as the settlement signal for the
feature value extraction of the window data, such as points
with a higher rate of change.

The motion recognition algorithm is the core of motion
recognition research [20]. The algorithms used by domestic
and foreign researchers mainly include naive Bayes algo-
rithm, K-nearest neighbor algorithm, threshold algorithm,
decision tree algorithm, random forest algorithm, SVM sup-
port vector machine algorithm, and BP neural network [21].
Among them, the decision tree algorithm is actually a tree
topology representation of the threshold algorithm, and the
entropy gain calculation of the split node is more reliable
than a single threshold. The random forest algorithm has
absorbed the naive Bayesian algorithm’s thoughts on the
probability processing of classified events and the advan-
tages of a simple and efficient decision tree algorithm [22].
The naive Bayes algorithm is highly efficient and concise,
and the time complexity and space complexity of the pro-
gram are extremely low. However, the calculation of its prior
probability requires a lot of statistical work. At present, with
the increasing popularity of machine learning and artificial
intelligence, more researchers use the BP neural network.
The BP neural network has many advantages. Related

scholars use context-aware technology to identify feedback
and optimize control of robot motion processes [23]. How-
ever, its algorithm has high complexity, high requirements
for system hardware resources, and slow speed, and the
training results are affected by many factors. At present,
the relevant literature is only seen in laboratory simulations,
and no mature products have been launched [24].

3. Method

3.1. The Overall Architecture of the Monitoring Dynamic
System. According to functional requirements, the system
needs the implementation of the data acquisition module,
low power consumption module, positioning module, sys-
tem alarm module, remote communication module, and
other software. The working mode of the dynamic system
of exercise load status monitoring is shown in Figure 1.

After the system switch is turned on and powered on, in
the main function, initialize the clock, USART, timer 2,
timer 7, IIC, MPU9250, MAX30102, SD card, and open
the MTK serial port to communicate with the remote server.
After the connection is successful, the system obtains the ini-
tial data. If the system detects that the user is not exercising,
the heart rate is normal, and there is no abnormality after
3000 times (30 s) of information monitoring, it will enter
the low power consumption mode, and no exercise status
recognition will be performed at this time; if the user is
detected in motion state, the MPU9250 interrupt pin will
wake up the STM32F4. At this time, the system enters the
high-speed motion mode. According to the acceleration,
angular velocity, attitude angle, and time difference data, it
recognizes the user’s walking, running, sitting, standing, fall-
ing danger, and falling. When the result is recognized, a flag
bit specified by the system will be returned, then send it to
MTK through the serial port, and MTK will broadcast the
corresponding action voice. At the same time, MTK will
package the corresponding signs of the corresponding action
information, positioning information, power, and other
information into the form of BSN data packets and upload
them to the server. The BSN data packet format is a data
transmission protocol defined by humans. If the user has a
fall or an abnormal heart rate, the system will give an alarm
and send its location information to the guardian in order to
get timely help. If the user is rescued in time and the alarm
state is released (press the release alarm button), then the
system will continue to enter the motion monitoring mode
and continue to work. The data package in the upload server
mode is shown in Table 1.

3.2. Feature Extraction and Selection. There are many fea-
tures that can be extracted by motion state recognition,
which are mainly divided into time domain and frequency
domain features. Time domain features (TDF) mainly refer
to the time-related features that the signal has during the
change of the signal with time; frequency domain features
(FDF) are mainly used to find some periodic signals in the
signal, and the frequency domain is mainly calculated by
Fast Fourier Transform (FFT). Taking the resultant
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acceleration data as an example, the features that can be
extracted are shown in Figure 2.

The mean value is often used to identify sitting and
standing states, while the root mean square is used to distin-
guish walking patterns, and the signal amplitude area is used
to distinguish motion to determine when the subject is
engaged in activity and when in static state. Energy and
entropy are used to distinguish different types of daily life
states. The signal amplitude vector is used to indicate the
degree of exercise intensity, and it is an important indicator
of fall detection. Standard deviation has also been widely
used for activity classification.

For a given set of signals: Y = fy1,⋯, yng, we perform
FFT transformation, where Fi is the ith component of the
Fourier transform of Y . The calculation method of each fea-
ture is as follows.

The standard deviation is

std = 1
n
〠
n

i=1
yi −meanð Þ2

" #1/2

: ð1Þ

The energy is

Energy Yð Þ = 1
n

Yn
i=1

F2
i : ð2Þ

The calculation methods of mean uamp, standard devia-
tion бamp, skewness γamp, and kurtosis ηamp of amplitude
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Figure 1: Work flow chart of the dynamic system for monitoring the exercise load state.

Table 1: Upload data package in server mode.

Frame header BSN

System ID SIM card number

1 Battery voltage level

2 Exercise status

3 GPS positioning information

4 Base station location information

5 WIFI location information

6 Battery voltage

End of frame @
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statistical characteristics are as follows:

uamp = 1
M − 1

YM−1

i=0
D ið Þ ⋅D i + 1ð Þ½ �, ð3Þ

σamp = 1
M − 1

YM−1

i=0
D ið Þ ⋅D i + 1ð Þ − uamp½ �2

( )1/2

, ð4Þ

γamp = 1
M − 1

YM−1

i=0
D ið Þ ⋅D i + 1ð Þ − uamp

σamp

� �3
, ð5Þ

ηamp = 1
M − 1

YM−1

i=0

D ið Þ ⋅D i + 1ð Þ
σamp − uamp − 1

� �2
: ð6Þ

This paper extracts the time-domain and frequency-
domain features of the combined acceleration, combined
angular velocity, pitch angle, and roll angle. 27 features are
extracted from each type of data. A total of 108 features
are extracted for each action, and these features are com-
bined into feature vectors. Each row represents a sample,
and each column represents a feature, which constitutes a
data set for motion state recognition.

3.3. Use PCA for Data Feature Extraction. After the data is
preprocessed and feature extracted, it is necessary to reduce
the dimensions of the data features, retain the most impor-
tant features, and input the machine learning algorithm for
training, which can reduce the computational overhead of
the algorithm and make the data set easier to use. Dimen-

sionality reduction is a way to retain some of the most
important features of high-dimensional data and remove
unimportant features and noise, so as to achieve the purpose
of improving the data processing speed.

Principal component analysis is a type of unsupervised
dimensionality reduction method. Its goal is to reduce a set
of N-dimensional vectors to K-dimensional and to ensure
that the variance of any two vectors is as large as possible.
In order to ensure that the two vectors represent as much
of the original information as possible, there should be no
linear correlation between the vectors. This requires the
selection of K orthogonal features, the principal compo-
nents. It is a k-dimensional feature reconstructed on the
basis of the original n-dimensional feature. This is to find a
set of mutually orthogonal principal components in turn
from the original space.

The first principal component selects the direction with
the largest variance in the original data, and the second prin-
cipal component selects the direction with the second largest
variance in the data. For the third principal component, we
choose the plane with the largest variance on the planes
orthogonal to the directions of the first and second principal
components. By analogy, K principal components are
selected.

The variance is mainly contained in the K principal
components, and the variance of the remaining principal
components is almost zero. Therefore, we use K principal
components to transform the original data into a new space,
realizing dimensionality reduction of data features.

Through PCA dimensionality reduction, the percentage
of the total variance of each principal component in the
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Figure 2: Schematic diagram of feature extraction of acceleration data.
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feature matrix can be calculated, that is, the contribution
rate. The percentage of the total variance of the first few
principal components is called the cumulative contribution
rate. In general, the first few principal components whose
cumulative contribution rate reaches 90% are selected to
ensure that all important feature information is included.
In addition, the included noise and irrelevant information
are removed to make the data clearer.

3.4. Recognition of Exercise Load State Based on Random
Forest. This paper chooses the random forest (RF) classifier
as the algorithm of motion state recognition. Random forest
is an ensemble learning algorithm, it belongs to the bagging
type, and the bagging structure is shown in Figure 3. It
mainly combines multiple weak classifiers, and each classi-
fier votes to get the final result. A random forest is actually
a classifier with multiple decision trees, and each decision
tree is not related. When the data to be tested enters the ran-
dom forest, each tree in it will be classified, and the output
category is determined by the mode of the output results
of some trees; the final classification result in all decision
trees is the final classification. Because “random” can make
it have the ability to resist overfitting and “forest” makes it
more accurate, it can achieve a good classification effect.

Suppose that the set S contains n different samples fx1
, x2,⋯, xng. If one sample is randomly selected from the
set S each time and it is sampling with replacement, a total
of n times are drawn, and the new set S ∗ is formed. Then,
the probability that a certain sample xi ði = 1, 2,⋯, nÞ is
not included in the set S ∗ is

p = 1 − 1
n

� �n

: ð7Þ

When n tends to infinity,

limp
n⇒+∞

= lim 1 − 1
n

� �n+1

n⇒+∞

= e−1 ⟶ 0:368: ð8Þ

Therefore, although the total number of samples in the
new set is equal to that in the original set, the new set is
obtained by randomly sampling S samples with replacement
n times, so it may have duplicate samples. If the duplicate
samples are removed, the new set contains 0.63 samples in
the original set.

The random forest algorithm is based on the bootstrap
method of resampling to generate multiple training sets,
and when constructing the decision tree, a method of ran-
domly selecting a split attribute set is used. When inputting
the feature matrix into the classifier, each sample in the
training set and the test set needs to be labeled with a corre-
sponding label for subsequent recognition.

4. System Test and Result Analysis

4.1. Data Preprocessing. The data includes three-axis acceler-
ation, three-axis angular velocity, three-axis magnetometer,
and attitude angle. The motion data used in this article

mainly includes the combined acceleration, combined angu-
lar velocity, pitch angle, and roll angle, which can better
reflect the human body’s movements. However, the data col-
lected is a period of time, and the amount of information is
relatively large, which is not conducive to subsequent feature
extraction. Therefore, window segmentation is required; that
is, given a time series and a limited sample set characterized
by time points, the sample set is divided into segments (win-
dows) of continuous samples between two time points a and
b. These two time points are internally homogeneous for the
program.

How to determine the segmentation window is a key
issue when performing window segmentation. For example,
activities with a relatively short duration, such as sitting
down, cannot be effectively recognized if the window is too
long or too short. In fact, many classification errors in
motion state recognition are caused by improper selection
of the size of the segmentation window. If the window is
too short, it may not cover the span of an action. If the win-
dow is too long, it may overlap two unrelated activities. This
article uses sliding window segmentation technology and
takes different sliding windows F according to different
actions. Each sliding step F/2 means that each window seg-
mentation will have a 50% overlap rate for the previous time
window. This ensures that each action has better integrity. In
this article, according to the different actions and the col-
lected data analysis, the window chooses 100 and 200, such
as falling, sitting, and standing. It takes about 2 s for the
completeness of the data, so the segmentation window is
selected as 200. It takes about 1 s to go upstairs, go down-
stairs, and stand still, so the split window is selected as
100, as shown in Figure 4. It can be seen that when the slid-
ing window is selected as 100, the integrity of the action will
not be destroyed.

4.2. Exercise Heart Rate and Exercise Blood Pressure
Monitoring Test. Before the measurement, the experimenter
should avoid strenuous exercise, keep calm, and conduct the
experiment in a quiet environment. The experimenter needs
to fill in basic personal information, including gender, age,
height, and weight, and needs to clearly inform whether he
has cardiovascular-related diseases and whether he has any
medication records in the near future. After completing the
basic information collection, it needs to wear the collection
equipment correctly. We collect ECG signals, PPG signals,
and blood pressure signals. After wearing the equipment
correctly, first, we ask each experimenter to stay calm and
maintain a resting state for 1 minute. After 1 minute, we
record the physiological data within one minute, in which
blood pressure is measured three times repeatedly, and use
an electronic thermometer to measure the experimenter’s
resting state before exercise.

After the initial data collection is completed, take off the
measurement equipment worn and exercise vigorously for 5
minutes in a running state. After finishing the exercise, the
experimenter wears the measuring equipment again and
immediately starts data collection in the same way as the ini-
tial data collection. We record the changes of data every 2
minutes until the measured values are basically stable.
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This section focuses on the analysis of the changes in the
blood pressure of the experimenter before and after exercise.
A total of 24 experimenter sample data were collected, and
the measurement data of one experimenter was randomly
selected as an example for analysis and explanation.
Table 2 shows the systolic blood pressure, diastolic blood
pressure, and heart rate of the first experimenter before
and after exercise and after recovery. It can be seen from
Table 1 that after 5 minutes of strenuous exercise, both
blood pressure and heart rate values will change signifi-
cantly, and after 10 minutes of rest recovery, the measured
data basically return to a stable state.

After statistical analysis, it is found that using a forehead
thermometer to measure human body temperature before
and after exercise, the value of the change is small. The main
reason is that the selected experimental environment is rela-
tively open, the body surface temperature is greatly affected
by the environment, and the human body sweat evaporation
and other factors lead to the human body temperature. The
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Figure 3: Bagging structure.
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Table 2: Measurement data of the first experimenter.

Motion state
HR

(bpm)
T
(°C)

SBP (mm
Hg)

DBP (mm
Hg)

Resting state before
exercise

90.2 36.1 113.1 69.1

93.3 35.9 111.4 68.1

91.0 36.2 115.1 68.3

After exercise

119.1 36.3 129.3 67.1

117.4 36.1 128.1 65.3

118.1 36.4 129.3 68.1

Resting after exercise

109.1 36.4 116.1 71.2

105.0 36.3 114.1 69.3

108.1 36.5 118.3 70.1
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monitoring value has not changed significantly. After statis-
tical analysis, it is found that the blood pressure changes of
the 24 experimenters can be divided into three categories:
(1) after exercise, the systolic blood pressure increased while
the diastolic blood pressure decreased; (2) the systolic blood
pressure decreased after exercise, while the diastolic blood

pressure increased; (3) the diastolic blood pressure increased
after exercise, while the diastolic blood pressure did not
change significantly.

The two situations (1) and (2) mostly occurred in young
male experimenters, and situation (3) occurred more fre-
quently in young female experimenters. Among them, the
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Figure 5: Normalized SBP, DBP, and HR changes of male and female experimenters before and after exercise.
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normalized diastolic blood pressure, systolic blood pressure,
and heart rate changes of male and female healthy experi-
menters before and after exercise are shown in Figure 5.

Through analyzing the data, it is found that after 5
minutes of vigorous exercise, the experimenter’s diastolic
blood pressure dropped from 75mmHg to 65mmHg, sys-
tolic blood pressure rose from 120mmHg to 136mmHg,
and heart rate rose from 89 bpm at rest to 130 bpm. After
5 minutes of rest, the experimenter’s heart rate began to
recover, and the diastolic blood pressure increased, and the
systolic blood pressure also began to show a downward
trend; after 10 minutes of rest, the diastolic and systolic
blood pressure basically returned to their preexercise state.
The waveform characteristics of the pulse wave before and
after the exercise of this experimenter were collected syn-
chronously as shown in Figure 6. Figure 6 shows the pulse
wave waveform feature points in the resting state before
exercise and the distribution of waveform feature points
after strenuous exercise.

It can be seen from the pulse wave waveform that the
wave crest becomes narrower, the pulse rate increases, and
the myocardial contractility is strengthened, resulting in an
increase in the heart rate. Therefore, it can be seen that exer-
cise leads to faster heart rate, increased myocardial contrac-
tility, increased cardiac output, and a certain increase in
systolic blood pressure. After exercise, the vascular muscles
relax, the peripheral blood vessels dilate, the diameter of
the blood vessels increases, and the resistance decreases,
which leads to a decrease in diastolic blood pressure. How-
ever, in the test, it was also found that after strenuous exer-
cise of the same intensity, the blood pressure of some
experimenters was opposite to the above phenomenon.
Compared with the resting state before exercise, the systolic
blood pressure decreased to a certain extent, and the dia-
stolic blood pressure increased.

4.3. Motion Recognition and Monitoring Incorporating
Multiple Physiological Characteristic Parameters. In this sec-

tion, the physiological data and acceleration data of 12 peo-
ple standing, squatting, jumping, walking, running, going
upstairs, and going downstairs were collected. All 12 people
were healthy and free of cardiovascular disease. There was
no disease and no disease in the week before the test. We
take medication records, and they sleep well and did not stay
up late three days before the test. We collect acceleration
data worn on the waist of a person wearing physiological sig-
nal measurement equipment during exercise. The data
includes ECG signals, blood pressure data, and body temper-
ature data.

Before the measurement of each set of exercise data, the
experimenter should avoid strenuous exercise and maintain
a resting state for 5 minutes. It is necessary to correctly wear
a belt-type ECG and acceleration sensor, which can collect
ECG signals and acceleration data synchronously, and cor-
rectly wear a finger clip blood pressure measuring instru-
ment, which can realize the measurement of blood
pressure data during exercise. We perform zero calibration
on the acceleration sensor node fixed in the middle of the
waist. After being worn correctly, we collected the physio-
logical data and acceleration data of the experimenter in a
standing state and recorded it. Each exercise lasts for three
minutes, and there are at least 10 rests between the two
exercises.

In this section, we will focus on the effectiveness of using
physiological data to recognize exercise status. This section
introduces blood pressure and heart rate data, mainly dis-
cussing the effectiveness of physiological data to improve
the performance of exercise recognition. To this end, this
section conducts a comparative experiment: only uses accel-
eration data to recognize sports and uses acceleration data,
blood pressure data, and heart rate data to recognize sports.
We select 7 experimenters with representative data changes
among 12 experimenters for analysis and record the changes
of systolic blood pressure, diastolic blood pressure, and heart
rate obtained by 7 experimenters after 7 exercises, ECG sig-
nal, and acceleration during exercise. In this paper, the RF
classification algorithm is used to identify the movement.
Figure 7 records the heart rate changes of one of the exper-
imenters during the six exercises. From the data waveform
in the figure, it can be seen that the amplitude of the change
of the different action data waveforms is obviously different,
which verifies the effectiveness of the physiological data to
improve the performance of motion state recognition from
the data layer.

In this group of experiments, the acceleration data
adopts the same set of data samples. The data in the first
20 seconds of the heart rate is eliminated, and the data
within 50~230 seconds is selected for analysis. The data col-
lection frequency of the ECG equipment is 360Hz, and the
data collection frequency of the acceleration sensor is
60Hz. The sample data is intercepted for 5 seconds. There
are 4000 sampling points for ECG data and 220 sampling
points for acceleration data. A total of 3000 sets of sample
data are obtained. 80% of the data is selected for training
and 20% for testing. The results of random forest exercise
load status monitoring and recognition are shown in
Figure 8. It can be seen from the figure that when
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recognizing motion based on acceleration data, adding phys-
iological data can effectively improve the recognition rate of
the motion state.

4.4. Introducing Physiological Parameter Health
Monitoring of Exercise Interference

4.4.1. Analysis of the Effectiveness of the Algorithm. We ran-
domly selected a severe fatigue experimenter and collected
resting heart rate and blood pressure data in the experi-
menter’s fatigue state. Data was collected every 10 minutes
for three minutes each, and a total of 6 sets of data were col-
lected. Resting heart rate and blood pressure data were mea-
sured in 6 groups of subjects with unhealthy physiological
parameters. In addition, the acceleration data in the station-

ary state was measured. After the experimenter returned to
the awake state, the acceleration data and physiological
parameter data in the six exercise states were collected as
the data of the healthy group.

We select 216 groups of unhealthy samples
(1 person × 6 times × 180 seconds/5 seconds) and select the
same number of healthy samples. The classification results
are shown in Table 3.

It can be seen from Table 2 that the recognition accuracy
of the positive class of the designed classifier is above 89%.
For a small sample, the classification recognition rate is
ideal. It can be used for doctors or professionals to predict
the health status; it can be used to distinguish whether the
change of individual physiological parameters is caused by
exercise or due to abnormal health of the individual. For
example, it can be extended to actual application scenarios
to analyze based on a large amount of accurate data.

4.4.2. Analysis of the Applicability of the Algorithm. In this
section, the resting heart rate and blood pressure data of
10 severe fatigue experimenters and 4 self-evaluated severe
stress experimenters were collected. The data of 14
unhealthy samples were measured to collect the resting heart
rate and blood pressure data of the experimenter, as well as
the acceleration data in the resting state. The data of the
healthy group was collected from the awake state and
relaxed state of 14 experimenters as healthy samples. We
select 1176 groups of healthy samples
(14 people × 7 actions × 60 seconds/5 seconds) and also
select 1176 groups of unhealthy samples. The classification
results are shown in Table 4.

It can be seen from Table 3 that the recognition accuracy
rate of the positive class is above 87%. At the same time,
comparing the effectiveness of the algorithm, it can be seen
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Table 3: Effectiveness classification results.

Recognition rate (%)
Healthy
sample

Unhealthy
sample

Actual
sample

Healthy sample 90.2 6.7

Unhealthy
sample

9.8 93.3

Table 4: Applicability classification results.

Recognition rate (%)
Healthy
sample

Unhealthy
sample

Actual
sample

Healthy sample 91.6 7.9

Unhealthy
sample

8.4 92.1
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that the recognition accuracy rate of this group of experi-
ments is slightly lower, but it is also above 87%. Considering
the experimenter differences in height, weight, gender, etc.,
the correct rate is within a controllable range. It shows that
the algorithm in this paper is applicable to different
experimenters.

5. Conclusion

In this paper, a random forest classification algorithm is
selected to classify the motion state. The 27 time-domain
and frequency-domain features of the human body’s com-
bined acceleration, combined angular velocity, pitch angle,
and roll angle are, respectively, extracted to form a 108-
dimensional feature vector; when extracting features, a slid-
ing window segmentation method is used for feature extrac-
tion. Different actions use appropriate sliding windows to
ensure the integrity of each action; the PCA dimensionality
reduction method is used to optimize the feature matrix to
make the data set cleaner and more concise and improve
the calculation performance. This article sets up three sets
of experiments to collect data from 24 people to study the
changes in exercise heart rate, blood pressure, and body tem-
perature, collect data from 12 people to analyze the effective-
ness of fusion of physiological parameters to improve the
recognition rate of exercise, and collect data from 14 people
to discuss the physiological parameters that introduce exer-
cise interference. The experimental results show that motion
recognition with physiological features can effectively
improve the recognition rate of motion, and the average rec-
ognition rate is increased from 94.8% to 95.7%; the recogni-
tion accuracy of the SVM-based blood pressure and heart
rate abnormality judgment algorithm is more than 87%.
This paper uses a depth camera to obtain depth images to
build a human knee joint motion data set and uses neural
networks to realize the training of the motion model and
the positioning of the main human joints, but there is still
a deviation from the motion data obtained by the wearable
device. There are two main reasons for this situation: one
is that the existing data set is not complete; the other is that
the performance of the neural network structure is not
strong enough. In order to avoid the shortcomings of the
above basic work, the number of samples for the data set
can continue to be expanded, including the number of peo-
ple collected and the number of images, and the network
structure can be further optimized. By adjusting the struc-
ture and parameter settings, a fast and accurate motion
model can be trained. At present, the collection of accelera-
tion sensor data and multiphysiological parameter data can-
not be synchronized online and can only be synchronized
offline. Next, we will build an integrated motion data and
physiological data collection system.
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With the acceleration of urbanization, people living in cities have a fast pace of life, great work pressure, and difficult to form a
regular work and rest. As an emerging industry, indoor greening began to develop rapidly, which is of great significance to
increase the area of urban green space and improve the living environment in a specific range. Aiming at the contradiction
between urban resources and demand, the existing indoor greening automatic management system is studied, and an indoor
greening intelligent management system based on wireless sensor network is designed. After careful study of indoor greening
and wireless sensor technology, the design scheme is obtained by comprehensively considering the factors of intelligent
management and resource saving. The hardware and software are designed from four parts: acquisition end, control end,
gateway, and host computer. The plant growth environment parameters such as light intensity are obtained in real time. Using
analytic hierarchy process and fuzzy comprehensive evaluation method to evaluate and analyze the plant growth environment,
it can collect the relevant data of light, temperature, humidity, gas, and soil in real time and transmit the collected data to the
host computer through wireless sensor network. The quantitative environmental suitability index is put forward, and the
intelligent management of indoor greening plants is realized through the feedback control system. This topic combines wireless
sensor technology with indoor greening, which can provide a new application field for the existing indoor greening. Once
mature products are launched into the market, it can save time and energy for people to raise plants and better beautify and
optimize the living environment.

1. Introduction

Indoor greening refers to the use of foliage plants and other
ornamental materials to break the monotony of the indoor
environment, adjust the indoor temperature and humidity,
purify the air, and create a vibrant, beautiful, and
comfortable indoor environment. Indoor greening mainly
adopts three types of plants, namely, foliage plants, bonsai,
and potted flowers [1]. The leaf of foliage plants is the main
ornamental part, or the leaf shape is strange, or the leaf color
is beautiful and has low requirements for sunlight and
simple management, which is very popular all over the
world [2]. Bonsai is a traditional Chinese art with high
ornamental value, but it needs careful maintenance and high
cost. It is mostly used for rent. Potted flowers have good
decorative effect. Because they have high requirements for

light and need more care, they are mostly used in festivals
to set off the festival atmosphere. Indoor greening can
absorb poison gas, relieve mood, and beautify the room,
and the indoor space has the function of reconstruction
[3]. Indoor plants can absorb harmful toxic gases emitted
by household appliances and plastic products, such as
carbon monoxide and nitrogen peroxide. Indoor plants can
make people feel relaxed, regulate people’s optic nerve and
heart rhythm, and alleviate neurological fatigue. Indoor
greening can beautify the room, make the room present
the beauty of artistic conception and art, and make the
indoor atmosphere more flexible [4]. It is an indispensable
part of indoor decoration. The size and height of indoor
plants can adjust the sense of proportion of space, and the
flower walls, flower pools, and potted plants placed indoors
can separate the room into small spaces that are both
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transparent and slightly hidden, so as to achieve the effect of
mutual integration [5]. Naturally, people living in downtown
areas yearn for a comfortable, quiet, natural, and harmoni-
ous living environment, so they begin to greening the
environment to varying degrees [6]. As an emerging indus-
try, indoor greening began to develop rapidly, which is of
great significance to increase the area of urban green space
and improve the living environment in a specific range. In
recent years, some cities have frequently held family
greening and decoration design competitions, family
gardening seminars, exchange meetings, and other activities,
which have greatly inspired people’s enthusiasm for family
gardening activities [7].

Since the 21st century, wireless sensor network (WSN) has
developed rapidly under the leadership of wireless communi-
cation technology. WSN network researchers have also
successfully developed micro sensor nodes with low power
consumption, low cost, and wireless communication capabil-
ity. Therefore, it is possible to build a low-cost WSN network.
At the same time, with the development and progress of
society, WSN network has a significant application demand
in the fields of ecological protection, energy conservation
and emission reduction, and modern services [8]. People’s
application needs for the network show diversity and continue
to move closer to the direction of personalization and intelli-
gence. The current network structure has the coexistence of
a variety of heterogeneous network coverage and complex
and diverse access technologies. The limitations of this
network organization structure are constantly expanding,
making heterogeneous network interconnection, that is,
heterogeneous network integration, become the main
direction of the development of the next generation network.
The interconnection and interworking of heterogeneous net-
works and the cooperative work of network nodes are also
an important topic that must be solved in the research process
of next generation networks [9]. At present, the problems of
small coverage and limited network capacity are gradually
emerging in wireless networks. The emergence of
heterogeneous wireless network integration technology not
only solves the limitations of existing networks but also
becomes an effective means for network terminal nodes to
provide network access services anytime and anywhere and
mobile computing power. Moreover, this technology has
attracted the continuous attention of people from all walks
of life [10]. It has great development potential in various
application fields in the future. As a new generation of wireless
network technology, wireless sensor network integrates
computer technology, wireless communication technology,
intelligent embedded technology, and sensor technology. In
the monitoring area, the staff scatter the sensor nodes freely
[11]. These sensor nodes are automatically built into a WSN
network through self-organization. The network can complete
the collection, transmission, processing, and transmission of
the physical parameters of the perceived objects in the
monitoring area [12]. The WSN wireless sensor network
finally transmits the perceived physical information to the
host computer monitoring software and provides decision
support for users. Because the sensor nodes scattered in the
monitoring area can form communication links through

self-organization, WSN network does not have high require-
ments for infrastructure construction. Even without
infrastructure construction, nodes work together to complete
the information acquisition process of sensing objects [13].
A large number of sensors deployed in the monitoring area
are single nodes. In addition to the functions of sensing object
information acquisition and data processing, it can also
process the information transmitted from adjacent nodes for
simple dump and processing [14]. However, due to the limita-
tions of low microprocessor processing rate, limited storage
space, and limited energy supply, the communication ability
of sensor nodes is relatively weak [15]. Therefore, we cannot
rely on a single sensor node to complete the task of collecting,
processing, and transmitting the information of the monitor-
ing area, so we need to cooperate with adjacent nodes to pro-
cess the information of the sensing object and finally transfer
the sensing object information to users to provide decision
support [16]. Intelligent control is a control mode with intelli-
gent information processing, intelligent information feedback,
and intelligent control decision-making. It is an advanced
stage of the development of control theory. It is mainly used
to solve the control problems of complex systems that are
difficult to be solved by traditional methods. The main
characteristics of intelligent control research object are
uncertain mathematical model, high nonlinearity, and
complex task requirements.

Through research and practice, this paper applies wire-
less sensor technology to indoor greening and develops
indoor greening application module in command and
control system. In addition, this paper also uses wireless
sensor technology to develop a convenient, intelligent and
cost-effective maintenance management control system
suitable for family greening, so as to realize the intelligent
management and control of humidity, light, temperature
and landscape lights.

The rest of this article is organized as follows. Section 2
discusses related work. Section 3 introduces the experimental
method. Section 4 analyzes the results. Section 5 gives the
conclusion.

2. Related Work

Indoor greening and decoration refer to the use of ornamen-
tal materials based on indoor foliage plants in accordance
with the characteristics of the indoor environment,
combined with people’s daily needs, to beautify the utensils
and places used. This kind of beautification decoration is
based on the needs of people’s material and spiritual life.
The entire indoor environment is designed, decorated, and
arranged to integrate indoor and outdoor, reflecting the
combination of dynamic and static and achieving the
integration of people, indoor environment, and nature.
Harmony and unity, it is an important breakthrough in
traditional architectural decoration. Indoor greening and
decoration refer to the use of ornamental materials based
on indoor foliage plants in accordance with the characteris-
tics of the indoor environment, combined with people’s
daily needs, to beautify the utensils and places used. This
kind of beautification decoration is based on the needs of
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people’s material and spiritual life and is designed,
decorated, and arranged in line with the entire indoor
environment, so that indoor and outdoor are integrated,
reflecting the combination of dynamic and static and reach-
ing people, indoor environment, and nature. It is an
important breakthrough in traditional architectural decora-
tion. In the field of agriculture, wireless sensor networks
can be used to monitor the environment and soil moisture
in orchards, vegetable gardens, greenhouses, greenhouses,
and other places in real time, so as to realize the functions
of automatic collection, wireless transmission, real-time
monitoring, network release, and remote monitoring of soil
moisture information in farmland, orchards, and nurseries
and formulate management plans for producers [17, 18].
Wireless sensor network can quickly and effectively obtain
soil moisture information and transmit information with
low cost and high reliability, which is helpful to scientific
planting and improve yield [19]. Air humidity, temperature,
ambient light intensity, CO2 concentration, water content in
soil, pH value, etc. are important parameters for monitoring
[20]. At present, researchers have developed and designed a
variety of wireless sensor network monitoring systems using
different technologies and methods to monitor the field,
orchard, vegetable greenhouse, and greenhouse environment
in real time [21]. Si and Yang [22] developed the remote
monitoring system of citrus orchard soil and realized the
remote and real-time monitoring of citrus orchard by using
XBee PRO module with ZigBee wireless data transceiver.
Shao et al. [23] developed and designed a low-power green-
house monitoring system based on ZigBee, which can
accurately collect environmental information such as illumi-
nation, air temperature and humidity, soil moisture, and
carbon dioxide concentration in the greenhouse and well
avoid the problems of complex construction, many lines,
and difficult maintenance in the traditional greenhouse
wired monitoring system [24]. Alsamhi et al. [25] use
wireless sensor network to collect soil moisture content in
each irrigation area of farmland, analyze and process the
collected data, and formulate water use plan by using correct
prediction and decision-making methods. Agricultural
irrigation accounts for 70% of China’s total water
consumption. Wireless sensor network realizes automatic
water saving and energy saving through environmental
monitoring and can build an efficient, low energy
consumption, low investment, and multifunctional agricul-
tural water-saving irrigation platform. Jing et al. [26] studied
farmland information collection and automatic drip irriga-
tion based on ZigBee technology and implemented zoned
precision irrigation on farmland by collecting information
such as plant soil humidity, ambient temperature, and light
intensity. Odiyur et al. [27] used ZigBee wireless
communication technology to design the garden automatic
water-saving irrigation system, which can collect the soil
temperature and humidity in the garden and control the
sprinkler and drip irrigation valves according to the temper-
ature and humidity. Bai et al. [28] used GSM network to
send short message instructions through mobile phone to
realize micro irrigation remote control of garden ornamental
plants. Mobile phone keys or short message instructions can

start and stop irrigation. Han et al. [29] used ZigBee wireless
sensor network and GPRS network to design and develop a
water-saving irrigation control system based on CC2530
and MSP430 to automatically carry out farmland water-
saving irrigation according to the collected soil moisture
content information.

3. Experimental Method

3.1. Principles of Indoor Greening and Construction of
Wireless Sensor Network. The automatic maintenance sys-
tem of indoor greening is different from the widely used
farmland intelligent irrigation system and the artificial cli-
mate room used in the laboratory. Although they all control
the three factors of light, humidity, and temperature, they
also pay attention to the requirements of multiple systems
due to different application fields and purposes. Farmland
conservation focuses on income, and laboratory scientific
research conservation focuses on accuracy. However, indoor
greening is based on the premise of facilitating home and
improving the living environment. The maintenance system
needs to be integrated with the home environment to meet
people’s needs in beauty and convenience. In order to make
rational use of resources, the accuracy control can be relaxed
appropriately. Many horticultural lovers like plants, but they
do not easily try to raise plants. Many people move plants
from flower shops to their homes and soon dry up. Some
people can feed for a few months, while others can only feed
for a week or two. Raising plants is a difficult problem for
many people. First, people lack plant knowledge.

In addition, plant conservation needs long-term careful
care. Plants are different from pets. Pets can be called and
spoiled. Plants are different. They only grow quietly and
are easy to be ignored. The pace of modern life is too fast,
people’s energy is very scattered, and it is easier to forget
to maintain the flowers and plants at home. Although many
people clearly know the benefits of plants to mankind, they
still flinch. Therefore, the first problem to be solved by the
maintenance system is to realize automatic maintenance,
share worries for growers, and make indoor greening simple.

The indoor greening maintenance system is applied to
home life without professional maintenance, which requires
the system to have high stability and long-lasting durability.
Due to the wide geographical distribution of family horticul-
ture and different climates in different regions, for example,
families in tropical areas do not need to consider the prob-
lem of cold protection, and there is no need to take lighting
supplement measures for maintenance under full light.

The planting sites are free to play by the head of house-
hold, and the climatic environment is different. Different
families carry out horticultural activities on different scales,
and their living areas are large and small, and some species
are few. Only plants are planted on the balcony, with small
area and concentration. Some are arranged with greening
on the villa roof, courtyard, and indoor. The area to be man-
aged is large and scattered. This requires that the system has
different configurations, and the acquisition end and control
end can be expanded and reduced according to the needs to
adapt to different home gardening scenarios. Therefore, the
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system is required to have good scalability and reassembly,
so as to be applied to different home environments.

Wireless sensor network applications are characterized
by low cost, low power consumption, and wide range. It is
a special ad hoc network composed of sink node, task
management node, and sensor node. In the monitoring area,
these nodes are deployed effectively, and the physical
quantities to be measured are collected, recorded, and
analyzed in real time and continuously, so as to complete
real-time control. Sensor node is usually a micro embedded
system with relatively weak storage, communication, and
data processing capabilities. Its main task is to collect data.
Wireless sensor network system adopts hierarchical
structure, which is composed of network management plat-
form, network communication protocol, and application
support platform. A typical wireless sensor network
structure is shown in Figure 1.

3.2. Architecture Design of Indoor Greening Intelligent
Control System. The indoor greening automatic control
system is divided into five parts: acquisition terminal,
control terminal, gateway, host computer, and wireless
communication network. In the system, the acquisition
terminal is equivalent to nerve endings, which is responsible
for feeling “stimulation” and transmitting perceptual
information to the host computer. Wireless communication
network is equivalent to neural network, which provides a
channel for the transmission of information. Gateway is
the hub, which can receive and convert information and
connect the host computer and other ports. The upper
computer is the brain of the whole system, which is

responsible for receiving signals, making final accounts and
issuing commands. The control end is equivalent to muscle
tissue, which is used to realize the command of the system
and make practical operation. The system architecture is
shown in Figure 2.

The acquisition terminal of the system includes the
acquisition of three parameters: humidity, temperature,
and light. The wireless sensor network adopts nRF24L01.
The gateway adopts a simple gateway, which only performs
data conversion without data processing. Its main function
is to connect the nRF24L01 network with the host computer.
The upper computer uses LabVIEW to design the virtual
instrument, which is responsible for data calculation and
judgment. It is a bridge between the acquisition end and
the control end. The control end mainly includes watering
control, cooling control, lighting control, and landscape
lamp control. It also communicates with the host computer
through the gateway.

3.3. Design of Acquisition Terminal of Intelligent Control
System. The sensor senses physical information and
generates measurable electrical signals. It is a necessary
device for parameter detection in the control system. The
information of various parameters in the system can be
obtained through the sensor. The accuracy of the informa-
tion is directly related to the measurement accuracy and
control accuracy of the whole system, so as to further rea-
sonably control the plant growth parameters according to
the growth requirements of various plants, so that the plants
can grow smoothly. Selecting appropriate sensors is the pre-
mise and foundation of automatic control. The information
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collected by the home gardening maintenance system
mainly includes light intensity, soil humidity, and
temperature. The information is collected through photo-
sensitive sensing resistance, temperature sensor, and soil
humidity sensor. The selection of the sensor at the acquisi-
tion end determines the implementation mode of the
acquisition module, affects the complexity of the circuit
and program, and also affects the overall performance of
the system in operation.

The software design of the acquisition end is relatively
simple compared with the control end. Mainly, the informa-
tion can be uploaded after receiving the acquisition
command of the upper computer, which can be realized
through C51 programming of the single chip microcom-
puter. In addition, it can also realize the recognition of three
types of sensing data and the processing of corresponding
sensing data, including AD conversion and hexadecimal
conversion. The outputs of soil moisture sensor and
photosensitive sensor are analog signals. Before data
processing, the analog signals must be transformed into dig-
ital signals for transmission and calculation. AD conversion
is divided into parallel comparison type and feedback com-
parison type. There is no accurate digital soil moisture sen-
sor module in the market. This design uses an ordinary
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Figure 2: Indoor greening intelligent maintenance system structure diagram.
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analog output soil moisture sensor, model yl-69. Two types
of substrates, water moss and yellow soil, are used for
verification. The test method is to water the dried substrate
one by one, measure the sensor output every time, and
observe the appearance change of the substrate until the
water content of the substrate reaches saturation, and the
sensor output will not change.

By detecting the moisture of two substrates of water
moss and yellow soil, it is concluded that the output of yl-
69 soil moisture sensor is roughly the same as that of yellow
soil. With the increase of humidity, the output voltage of the
sensor decreases. When dry yellow soil and yellow soil are
used for detection, the output voltage is 11.0V, which is
the same as the output of detection air. When wet yellow soil
and yellow soil are detected, the output voltage is less than
1.5V, which is the same as the output of detection pure
water. As shown in Figure 3. Similarly, with the increase of
the humidity of the yellow soil, the output voltage of the
sensor decreases. It is observed that when the yellow soil is
relatively wet, the output voltage is about 5V. When the
output voltage drops to about 2.0V, the yellow soil is
obviously wet, and there is water exposed at the lower part
of the flower pot below 1.5V. Due to the different water

retention between yellow soil and water moss, there are
slight differences in the calibration process. For example,
the water demand of yellow soil is larger, and the change
of output voltage is slower.

3.4. Design of Intelligent System Control Terminal. The soft-
ware design determines whether the automatic control of
various functions can be realized. In the wireless transceiver
protocol, watering, spraying, lighting, and landscape lighting
controllers all have their own command formats. Various
controllers send or receive commands in their own format
to achieve control effectiveness. And each controller has a
switch to set the address; that is, there can be multiple
control areas. For example, if a family has a balcony and
indoor green space, two watering controllers with different
addresses can be used to control watering, and the upper
computer can distinguish the area where the controller is
located. Under specific needs, users can flexibly choose to
control one or more locations. However, the maximum
capacity of nodes in a system is 256, which is sufficient for
indoor greening.

Watering is the most important maintenance content of
family horticulture. The biggest difference between the
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indoor environment and the outdoor environment is
rainfall. The water in the soil of family horticulture is
supplied by growers. Domestic plants are often dried or
drowned under human factors. Watering is the most
important maintenance content of family horticulture.
The biggest difference between the indoor environment
and the outdoor environment is rainfall. The water in the
soil of family horticulture is supplied by growers. Domestic
plants are often dried or drowned under human factors.
Considering the characteristics of small home space and
high requirements for environmental sanitation, the system
adopts drip irrigation, which can not only save water but
also prevent excess water from overflowing and soiling
the room. The switch of drip irrigation is controlled by
the solenoid valve, which is connected with the wireless
module and the control module. The control of soil
humidity is to send the humidity value collected by the
sensor to the gateway through the wireless module. The
gateway transmits the data to the upper computer. The
upper computer compares the collected humidity value
with the minimum humidity threshold. If it is lower than
the minimum threshold, open the valve for irrigation until
the soil humidity is higher than the maximum threshold,
close the valve. Thus, the soil humidity is controlled within
the more suitable range between the maximum humidity
threshold and the minimum humidity threshold, as shown
in Figure 4.

Light is a major limiting factor for indoor greening, and
the layout and maintenance of indoor plants should be
determined according to the light intensity. For example,
the light in the porch and walkway is too dark, and it is
difficult for general plants to survive. Greening and decora-

tion can be carried out only under the condition of light
supplement. The light supplement control is similar to the
watering air control and cooling control in front. It also uses
wireless communication technology to transmit information
and commands between the acquisition end, the upper
computer, and the control end, as shown in Figure 5. The
upper computer compares the light intensity from the
acquisition end with the minimum light intensity threshold.
If it is higher than the threshold, there is no need to turn on
the light; if it is lower than the threshold, it is necessary to
turn on the fill light and then send the control command
of the fill light to the wireless light on.

4. Result Analysis

4.1. Evaluation Algorithm of Indoor Greening Evaluation
Factor Collection and Monitoring System. We choose an
algorithm combining fuzzy comprehensive evaluation
method and analytic hierarchy process. The improved
comprehensive evaluation algorithm model in fuzzy
comprehensive evaluation method and the index weight
determined by analytic hierarchy process are used for
comprehensive evaluation, which can not only avoid the loss
of effective information but also realize the comprehensive
measurement of operation. Through the combination of
the two algorithms, we can give full play to the advantages
of the two algorithms, which can not only relatively divide
“good” and “bad” at the appropriate threshold and make
the fuzzy phenomenon clear but also accurately measure
the relative importance of the evaluation index. In this
way, the combination of qualitative and quantitative can
not only comprehensively consider various factors affecting
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the ecological environment assessment of urban green space
but also fully reflect the fuzziness of evaluation factors and
evaluation process. Minimize the impact caused by personal
experience or preferences, and be able to give evaluation
results objectively.

4.2. Evaluation Results of Indoor Greening. The following
figure shows some data obtained from the actual monitoring
of the monitoring system in summer by using the indoor
greening ecological evaluation factors, which provides data
support for the practical application of the algorithm.
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Figure 6 shows the change curve of 24-hour air quality, in
which the concentration of CO2 decreases continuously
with the passage of time, and the concentration of oxygen
fluctuates and increases. Figure 7 shows the change curve
of soil quality within 24 hours. With the passage of time,
the soil temperature generally increases, but from 2 o’clock
to 6 o’clock, the soil temperature decreases. The soil
moisture is in a relatively high state at the beginning, but
with the passage of time, it is in a process of fluctuation
and decline.

The improved single level comprehensive evaluation
algorithm model in fuzzy comprehensive evaluation
method and the index weight determined by analytic hier-
archy process are used for comprehensive evaluation. It is
the weight vector of four elements calculated by analytic
hierarchy process, and R is the fuzzy set calculated by
fuzzy comprehensive evaluation method. The grade of
comprehensive evaluation of urban green space eco-
environmental quality will be determined by the member-
ship degree of each level after matrix calculation and
finally depends on the grade with the largest membership
value in the environmental evaluation set. Using the data
collected by the system and through the calculation of
the algorithm, we can conclude that the evaluation result
of the selected area is excellent; that is, the air quality is
good, the soil quality is good, the water quality is good,
and the sunshine is moderate (Figure 8).

5. Conclusion

Wireless sensor networks are like the human body’s sens-
ing system, and each node is the nerve endings of the
sensing system. Through the data they return, we can
accurately understand the changes in the monitored area.
This course applies wireless sensor network technology to
indoor greening to realize intelligent remote management
of indoor greening. By consulting the literature and inves-
tigating the indoor greening products and wireless sensor
network technology in the market, the author has com-
pleted the design and debugging of the home gardening
automatic maintenance system based on nRF24L01 wire-
less communication module. The main work includes
hardware design and software design of acquisition end
and control end, host computer program design, PCB
proofing and welding, and system debugging. The hard-
ware of home gardening intelligent maintenance system
includes four parts: acquisition end, control end, gateway,
and host computer. The acquisition end includes wireless
transceiver module, three sensors (soil humidity sensor,
temperature sensor, and photosensitive sensor), and data
processing module. The system consists of four indepen-
dent control points, which control watering, spraying,
lighting, and landscape lights, respectively. Each control
terminal has the same circuit structure but different pro-
gramming. The hardware of control terminal includes
wireless transceiver module, voltage conversion module,
and data processing module. The gateway communicates
with the host computer through RS232 serial port. The
gateway circuit mainly includes wireless transceiver mod-

ule and USB to serial port module. The system composed
of wireless network has the characteristics of strong flexi-
bility, safety, reliability, and low power consumption. It
does not need manual operation, eliminates the tedious
and hidden dangers of wired access, and can work stably
for a long time. It is a supplement to wired control mode.
This topic combines wireless sensor technology with
indoor greening, which can provide a new application field
for the existing indoor greening. Once mature products
are launched into the market, it can save time and energy
for people to raise plants and better beautify and optimize
the living environment. Introducing the latest information
technology into indoor greening can create convenience
for indoor greening management and speed up the
intellectualization of home gardening. Home gardening
management technology still follows the traditional way.
Management by experience and feeling requires a lot of
investment in time and energy. Some irrigation timers
are not common in automation. People are looking for-
ward to a control system that can automatically manage
home gardening. Although automatic management and
remote control have been applied in the greenhouse with
a high degree of intelligence, the system is expensive,
bulky, and complex, so it is not suitable for family use.
The research on the intelligent maintenance system of
indoor greening based on wireless sensor network is based
on the maintenance of family horticulture. It has strong
applicability and is a customized maintenance system for
indoor greening.

The research of indoor greening intelligent maintenance
system can provide new ideas and new application fields for
horticultural maintenance of smart home domain. In recent
years, the Internet of Things has been widely used in home
life, and smart home has emerged as an emerging industry,
which can realize intelligent security system, home theater
and intelligent remote control of home appliances, making
life more comfortable and convenient. However, smart
home does not involve gardening and maintenance. Indoor
greening maintenance system can attract the interest of
many smart home system developers, and it is a promising
development field.
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In this paper, we use wireless sensing technology to conduct an in-depth study and analysis of data-driven power energy
equipment in the context of carbon neutrality. For the high-order uncertainty of renewable energy power generation and the
nonlinearity of the tidal equation, a set of orthogonal bases under arbitrary probability space can be constructed by itself using
the high-order information of renewable energy power generation statistics, and then, polynomials fit the state variables such
as voltage in the tidal equation using the orthogonal bases and calculate the fitting parameters using the stochastic Gallatin
integration method. Based on the analysis of the online monitoring project of the main power equipment in the substation, a
substation power equipment condition monitoring system is designed to realize the real-time monitoring of the temperature
status of power equipment, substation smoke and temperature, and humidity environment, and the feasibility and advanced of
the system are verified by elaborating the analysis. Using wireless transmission to send real-time temperature information to
the monitoring background, the infrared thermal imaging online monitoring system is designed around the front-end data
acquisition system, transmission network, background data processing, and display module. Saving-investment equilibrium
means that total investment equals total savings; government budget balance can be achieved through government savings or
deficits. When both supply chain approaches enter into the same environmental competition, the added value that consumers
value the product because of the carbon-neutral approach becomes smaller in the coefficient constraint of green effort
investment cost due to the competition between the two supply chains, which in turn increases the green investment cost of
the supply chain with the green effort carbon-neutral approach, indicating that in the case of competition, consumers, when
faced with two products produced by two supply chains, are interested in the product with the carbon-neutral approach has
less value-added, and some of the demand is shifted to the product not produced with the carbon-neutral approach.

1. Introduction

In the new round of global scientific and technological revo-
lution and industrial upgrading, energy Internet has become
the focus of competing development in the world, and accel-
erating the construction of energy Internet based on the
smart grid is the necessary way to promote the common
construction, cofinancing, and sharing of electric energy
and the intelligent upgrading of the electric power industry,
which is of great significance to enhance the competitiveness
of equipment manufacturing industry [1]. The construction
of intelligent substations has attracted wide attention from
researchers. However, with the rapid growth of the scale of

distribution automatic control, precise load control, and
power consumption information collection of power grids;
the gradual expansion of power grid control to the end; the
increasing number of new businesses and applications such
as distributed power supplies, clean energy, electric vehicles,
and smart households, prompting a significant increase in
the information collection points and collection volume of
power communication systems; and the explosive growth
of information collection demand for the security, reliability,
real-time, ubiquity, and broadband have put forward higher
requirements [2]. However, manual inspection requires a lot
of workforce and time due to the large workload, and the
quality of inspection is affected by subjective factors such
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as the work experience of operation and maintenance
personnel, making the monitoring results unreliable. It
caused a huge threat to the personal safety of operation
and maintenance personnel. And substation intelligent
inspection robot instead of manual inspection to make up
for the above defects and shortcomings greatly guarantees
the objectivity and reliability of inspection, but inspection
robot also has some shortcomings, such as expensive,
monitoring accuracy and precision by the environment,
and some equipment inspection by site restrictions. Based
on the above factors, in the large-scale intelligent substation
construction and transformation, real-time online monitor-
ing of substation power equipment status comes into being,
using practical sensing elements to continuously monitor
power equipment in operation in real-time and obtain rele-
vant data, and combined with certain expert system software
to judge the operating status of the equipment and predict
the remaining life of the equipment, to timely find the failure
of power equipment precursors and provide data support for
equipment maintenance [3]. The total operating time is
about 2498.5 days or about 6.8 years. If the collection period
is extended to 30min/time, and the report is reported every
6 hours, the collection terminal can work continuously for
more than 10 years. Condition monitoring of power equip-
ment can greatly reduce equipment failure during the
maintenance period; provide the technical basis for equip-
ment maintenance, timely discovery of equipment defects,
and abnormal symptoms; ensure safe operation of
equipment; and improve power supply reliability.

In the process of achieving the 2050 carbon neutrality
target, global carbon emissions will gradually rise to the
highest value and then gradually achieve carbon-neutral
growth and eventually achieve carbon neutrality completely
[4]. From the perspective of the fashion supply chain, for a
secondary supply chain consisting of a manufacturer and a
retailer, the game theory approach is applied in the model
to establish a noncooperative influence on the supply chain
to construct different models of manufacturer-retailer profit
demand inputs, and after a preliminary exploration of the
supply chain performance after the application of carbon
neutrality, the impact of the carbon neutrality approach on
market demand, retailer pricing, manufacturer pricing,
retailer, and manufacturer profits. We also consider the
competition between two supply chain strategies without
and with the carbon-neutral approach to explore the impact
of the carbon-neutral approach on market demand when
consumers have a choice of two products [5]. Finally, we
examine the cost of green inputs and offsetting carbon neu-
trality concerning the intensity of environmental gains and
losses, the environmental gains and losses due to carbon
emissions under both approaches, and the change in the
intensity of environmental gains and losses as a percentage
of manufacturer revenue.

The achievement of energy conservation, emission
reduction, and energy and environmental constraint targets
cannot simply be rigidly achieved at the cost of slowing
down economic growth but requires attention to internal
adjustments. Energy consumption intensity, expressed by
the amount of energy consumed per unit of output, reflects

the degree of dependence of economic development on
energy, as well as the efficiency of energy utilization.
Reducing energy consumption intensity has long been one
of the important ways to achieve energy conservation and
emission reduction, and China’s energy consumption
intensity is still at a high level, with great reduction potential.
Against the above background, this paper takes energy
consumption intensity as the research object and studies
the characteristics of changes in China’s energy consump-
tion intensity in terms of historical trends, volatility shocks,
and industry elasticity, respectively. Secondly, the influenc-
ing factors of energy consumption intensity changes and
their regional differences are further studied. Finally, the
reduction rate of energy consumption intensity in the indus-
try in the future is predicted, and the carbon emissions and
carbon intensity reduction potential are predicted based on
this. The study of the above issues can provide a basis for
the formulation of energy conservation and emission reduc-
tion and energy efficiency improvement policies. The
analysis of energy fee intensity at the regional level helps to
understand spatial differences and to develop targeted poli-
cies for different regional development to gain competitive
advantages. Overall, by studying the characteristics and con-
notations of energy consumption intensity and carbon emis-
sions in China, this study can provide policymakers with
feasible methods to solve practical problems from a scientific
perspective and has significant practical significance and
reference value for formulating energy economic policies,
promoting low-carbon development, and implementing sus-
tainable development strategies. It also helps to achieve the
energy-saving and emission reduction targets set by the Chi-
nese Government in an efficient and high-quality manner.

2. Related Works

Carbon neutrality, also known as offsetting carbon emis-
sions, is a system that aims at carbon neutrality by planning
and sorting out the processes that may generate carbon
emissions, understanding the carbon emission levels of dif-
ferent parts of the system from multiple aspects, and then
making the overall net carbon emissions of the system zero
or keeping them within the scope of the system’s target
through carbon collection/capture [6]. The data-driven
polynomial chaotic expansion method can be applied to
the situation with limited statistical data. It is necessary to
point out that the main difference between the generalized
polynomial chaotic expansion method and the data-driven
polynomial chaotic expansion method is that the calculation
methods of the polynomial basis of the two are different. The
former is selected from the Wiener-Askey mechanism, and
the latter directly uses several moments of statistical data.
Construct a polynomial basis. Only if these factors can have
a reasonable range of values under the premise of the exis-
tence of optimal solutions can the goal of a green supply
chain be achieved [7]. Therefore, the current problem of
green supply chain channel selection and pricing is less
related to the luxury industry but more a comprehensive
study of channel selection plus energy efficiency, supply
chain coordination, and uncertain environment [8].
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The basic idea of wireless sensor networks first
originated in the United States military to meet its own
operational needs, the traditional sensors using point-to-
point signal transmission, connected to sensing controllers,
constituted the prototype of sensor networks in human
history [9], that is, the distributed sensor network with com-
prehensive information processing ability, which uses mod-
ern micro sensor nodes to monitor the activities of the
enemy. Subsequently, several studies on wireless sensor net-
works have been carried out, and corresponding results have
been achieved [10]. Condition monitoring technology for
substation power equipment is developing very rapidly,
and most of the power equipment has developed various
condition monitoring schemes to varying degrees [11].
Compared with preventive testing, condition monitoring
systems use more sensitive sensors to collect insulation dete-
rioration information in power equipment operation and
rely on computer networks and rich software support to
process and identify the information [12]. The online condi-
tion monitoring system uses some online preventive test
programs to reflect the operating status of power equipment
more accurately, to achieve a comprehensive diagnosis of the
operating status of power equipment, and to promote the
transition from periodic maintenance to condition mainte-
nance of power equipment [13].

The stability of the renewable energy power generation
system itself is not as stable as that of the traditional syn-
chronous machine, and the system stability margin also
fluctuates greatly when the system operating state changes
randomly in a wide range, which makes it difficult to apply
the system stability analysis results based on the determined
operating state with small disturbances in practice. Consid-
ering that uncertainty is an inherent characteristic of
renewable energy power generation systems and the
common probability distribution model is difficult to accu-
rately describe the uncertainties in the actual system, it is
necessary to research the uncertainty analysis method of
high proportional renewable energy power systems for
higher-order uncertainties. The significance and necessity
of condition monitoring of power equipment, the principle
of infrared temperature measurement of power equipment,
the development and application of wireless communication
technology, and the progress of domestic and international
research on wireless sensing network and substation power
equipment condition monitoring technology are described,
and the research on existing online condition monitoring
technology of power equipment is elaborated.

3. Wireless Sensing Technology for Carbon-
Neutral Data-Driven Analysis of Electric
Energy Equipment

3.1. Design of Data-Driven Wireless Sensing Technology
Based on. Various equipment in power systems often has
abnormal temperature states due to the occurrence of equip-
ment faults, and temperature monitoring using infrared
thermography can diagnose the fault conditions of the
equipment to a certain extent. However, in terms of the cur-

rent development level, the application of infrared thermal
imaging camera in power equipment condition monitoring
has its one-sidedness, mainly for the power equipment inter-
nal diagnosis of certain faults; there are still some difficulties
that need to cooperate with other conventional methods to
make a comprehensive diagnosis of the fault [14], such as
reading, writing, adding, and deleting. Permission means
permission to perform these operations in a protected
system and data source, such as publishing and subscribing.
The distribution relationship between permissions and exec-
utive roles is a many-to-many relationship. LoRa technology
is based on chirp pulse coded modulation, which has the low
power consumption characteristic of FSK modulation used
in traditional wireless communication technology and at
the same time greatly improves the communication distance,
minimizes power consumption, and saves transmission cost;
LoRa adopts frequency hopping spread spectrum technol-
ogy, and the link budget is as high as 157 dB, which makes
its communication distance greatly increased.

The basic principle of the frequency hopping spread
spectrum scheme is that part of each LoRa packet is sent
through a hopping channel selected in a frequency lookup
table managed by the microcontroller, and at the end of
the scheduled hopping cycle, the transmitter and receiver
switch to the next channel in the hopping predefined list
to continue sending and receiving the next part of the
packet. The frequency hopping transmitting and receiving
process starts at channel 0 [15]. The preamble and header
are first transmitted in channel 0. After the transmission is
completed, the first interrupt signal is generated, and the
microcontroller responds to the interrupt by jumping to
channel 1 according to the preagreed frequency, and the first
hop is completed. While jumping, the channel counter read-
ing located in the register increases and generates an inter-
rupt signal, and the microcontroller responds to the
interrupt by jumping to channel 2 and repeating the above
frequency hopping process. The frequency hopping recep-
tion process starts from channel 0. After the detection of
the valid preamble code is completed, the receiver starts
the above frequency hopping process as well.

w ≈〠
k

C2
kP

k
2 Xð Þ, ð1Þ

where C2
k is a constant corresponding to the polynomial

basis Pk
2.

Explicit header mode is the default mode of LoRa oper-
ation, in which the header contains payload information
such as payload length in bytes and forward error correction
code rate and whether optional 16-bit cyclic redundancy
check is turned on. The header sends the payload informa-
tion according to the maximum error correction code,
including the payload length in bytes, the forward error cor-
rection code rate, and whether to turn on the optional 16-bit
cyclic redundancy check. The header is sent following the
maximum error correction code and additionally contains
its cyclic redundancy check to cause the receiver to discard
invalid header packets. In specific cases where the payload

3Journal of Sensors



length, coding rate, and cyclic redundancy checks are fixed
or known, the implicit header mode is typically invoked to
shorten the transmission time by manually setting the pay-
load length, coding rate, and cyclic redundancy checks at
both ends of the wireless link, as shown in Figure 1. In the
profit of retailers, because the best results of carbon neutral-
ization methods that do not use green inputs are numerical
and lack the impact of the corresponding cost coefficient,
only when the cost coefficient of green inputs is less than
the added value of consumers to carbon neutral products
the mathematical result of the coefficient.

The wireless sensing system mainly monitors the status
of power equipment in real-time, and the sensor device
and LoRa wireless communication module cooperate to
realize the real-time collection of power equipment status
data, and each sensor node in the system has a wireless com-
munication function. The system is mainly composed of ter-
minal nodes, gateway nodes, and a back-end equipment
monitoring centre [16]. The overall structure of the LoRa
wireless communication technology-based power equipment
status monitoring system is shown in Figure 1. The LoRa
gateway node is equivalent to a router, which can collect
and process the information and transmit the processed
information to the backend equipment monitoring centre
to realize the management of each LoRa node; in the back-
end equipment monitoring centre, the operation and main-
tenance personnel can base on the real-time collected
equipment status information and decide on the status of
the power equipment. In the background equipment moni-
toring centre, operation and maintenance personnel can
make timely judgments on the operation status of power
equipment based on the real-time collected equipment status
information to effectively avoid power equipment accidents
and bigger disasters.

Since in traditional methods such as the generalized
polynomial chaos expansion method, only orthogonal bases
are considered for the probability space of independent uni-
variate variables (e.g., Gaussian distribution); the original
correlated multidimensional probability space needs to be
removed from correlation by the Nataf transform before
the generalized polynomial chaos expansion method can
be used. In the framework of the generalized polynomial
chaos expansion method, the orthogonal basis in the multi-
dimensional probability space is the tensor product of the
orthogonal bases of the independent univariate probability
space.

Pk
2 Xð Þ =

Yn

i=1
K2

i P
k1,k2,⋯,knð Þ Xð Þ, ð2Þ

where Pk
2ðXÞ represents the kth order polynomial basis asso-

ciated with a one-dimensional random variable x; the main
components of the terminal node are the sensor acquisition
module, wireless communication module, microprocessor
module, and power supply module [17]. The functions of
the sensor acquisition module are mainly to use the ultra-
sonic signal sensor to receive the ultrasonic signal generated
by radiation in the process of partial discharge to realize the

online monitoring of partial discharge, to use the smoke sen-
sor to monitor the smoke situation of the substation in real-
time, and to use the temperature and humidity sensor to
monitor the temperature and humidity situation of the sub-
station in real-time; the wireless communication module
refers to the use of LoRa wireless communication module
to transfer the sensor module collected. The LoRa wireless
communication module is used to transmit the data infor-
mation collected by the sensor module to the LoRa gateway
node; the power module provides energy supply to the whole
terminal node module.

This part is the data guarantee of the big data platform.
The data integration part is the foundation of the entire
big data platform. It analyses the sources, characteristics,
storage, and usage requirements of various types of big data
in power and designs and adopts corresponding collection
strategies, methods, tools, and interfaces according to its
data characteristics. Since the Schmidt orthogonalization
method constructs a set of orthogonal bases in a given inner
product space from a set of bases in an arbitrary inner prod-
uct space, a set of bases needs to be chosen as initial condi-
tions. Without loss of generality, the initial polynomial
basis is first chosen to be composed of linearly independent
monomials concerning a d-dimensional random variable X
and represented by a set, the elements of which are defined
as follows.

ej Xð Þ =
Yn

i=1
X2
i , ji ∈N , ð3Þ

where e is the maximum order of the polynomial basis;
the goal of the energy Internet is to personnel social welfare
services process, with the assistance of big data, can be based
on the needs of consumers, the formation of their internal
processes for in-depth reanalysis and redesign of interactive
real-time feedback. Therefore, the process reengineering
brought by the energy Internet is not ordinary resource allo-
cation, but a deep management change, from the original
one-way transmission of energy services, consumers pas-
sively accept to a two-way interactive intelligent network,
including not only the consumer orientation of the energy
provider but also the adaptation of consumers to the emerg-
ing energy network, until reaching a dynamic balance
between the two sides of the common demand, as shown
in Figure 2.

Power station big data sources are mainly defined as data
from various business systems or offline measurements in
the current power production process, and professional data
from cross fields and qua industries such as meteorological
data, demographic data, and urban planning data may be
accessed in the future. Grid control is gradually expanding
to the end. The increasing number of new services and appli-
cations such as distributed power, clean energy, electric vehi-
cles, and smart homes has greatly increased the information
collection points and collection volume of the power com-
munication system, and the demand for information collec-
tion has exploded. The security, reliability, real-time,
ubiquity, and broadbandization of smart grids put forward
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higher requirements. These data types not only contain a
large amount of structured data but also more unstructured
data such as documents and images, which is the data guar-
antee of the big data platform. The data integration part is
the foundation of the whole big data platform, which deeply
analyses the sources, characteristics, storage, and usage
requirements of various types of power big data and designs
and adopts corresponding collection strategies, methods,
tools, and interfaces according to their data characteristics,
to ensure the integrity and efficiency of the big data collec-
tion process. Data integration technology mainly uses
message queues, data import tools, data extraction tools,
data replication tools, and other methods to realize
structured/unstructured, massive historical/real-time/quasi-
real-time, and internal/external data access.

Considering that there is a weak local discharge signal
when partial discharge monitoring is carried out, at this
time, to improve the reliability of partial discharge monitor-
ing, it is necessary to use a high-gain amplifier to amplify the
original output ultrasonic signal; this design uses a multi-
stage amplification circuit to amplify the useful information
in the sensor acquisition signal and suppress noise interfer-
ence, improve the signal-to-noise ratio of the system, and
ensure the whole analogy channel bandwidth, at the same
time by the influence of the substation monitoring environ-
ment interference, the need to apply band-pass filtering of
the acquisition signal in the environmental noise and other
filtering processing, and the effective filtering of the moni-
toring site interference signal.

3.2. Carbon Neutral Electric Energy Equipment Data-Driven
Analysis. The status information data of the power equip-
ment collected by each monitoring node is received by the
wireless transceiver module of the gateway node and sent
to the microprocessor module through its serial port, and
the microprocessor module receives this data information
for corresponding processing, and the processed data trans-
mits the data information to the upper computer through
the USB to the serial port [18]. The data acquisition module
is completed by two modules: the sensor module and the
microprocessor. The sensor mainly collects analogy current
signals and needs to be able to collect multiple data at the
same time; the main controller module is mainly responsible
for controlling the status of the sensor and processing the
collected data. The interconnection between the energy
Internet has a more complex energy transfer relationship.
The energy supply of the energy internet can be produced
either within the region or from other regions. Similarly,
on the energy consumption side, the energy produced in
the region can be consumed as well as energy supplied by
other regions. When the energy supply within the region is
greater than the energy demand, energy can be exported
through the energy transmission pipeline to supply energy
to other regions to achieve interregional energy interconnec-
tion optimization and coordinated operation. Therefore, the
energy Internet has the characteristics of the bilateral flow of
energy between electrical and other forms of energy and the
coordinated and optimal allocation of energy across regions.
Practical sensor elements are used to continuously monitor

the power equipment under operating conditions in real
time and obtain relevant data, combined with certain expert
system software to judge the operating status of the equip-
ment and predict the remaining life of the equipment.

Yt = α − 〠
p

i=1
β2
i Yt−1 + ε2t , ð4Þ

where Y is the k-dimensional endogenous variable and is the
k-dimensional error vector and β2

i Yt−1 is the matrix of coef-
ficients to be estimated. In practical applications, the VAR
model is more theoretical than empirical. At the same time,
the VAR model can estimate the lagged terms of all endog-
enous variables, describing the dynamic correlation between
them. Using this model, it is possible to analyse the impact
of a shock on the system dynamics when the model encoun-
ters shock. The impulse response function can test for this
“contagious” diffusion effect [19]. The impulse response
function reflects the behaviour of the variables themselves,
as well as other variables in the system, when the errors in
the system subjected to a shock, and the impact on their
future performance, etc. Using variance decomposition, the
degree of influence of each structure on the endogenous var-
iables can be analysed to further evaluate the importance of
different structural shocks. This approach can verify the evo-
lution of the dynamic behaviour of the variables over time.
However, the VAR model also has drawbacks, as the model
construction is not based on actual economic theory and
lacks structural constraints imposed on the variables of
interest, resulting in variable estimation and correlation tests
that are often not accurate enough. Also, when major shocks
occur, the VAR model is not stable, resulting in an impulse
response function that is not unique, as shown in Figure 3.

Fuel transfer personnel should pay attention to the
dynamic information of the production and transportation
links in the mine in real-time, do a good job of docking with
the information of receiving and unloading and storage in
the plant, and communicate and coordinate well to ensure
the normal and smooth operation of all links of shipping,
transportation, and coal unloading. With the goal of not
incurring demurrage as much as possible, we should grasp
the berth and leaning dynamics of loading port in real-time,
reasonably transfer vessels, and the efficiency of unloading
port should be improved year by year. Employees with
strong execution should be selected as shunting staff, which
should be adequately equipped and zoned to ensure that the
plan is executed. Game theory is used in the model to estab-
lish supply chain structure under noncooperative influence.
Different manufacturers and retailers profit demand input
models, after preliminary exploration of the supply chain
performance after carbon neutrality and application.

β ≥
1 − θð Þ 1 + εð Þ

6θ : ð5Þ

Using the optimal results for the supply chain without
the green effort carbon-neutral approach in a noncompeti-
tive environment, we can see that only a quarter of the
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market demand is met, the green effort is zero relative to the
supply chain with the carbon-neutral approach, carbon
emissions are not reduced by any measures at the produc-
tion stage, the cost of offsetting carbon emissions depends
on consumer demand, and the intensity of environmental
gains and losses is the greatest, suggesting that manufactur-
ers’ profit maximization and sustainability are opposites. In
the comparison of individual items, except for the retail
price and wholesale price where we can visually compare
the size, in market demand, manufacturer’s profit, and
retailer’s profit, because the optimal results of the carbon-
neutral approach without green inputs are numerical and
lack the influence of the corresponding cost coefficients,
the cost coefficients of green inputs can only be reduced if
they are smaller than the mathematical results containing
the added value coefficients of consumers to carbon-
neutral goods. The cost coefficients of carbon emissions are
in the constraint of the cost coefficients of green inputs, so
that the performance of one of the outcomes of market
demand, manufacturer, and retailer can be optimized. But
in a comparison of two supply chains collectively, only the
smallest needs to be chosen as the benchmark for compari-
son to obtain consistent results for market demand, manu-
facturer, and retailer sizes.

Roles represent a set of access rights, and the node-to-
role assignment relationship is a many-to-one relationship
[20]. A node can be granted only one execution role; how-
ever, a role can be assigned to multiple nodes. A node that
is a publisher will be granted an execution role based on
the topic, and if it is a subscriber, it will be granted its corre-
sponding execution role based on the agent. Publishers of
different topics will need different permissions to handle
data and resources. Operations mean different commands
to be executed on the data source, such as read, write, add,
and delete. Permissions denote permission to perform these
operations in a protected system and data source, such as
publish and subscribe. The relationship between permissions
and the assignment of executive roles is a many-to-many
relationship. Thus, the system can assign multiple access
rights to a role. The publisher role is granted publish-

related permissions, and the subscriber is granted
subscription-related permissions.

Sak u, vð Þ = 1
n
〠
m

i=1
Pk
2 u, vð Þ: ð6Þ

In different cases, we can adjust the structure and attri-
bute similarity weights. If the attribute information is more
helpful than the structure information for interest
prediction, Sakset to greater than 0.5 nodes in the same
community are more likely to have similar interests. The
more common communities, the higher the likelihood that
nodes have similar interests, i.e., the higher the similarity,
as shown in Figure 4.

The method of carbon neutral will have an impact on
market demand. Finally, it studies the green investment
and the cost of offsetting carbon neutrality according to
the intensity of environmental gains and losses and discusses
the environmental gains and losses caused by carbon emis-
sions under the two methods and the changes in the propor-
tion of environmental gains and losses in the manufacturer’s
income. It is necessary to point out that the main difference
between the generalized polynomial chaos expansion
method and the data-driven polynomial chaos expansion
method is that the polynomial bases of the two are com-
puted differently that the former is chosen from the
Wiener-Askey mechanism and the latter constructs the
polynomial bases directly using the information of several
order moments of the statistical data.

Although the generalized short-circuit ratio of a power
electronic multifeeder system can analyse the system’s small
disturbance stability margin analytically, however, the sys-
tem is subject to random fluctuations of renewable energy
power and uncertainty in the stability margin during opera-
tion. The generalized short-circuit ratio determined under
deterministic operating conditions cannot quantify the small
disturbance stability margin under stochastic conditions.
Therefore, calculating the small disturbance probabilistic

2.0 2.0

–2.0 –2.0 2.02.0 00

Figure 3: AR root test plot.
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stability margin for multifeeder systems is important for the
dynamic stability assessment of multifeeder systems.

4. Results and Analysis

4.1. Data-Driven Wireless Sensing Performance Results.
Figure 5 demonstrates the effect of the proportion of seed
nodes on prediction accuracy. The initial probability distri-
bution of interest is predicted based on the interest of the
seed nodes within the community, and after updating the
algorithm iteratively, a significant improvement in predic-
tion accuracy is achieved. Due to the randomness of seed
node selection, the initial accuracy showed a decrease in
the 40% to 50% interval. However, the final performance
was improved after the update iterations, proving the
robustness of the model. As the percentage of seed nodes
increases, the prediction accuracy also becomes higher.

The results of comparing this paper’s work with other
models shown to verify the importance of overlapping com-
munities on prediction accuracy. The most significant differ-
ence between the models is the calculation of similarity in
the overlapping communities. In this paper, the combined
similarity of nodes under overlapping communities is higher
than the similarity computed in individual communities.
Through the analysis of the intensity of energy charges at
the regional level, it is helpful to understand spatial differ-
ences, formulate targeted policies for the development of dif-
ferent regions, and gain competitive advantages. In Models 1
and 2, the combined similarity is the maximum and mini-
mum similarity under common communities, respectively.
Model 3 does not consider community division, and all
nodes are in one large community. The testing of the com-
munication function of the terminal shows that the commu-
nication module works properly. Then, the power
consumption of the terminal system needs to be tested in
combination with hardware and software. From the power

consumption analysis, it is known that the test includes the
current in the sleep state of the acquisition terminal, the
current in the acquisition state, and the current during data
upload, and the current consumption in these states directly
determines the power consumption performance of the
remote acquisition terminal. The terminal needs a certain
discharge time to enter the sleep state from the working
state, and it takes about 2 minutes for the terminal to be
completely discharged after the discharge voltage test by
the voltmeter; therefore, after entering the sleep state, the
terminal needs to ensure at least 2 minutes of sleep time,
and the power consumption test is shown in Table 1.

The acquisition terminal designed in this paper accesses
the hibernation state immediately after processing data and
is in the sleep state when there is no work, and the set termi-
nal has no standby power consumption, and the standby
power consumption of the terminal is negligible. Therefore,
the power consumption of the remote acquisition terminal is
composed of three parts: the sleep state, the data acquisition
state, and the data upload state. In actual application,
assuming that the acquisition cycle of the remote acquisition
terminal is 15 minutes/time and the upload cycle is 6 hours/
time, the remote data acquisition terminal consumes about
13717.772mA∗s of electric energy in the acquisition state,
372.211mA∗s of electric energy in the sleep state, and
591.907mA∗s of electric energy in the transmission state
every day, so the total daily electric energy consumption of
the acquisition terminal is about 14678.772mA∗s. There-
fore, the total daily power consumption of the collection ter-
minal is about 14678.89mA∗s. Minimize power
consumption and save transmission costs; LoRa adopts fre-
quency hopping spread spectrum technology, and the link
budget is as high as 157 dB, which greatly increases its
communication distance.

The collection terminal adopts the lithium battery of the
EAST’FIR brand, the specification of which is 3.7V∗
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9800mAh. Taking this power supply as an example, it can
be calculated that the total time that the low-power collec-
tion terminal can operate is about 2498.5 days, i.e., about
6.8 years. If the acquisition cycle extended to 30min/time
and reported every 6 hours, the acquisition terminal can
work continuously for more than 10 years. The calculation
results show that the designed NB-IoT-based low-power
remote acquisition terminal can meet the operating index
requirement of more than 5 years of operation. For the
low-power acquisition terminal device, the device is in the
dormant state for a long time, so the power consumption
level of the sleep state is of vital significance and is an impor-
tant indicator of the low-power performance of the remote
acquisition terminal.

5. Carbon Neutral Electric Energy Equipment
Data-Driven Results

The development of the energy Internet is not an easy task in
terms of the specific technologies needed for its discovery
and must require a high level of technical support. Without
the perfection of these technologies, the maturation and
large-scale application of the energy Internet is unlikely to
be successful. Therefore, to achieve significant development
of the energy Internet, it is necessary to carry out large-
scale technological innovation and breakthrough the core
technical limitations of these applications, to successfully
carry out large-scale commercial applications and promo-
tion. The development of the energy Internet requires a high
degree of technical difficulty and spans a wide range of
industries that cannot be accomplished by a few companies.
Therefore, technological innovation in the energy Internet
industry is a huge and complex system project, which
requires cross-border cooperation among different indus-
tries and enterprises, as well as the formation of closer tech-
nological innovation alliances among enterprises and
industries, to jointly carry out technological innovation
activities around the core technology of the energy Internet,
promote the innovation and change of energy science and
technology, and drive the great development of energy
Internet-related industries.

To clarify whether carbon trading has a significant
impact on corporate renewable energy development, it is

necessary to compare the difference in the degree of corpo-
rate renewable energy development before and after the
implementation of the carbon trading market. However,
many factors can have some impact on corporate renewable
energy development, such as firm size, the number of pat-
ents, the share of technicians, environmental regulations,
and market share. The development of corporate renewable
energy may be based on government subsidies to companies,
which reduce investment costs and thus promote their
development, or companies may sell their excess carbon
allowances in the carbon trading market to gain additional
revenue, thus reducing costs and promoting their develop-
ment. The header sends the relevant information of the
payload according to the maximum error correction code,
which mainly includes the payload length expressed in bytes
and the forward error correction code rate and whether the
optional 16-bit cyclic redundancy check is turned on. There-
fore, it is necessary to use the double-difference method to
test whether it is because the establishment of the carbon
trading market has had an impact on the development of
renewable energy by firms, as shown in Figure 6.

This module mainly covers product market equilibrium,
saving-investment equilibrium, government budget balance,
and balance of payment equilibrium and follows neoclassical
macro closure conditions. According to neoclassical theory,
investment and all prices are endogenously determined by
the model, and labour and capital fully utilized, which is also
referred to as factor market equilibrium. Specifically, prod-
uct market equilibrium requires that aggregate supply and
demand for goods are balanced; factor market equilibrium
includes equilibrium in labour and capital markets; saving-
investment equilibrium means that aggregate investment
equals aggregate savings, and government budget equilib-
rium can be achieved by government savings or deficits. In
addition, the balance of payments is defined as imports
equalling exports plus net inflows of foreign capital.

The humidity of the substation environment can effec-
tively reduce the floating sink existing in the air of the sub-
station and reduce the harm to the operation of the
equipment, while the substation power equipment needs to
be in a suitable temperature environment to achieve normal
and stable work, so a suitable temperature and a humidity
environment are important to ensure the long-term stable
work of the entire substation power equipment, and it is
necessary to monitor the temperature and humidity envi-
ronment of the substation. The results of satisfaction assess-
ment based on confidence uncertainty are shown in Figure 7
and the trends of the predicted happy probability distribu-
tion, uncertainty, and unhappy probability distribution in
satisfaction. The experimental results show that the uncer-
tainty decreases with the increase of trip records.

Given the high-order uncertainty of the renewable
energy power and the nonlinearity of the tidal equation, a
set of orthogonal bases in any probability space can be con-
structed by using the high-order moment information of the
renewable energy power statistics, and then, the orthogonal
bases can be used to polynomials fit the voltage and other
state variables in the tidal equation, and the fitted parame-
ters are calculated by the stochastic integration method.

Table 1: Measurement data sheet.

Group Sleep state (μA) Sleep state (μA) Sending status (mA)

1 34.5 78 86.9

2 53.1 42.5 39.4

3 86.2 60.5 71

4 83.9 31.7 41.4

5 74.6 34.5 59.7

6 57.8 58.6 55.5

7 56.8 42.7 64.6

8 54.6 46.9 80.5

9 25 81.7 89.1

10 45.2 21.3 69.6
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The analysis of the algorithm shows that the proposed
method can effectively handle the stochastic tidal analysis
with correlation and is more accurate than the traditional
transformation method.

6. Conclusion

A time series-based structural vector autoregressive model,
combined with impulse effect function and variance decompo-
sitionmethods, is used to study the fluctuation characteristics of
energy consumption intensity and the dynamic impact of
energy structure on energy consumption intensity changes

and the degree of shocks. Realize the online monitoring of par-
tial discharge, use the smoke sensor to monitor the smoke con-
dition of the substation in real time, and use the temperature
and humidity sensor to monitor the temperature and humidity
condition of the substation in real time; the wireless communi-
cation module refers to the use of the LoRa wireless communi-
cation module to transmit the data information collected by the
sensor module to LoRa gateway node. The information advan-
tage and trading platform of the energy Internet, the sharing
economy derived from it, also optimize the allocation of
resources. As the energy Internet perfectly bridges the gap
between energy demanders and energy producers, it allows
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some energy consumers to share part of their temporarily inex-
haustible energy with energy demanders through the energy
Internet. On the one hand, incentive policies are used to
increase the motivation of enterprises to take the initiative in
technological innovation, energy-saving, and emission reduc-
tion and to guide them to invest more money and energy in
low-carbon production through the establishment of preferen-
tial policies. On the other hand, it regulates industry behaviour
through binding policies, promotes the establishment of envi-
ronmental management standards for enterprises, and
strengthens the access threshold for key industries such as high
energy consumption and high pollution.
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In this paper, we use a low-power wireless sensor network to conduct in-depth research and analysis on the optimization
simulation of the dynamic management system of building construction and study the specific application of BIM technology
in the information management of building construction sites. By analysing the classical delustering routing and combining the
advantages in the delustering routing protocols, we propose a two-level Mesh wireless sensor network delustering routing
protocol in terms of cluster head uniformity, energy consumption and balance, working mode, and handling of isolated nodes.
The most important feature of this protocol compared to other delustering protocols is that it retains the design of flat
network topology and designs three routing methods with the corresponding functions of wireless sensor networks to achieve
better network performance. The supported personnel location technology and construction measures and environmental
monitoring technology are introduced, the applicability of the technology in the building construction process is compared and
analysed, the topology of construction measures and environmental monitoring technology is designed, and finally, the
targeted development of the collection scheme for personnel, scaffolding, formwork, pits, cranes, construction hoists, and
physical environment is completed. Firstly, it analyses the development status of BIM-based building construction site
information management technology and application and discusses the basis of BIM technology implementation and the
advantages of BIM technology application in information management. Then, this paper constructs the framework of a BIM-
based building construction site information management system from three dimensions: functional, logical, and physical. To
ensure the realizability and operability of the system, this paper discusses the operation mechanism of the BIM-based building
construction site information management system, studies the key technology of system operation, designs the basic operation
process of each application system of the system, and elaborates the organizational structure of the building construction site
and the functional division of the relevant personnel.

1. Introduction

The construction industry is a labour-intensive industry; its
operating environment is complex; there are more unsafe
factors; the volume of the production of construction
products is large; the operating time is long; there are many
types of safety accidents at construction sites; and falls from
height, object strikes, mechanical injuries, collapses, and
electric shock are the five major injury accidents in the
construction industry. Falls from height are the most
frequent type of accident, accounting for 53% of accidents,
followed by object strikes. The probability of safety accidents

becomes greater because safety managers alone cannot
detect safety hazards and solve them in time by relying on
on-site inspections, while the probability of safety accidents
becomes greater due to the rapid renewal of personnel in
the construction industry and low safety awareness of
personnel and formal safety education of workers by
managers [1]. Competition will inevitably occur, resulting
in the failure of some of the data to be sent, and the data
must be sent through multiple retransmissions.
Construction safety accidents not only bring huge loss of life
and property to society, enterprises, individuals, and their
families but also bring serious negative impacts to the image
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of enterprises and social stability. The economic losses
caused by safety accidents include not only the
compensation costs for the families of the accident victims,
the rescue and medical costs, and the costs of accident
penalties but also the losses caused by the stoppage of work
due to the accident and the losses caused by the replacement
of workers [2]. The low level of attention to technological
innovation in construction technology and management
and the low investment in technological research has left
the development of construction technology in a stagnant
state [3]. Most of the construction machinery and safety
protection used in construction currently have no
essential improvements, and the way of safety
management is almost indistinguishable from before,
leading to a lack of safety control on site. The use of
emerging technologies in the construction industry can
shift the focus of safety management to the prior, to
achieve preventive management, based on emerging
technologies of safety warning management can not only
monitor in real-time human behaviour and the state of
things the identification of unsafe factors in construction
and early warning but also serve as a platform for safety
management, to support other safety management-related
work content, such as safety education, safety training,
and safety records.

Safety is not just an issue for the construction industry but
also an issue that needs to be a key concern for the whole soci-
ety. Modern information technology is developing at a high
speed, bringing immeasurable impact to the construction
industry, so construction safety management needs the infor-
mation technology industry to assist and to develop a clear
strategic plan when the country builds a construction safety
system. This paper delves into the application of construction
safety management based on BIM technology, exploring how
the use of building information modelling can make the con-
struction safety management level improve, prevent and rea-
sonably control the safety accidents that occur with the
construction site in advance, and promote the construction
industry to the road of sustainable development [4]. The con-
struction industry is in a state of rapid development, and the
characteristics of modern buildings are reflected in the large
volume, large span, complex structure, and deep foundation,
resulting in a higher accident rate in the construction stage.
BIM technology applied in the construction stage can effec-
tively find out the safety hazards and danger sources in
construction management and technology and deal with the
construction safety hazards through simulation [5].This paper
deeply analyses BIM technology application management and
engineering safety management, which makes it possible to
further improve the relevant safety management procedures;
improve and adjust safety programs and safety plans several
times which can make the rate of safety accidents before
and during construction decrease; meet the national construc-
tion development policy; promote construction informatiza-
tion; strengthen the information communication between
building designers, owners, and construction, etc.;and reduce
the cost of resources invested. Information technology should
be used throughout the whole period of construction and
maintenance.

Due to the complex and variable operating environment
faced by the passive sensing nodes, the magnitude of the
input signal faced by the power amplifier is not stable and
constant. In this case, the overall efficiency of the amplifier
over the entire input signal power range becomes more
important than the optimal efficiency. To improve the
overall amplifier efficiency, this paper proposes a method
for input RF power monitoring and intelligent control of
the bias voltage. Based on ensuring that the amplifier itself
has a high peak efficiency, its efficiency in the case of a small
signal input is improved by intelligent bias control
techniques. WSNs are typically task-based networks with
the data collected by all nodes in the network as the core,
and WSNs are generally said to be data-centric networks.
WSN can also serve as a good backbone network in the
monitoring area under the condition of restricted
communication methods, and if it can be converged with
other networks, it can carry more functions and enhance
the flexibility of WSN. The construction personnel and
management personnel on the construction site need a lot
of construction information to support the construction
activities. The use of a protocol conversion interconnection
scheme is more convenient; you need to complete the
protocol conversion between the interconnection nodes
while providing the appropriate support in the backbone
network protocol. Therefore, you can let the WSN in the
sensing nodes as interconnection nodes to complete the
protocol conversion, while designing the corresponding
WSN routing protocol. In terms of protocol design, the
focus should be on adding network convergence support
and extending the network lifetime of WSNs. With the
network fusion of WSN as the research objective and the
optimization direction of improving the energy usage
efficiency, the WSN routing protocols applicable in
different applications are proposed. Through protocol
design and optimization, simulation testing, and physical
testing, the convergence of WSNs with individual domain
networks is achieved. This paper tentatively explores the
field of WSN network convergence and further verifies the
feasibility of WSN network convergence through hardware
platforms in addition to simulation and explores the poten-
tial applications of WSN as a backbone network for
monitoring areas.

2. Related Works

Among the many technical difficulties of wireless sensor
networks, the most important one is the characteristic of
their limited energy supply. In recent years, wireless sensor
networks have been facing many challenging problems in
the process of rapid development, among which, energy
consumption is the core issue, which is one of the main
differences between wireless sensor networks and traditional
wireless networks [6]. Traditional wireless networks are
mainly focused on meeting the increasing requirements of
users for network service quality, and the energy of its
network equipment terminals can be replenished, and the
energy consumption is not the main issue that restricts the
development of network technology. In contrast, due to the
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limited energy supply of the nodes, the energy of the nodes
becomes the biggest factor limiting their continued develop-
ment [7]. Once the node energy is exhausted, the node will
stop working immediately. To be able to extend the life of
the node, it is necessary to improve the efficiency of the
entire node for energy utilization. The battery is the core of
providing energy to the node; however, the technology level
of the battery is relatively slow to develop, and in the past
long time, the energy density of the battery has improved
to a very limited level [8]. Therefore, in addition to using
environmental energy such as solar energy, mechanical
energy, wind energy, electromagnetic energy, vibration
energy, and temperature difference energy to supplement
the node battery energy, so that the node will achieve a
certain degree of self-power, the main way is to reduce the
energy consumption of wireless sensing nodes or wireless
sensing nodes for low-power design [9]. Therefore, research
on low-power technologies for nodes in wireless sensing
networks is important to promote the level of performance
of wireless sensing networks revealing that the chain
reaction of factors with cause-and-effect relationships is the
basic process that causes accidents and has a great impact
on safety management [10].

Scholars are more advanced in their research on safety
management and have developed visual 4D technology
models to link personnel in various departments thereby
increasing team safety awareness. Traditional construction
safety management systems and practices are analysed, and
a cloud-based safety information and communication
system is designed and developed using a free online web
server with features including preinitiation safety meeting
minutes, access requests and approvals, job safety analysis,
and safety incident reporting, and prospects for cloud
computing in construction safety management are indicated
[11]. At the same time, the transmission is fast and the
information fidelity is high. However, due to the need for
cables to be laid in the monitoring area, it is difficult to
arrange the monitoring sites with complex environments.
At the same time, maintenance during the later period is also
difficult. The idea of establishing a set of construction safety
management systems based on China’s national conditions
is proposed, and how to do a good job of construction safety
management in China is analysed from the legal level,
political level, economic level, and cultural level. Some
scholars believe that the development of China’s
construction safety production management is not stable
enough, the safety management responsibilities are not clear,
and there is a lack of scientific basis and favourable
theoretical guidance in construction safety production
management; the main defects of the construction safety
production regulation system are that the legal normative
documents do not play a full role, the laws and regulations
supporting the formulation of slow laws and regulations
are too principled and not strong in science, and the entire
regulation system is still lacking in content [12].

The government should improve safety legislation and
strengthen safety law enforcement, based on the focus on
highlighting the service guidance function, and
complemented by the role of market mechanisms to guide

construction enterprises to consciously pay attention to
safety production. The process of improving the efficiency
of safety management should pay attention to the
importance of construction safety management personnel
training mechanism and also needs to improve the
supporting mechanism for the development of safety
management personnel in construction enterprises; some
scholars from universities, enterprises, and government
form three levels of in-depth analysis of countermeasures
and measures to train safety management personnel and to
provide analysis and reference for the establishment of
domestic construction safety management personnel
training mechanism. Wireless sensing in the disaster site
monitoring data collection applications is also very
extensive at present; it can achieve not only early warning
of landslide geological disasters but also wireless sensing net-
work monitoring system, deployed in areas prone to second-
ary disasters, to assist in the implementation of search and
rescue tasks, to improve the safety and reliability of rescue.

3. Simulation Analysis for Optimization of
Dynamic Management System for Low-
Power Wireless Sensor Network
Building Construction

3.1. Design of a Dynamic Management System for Low-
Power Wireless Sensor Network Building Construction.
Construction safety early warning data information
collection is the key problem that needs to be solved for
the whole early warning system, and only if the data has
authenticity and timeliness can the practicality of the whole
early warning be guaranteed [13]. Data information
collection in the traditional way is obtained through human
inspection or measuring instruments, which not only
consumes a lot of workforce and material resources but also
has limitations and errors in the data obtained, which
cannot meet the needs of managers for first-hand data. With
the progress of science and technology, information
technology is developing rapidly, and wireless sensor
network technology has brought a breakthrough to data
collection, which can not only meet the various needs of data
acquisition but also preprocess and analyse the data.

RQ = k1 ⋅Hop − k2 ⋅ α1 ⋅ RSSImax − α2 ⋅ LQImax + α3 ⋅UImaxð Þ,

Hop = 1 + Hopnum + 1
Hopnummin

� �
× 256:

ð1Þ

Wireless sensor network (WSN) technology refers to a
distributed sensing network composed of various types of
sensor nodes with physical information collection functions,
data processing functions, and wireless communication
functions. The various types of small sensing devices at the
end of the sensing network are small but fully equipped with
sensing devices, embedded microprocessors, and radio
transceivers, so they can not only sense any relevant physical
information but also have sensing capabilities, data
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processing, and communication capabilities for automatic
transmission to wireless base stations [14]. This can speed
up the progress of construction. Therefore, the level of
construction technology is also a key factor in determining
the construction progress. Thanks to developments in the
field of microelectronics and wireless communication
technologies, miniature, inexpensive, and intelligent sensors
are deployed in physically monitored areas through wireless
connections, offering great convenience over the previous
wired connections. Wireless sensor network technology is
now widely used in various fields, and it is bound to become
a bridge between the physical world and the computer world
and will revolutionize the way we live, work, and interact
with the physical world.

AMPR = ∑M
i=1maxPwr2i

N
,

CHprob = min Cprob ⋅
E2
residual
Emax

, Pmin

� �
:

ð2Þ

The design of wireless sensing networks is mainly
applied in harsher environments, and the number of nodes
required is generally much more than that of traditional
communication systems, which are high-density wireless
sensing networks. The sensing nodes in wireless sensing
networks not only take the responsibility of collecting data
but also take the responsibility of receiving data transmitted
by other nodes. The networking method of wireless sensing
networks is self-organization and multihop etc., which is
more flexible. Self-organization is equivalent to plug-and-
play, while the topology will be affected by the joining or
withdrawal of sensing nodes, which belong to the dynamic
topology. If the sensing nodes move, the topology is also
updated according to the relative position of the sensor
nodes. This also ensures the stability of the system; when
one or more of the sensing nodes in the sensing network
fails, it does not lead to stagnation of the entire sensing
network system [15]. The sensing network is divided into
wired sensing networks and wireless sensing networks. A
wired sensing network establishes a channel for information
transmission through a line connection, which is highly
resistant to interference, and the information transmission
process is less affected by the outside world. Wireless
sensing networks can carry out information transfer between
nodes through a wireless network and aggregate to the gate-
way for conversion to achieve the self-organized connection
between the wireless network and wired network, as shown
in Figure 1.

The sensor node layer is composed of a data acquisition
hardware unit, a processing control hardware unit, a
communication hardware unit, and an energy hardware unit
that implements the data acquisition, preprocessing storage,
and transmission functions of the sensor nodes. The sensor
node layer is implemented by arranging many sensors in
the monitoring area, thus requiring the sensors to provide
as much power as possible with minimum expense,
minimum size, minimum weight, and maximum lifetime.

CI =w2
1

E
Ew
max

−w2
C

Cmin
: ð3Þ

The topology discovery request sent by the aggregation
node and the broadcast sent by the cluster head election
completion use the cluster head broadcast; the cluster head
broadcast contains the hop count and the information used
to calculate the route quality; the hop count is used to limit
the range of the broadcast; and other sensing nodes in the
cluster can calculate the route quality and establish the route
to the cluster head based on the data in the message. There is
no safety problem; otherwise, it is necessary to warn the
safety management personnel to check the relevant
mechanical equipment and arrange maintenance personnel
to repair. The cluster head sends a reelection broadcast
message when it is reelected; the node receives it, calculates
the cluster head index using the route control message, and
notifies the cluster head node with a node election
information reply message. The cluster head node elects a
new cluster head based on the cluster head index of the
nodes in the cluster and notifies the node with a cluster head
election confirmation message; upon receipt of the
notification, the node sends a cluster head broadcast
message; if the previous cluster head receives the message,
then the election is successful; if not, then it is sent several
times. If the previous cluster head does not receive the
cluster head broadcast message several times, then this
election fails and the cluster head election is conducted
again. Additional information about the transport method,
the list of transport methods, and the status of the route
are added to the four base messages in the previous chapter.
The transmission method indicates whether the route is a
long-range route or a close-range route. The aggregation
node can be regarded as an intermediate gateway node
connecting the sensing network and the extranet, realizing
the conversion and interoperability between different
protocols, and the data information from the sensing node
is delivered to the aggregation node using a single-hop or
multihop approaches [16].

The convergence node layer is in the middle layer
between the sensing node layer and the management node
layer and plays a role in the organizational structure to carry
on the task to the sensing node layer according to the
requirements of the management node, whose physical
structure is essentially equivalent to the enhanced function
of the sensing node. At the same time, the aggregation node
is also responsible for the establishment of the network and
the joining or withdrawing of sensors in the sensing
network. The management node layer is in the uppermost
layer of the whole wireless sensing network and its authority
level is the highest; the user can use the management node to
achieve information resource access to the wireless sensing
network system; if the user needs to change the settings in
the wireless sensing network, it also operated through this
layer, as shown in Figure 2. It accounted for 53%, followed
by object strikes. Simply relying on safety management
personnel to patrol the site cannot find and solve potential
safety hazards in a timely manner.
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When multiple nodes are ready to send data at the same
time, contention will inevitably occur as they go to occupy
the transmit channel at the same time, failing to send some
of the data and having to finish sending the data by multiple
retransmissions [17]. The collision of data not only causes a
delay in the working of the whole system but also increases
the extra power consumption and increases the energy
consumption of the whole system due to multiple
retransmissions. Wireless channels have broadcast
characteristics; when a node sends a message, the nodes
within the entire network can receive the information it
sends. For nondestination nodes, receiving these messages
that are not valid for themselves not only consumes extra
energy but also may disrupt their own. During wireless
communication, nodes have four states, which are sleep,
listening, receiving, and sending.

w1 −w2 = 1: ð4Þ

Among them, the sleep state has the least power
consumption, and the power consumption for sending data
and receiving data is relatively high. When in the listening
state, the node constantly listens to the wireless channel to
determine whether the channel is idle or not. Since wireless
sensor networks are relatively small data networks, it is not
necessary for the nodes to always listen to the channel, and
they can completely go into a dormant state when there is
no task. The design concept of WSN is data-centric. Data
from all nodes are transmitted to the aggregation node.
Compensation expenses, rescue and medical expenses,
accident penalty expenses, etc., also include the loss of
shutdown and rectification caused by the accident and the
loss caused by the replacement of workers. The user is
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mainly concerned with monitoring the data collected by
the sensing nodes in the area, and the protocol design
needs to consider the management and processing of the
data. With limited energy, how to minimize energy
consumption and increase the network life cycle while
discovering routes and transmitting data is the focus of
the routing protocol design.

The communication between sensing nodes is improved
on the original communication flow. The communication
flow finds the proximity route first when discovering the
route and then further discovers the distance route if there
is no proximity route for the destination node. The
advantage of this is that when the nodes are close to each
other, only a small amount of network and energy resources
are consumed to establish a route to communicate with each
other. For distant nodes, the additional consumption in
finding proximity routes is only a very small part of the
complete route-finding process and has less impact on
network lifetime and network performance.

3.2. Simulation Analysis of Construction Dynamic
Management System Optimization. Information refers to
news, intelligence, knowledge, etc. transmitted (conveyed,
transmitted) by oral, electronic voice, mail, or other relevant
written means, usually manifested as sound, text, figures,
and images, etc. In the field of engineering project
management science, a large amount of engineering
information is formed with the flow of workflow,
coordination, capital flow, etc. in the process of project
implementation, which are processed and formed into
specific forms of data to provide the basis for decision-
makers to control the project implementation process [18].
At the same time, the information flow also forms an
interrelated whole of the project’s capital flow, coordination,
project organization, and various management functions, as
well as the external project environment, which influences
and controls the workflow, coordination, and capital flow.
Only when the information flow is smooth can the project
be implemented smoothly. The building construction site
is the convergence place where various construction
operations and construction activities are carried out and
completed at the same time, and it is also the centralized
place where building construction information is generated,
transmitted, and applied. Construction personnel and
managers at building construction sites need a large amount
of construction information to support construction
activities. To explore a new system of construction site
information management, it is necessary to identify and
categorize construction site information. The building
construction site is the gathering place where the design
results of different professions such as architecture,
structure, HVAC, water supply, and drainage are
transformed into the physical building, and it is also deeply
influenced by the decisions of project planning, design, and
construction. So, the construction site of the building
construction information sources is wide, and the content
is complex and changeable, and lack of on-site security
controls. The use of emerging technologies in the
construction industry can shift the focus of safety

management to advance management and realize preventive
management. Safety early warning management based on
emerging technologies can not only monitor the behaviour
of people and the state of things in real-time. Construction
project construction lasts for a long time, with many
uncertainty factors and a high frequency of information
changes [19]. Construction site engineering information is
also updated in real-time with the progress of the project,
and the updated engineering information can be used as
the next stage of information. Therefore, the engineering
information is interdependent and transforms and
influences relationships, which often involves the whole
and is highly correlated, as shown in Figure 3.

In general, on-site information can be divided into
structured and unstructured information. Structured
information refers to information data that is stored and
described by open data standards, and such information
data can form multiple components with clear hierarchical
structure and interconnection. In the application of BIM
technology in building construction sites, structured
information can be searched quickly by determining its
characteristic nodes, which has the advantages of improving
information utilization rate, completing information search
efficiently, and reducing missing information; unstructured
information refers to information data with relatively
unclear form, poor correlation, and blindness when
querying information, and at present, it mainly relies on
manual means to modify and update and organize, such as
electronic document reports, e-mails, web pages, video files,
and BIM model information of nonpublic data standards.
Wireless monitoring technology for construction measures
and environment can be classified into two categories
according to the transmission method; one is the wired
transmission method.

Because the data information is transmitted by way of
cable, it is less interfered with by the outside world, while
the transmission is faster and the information fidelity is high,
but because the cable needs to be laid in the monitoring area,
the arrangement is more difficult for the monitoring place
with a complex environment, while a certain degree of
difficulty also exists with the later maintenance in the
process of use.

Especially on the construction site, many cables lying
about will affect the normal construction of the operator,
while the operator might easily to destroy the cable during
the construction process. Prevent and reasonably control
the safety accidents on the construction site in advance,
and promote the sustainable development of the
construction industry. The construction industry is in a state
of rapid development, and modern buildings are
characterized by large volumes, large spans, complex
modeling structures, and deep foundations. The other type
is the wireless transmission method; the wireless
transmission method is transmitted by wireless signal; the
signal carries monitoring information, relying on the current
rapid development of wireless transmission information
technology, and can be applied to the monitoring of harsh
environments; therefore, the wireless transmission method
has been favoured by the field of structural monitoring and
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is slowly replacing the wired transmission method. The
research on the construction methods of digital terrain and
3D hydraulic building models is an important part of the
research on dynamic 3D total view management methods
for construction, and this section will carry out the research
on digital terrain construction methods, 3D model
construction methods, and ground coupling methods based
on BIM ideas and combined with the characteristics of
hydraulic construction modelling.

There are many components in the construction of the
sea trial terminal, the construction process is complex, the
volume of work is large, and the duration is long. In the
actual construction process, it is easy to have factors
affecting the construction schedule, such as problems in
the supply of construction materials during the construction
process, unexpected weather, typhoons, and rainstorms
encountered during the construction process; an insufficient
number of construction personnel will lead to delays in the
construction schedule. Construction schedule management
generally refers to the analysis of relevant influencing factors
and making reasonable adjustments, using certain measures
to achieve the project schedule adjustment optimization, as
shown in Figure 4.

The influencing factors of construction schedule and
construction schedule optimization methods are closely
related, and the constraints of the construction optimization
model can be determined by investigating and analysing the
influencing factors of the construction schedule. Resources
such as workforce, material supply, and quantity of
machinery and equipment have a great influence on the
construction progress; if the resources are insufficient, the
construction progress will be delayed because of the inability

to increase the construction input; on the contrary, if the
construction resources are in excess and greater than the
construction capacity, it will cause the waste of resources,
thus increasing the construction cost and management
difficulty. Sufficient funds are the guarantee that the project
can be carried out smoothly, and in the case of sufficient
funds, the project can be reasonably accelerated.
Construction costs are composed of direct costs and indirect
costs, and direct costs include labour, materials, and
machinery, while indirect costs include management and
site expenses. Therefore, it can not only sense any relevant
physical information but also have sensing capabilities, data
processing and communication capabilities and can
automatically transmit to wireless base stations. Due to the
development in the field of microelectronics and wireless
communication technology, tiny, inexpensive, and
intelligent sensors are deployed in the physical monitoring
area through wireless connection. Therefore, the level of
construction technology is also a key factor in determining
the construction schedule.

In this regard, the system will define the structure of data
and composes an Extensible Markup Language (XML)
schema to achieve structured information storage; similarly,
a special unstructured data architecture will be established to
centralize the storage and management of unstructured data.
In the whole process of building construction site
information management, the system will establish different
BIM database tables to record information metadata
according to information categories and formats, thus
forming a complete BIM-based data storage [20]. The IFC
standard is the de facto data description standard of BIM
technology, and most of the BIM professional application
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software can support the input and output of the IFC
building information model.

Through this module, the information manager issues
instructions related to material and equipment
management; the relevant personnel view the instruction
information and generate the instruction feedback
information; when the difference with the BIM data exceeds
a certain area, the difference part is highlighted in the BIM
model and the alarm information is quickly submitted to
the front-end system and the information manager, while
the module can be configured by the user to respond to
the alarm linkage option according to the actual demand.
In the process of BIM-based construction site information
management, the information manager can implement
comprehensive BIM-based information management of the
quality, quantity, and use plan of materials and equipment
at the construction site through the system, while noncon-
struction site information managers such as material and
equipment suppliers, equipment leases, and supervisors can
only view and feedback the instruction information or make
inquiries about contracts, inventory and other information.

4. Results and Analysis

4.1. Performance of Dynamic Management System for Low-
Power Wireless Sensor Network Building Construction.
According to the data in Table 1, it can be learned that when
the transmission distance is farther, the received power is
lower. When the transmission distance from the receiving
antenna to the transmitting antenna is 10m, the received

wireless energy is -18 dBm; when the transmission distance
is more than 20m, the wireless energy received by the
antenna is less than -20 dBm. When the received infinite
energy is lower than -20 dBm, the converted DC energy is
less efficient and difficult to collect. Therefore, in the
simulated system, due to the limitation of the RF source
transmitting power, the effective wireless transmission
distance is limited to 20m, while in the actual shed
application environment, the effective system receiving
distance can be extended by increasing the RF source
transmitting power.

From a theoretical point of view, the relationship
between the effective transmission distance of a directional
wireless transmission system and the transmitting power of
the RF source is analysed. In this section, however, the focus
will be on flexible receiving antennas that can be closely
integrated with the greenhouse agricultural environment.
Flexible antennas, usually nonplanar antennas that conform
to the shape of a specific object, have been used as part of the
surface of moving objects such as aircraft. Due to its
conformal characteristics, it can be well applied under some
nonregular objects or special application scenarios, satisfying
the characteristics of concealment and not easy to destroy,
and in recent years, conformal antennas have gradually
become a hot spot for research. It is a dynamic topology. If
the sensor nodes move, the topology is also updated based
on the relative positions of the sensor nodes. As a high gain
circularly polarized array world is used as the RF
transmitting antenna in this paper, to avoid the polarization
mismatch problem, the receiving antenna should also
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conform to the characteristics of circular polarization. A
circularly polarized rectifier antenna is proposed, which is
made of flexible material and can be applied on cylindrical
surfaces such as pipes to achieve a conformal effect and
provide power to wireless sensing nodes. This section will
mainly discuss the structure and simulation results of the
rectified antenna.

The design of this paper includes three sensing nodes
for data collection, while the relay nodes are in broadcast
mode to continuously poll the data to send data requests
to the slave nodes, and when the sensing nodes get the
corresponding data requests, they send the data to the
relay nodes. The conventional data communication is
based on relay nodes, which are polled continuously
through a single channel according to the sensor node
number, and the polled sensor nodes send data to the
relay nodes, while the unpolled sensor nodes are in the
sleep state, waiting for the polling signal. And when the
sensing node collects monitoring data to reach the alert
point, a second channel is opened for alarm data
transmission in order not to crowd the channel with
normal communication, as shown in Figure 5.

An envelope tracking power amplifier is a kind of dynamic
bias amplifier, which synchronizes the bias voltage of the
amplifier after detecting the amplitude and phase information
of the input signal so that the amplifier can always work in the
region of higher efficiency. The envelope tracking technique
has high requirements for envelope tracking power supply,
and according to the actual requirements of this system, it
was decided to use the control role of the microcontroller to
achieve the function of dynamic biasing based on the idea of
envelope tracking. Since the bias voltage needs to change
according to the input signal power, the input signal needs
to be detected first, and since the detection process is not
expected to have too much impact on the final output sig-
nal, a small portion of the signal needs to be separated by
a power divider or coupling module for detection. The
detector unit directly uses a circuit module composed of
detector chips, and the MCU at the back end converts
and processes the analogy signal generated by the detector
circuit after the detector is completed to obtain the input
signal power and then controls the DC voltage generation
module at the back end to generate a suitable bias voltage
to power the power amplifier according to the power mag-
nitude value.

5. System Optimization Simulation Results

To read and judge the electronic tag information on the
mechanical equipment using the fixed or portable method,

the permission information of the mechanical equipment
includes the annual inspection information, maintenance
information, whether there are maintenance problems,
etc. The implementation of this function is also using
the C# language nested If statement; for the annual
inspection information, maintenance information, etc.
which belong to the date and time information, it is
impossible to directly calculate the date difference; it needs
to be converted to seconds It needs to be converted into
seconds and then calculated. As shown in Figure 6, it is
the same way as the judgment of personnel authority
identification, when all the return values are True after
the execution of the nested. It proves that the machinery
and equipment can be used normally, and there is no
safety problem; otherwise, it is necessary to notify the
safety management personnel to check the relevant
problem machinery and equipment and arrange the
maintenance personnel to carry out maintenance. After
the inspection is completed, the label information in the
label of the machinery and equipment needs to be
updated, and the return value is True for the nested If
statement execution structure identified by the authority,
and the warning reminder ends, as shown in Figure 6.

The principle of this construction safety early warning
system for the structural warning is to collect construction
data from the site and compare it with the design safety
values, to warn when the collected data exceeds the design
range, and to consider the site in a safe construction state
if it is within the design safety values. Therefore, the use of
the early warning system requires the project department
of the construction unit to establish good communication
with the design unit and the design department of the
construction unit, to carry out the design and safety
technical briefing based on the construction safety early
warning system, to accurately account for the initial value
(safety design value) of this early warning system, and to
improve the practicality of the safety early warning system.

This construction safety early warning system has four
modules; considering the actual situation on-site and cost
factors, the required module functions can be used
selectively, and the monitoring of site personnel, machinery,
structure, and physical environment can also be selectively
installed and monitored according to the actual situation of
the project; for example, the construction project
undertaken by the construction unit has low floors, the
external scaffolding is relatively simple to erect and the
danger is minimal; considering the cost reasons, the
structural monitoring of external scaffolding is not required,
as shown in Figure 7.

The construction progress management module consists
of two parts: two-dimensional construction progress
management and three-dimensional construction progress
management. The two-dimensional construction progress
management function module is designed based on dynamic
chart technology and database mining technology, which
outputs the construction progress data optimized by the
system as visual charts. The system’s two-dimensional
construction progress management generates the plan
dynamically into a Gantt chart, which shows the total

Table 1: Analysis of the wireless energy transmission link.

Input signal power Output signal power PAE

8 22.3 10.7

9 39.2 41.2

10 16 30

11 15.8 46.6
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construction progress at the top and the unit project
progress and schedule at the bottom, where the green part
indicates that the section has completed construction and
the red part indicates that the section is not yet under
construction. After the node receives the notification, it will
immediately send the cluster head broadcast message. If the
previous cluster head receives the message, the election is
successful, and if it does not receive the message, it will be

sent multiple times. The left side of the construction
progress Gantt chart shows the unit project progress plan
attributes and the project progress display time zone; the
unit project construction progress plan attributes include
project progress, project start time, project duration, project
end time, and the project name of the project; click on a unit
project in the right side of the Gantt chart; the left-side
attribute information column will display the corresponding
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attribute information and the project progress display time
zone. You can adjust the start and end time of the chart
displayed on the right, and you can adjust the time unit of
the construction progress Gantt chart display. Based on the
above functions, the design of the two-dimensional
construction progress management of the sea trial pier is com-
pleted. The spring-rectangular piezoelectric cantilever beam
has a wide resonance range at the resonance point, and the
bridge is in low-frequency vibration most of the time, so more
energy can be collected by designing a piezoelectric energy
harvesting device to integrate the triangle and spring-
rectangular piezoelectric cantilever beam.

6. Conclusion

The collection of construction site data information is
realized through WSN technology, including the
information collection of people supported by WSN
technology for personnel positioning technology; the
information collected is mainly location information and
attribute information; For the information collection of
things supported by WSN technology for construction
measures and environmental monitoring technology, the
information collected mainly measures structure
information, location information and environmental
information. At the same time, comparative analysis and
algorithm research on location technologies are conducted,
topological network structure design for construction
measures and environmental monitoring technologies is
completed, and information collection schemes targeting
people and objects at construction sites are developed. The
design of the construction safety early warning system
includes the determination of design principles, system
framework design, initial value design, functional module
design, process design, and use authority design. The
construction safety early warning system mainly takes the
site personnel of the construction unit as the monitoring

object of the occurrence of safety accidents, and the use of
this early warning system can realize the behaviour or state
of reminding and informing people and objects of possible
safety accidents and realize the functions of safety education,
daily attendance management, and safety reward and
punishment management. The physical framework of the
system is then designed from the actual situation of the
building construction site, and the physical equipment
architecture and construction site network of the BIM-
based building construction site information management
system are designed. The construction of this system
provides a solution for applying BIM technology to the
whole construction site and accelerates the information
management process of the whole process of the
construction industry.
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With the vigorous development of the advertising industry, advertising in the era of intelligent media fills all aspects of our lives,
and more and more intelligent media are applied to the advertising industry. The current three-dimensional advertising and
interactive advertising are too fragmented in form, with three-dimensional advertising having a strong sense of three-
dimensionality but lacking interactivity and interactive advertising having strong interactivity but lacking visual attraction.
How to integrate 3D advertising and interactive advertising in order to make advertising in the future has greater development
potential and market, whether in the visual or interactive experience can attract the target consumers becomes very necessary.
It is found that VR technology has a wide range of application prospects, and intelligent media advertising mediated by VR
technology follows the trend of advertising industry development. This thesis uses VR (virtual reality) technology as a medium
to study the integration of 3D advertising and interactive advertising in the smart media era. In the second phase, the
development direction of VR as an advertising medium in the era of intelligent media is identified. The research on the
integration of 3D animated ads and interactive ads under VR technology is launched, and the research on 3D stereoscopic and
interactive design of advertisements in the era of smart media is a reflection and exploration of the future language of
advertising design. And through the comparison with traditional advertising, it is concluded that the aesthetic subject of VR
advertising is “polycentric,” the aesthetic object. Then, we analyze the theoretical roots of the formation of the aesthetic
characteristics of VR advertising from three levels: media technology, communication theory, and audience psychology. Finally,
we return to the general environment of visual culture and explore the deconstruction of visual culture by the aesthetic
characteristics of VR advertising in three levels: “symbol collapse,” “audience reshaping,” and “immersive communication.”

1. Introduction

The continuous development of advertising media, in the prac-
tical sense, can make the form of advertising more three-
dimensional and interactive; with the continuous change of
advertising media, VR (virtual reality) technology has become
the media of the intelligent media era; virtual reality (VR) tech-
nology is a new image technology that integrates three-
dimensional sense of picture and interactive forms, is an impor-
tant direction for the future development of advertising, and is
also one of the current hot topics of image research [1]. Since
the emergence of advertising media, there have been different
media in different times, from print media to radio media, from
TV media to computer media, in the era of intelligent media

with interactive functions of cell phonemedia, and finally devel-
oped to three-dimensional advertising and interactive advertis-
ing integration of VR media [2]. At present, VR advertising has
a unique advantage; at the end of 2016, the famous international
virtual advertising company, Airpush, released the world’s first
research report on the effectiveness of VR advertising. Based on
objective data, the researchers quantified the effectiveness of VR
advertising versus traditional advertising [3]. The report
describes: “If VR is used as the technical support for the adver-
tising effect, advertising will increase by 1.5 to 1.8 times, espe-
cially in terms of product memory, VR-based advertising as a
new type of advertisingmessage will increase themessagemem-
ory effect by 5 times and advertising message sharing will
increase by 2 times. As the cycle of media replacement becomes
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shorter and shorter, the advertising industry itself should adapt
to the general trend and make changes to itself [4].”

It is of great relevance to provide rich information for
advertisers to create VR advertisements, to analyze the existing
technical bottlenecks and future development expectations for
technology platforms, and to guide the correct perception of
VR advertisements for advertising audiences [5]. Visual cul-
ture is an interdisciplinary and emerging term that involves
many disciplines such as literature, art, and philosophy. The
study of visual culture as a systematic theory began in theWest
in the 1980s, while visual culture as a research branch was
really grafted into the field of communication after the 1990s
[6]. After human beings left the traditional tribal society of
“face-to-face communication” and “oral transmission,” and
after the birth of writing, the communication of information
began to be done through media. The printing press realized
the visualization of spoken expression, and the radio, televi-
sion, and Internet after the printing press all made the
enhancement of the “visualization” of information the ulti-
mate goal of technological change [7]. The popularity of visual
culture is in line with the pace of media technology, and
because visual communication is inseparable from the role of
media, visual culture research has become an important area
of media research. At present, the number of consumers using
traditional media is decreasing, and there is a lack of supply
and demand between functional distribution and consumer
demand [8]. According to the statistical analysis of relevant
data, mobile terminals account for 38%, computer terminals
account for 35%, TV media accounts for 16%, and paper
media only accounts for 11% of the forms in which consumers
get advertisements, and people over 50 years old are bit tradi-
tional media consumers. In addition, the traditional media
also lacks technical support and is not strong enough for
development. The media is single, information is scarce, infor-
mation is closed, and advertising requires technical processing
[9]. However, in the era of growing intelligent media, on the
one hand, advertising presents the characteristics of audience
communication, dispersal communication, and infinite
communication, and on the other hand, consumer needs are
becoming more and more personalized, participation and
interaction are becoming stronger, and the concept of experi-
ence is becoming more and more diversified [10]. Under the
radical change of the external situation of advertising, many
traditional advertisements still follow a single boring commu-
nication mode, and the development situation, theme setting,
language mode, means of communication, skill innovation,
situation layout, and other aspects do not follow the trend to
keep up with the frontier of technological development, which
leads to the advantages of traditional media decreasing com-
pared with intelligent media [11]. One of the main reasons
why traditional advertising is difficult to develop is that there
is no key technology support and a lack of wisdom media
technology-oriented advertising such as three-dimensional,
interactive experience, ergonomics, and personalized services,
which is out of touch with the times in terms of technological
innovation [12].

Three-dimensional production technology is not the only
way of film and television advertising production; in film and
television advertising, we have to correctly play the computer’s

three-dimensional technology in order to effectively highlight
its highlights, so that the production level of film and television
advertising and the creation of the magnitude of greater
improvement. In the computer three-dimensional technology
performance level, will focus on the consideration of film and
television advertising production supply and demand, for
some live-action risk factor is large, it is difficult to take the
content of the field, can consider using three-dimensional
technology to produce. In short, in the production process of
film and television advertising to rational use of three-
dimensional technology.Only by making appropriate use of
the benefits of three-dimensional technologycan we give full
play to the appeal of three-dimensional technology and make
the explosive power of film and television advertisingenter a
new stage. This paper takes advertising aesthetics as a research
clue, analyzes the subject of advertising aesthetics, the object of
advertising aesthetics, and the standard of advertising aes-
thetics, and seizes the core of advertising marketing from the
audience’s point of view, and the conclusions and proposed
development strategies provide reference materials and case
examples for advertisers to understand VR advertising and
get involved in VR communication. In addition, the paper is
also relevant in educating the advertising audience about the
emerging VR advertising, and it provides a reference for the
advertising audience to improve their media literacy. There-
fore, the relevance of this paper exists at three levels: adver-
tisers, technology platforms, and advertising audiences, and
the conclusions of the study provide development strategies
for the three main actors of advertising campaigns to under-
stand VR advertising.

2. Related Work

VR advertising is the most emerging form of advertising now-
adays, but few books have been written on this topic, andmost
of the relevant discussions are focused on journals and online
platforms with high timeliness. VR online marketing advertis-
ing is a form of advertising in which audiences wear VR head-
sets to experience products or services online using cell phones
or computers and other Internet terminal devices. Because of
its convenience, large audience, and ease of data statistics, it
has attracted the attention of many brands, and various kinds
of online experiential advertising have also let audiences have
a “VR addiction” [13]. A typical example of VR onlinemarket-
ing advertising is the new Mercedes-Benz “long wheelbase E-
Class” VR ad launched by Sohu and Mercedes-Benz, which
has also become an innovative move in the new media indus-
try and automotive advertising. The format of the ad is to
jump into the “VR PanoramaAd” page through the Sohu page
ad, a new E-Class sedan parked in front of a glass office build-
ing; the user can swipe the phone 360 degrees to “walk”
around the car to observe; when the user clicked on the LED
headlights, the car lights will automatically light up and pop
up. When the user clicks on the LED headlights, the lights will
automatically light up and a detail page introducing its perfor-
mance will pop up [14]. In addition, users can also remotely
experience the “autoparking” function and can also click
“scene switch” to experience the steering wheel details and
stereo sound effects inside the car.
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In order to ensure the advertising effect and user experi-
ence, the ad has impeccable details, and any component in
the car can be felt by the users by clicking and popping up
the details page. This VR live-action experience ad breaks
away from the conventional film and TV commercial format
and dares to break through the experiment, making the ad
itself with a strong sense of immersion and technology
[15]. At the same time, the contemporary and intelligent form
of the ad coincides with the slogan of the Mercedes-Benz E-
Class long wheelbase car, “The wise, the great,” making the
ad a technology news at the same time and spreading the effect
with half the effort. The ads are usually in the form of paid
experiences [16]. The audience wears VR glasses with a game-
pad, and the VR glasses are interconnected with the computer
terminals. The content of the ads is mainly in the form of VR
live-action games and live-action homes, aiming to sell VR
equipment and promote VR technology. The audience can
experience the latest technology through the many projects
in this offline “VR experience”; the most common forms of
VR games are VR surgery, VR brush, VR CS, etc., in addition
to VR smart home, VR bike, VR live roller coaster, etc. Unlike
gamers sitting in front of computers and TVs, VR games are
set in an exceptionally realistic scenario, where the audience
is stimulated by a combination of auditory, visual, tactile,
and other senses, seeing objects and scenes beyond reality, so
the audience will hide, run, and attack as in real games; they
can also walk around freely in the kitchen of VR smart homes,
open cabinets, and unscrew faucets [17].

The VR offline experiential advertising also defines this
new technology as a “toy,” penetrates into the audience with
a game, and takes “live experience” as the biggest attraction
for “attention economy”marketing [18]. The biggest highlight
is the “attention economy” marketing. The advertisers have
opened the door to a new world for their audiences and at
the same time have profited from the new technology as a
marketing tool and have made a significant contribution to
the promotion and popularization of “VR for all.” Although
TV and online ads can easily restore or recreate scenes, VR
goes beyond TV and the Internet in that it is no longer limited
to visual perception but rather to deeper sensory stimulation,
such as smell, touch, taste, and other stimuli [19]. Therefore,
the “scene” and “experience” have become the pursuit of VR
advertising, changing the traditional advertising pursuit of
images, words, and symbols corresponding to the framework
of the constraints, which lighten the unnecessary auxiliary
factors, the “scene” and “experience” in the first place. At the
same time, traditional advertising needs to abstract the core
value elements of products or services for symbolic packaging,
in order to achieve the correspondence between products and
symbols, so as to create the symbolic qualities as the unique
selling point of the brand [20]. Therefore, traditional adver-
tisements need to use words, music, colors, and other elements
tomake comprehensive packaging, but VR advertising no lon-
ger needs such meaningless blind packaging, nor does it need
brands to shape the spiritual value or symbolic connotation of
products [21]. Instead, through the sensory stimulation
brought by the “immersive and interactive” all-round scenes,
audiences can experience the brand culture and stimulate the
desire to buy.

3. 3D Visual Communication of VR Advertising

3.1. MediaSmart Media Advertising Fusion. VR is immersive,
and it allows consumers to be fully engaged in the real world
virtualized by VR and can attract consumers in a short period
of time, giving them a strong sense of immersion and enabling
them to have an extremely realistic and authentic experience
in contact with the virtual environment. It can be said that
VR (virtual reality) technology combines the advantages of
three-dimensional advertising and interactive advertising to
demonstrate the functions and characteristics of the products.
People can not only view the performance and appearance of
the product through VR (virtual reality) devices but also expe-
rience the fun of the product firsthand. The VR medium is
three-dimensional, and the three-dimensional images of the
images can bring a great visual experience to the consumers.
In the traditional media era, we capture content through the
eyes. When people read advertisements, they will start to asso-
ciate the things that newspapers, books, and other media make
to describe, and consumers can form imagination in their
minds after receiving the content of the advertisement. The
textual description of the original appearance of things can
be endless imagination, in this age of seeing is believing, and
cannot let consumers really understand the appearance of
goods and the use of VR three-dimensional technology. In
order to allow consumers more intuitively see the appearance
and even internal structure of goods, the intelligent media era
of virtual reality advertising was born, as shown in Figure 1.
The VR media has characteristics, advanced VR technology
based on modern platforms public media products based on
modern platforms, flexible media portfolio becomes a reality,
and messages can be put into carefully prepared advertising
content in each VR device at any time. So the result of the inte-
gration of 3D advertising and interactive advertising is not to
simplify advertising but to give it more personalization and
appeal. The VR media change consumer information contact
behavior; in the age of smart media, the change of consumer
information contact behavior is accompanied by changes in
the media.

If the existing 3D advertising and interactive advertising
can be integrated and gradually form a unified model, then it
can provide consumers with “personalized” information and
bring a fashion culture to the young consumer group, such
as 3D images to attract consumers’ attention and interactive
advertising to follow up the satisfaction of today’s trends.
The interactive ads follow the satisfaction of today’s trends.

In the era of intelligent media how to integrate three-
dimensional advertising and interactive advertising, the author
found after research, first of all, from sensory integration to
experience integration. Most of the current advertisements
are in the visual aspect, which are brought by simple advertis-
ing design and special effects operation, and consumers can
only stay in the sensory visual experience of advertising. With
the continuous development and application of VR technology,
the future immersion experience will be more realistic. Second,
from one-way communication to interactive communication
integration, despite the advantages of traditional media adver-
tising in creativity and special effects, but cannot change the
status quo of one-way communication of advertising, it is
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difficult for consumers to interact with advertising. However, at
this stage, too many experience technologies can only stay on
some websites or touch screen and other devices.If you want
to have an interactive experience in advertising films, you must
use the interactive characteristics of VR media to integrate 3D
advertising and interactive advertising. Advertising not only
has a three-dimensional display technology, but also can inter-
act with consumers, so that consumers are actively choose the
need for advertising, enjoy the fun brought by advertising. In
the process of using VR media technology to integrate three-
dimensional advertising and interactive advertising, advertisers
will slowly reduce the use of traditional media. As VR technol-
ogy becomes more and more mature, consumers are no longer
just passive recipients.In other words, advertising is truly
people-oriented. After the above analysis, I believe that when
designing VR advertising, we need to focus on consumer
immersion experience and interactive experience, using the
characteristics of VR to design a real interactive environment
to give consumers a better experience.

3.2. Stimulate Consumption and Reduce Costs Based on VR
Technology. VR media change the behavior of consumer
motivation.In the traditional media advertising era, most con-
sumers will think that the media broadcast on the product has
no problem.Often the advertising goods and brands equiva-
lent to advertising companies, so when the consumers need
to buy advertising goods, they will get information from the
ads. But with the advent of the era of smart media, countless
commodity ads broadcast on a variety of media has entered
the era of ubiquitous advertising, especially the price reduction
of electronic display products, the cost of advertising media is
getting lower and lower, and the consumers began to change
the past existing advertising viewing habits, from the begin-
ning of passive acceptance of advertising to take the initiative
to understand advertising and thus better able to search for
the goods they need through the use of smart media VR.
The use of intelligent media VR equipment forms of a sense
of immersion in the real world. For advertisers, paying close
attention to and even predicting the development trend of
advertising and media make them willing to invest more time,
money, and attention to advertising media. Because VR as a

medium of advertising is a full-sensory immersive experience,
with the advantages of both three-dimensional advertising and
interactive advertising, allowing people to enter a fully immer-
sive virtual reality realm, in this real “world,” consumers can
experience advertising more deeply and realistically, thus
attracting a large number of consumers. Among the media
used by young people, due to the rapid improvement of the
performance and functions of electronic products, young peo-
ple have more interest and dependence on the use of smart
media, as shown in Figure 2. Nowadays, young advertising
consumers are more attracted to 3D display media and media
with interactive features, and advertisers are constantly trying
to integrate the two technologies. As VR technology matures,
VR-based media is becoming more available and, of course,
more affordable. The use of VR technology not only allows
consumers to view immersive 3D images but also allows con-
sumers to independently select the ads they want, experience
the interactivity of the product at home, and share their expe-
riences and feelings in a timely manner, using consumer inter-
active reviews to advocate for the ad, making it better for
promotion and distribution.

From the current technology, traditional media advertis-
ing has now formed a certain scale and experience, technol-
ogy is also more mature, there is a fixed consumer base, and
the popularity of VR devices is not high, so the study of VR
technology is not very deep. The market use is not mature
enough, because the development of three-dimensional
advertising and interactive advertising has been more com-
mon.However, as for how to really put three-dimensional
advertising and interactive advertising together, I think
designers need to constantly upgrade their technical experi-
ence, think about how to improve the high level of consumer
interaction and experience, and expand the influence of VR
advertising on the market gravity, so that advertisers can
create and design ads based on the characteristics of VR (vir-
tual reality).By attracting consumers to promote VR devices
and VR advertising, the integration will be faster and faster.
Virtual reality advertising is popular in China and other
countries as a new marketing model. In recent years, the
3D technology of VR has been widely used, using various
techniques of virtual reality technology. For example, in
the case of fierce competition in the real estate industry,
the original form of real estate display has been difficult to
meet the actual needs of consumers. Therefore, the real
estate industry must grasp the trend of market development,
making full use of the latest technology at present, breaking
the original monolithic three-dimensional display on cus-
tomers through the virtual reality sensors, and giving cus-
tomers a strong three-dimensional sense of scene, which
allows customers to walk in different house types and rooms
and at the same time choose different decoration styles and
furniture according to their preferences through the interac-
tive function and to really feel the scene after decoration,
which not only saves a lot of investment in model rooms
and different decoration for the real estate industry but also
greatly stimulates customers’ desire to buy, which makes the
sales of origin products grow rapidly (as shown in Figure 3).
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Figure 1: 3D VR technology and the evolution of 3D advertising.
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3.3. VR Display Advertising Design Practice. This advertise-
ment is designed based on VR (virtual reality) technology as
the medium. Through the analysis and research of the previ-
ous article, the author uses the design methods and design
ideas summarized in the previous article as a practical guide;
adopts the form of 3D immersive design interface, which can
intuitively represent the real campus landscape and facilities;
and adopts interactive design, which can interactively experi-
ence each landscape and facility and flexibly display each part
of the campus to achieve the advertising. Because of its excel-
lent immersion and immersion, the audience experiences the
sensory stimulation even beyond the real, so the VR offline
experience game is called “black technology” by users. The
interactive design allows for interactive experience of each
landscape and facility and flexible display of each part of the
campus and achieves the advertising effect. This time, I did
not choose ads with commercial nature but chose noncom-
mercial ads with humanistic nature, hoping to promote the
school with the help of VR media, so that more people can
understand the charm of Ningjunyuan and integrate the cul-
ture of Ningjunyuan. In this advertisement, users can browse
and watch the advertisement through computer or VR display
device, and the typical buildings can be operated interactively.
In order to reflect the authenticity of the display ads, the cam-
pus is filmed with an aerial camera for a bird’s-eye view, and

3D max software is used to model the internal scenes of
important buildings, especially the university’s Union Build-
ing, and Pano2VR software is used to create hotspot interac-
tions, so that users can use the virtual elevator to reach each
floor and start consulting and answering questions with rele-
vant university departments, or they can reach each branch
of the university and become familiar with its specialties and
advantages. That is to say, when a technology is applied to real
life, its subsequent effects and consequences will not belong to
the scope of human control; at the same time, people are
addicted to the technological pleasure brought by technology
on the one hand and are manipulated by this technological
“pleasure” on the other hand.

The audience’s sensory perception of information is
roughly divided into the following five stages (Figure 4). The
first stage is the initial stimulation stage of external physical
information, and there is no great difference in the audience’s
perception of information at this stage; the second stage is the
physiological filtering layer of the audience, i.e., the sensory
stage. The third stage is the audience’s psychological filtering
layer; that is, the audience’s own personalization and personal-
ity characteristics will be the second screening of information,
and the role of emotion is the most important part of the link;
the fourth stage is the audience’s awareness of the product or
brand. The fifth stage is the establishment of the cognitive pro-
file, which has a certain chance; the audience’s cognitive pro-
file is not in the inevitable state that it will be established, but
the confirmation is after the audience’s perceived positioning
of the brand or commodity awareness. It is a confirmation
stage. In addition, the establishment of this stage will also pro-
vide feedback to the previous stages, and the desire for infor-
mation generated by the establishment of the cognitive
profile will have a rebound effect on the audience’s mental
and physical filters and continue to influence the audience’s
subsequent perception process.

In the eyes of “technological determinists,” “technology is
an independent force that develops according to its own logic,
and although it arises from human needs, once it becomes a
climate, it can easily become a wild horse out of human con-
trol.” For example, before the technology of television was
invented, there were no “TV people” and “container people.”
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Before the technology of computer was popularized, there
were no such terms as “mouse hand” and “Internet-addicted
teenager.” Once people reach this stage of “being controlled
by technology,” they become “puppets,” that is, according to
the logic of technology itself to change the human living envi-
ronment and lifestyle and even to change the human value
system. Therefore, VR advertising, as a hot new medium and
technology, will also have a large or small impact on people’s
real life, and audiences should clearly understand that the
“good” nature of technology and its “evil” nature exist
together. The “change” of “technology changes life” is also
neutral. VR advertising has opened a new chapter in people’s
understanding of the virtual world, but at the same time, it is
also changing people’s value identity, and the new trend in
the aesthetic characteristics of advertising is the best reflection.

4. The Development of Three-Dimensional
Visual Psychology in Practice

The “use and satisfaction” theory “views audience members
as individuals with specific needs, and their media exposure
activities as a process of using media based on specific needs
and motivations, so that these needs can be satisfied.” (1)
From the concept, we can know that the theory involves
three key words: demand, use, and satisfaction, and both
“demand” and “satisfaction” are the psychological feelings

of the audience with autonomous and emotional characteris-
tics, but “use” however is a dynamic process compared with
the two and is a practical part of the construction of the
audience’s aesthetic psychological mechanism. After the
construction of audience aesthetic mechanism based on
audience sensory perception is completed, the subsequent
behavior and psychology of the audience will also have a
greater impact on the communication effect. The “use and
satisfaction” communication process model shows the two
main factors of demand generation (Figure 5), namely, social
conditions and personal characteristics; after demand gener-
ation, the audience will choose the type of media based on
media impressions and media contact possibilities and then
engage in media contact. The whole process is bifurcated at
the media contact stage, where the media that satisfies the
audience’s needs will in turn act on the media impression,
and the audience will continue to seek other means of satisfac-
tion if the media does not satisfy their needs.For advertising
planners, VR creative will further unleash the imagination.
Currently, there is only one way to combine VR and mobile
marketing, so VR advertisers should work to innovate and
inspire a richer and more diverse form of VR advertising.

From the above analysis, we can see that media impres-
sions and media exposure possibilities are the key aspects of
audience needs to be satisfied. In today’s society, the richness
of media forms gives audiences enough mobility and variety
in their choices, so they pay more attention to their own
physical and psychological pleasure of communication. This
“selective exposure” gives audiences a great sense of pleasure
and power, and they are more likely to follow their own
media logic for media selection. This sensory perception also
influences the image of VR media, and the positive image of
the media attracts more and more attention from the audi-
ence. The development of VR advertising has received a
great deal of attention in the past year, and it is very impor-
tant for the audience to have a sense of satisfaction. The
development of VR advertising has received a lot of atten-
tion in the past year, and people are full of curiosity and
expectation for the new technology which is extremely
human and interesting.

The derivation of new media and technologies represents a
major advancement in human technology, and human beings
have made remarkable achievements in the process of
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transforming the world. What we need to do is to take a high
theoretical and global view of the transformation of real life
by the new medium of VR advertising and to compare the
properties of the new medium with those of the old medium,
trying to understand the development of the new medium at
its inception, as shown in Figure 6. The emergence of “immer-
sive people” has reshaped the aesthetic psychology of advertis-
ing audiences; we are moving away from the “visual is king”
approach. We are changing from a “visual” cognitive approach
to a “multisensory-stimulating experience”-based exploration
channel. All these changes prove that the change of media tech-
nology eventually leads to the renewal of the aesthetic charac-
teristics of advertising.

First, VR advertisers should reject the temptation to
strengthen their own ethical awareness. The Chinese VR user
research report launches storm magic mirror in conjunction
with the national advertising research institute on March 18,
2016.Now, Meng Consulting Agency has released the “Chinese
VR user behavior research report,”which report on China’s VR
users to conduct in-depth research; and in a comprehensive
analysis of the current VR user behavior for the first time.The
survey involved 15 provinces and cities across the country,
and a total of 5,626 analysis samples were taken. The survey
involved 5,626 samples taken from 15 provinces and cities for

analysis. One of the survey data for the “top 10 VR industries
of interest to users” showed that heavy users and light users
voted 54.2% and 44.8%, respectively, for “VR adult entertain-
ment” (Figure 7). At present, more and more technology com-
panies are investing in VR adult entertainment. Facing such
audience and market situation, VR advertisers must strengthen
their own ethical awareness, pay attention to their own moral
shape, and not disrupt the whole VR market communication
order because of immediate self-interest. Second, VR adver-
tisers should strengthen their own strengths and improve their
ability to innovate. In the face of the burgeoning VR market,
advertisers should break the limits of the format and be willing
to try more and fresher ways of communication. Fu Chuanzhi,
general manager of Airwave mobile marketing at Omnicom
Media Group, said, “For brand owners, VR devices will become
the main link to consumers.”

By focusing on the aesthetic characteristics of VR advertis-
ing as an object of study, the new aesthetic trends that emerge
will have implications for both VR advertising research and the
development of the advertising industry itself. The new charac-
teristics of the aesthetic characteristics of advertising are inevi-
tably disruptive to the existing visual culture: the role of
“symbols” is gradually weakened. VR advertising has extremely
demanding technical requirements, and any substandard
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equipment will have a direct impact on the effectiveness of VR
advertising, so VR advertisers should improve their business
capabilities, learn from the early start of VR technology and
the development of mature foreign technology companies,
and develop a series of technical development strategies
combined with their own. First, technology platforms should
improve their strengths and overcome technical barriers.
Although VR advertising represents the most technological
advertising available, there are still inevitable embarrassments
in the technical equipment level. For example, the high price
of VR devices, compared to smartphones, poses a barrier to
audience reception, as shown in Figure 8; in addition, VR
devices are prone to vertigo and discomfort due to their ultra-
realistic panoramic views. How to break the price barrier and
pave the way for the popularity of VR are the problems that
VR technology platform needs to face.How to overcome the
technical problemsand make the audience’s experience reach
an extremelyforgetful level is the proposition that the technol-
ogy platform should be developed first.

First of all, VR advertising audience should strengthen
their own media literacy. First, they should learn and master
the ability to use new media means or equipment, which is
the most basic ability that VR advertising audience should
have; second, they should have the ability to read media infor-
mation, that is, the reading and understanding of information;
third, they should develop their own critical and questioning
ability of media information, so that they will not be blinded
by the complex information; fourth, they should strengthen
the ability to collect, process, produce, and publish informa-
tion. This is also the core ability that “immersion people”
should have when they evolve to the stage of integration with
the media. The shaping of the audience’s “media literacy” is
also an extremely important part of bridging the “digital
divide.” The audience should be aware of their “self-media”
identity and strengthen their sense of responsibility and
existence, so that they can sharpen their eyes in the face of
temptation. Secondly, “opinion leaders” should also play their
own role in guiding and cultivating the aesthetic ability of the
audience. VR is currently the hottest medium of communica-
tion, and the trend has just emerged so that many companies
and individuals cannot help but follow a trend, so the current
communication market VR ads are numerous and mixed, not
without some collective and individual exploit. The law has
been broken, and some groups and individuals are taking
advantage of it to disseminate information that is contrary to
social mores. Mainstream media and opinion leaders should
be aware of their own orientation and promote risk awareness
to their advertising audiences. They should also be aware of
their social responsibility to not promote VR ads that contain
bad information in order to attract attention.

5. Conclusion

VR (virtual reality) has created a unique advertising logic,
and its extension and experience in the field of advertising
integration fully combine the immersion, three-dimension-
ality, and special services of VR (virtual reality) into the field
of advertising, demonstrating its distinctive consumer attri-
butes, which are released as a consumer attribute of commu-

nication. But the continued maturity and development of
technology will give rise to more advanced communication
media, and each new media replacing the old media is a huge
test for human beings. The change of media has its own
“constant”: we have to follow the old media, use the existing
communication theory to verify the new media, and find the
fit between communication theory research and social devel-
opment in order to move forward in the turbulent stream of
media change. “Whereas in the past interaction was the
darling of a particular scenario, now consumption defines
the properties of a certain product, a certain kind of release
or liberation, and these dogmas are readily available whenever
and wherever they are.” In terms of broader content, it can be
said that VR (virtual reality) or its equivalent is the perfect
interplay of media people and crowds’ tastes. The research
on the integration of 3D animated ads and interactive ads
under VR technology is launched, and the research on 3D
stereoscopic and interactive design of advertisements in the
era of smart media is a reflection and exploration of the future
language of advertising design. In the era of smart media, the
ads realized through the fusion of VR technology will become
a new trend in the future development of advertising. The
integration of 3D advertising and interactive advertising
makes VR as a newmedium in the age of intelligentmedia that
has a new way out in the advertising industry, which can more
easily and quickly replace the traditional media-based adver-
tising methods, allowing consumers to have a more realistic
and personalized advertising experience. In the future, main-
stream media and opinion leaders should be aware of their
own orientation and promote risk awareness to their advertis-
ing audiences.
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With the development of Internet of Things (IoT) technology, especially the promotion of perception layer radio frequency
identification (RFID) technology and wireless sensor network (WSN), a new way of thinking is provided for asset
management. Applying both to the management technology of assets is an effective way to achieve intelligent asset
management. This paper proposes an intelligent network applied to an asset management system based on WSN and RFID
technologies. The whole intelligent asset management is divided into four layers according to the functional structure. From
the top layer downward, the layers are the management and dispatch center, communication network, intelligent gateway, and
data collection layer in order. Meanwhile, the functions and hardware composition of each layer are described. The data
acquisition butcher is the sensing terminal of the whole intelligent asset management network. Smart nodes are its key devices
to collect RFID data and sensing data to realize the intelligent sensing capability of the assets. The paper uses the MSP430
control chip, MFRC522 RF read/write chip, CC2425 wireless communication chip, temperature sensor, data memory, and
voltage regulator chip to design the smart nodes in the system and details the working principle of the smart nodes and the
networking process of the system. The newly designed intelligent asset management network can be deployed independently in
asset management or can be integrated into the technical design of existing asset management systems. The management
scheduling also collects and manages the RFID and sensing information of the area through the data collection layer, which
improves the intelligent construction of the assets.

1. Introduction

The corresponding work involved in asset management is
tedious, and the process is relatively fixed. It has to involve
all kinds of work-related to equipment storage, equipment
inquiry, equipment monitoring, equipment maintenance,
and equipment change and asset loss analysis [1]. In tradi-
tional asset management, a lot of daily management work
is done in the traditional manual way, such as regular inven-
tory check of fixed assets, registering the relevant asset and
equipment data collected with paper materials, and then
entering these data into the computer memory file after
manual collation. Fixed assets used in enterprises are charac-
terized by a wide range of types, high values, and a large

number of people handling them, a long life cycle, and a
wide distribution of locations [2]. The traditional way of
management often leads to problems such as incomplete
registration information, data not being updated in time,
inconvenient information inquiry, and difficulties in inte-
grating information in isolation. By deploying and control-
ling the various base stations and locators in the area, it is
possible to know the asset location and distribution of a
certain indoor and outdoor attached asset card in time
and record its historical location information [3]. The
administrator can query the real-time location of the spec-
ified asset in real-time and mark it on the electronic map
of the system. The distribution of assets in each depository
can be inquired in real-time, and the detailed asset
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information of a certain distribution can be viewed [4]. It
can query and replay the historical movement tracks of
assets and historical data reports.

This paper carries out research work such as under-
standing and analyzing the fixed asset and equipment man-
agement technology existing in enterprises, using advanced
object-oriented technical means to analyze and model the
needs of asset management, applying RFID technology to
track and locate important equipment, and using smart-
phones as tools to manage asset information in a timely
and convenient manner. Radiofrequency identification tech-
nology (RFID) has gradually become a hot research area of
concern for current information technology, and a variety
of various applications based on this technology are emerg-
ing [5]. Radiofrequency identification technology (RFID)
works in a very different way from the traditional way, and
it uses a noncontact way to automatically acquire and iden-
tify the required data. Since RFID technology is not limited
by physical location and can communicate with multiple
objects at the same time, it has been widely promoted in var-
ious applications related to location. Asset management
using various technologies is well organized to achieve infor-
mation and standardized management of assets [6]. The
asset management system mainly has functions such as asset
registration, data inquiry, change management, asset review,
asset inventory, asset statistics, and report printing. The key
issues in the development of this system are the setting of
network security access rights, diversity of data query, perfor-
mance optimization of the system, QR code generation and
report printing, etc. This paper adopts the scheme of enter-
prise fixed asset management system with WSN and RFID,
taking into full consideration to reduce manual work intensity
and improve the management level and efficiency [7]. The
choice of WSN and RFID technology program, using its tech-
nical advantages of real-time positioning monitoring of valu-
able fixed assets, can effectively prevent the loss of valuable
assets and damage to the enterprise and improve the security
of assets and equipment and efficiency of use.

The separation of system operation and maintenance
personnel from basic operation and maintenance personnel
reduces the cultural and operational requirements of basic
operation and maintenance personnel and reduces the per-
sonnel requirements for daily operation and maintenance
of the system, thereby saving the cost of high-end operation
and maintenance manpower. This paper proposes to apply
the wireless sensor network and RFID fusion technology to
the intelligent asset management system and design the
fusion wireless sensor network node and RFID electronic
label status monitoring, the main contents of this paper
and the related chapters are arranged as follows [8]. The first
chapter analyzes the background of this paper and the prac-
tical significance of the research in detail and introduces the
research work of the paper. The second chapter analyzes the
research status of various intelligent asset management sys-
tems and condition monitoring devices at home and abroad,
explains the advantages of integrating RFID technology with
WSN technology, summarizes the advantages and disadvan-
tages of existing research results, and puts forward the
research direction and objectives of this paper. Chapter 3

analyzes the intelligent asset management system based on
WSN and RFID technology. This paper proposes a new
intelligent asset management network, which mainly con-
sists of a condition monitoring IED fusing WSN nodes and
RFID tags and a master IED fusing aggregation nodes and
readers, and focuses on analyzing the data communication
mode between the condition monitoring IED and the master
IED. An RFID technology prioritization strategy and RFID
and ZigBee communication technology switching algorithm
are designed for the intelligent asset management network.
Chapter 4 analyzes the research of this paper, tests the intel-
ligent asset management network model and system con-
structed in this paper, and summarizes the test results.
Chapter 5 concludes and outlooks this paper, summarizes
the work and research results done in this paper, analyzes
the shortcomings that still exist in the system design and
implementation, and proposes further research improve-
ment solutions for these shortcomings.

2. Related Work

Asset management is an indispensable part of business man-
agement, and all companies are paying more attention to
equipment assets. A variety of advanced technologies are
used to continuously improve the management of assets
and the efficiency of use, domestic, and foreign enterprises
to reduce the rate of idleness of assets, especially the use of
valuable assets, to avoid various losses [9]. Kinnunen et al.
used WSN nodes and reader fusion for security monitoring
of fixed assets. WSN nodes are responsible for collecting
environmental parameters such as temperature, humidity,
and pressure of the warehouse where fixed assets are stored
and establishing a transmission network to transfer this
sensory information to the host computer system simulta-
neously with the fixed asset information read by RFID tech-
nology, thus achieving a real-time mastery of fixed asset
warehouse information. In the WSN node and reader fusion
network, the reader can join the WSN network; however,
RFID tags are still only able to communicate with the reader
through RFID technology, which limits the communication
range [10]. Andreacchio et al. proposed WSN node and
RFID electronic tag fusion for monitoring fixed assets, the
information stored in the electronic tag is also regarded as
a kind of sensing data, and Zigbee star topology network is
used to transmit the sensing data of WSN node and RFID
tag information. It is proved through experiments that only
2.44W-2.5W more power consumption is consumed by
embedding RFID tags into fixed assets. In the network of
WSN nodes fused with electronic tags, the data transmission
mainly relies on the WSN network, but the power consump-
tion of the WSN network to transmit data is higher [11].
Çeken et al. used RFID tag and sensor fusion so that the
RFID electronic tag can sense environmental information;
however, the fused RFID tag sensor is only able to commu-
nicate with the reader single-hop through RFID technology
and cannot join the WSN network, and the communication
distance is short [12].

Barcode-based asset management systems are generally
used to manage assets in physical form, characterizing an
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asset with a barcode tag to achieve asset management. How-
ever, barcodes are not as efficient as RFID technology
because they are prone to breakage and can only be read
one by one [13]. Chen et al. proposed the structure of
WSN and RFID convergence, which includes distribution
streamlined sensor-reader structure, hybrid network struc-
ture, and intelligent active tag network structure, and ana-
lyzed the problems of technology faced by these three
systems structures [14]. Chen et al. extended the architecture
design of the fusion network and improved the network of
intelligent nodes effectively to achieve intelligent manage-
ment of the location management system of the warehouse
and adopted an adaptive system structure used to improve
the efficiency and reliability of the inventory goods, and this
system has the characteristics of flexibility and stability [15].
Lee et al. fused sensor nodes and RFID tags and divided
them into two types of tags, active, and passive and solved
the synergistic working mechanism of the two as a key prob-
lem [16]. The effective fusion of WSN and RFID technolo-
gies can fully solve the existing deficiencies of the existing
research, and the wireless RFID devices can work in harsh
environments, have a small size, are resistant to interference,
have strong penetration, can quickly identify moving
objects, and can identify multiple tags simultaneously [17].

The above research shows that RFID and WSN technolo-
gies have been widely used in various fields, but the application
of these two technologies in the coal industry has just begun,
and the application prospects are broad [18]. The RFID system
integrated withWSNhas the advantage of wireless communica-
tion. Compared with wired communication, it is convenient to
transmit and process key data and save valuable time. Portable
RFID readers can further speed up data collection. From the rel-
evant literature at home and abroad, all the above applications
are relatively single, and only two technologies are used sepa-
rately. The research work of RFID andWSN fusion technology
has not fully considered the interference of RFID to ZigBee
wireless sensor networks, RFID anticollision algorithms, opti-
mized RFID positioning and tracking technology for intelligent
asset management environment. This project will further study
the key theories of RFID andWSN fusion technology, establish
the positioning model, and play an important role in comple-
menting the positioning algorithm for intelligent asset manage-
ment. Due to the need for long-distance reading, asset
management usually uses UHFRFID technology [19]. This the-
sis analyzes and studies the architecture composition and func-
tion module of RFID technology and studies the interface call
and functional interaction between the reader and the two ter-
minals of client and handheld. At the same time, since assets
are scattered inside and outside the enterprise, the enterprise
does not want the data in the RFID tags attached or installed
on the assets not to be known by unauthorized users [20].

2.1. Multipath Routing Method for Video Streams in Wireless
Multimedia Sensor Networks Based on Optimized Ant
Colony Algorithm

2.1.1. General Analysis of the Intelligent Asset Management
System. Through the functional and business logic analysis
of the asset management system, a deep requirement analy-

sis of the system designed and implemented in this thesis is
conducted. The four main functional modules of this system
are summarized to include system management function,
asset management function, asset query function, and report
management function. The user rights are divided into the
following types: system administrator, departmental asset
manager, and general user. The system administrator has
all the system privileges and can perform the following four
functional operations: system management, asset manage-
ment, asset inquiry, and report management. The depart-
mental asset manager has three functional rights: asset
management, asset inquiry, and report management. Ordi-
nary users have only two basic functional privileges: asset
inquiry and report management.

We set the QR code to consist of a UUID (universal
unique identification code) and an information part, whose
functions correspond as shown in Table 1.

Smart tag is a fusion of RFID tag and wireless sensor
node together. Its main structure is divided into a tag module,
a processor module, sensor module, wireless communication
module, storage circuit, power supply, voltage regulator
circuit, etc. The tag is not only able to communicate with
RFID readers through tag antenna but also able to com-
municate with each other through node antenna and other
nodes. Smart tags and radio frequency read-write devices
by RFID standards for data transmission between the
smart tags are by the WSN protocol networking commu-
nication. The data forwarded between smart tags include
unique electronic code information and monitored envi-
ronmental dynamic information.

The monitoring and scheduling center is the top depart-
ment of the whole monitoring network, where the monitor-
ing and display platform can query and monitor all RFID
and sensing data in the current network; the linkage
response mechanism can quickly execute the order to elim-
inate faults. The communication network in terms of hard-
ware facilities is mainly for signal towers and related
communication devices in the network, and its direct pur-
pose is to transmit the data gathered by the intelligent gate-
way to the monitoring and scheduling center safely and
reliably, while the monitoring and scheduling center is often
deployed in the asset management Midwest or comprehen-
sive monitoring system management platform according to
the actual situation of rail transit. In the data collection layer,
each node will monitor a large amount of raw data, which is
a no small task for both the node processor and the data
transmission between each intelligent node due to the large
scale and poor accuracy. And for some occasions, often only
the results of monitoring events are concerned, not the data
itself. Therefore, in this part, data fusion techniques need to
be designed. Data fusion techniques can be combined in the
data acquisition layer, which reduces the amount of data
transmission and saves energy overhead, or in the gateway
and application layers.

In the communication mode, when the CC2425 sends
data, it first writes the data into the sending buffer and starts
data transmission when the wireless channel is free. When
receiving data, the same data is first stored in the receive
buffer, and the status of the received data is output through
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the FEFO and FEFOP ports. The flow chart of initialization,
sending, and receiving data of the communication module is
shown in Figure 1. MF RC522 supports all layers of
ISO14443A, and the transmission speed is up to 424 kbps.
The internal transmitter part can directly drive the short-
distance antenna without adding an active circuit. The
receiving part provides solid and effective demodulation
and decoding circuit for receive ISO14443A compatible
response signal.

2.2. Intelligent Model Construction Based on WSN and RFID
Technology. In this paper, the three-dimensionally arranged
beacon nodes are projected on a horizontal plane, and an
improved localization algorithm is proposed by using the
traditional RSSI trilateral measurement algorithm and com-
bining the fusion technology of WSN and RFID. The posi-
tioning of blind areas and incomplete coverage of RF
signals ineffectively compensated, and the positioning accu-
racy of RF coverage and motion trajectory is improved.

The format of the localization vector in the localization
algorithm is designed as (tag, node ID, Xfirst, Xlast), where
tag denotes the electronic tag carried by the miner and has
a unique EPC code, node ID denotes the ID number of the
beacon node, tatar denotes the time when the asset is first
monitored within the range of the beacon node, and tend
denotes the time when the asset is last monitored by the bea-
con. The time when the asset was last monitored by the bea-
con node, and the positioning vector after group ordering is
shown in Table 2.

Assuming that the current position of the unknown node
is not within the range of any beacon node signal, let the
unknown node pass through beacon nodes x1, x2, and x3 in
turn with signal radii d ðx1Þ, d ðx2Þ, and d ðx3Þ, and the
unknown node is d ðk, x1Þ at the signal range boundary to
x1, d ðk, x2Þ at the signal range boundary to x2 , and d ðk, x3Þ
at the signal range boundary to x3. The moment to be located
is known to be Tx and the unknown node. The last moni-
tored moment Tend at x1 is T ðx1Þ, as in Equation (1). The
distance from the unknown node to the beacon node N1
can be obtained from Equation (1).

d k, x1ð Þ = f v, dð Þ ∗ T xnð Þ − T x1ð Þð : ð1Þ

The last monitored moment Tend of the unknown node
at x2 is T ðx2Þ, as in Equation (2). From Equation (2), the dis-
tance from the unknown node to the beacon node is x2.

d k, x2ð Þ = f v, dð Þ ∗ T xnð Þ − T x2ð Þð : ð2Þ

The moment Xfirst when entering x3 is monitored for the
first time that is T ðx3Þ, as in Equation (3). From Equation
(3), the distance from the unknown node to x3 is obtained.

d k, x3ð Þ = f v, dð Þ ∗ T xnð Þ − T x3ð Þð : ð3Þ

Based on the above three assumptions, then the tradi-
tional trilateral measurement algorithm is improved to
Equation (4).

d ið Þ + d k, ið Þð Þ2 = f xð Þ − f xið ÞÞ2 + f yð Þ − f yið Þð� �2
G mð Þ = 〠

N

j=1
T xj
� �

− T mð Þ� �2
8>><
>>: , i = 1, 2, 3,

ð4Þ

where the unknown node is within the range of a
smart node xi, and then d ðk, iÞ = 0. The joint cubic equa-
tion system can calculate the coordinates ðx, yÞ of the
unknown node, as shown in Equation (5).

x31 − x32 + y31 − y32 = d x1ð Þ + d k, x1ð Þð Þ3 − d x2ð Þ + d k, x2ð Þð Þ3,
x31 − x33 + y31 − y33 = d x1ð Þ + d k, x1ð Þð Þ3 − d x3ð Þ + d k, x3ð Þð Þ3,
x32 − x33 + y32 − y33 = d x2ð Þ + d k, x2ð Þð Þ3 − d x3ð Þ + d k, x3ð Þð Þ3:

8>><
>>:

ð5Þ

The service life of the sensing tag can be calculated
by Equation (6), where D is the battery capacity, M is
the duty cycle, and the MCU indicates the state “0” when
it is working and “1” when it is sleeping, and the proba-
bility of “0” and “1” is the same as 0.5. The duty cycle is
M = 0:5.

P hð Þ = D
Lactive ∗Mð Þ + Lsleep ∗ 1 −Mð Þ : ð6Þ

The carrier frequency is set to grow from 810MHz to
950MHz in 5 MHZ steps. The reader antenna is placed
at a distance of d = 1m from the sensing tag antenna
(H ðreaderÞ = 6:5 dBi), and the reader transmits at a
power of P ðonÞ. The sensitivity of the sensing tag can
be obtained by Equation (7), where P ðonÞ denotes the
minimum power that can activate the RFID tag. H ðideÞ
takes the maximum antenna gain of the sensing tag as
1.8 dBi, H ðideÞ = 1:8 dBi, α is the wavelength, and β is
the polarization loss factor of the reader antenna and
the sensing tag antenna.

L ideð Þ = β ∗Q onð Þ ∗H ideð Þ ∗ λ ∗ α

3πd k, ið Þ
� �

Q onð Þ = P readerð Þ ∗H readerð Þ:

8><
>:

2

, ð7Þ

Table 1: Composition of QR code encoding.

Serial number Constitute Function Occupied digits

1 UUID Describe the unique identifier of the QR code Top 16

2 Information to be encrypted Store QR code transmission information Available digits (total capacity-16)
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The read/write distance of UHF RFID tags is an
important index for testing the performance of the tags.
The maximum read/write distance of the sensing tag is
calculated by Equation (8). Evaluate the position of the
mobile terminal equipment entering the positioning area
and determine the range of the area in which the pend-
ing node can exist, and when the RFID reader recognizes
the RFID tag of the entered RF area, the reader’s data
will be related to itself.

max dð Þ = α ∗
λ

3πd

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max Q onð Þð Þ ∗H ideð Þ ∗ β

U ideð Þ

s
: ð8Þ

The main basis for switching between RFID and Zig-
Bee technologies is the advantages and disadvantages of
the communication conditions of the two technologies,
and a communication condition detection loop is pro-
posed. The communication condition detection loop con-
sists of two detection tasks for detecting the real-time
communication conditions between RFID and ZigBee,
and the two detection tasks are defined as RFID_test_
loop() and ZigBee_test_loop(). Firstly, RFID_test_loop()
is used to detect the RFID communication conditions, if
the RFID communication environment is good, the status
monitoring IED and the main IED use RFID technology
to communicate, if RFID test task RFID_test_loop0
detects that RFID technology cannot meet the communi-
cation requirements, then ZigBee technology is used. If
the status monitoring IED and the main IED cannot
communicate even if they try to use ZigBee technology,
then the communication between them fails and the next
test task loop will be carried out.

2.3. Intelligent Asset Management System Design and
Implementation. The asset management system realizes the

CC2425 initialization
process

Start CC2425 crystal
oscillator

Configure CC2425
registers

Select communication
channel

Set the node address
according to the network

configuration

CC2425 data sending
process

Start Detect channel
occupancy

Write data into the send
buffer

Waiting for character
confirmation

Is it free?

Send data

Confirm characters?Return

No

No

Yes

CC2425 data receiving
process

Start
Receive data

frame Address match? Read data frame
length

Meet the frame length?

Wait for the
reception to

complete

Send character
confirmation?

Send character
confirmationReturn

Yes

Data lost No

Yes

No

Start

Return

Yes

Yes

No

Figure 1: CC2425 program flow chart.

Table 2: Table of positioning vectors.

Serial number Tag Node ID Xfirst Xlast
1 Tag 1 Node 1 First 1 Last 1

2 Tag 2 Node 2 First 2 Last 2

… … … … …

4 Tag N Node N First N Last N
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modules of business management, information inquiry and
analysis, system setting, and cell phone application. Before
running the system, an initial setup is performed, and some
necessary basic information is entered, after which the sys-
tem can run normally [21, 22]. To use the system, the iden-
tity of the user has to be determined by logging in, and the
functional interaction interface is given according to the
user’s authority. After logging in, you enter the operation
interface of the asset management system, which includes
the system setting module, business processing module,
and system message management module.

The ZigBee coordinator of the smart gateway is respon-
sible for the information collection of the whole data collec-
tion layer. Therefore, it needs to be responsible for the
networking of smart nodes with the gateway. After success-
ful networking, each node is then responsible for its task
under the management of the operating system. The ZigBee
protocol has a clear process for the networking process of
the system. First, the coordinator module scans and selects
all available 2.4GHz bands in the protocol stack configura-
tion. Then, the band with less noise is selected to build the
network, or this step is skipped if there is a present. The
coordinator assigns a network address packet of limited
capacity to each smart node that is to join the network.
The flow chart of the network formation procedure of the
smart gateway and the network entry procedure of the smart
nodes are shown in Figure 2.

The uppermost layer in the traceability system is the
application layer, which is responsible for the management,
storage, and display of data. The database is responsible for

data collection and storage, and the webserver is responsible
for business logic processing and data presentation. The sys-
tem is designed in B/S mode with MySQL database, Nginx
web server, Python+Django framework as the development
language, and Bootstrap+Jquery as the front-end develop-
ment, and the design of the application layer mainly include
coding design, database design, and website logic design.

The data transmission module is mainly responsible for
collecting, organizing, and uploading data. This module is
mainly composed of sensing nodes that upload the collected
data to the database through the data transmission module.
For systems with a large number of data collection nodes,
it is appropriate to use a wireless sensor network as the
medium for data transmission and collection. Wireless sen-
sor networks are highly integrated and involve a variety of
cutting-edge science and technology. The network itself con-
sists of multiple stationery or mobile sensing nodes that col-
laborate to collect and process data information. Since they
transmit simple data, they require low bandwidth, but low
latency and power consumption. Very low power consump-
tion can greatly extend the working time of nodes. And Zig-
Bee has the advantages of low complexity, low power
consumption, low rate, and low cost; so, this paper uses Zig-
Bee wireless sensor network as a medium for data transmis-
sion. ZigBee wireless sensor network has three main logical
device types: coordinator (coordinator) router (router), and
end-device. Usually, a ZigBee network consists of a coordi-
nator as well as multiple routers and end devices. The func-
tions of each part in the ZigBee network composition are
shown in Table 3.

Start

Determine the network
frequency band and ID

Send beacon frame

Wait for the smart node to
join

Request path

Start

Response path

Find a running network

Receive the information returned
by the smart gateway

Is there a network?

Select the parent node to send
the network access request

Whether to join?

Send a route establishment
request to the smart gateway

The route is established
successfully

Successfully entered the network

Yes

YesYes No

Approve or reject the
network access request of

the smart node

Route establishment
response

No

No

Figure 2: Flow chart of network formation.
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3. Analysis of Results

3.1. Intelligent Model Analysis. Comparing the improved
localization algorithm in this paper with the traditional
localization algorithm, the coverage of the improved local-
ization algorithm approximates 95% when the localization
radius of the beacon nodes is gradually increased. In the tra-
ditional localization algorithm, the coverage of localization is
only about 70% when the radius of beacon node communi-
cation is short because the beacon node arrangement has a
great influence on the localization accuracy, but as the radius
of beacon node communication increases, the coverage of
the traditional algorithm and the improved algorithm will
converge. From Figure 3, it can be shown that the coverage
rate of the improved algorithm can be significantly higher
than that of the traditional algorithm.

In the experiment, the communication radius is set to
10M in this paper, and the Markov chain is effectively used
for localization trajectory prediction, using the localization
coordinates of a known moment to predict the localization
coordinates of the next unknown moment, in turn. The
experiment will be run using 50 times of the same data

and take its average. The localization error of one of the
experiments is shown in Figure 4(a). Using the same
method, the average error of the predicted 50, 70, and 100
motion trajectories is compared, as shown in Figure 4(b).
From Figure 4, it can be obtained that the X-axis and Y
-axis coordinates of the localization coordinates are stable
in the range of 100 meters, and the error values are more sta-
ble. However, in the subsequent time slot prediction, the
error value gradually increases. It is found that it is due to
the accumulation error of the Markov chain itself. In practi-
cal applications, the combination of the positioning algo-
rithm and the prediction algorithm in this paper can
effectively reduce the prediction error.

According to Figure 5, it can be seen that the improved
algorithm in this paper significantly reduces the localization
error when there are fewer nodes compared with the tradi-
tional algorithm. This is because when the reference nodes
are relatively few, the influence coefficient of environmental
errors on system localization is larger, and the RSSI filtering
model, as well as the location filtering in this paper, just
reduces the influence of environmental factors on localiza-
tion. As the number of reference nodes increases, both the
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Figure 3: Positioning coverage map.

Table 3: Functions of each node in the ZigBee network.

Serial number Equipment name Hardware name Function

1 Coordinator
CC2425 core board Network configuration

CC2425 base plate Start-up and maintenance

2 Router
CC2425 core board Node verification

CC2425 base plate Data forwarding

3 Terminal node

CC2425 core board Data upload

CC2425 base plate Data forwarding

Multiple sensors Data collection
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improved algorithm and the traditional algorithm improve
inaccuracy. The reason for this phenomenon is that the
algorithm takes the geometric mean at the end so that
the environmental error has less influence on the final
localization results.

3.2. Analysis of the Intelligent Asset Management System.
Simulation experiments of wireless sensor networks use 5-
hop binary tree static topology. In practical applications,
the topology of wireless sensor networks is often irregular
and changing. In this paper, a typical 5-hop binary tree static
topology is used to study the energy consumption of the
RFID RF wake-up mechanism, IEEE802.16.4 MAC protocol,
and C-MAC protocol. The energy consumption of the RFID
RF wake-up mechanism, IEEE802.16.4 MAC protocol, and
C-MAC protocol when S is set to 50 s is shown in
Figure 6. From Figure 6, the energy consumption of the
RFID RF wake-up mechanism is the lowest, and the energy
consumption of the three protocols is independent of the
number of hops. The minimum power consumption of the
RFID radio frequency wake-up mechanism reaches 0.53,
and the maximum power consumption of the IEEE802.15.4
MAC protocol reaches 2.71.

Figure 7 shows the simulation and test results of the sys-
tem antenna return loss; as shown in Figure 7, the test results
are very close to the simulation results. The test result shows
that the antenna center frequency is 600MHz, and S11 min-
imum is about -14.91 dB. The simulation result shows that
the antenna center frequency is 900MHz, and S11 minimum
is about -14.54 dB. The rationality of RFID tag antenna
design depends on, whether the antenna impedance and
chip impedance to achieve a perfect match, the antenna
impedance, and chip impedance to achieve matching can
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improve the power supply efficiency and read-write distance
of the tag antenna. The input impedance of the antenna
should be designed as the common impedance of the tag
chip, to achieve the maximum energy transfer.

In the performance testing of the fixed asset equipment
system, since the system may be used by multiple users at

the same time, multiple users are simulated to conduct
random access operations to each server of the system at
the same time, the corresponding processing time of each
server operation is recorded, and the performance of the
test results is evaluated and compared. The designed test
scenario is as follows: the database is initially entered with
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more than 10000 basic data, and more than 200 users with
different roles are simulated to access the fixed asset
equipment management system concurrently and ran-
domly, and the test access time is tested by random access
to these users (Figure 8).

4. Conclusion

Based on the discussion of RFID technology and WSN tech-
nology, this paper finds that RFID technology and WSN
technology are two functional complementary technologies
and therefore consider the fusion of RFID technology and
WSN technology. An intelligent asset management system
architecture based on RFID and WSN fusion technology is
proposed, which is divided into information sensing layer,
data communication layer, information fusion layer, and
integrated application layer, and the functions realized by
each layer are introduced in detail. The system in this paper
has been analyzed and designed to complete the develop-
ment work, and in this design implementation process, the
development status and background of the asset system are
introduced. The corresponding software development tech-
niques are applied. It also follows the software program
design concepts, such as the system can run permanently,
the system security performance is reliable, the user is easy
to operate, the system has strong scalability, and other pro-

gram development design theories. The main functional
modules are implemented by analyzing the requirements of
the asset system. For example, the system management, asset
management, asset query, and report management modules
finally realize the whole system from front-end UI to back-
end logic code writing. After the system development was
completed, the functional and performance tests of the fixed
asset management system were conducted according to the
common testing methods and theoretical principles of the
system. The results fully demonstrate that the developed
asset system is safe and reliable and can ensure the efficient
management of assets. For the intelligent asset management
network proposed in this paper, a comprehensive and
detailed analysis is not carried out, and the hardware design
involved is only the introduction of the design method,
which is not relevant. In the design of an intelligent asset
management system, a reasonable hardware scheme should
be adopted according to the demand. Especially sensor mod-
ule, RF read/write module, the choice of different locations
has great variability.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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In this paper, multimedia intelligent sensing technology is applied to the virtual reconstruction of images to construct or restore
images to the communication media for visual communication. This paper proposes image virtual reconstruction theory based on
visual communication research, treats image virtual reconstruction content as open data links and customized domain ontology,
establishes an interdisciplinary interactive research framework through the technical means of visual communication, solves the
problem of data heterogeneity brought by image virtual reconstruction, and finally establishes a three-dimensional visualization
research method and principle of visual communication. The research firstly visual communication cuts into the existing
conservation principles and proposes the necessity of image virtual reconstruction from the perspective of visual
communication; secondly, the thinking mode of digital technology is different from human thinking mode, and the process of
calculation ignores the emotional and spiritual values, but the realization of value rationality must be premised on instrumental
rationality. This requires a content judgment and self-examination of the technical dimensional model of image virtual
reconstruction on top of comprehensive literature and empirical evidence. In response to the research difficulties such as the
constructivity of visual communication, the solution of image virtual reconstruction of visual communication is proposed
based on the data collection method and literature characteristics. The process of introducing the tools of computer science
into humanity research needs to be placed in a continuous critical theory system due to the uncontrollable and subjective
nature of visual content, and finally, based on the construction of information models for image virtual reconstruction, the
ontology and semantics of information modeling are thoroughly investigated, and the problems related to them, such as
interpretation, wholeness, and interactivity, are analyzed and solved one by one. The transparency of image virtual
reconstruction is enhanced through the introduction of interactive metadata, and this theoretical system of virtual restoration
is put into practice in the Dunhuang digital display design project.

1. Introduction

With the rapid progress of society and the continuous devel-
opment of technology, the world has now fully entered the
information age. The information age, also known as the
digital age, is a period in which the generation and transmis-
sion of digital information is the main mode of operation of
society [1]. Under the impetus of such a development trend,
electronic data has gradually replaced some previously indis-
pensable material elements, the form of production has been
transformed from manual labor to computer manipulation,

the cultural form has been transformed from materialization
to informatization, and the world economic system has been
transformed from physical exchange to digital exchange [2].
It can be said that the widespread use of information tech-
nology has fundamentally changed the functioning of all
aspects of society and has been integrated into different
fields, significantly changing the way of production and life
of human beings. With the application of virtual image
reconstruction, the continuous emergence of new exhibit
forms such as digital exhibits and digital media art has
enriched today’s display methods, and the mode of display
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activities has gradually begun to shift to two-way informa-
tion interaction modes such as interactive experience. Each
change of the times provides a more efficient way to dissem-
inate information and drives the evolution and renewal of
media forms. From oral transmission in ancient times to
written communication in ancient times to radio and televi-
sion in the electric age, each communication era has its
unique form of media. From the technical point of view of
digital media technology, digital media technology is applied
in a wide range of fields, so this article combines its research
scope to collate and summarize the relevant research results
of digital media technology used in the display field. In the
information age, people access information and express
and exchange ideas through different digital technology
devices. The widespread popularity of digital technology
has greatly enhanced the mobility and integration of infor-
mation, and with the maturity of computer technology and
network technology, image virtual reconstruction technol-
ogy has emerged [3].

In the era of more open technology development, prod-
uct competition no longer depends solely on the quality and
price competition but begins to gradually expand to the
brand and corporate image; marketing methods have gradu-
ally become an aspect of competition [4]. With the continu-
ous development and innovation of computer technology,
information network, and intelligent devices, the conven-
tional display methods alone cannot satisfy the contempo-
rary people who are full of various design concepts, so we
need to always walk in the front of technology and seek
more innovative and creative ways to attract people’s atten-
tion [5]. With the application of image virtual reconstruc-
tion, digital exhibits, digital media art, and other new
exhibit forms have emerged to enrich today’s display
methods, and the mode of display activities has gradually
begun to shift to interactive experience and other two-way
information interaction modes. Window adjustment of
two-dimensional images is a necessary operation for medical
image processing. The main reason is the limitation of
human eye recognition. Human eyes can only recognize 16
gray levels, but CT can recognize 2000 gray levels. Degree,
there is a huge gap between the two. The display activities
under the intervention of image virtual reconstruction real-
ize the transmission of information through the two-way
interaction between exhibits and audiences with a multidi-
mensional expression. The development of image virtual
reconstruction technology has entered various fields and
achieved very significant results [6].

The ever-changing digital media technology takes new
technologies such as multimedia technology, virtual reality
technology, and interactive technology to realize the trans-
formation of information dissemination from text to image,
from delayed time to instant, from the one-way transmission
to two-way transmission, which has completely changed the
way of information dissemination, communication effi-
ciency, and communication effect. Every change of the times
will provide a more efficient way of dissemination of infor-
mation and promote the evolution and update of the media
form. From word of mouth in ancient times to written dis-
semination in ancient times, to the electric power dissemina-

tion form of radio and television in the electric age, each
dissemination age has its unique media form. In the infor-
mation age, people obtain information through different
digital technology devices to express and exchange ideas.
With each innovation in media form, we gradually realize
that media technology is not only a tool to carry information
but also a language to express information. In general, the
development of the field of the virtual reconstruction of
images has made great progress, and it is believed that soon
there will be a great breakthrough in this field.

2. Related Works

With the rapid development of computer information tech-
nology, augmented reality has gradually come into people’s
lives. By establishing a relationship between real scenes and
computer-generated virtual environments, augmented real-
ity technology has played a great role in the medical field,
industry, military field, education field, and monument pro-
tection field. Augmented reality (AR) is a brand-new tech-
nology further developed based on virtual reality
technology, first proposed in 1992, which extends the
human visual perception of the real environment by accu-
rately superimposing computer-generated virtual objects or
other auxiliary information into the real scene (three-dimen-
sional registration) and allowing users to interact with this
virtual information fused to the real world in real-time [7].
By establishing a relationship between the real scene and
the virtual environment generated by the computer, aug-
mented reality technology has fully played a huge role in
the medical field, industrial field, military field, education
field, and historical site protection field. It allows users to
interact with this virtual information fused to the real world
in real-time, extending the human visual perception of the
real environment, thus completing the “augmentation” of
the real world. At the same time, thanks to the rapid
improvement in the performance of smartphones, tablets,
and other wearable mobile devices, as well as the increasing
maturity of computer vision and mobile cloud computing
technologies on mobile devices, combined with a variety of
advanced sensors and ubiquitous and stable network con-
nections, augmented reality technology continues to move
towards the more convenient mobile augmented reality
(MAR) direction [8].

The scientific (deterministic and integrity level) process
of 3D visualization documentation has facilitated the crea-
tion of interactive and immersive information models,
enabled by more than a decade of technological develop-
ment, that allow users to visually isolate themselves from
the real world through external devices, thus manipulating
the digital virtual environment and creating a sense of
belonging [9]. These immersive information models trans-
form the digital environment “perception” into a metric of
the real environment. Web-based solutions and applications
enable efficient 3D digitization methods, as well as postpro-
cessing tools for rich semantic modeling. This is a complex
“reverse engineering” where data must be processed without
losing important information such as metadata and interac-
tion metadata [10]. When using interactive solutions for
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mobile devices such as AR glasses, the main considerations
are the limitations of mobile device performance, the visual
interference caused by too many tissue models during sur-
gery, and the single issue of auxiliary information interac-
tion. In medicine, a handheld augmented reality
neuronavigation (AR-IGNS) with three navigation modes
was proposed and built in 2013, which first precisely seg-
ments the tumor target area in the original 2D image of
the patient and then combines the segmented tumor infor-
mation with the actual surgery scene to generate the corre-
sponding navigation image and display it on the iPad to
assist the surgeon in the surgery. Professor Xiaorong Xu’s
team proposed to apply mobile augmented reality technol-
ogy to the treatment of breast cancer surgery and developed
a Google Project Glass-based dual-modality ultrasound and
fluorescence image navigation system and a HoloLens-
based breast reconstruction navigation system to assist doc-
tors in locating and removing anterior lymph nodes, and the
latter to guide physicians in mammoplasty reconstruction
[11]. On June 26, 2017, a complex hip fracture surgery
guided by augmented reality technology was completed,
and a mobile augmented reality surgical planning and navi-
gation system based on the visor ST60 headset was
researched and developed, and a series of calibration algo-
rithms were proposed to improve the problems of insuffi-
cient positioning accuracy, poor intuition, and poor real-
time interactivity in the clinical application of augmented
reality surgical navigation systems.

From the technical perspective of digital media tech-
nology, which is applied in a wide range of fields, this
paper thus collates and summarizes the relevant research
results on digital media technology corresponding to its
use in the field of display, considering the scope of its
research [12]. Distinguishing immersion in the age of dig-
ital media from earlier forms of illusionary art, drawing on
actual works by contemporary artists and groups in the
analysis, it summarizes how the use of technological tools
such as 3D, IMAX, and virtual reality can create immer-
sive illusions and outlines the impact of virtual reality on
the conception of contemporary art, outlines and discusses
information about augmented reality and its functions,
and introduces people to augmented reality from various
perspectives [13]. Functional design is the core part of
the entire mobile augmented reality application develop-
ment, and a good interaction design helps to improve
the overall application display effect. The three-
dimensional virtual model and multimedia resources are
integrated into the application, and the effect of virtual
and real fusion is realized through buttons and human-
computer interaction, and the user experience is improved.
In 2013, we introduced the types of haptic sensors and
described how to build holistic and localized haptic display
systems, brought together the research of advanced practi-
tioners in the VR field, and outlined the main hardware
and software technologies that currently make up. The
main hardware and software technologies that make up
virtual reality systems are described, and the main devel-
opments and issues in the field are elaborated, exploring
how digital media technology tools can be used to incor-

porate olfactory, tactile, and thermal sensations into media
objects, thereby enriching traditional multimedia content
and enhancing immersion [14].

3. Multimedia Intelligent Sensor Image Virtual
Reconstruction Model Design

3.1. Smart Sensor Model Construction. By analyzing the
whole experimental system, the key modules related to it
are introduced in the following, which contain six types of
image acquisition module, recognition tracking module,
3D registration module, virtual-real fusion module, terminal
display module, and human-computer interaction module,
and also, this chapter gives detailed explanations of the key
modules.

(1) Image acquisition module: the image acquisition
module is the first step in the whole system; it is like
the “eyes” of the system, using the camera to acquire
the image in the scene and using the optical compo-
nents inside the camera to obtain the real-world
position and finally store it in pixel representation
and display it through the terminal display device

(2) Recognition and tracking module: the recognition
and tracking module is necessary in augmented real-
ity systems to perceive the real world through cam-
eras, track real scenes in real-time, use features in
the environment for recognition, and clarify the
location and direction of objects, thus enhancing
information about the real world

(3) Virtual and real registration module: the virtual and
real registration module is the core module of the
whole system, its purpose is to draw the virtual
model in the real environment, and tracking regis-
tration is an important step to achieve this process,
usually based on two-dimensional identifiers or cer-
tain features in the field, through the calculation of
the corresponding matrix to achieve the purpose of
real-time registration

(4) Virtual-real fusion module: the virtual-real fusion
module is to seamlessly integrate the computer-
generated virtual objects with the real world, which
includes the optimization of the generated virtual
model and lighting processing, and the accurate
addition of the location of the virtual objects. The
relationship between the key modules of the system
is shown in Figure 1

In the current environment of the scarcity of medical
resources, sometimes, medical staff may need to diagnose
diseases at all times and in all places, and medical staff needs
to use a variety of devices, such as in the office to read films
on PC, and on business trips, off-site consultations or special
emergencies need to use mobile devices such as mobile
phones and pads for office work and also take into account
the existence of different operating platforms for PC and
mobile devices such as Windows, iOS, and Android. So,
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the image viewing solution designed in this paper must be
cross-platform and multidevice support, this paper through
the Web-based approach to achieve cross-platform; the solu-
tion is designed as a pure Web solution, without any instal-
lation [15]. However, in contemporary exhibition activities,
due to the intervention of digital media technology, some
of the information display methods formed by it also show
the characteristics of large scale in addition to the character-
istics of publicity. The exhibition space to accommodate this
kind of exhibition activity is relatively large. If the vertical
free space is not fully utilized, it will form a waste of space
and limit people to a single level for viewing. Part of the
information available in front of you can be obtained in a
way, and it is impossible to fully understand the content of
the display. The browser-side also does not need to install
plug-ins and can independently complete the 2D and 3D
image viewing and interactive operations. When using
mobile devices such as AR goggles, the main consider-
ations are the performance limitations of mobile devices,
the visual interference caused by too many tissue models
during surgery, and the single interaction of auxiliary
information. This is because in intraoperative scenarios,
when choosing to apply mobile device solutions such as
AR goggles, the processing power of mobile devices is
somewhat different from that of PC terminals, resulting
in a certain delay in the model rendering speed, which
affects the real-time tracking display in surgical navigation;
a large number of tissue models are not differentiated, and
if all of them are displayed, they will have an obscuring
effect on the parts that have already passed, causing visual
interference to the medical staff. If only the dangerous tis-
sue models around the surgical path are retained, but not
selectively rendered, the problem of model occlusion will
arise; only obtaining the distance information between sur-
gical instruments and the target tumor, the offset value of
surgical instruments and the surgical path, the minimum

distance of dangerous tissues and other auxiliary informa-
tion without reasonable interactive display will not provide
effective help.
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In the system in which the camera is located, the key
problem to be solved is to place the virtual objects drawn
by the computer in the correct position, through the align-
ment and then achieve the purpose of accurate fusion, so
to clarify the conversion relationship between the various
coordinate systems is the key to achieve this problem.
The meaning of space technology is not simply to mecha-
nize the assembly of installations and space but to inform
and media space at a deeper level. The purpose is to use
the advantages of technology to create an intelligent space
environment, which is fundamentally realized. Communi-
cation between people and space. The whole augmented
reality system mainly involves four kinds of coordinate
systems, respectively, the image plane coordinate system
(image coordinate system), the camera coordinate system
(video camera coordinate system), the physical coordinate
system (world coordinate system), and the virtual object
in the coordinate system (virtual object coordinate sys-
tem). This includes the conversion between real-world
and camera coordinate systems, the conversion between
camera coordinate system and image plane coordinate sys-
tem, and the transformation between virtual coordinate
system and real coordinate system. The conversion rela-
tionship between the four coordinate systems is shown in
Figure 2.

Module

The key 
modules

Below

Acquisition

3D registration 
module

Terminal

Chapter 

Identi
fiers Achieve Location Purpose

Camera

Devie Virtual Module Clarify Objects Irtual Fusion

Purpose

Draw

Environment

Process

Computer

System

PositionPixel

Figure 1: Relationship diagram of key modules of the system.
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Windowing of 2D images is a necessary operation for
medical image processing, mainly because of the limitations
of human eye recognition. The human eye can only recognize
16 gray levels, but CT can recognize 2000 gray levels, and there
is a huge gap between the two. This means that the CT value
recognized by the human eye is 125 Hu, which is calculated
by 2000/16. When a doctor looks at a CT slice, he or she can
only distinguish different tissues in the image if they differ
by more than 125 Hu and cannot accurately distinguish those
below 125 Hu. However, the CT values of human tissues and
organs are often between 20 and 50 Hu, whether 20 or 50
Hu is far less than the 125 Hu standard, so the result will be
unrecognizable to the doctor. Windowing is an image display
technique that facilitates the physician’s ability to view differ-
ent densities of tissue structures when diagnostically reviewing
medical imaging slides and is designed to fully utilize the ren-
dering space from 0 to 255, within which important voxel
values aremapped. The basic principle is to obtain the window
widths and window positions that need to be displayed utiliz-
ing preset window widths and window positions and to con-
vert the values within the brightest and darkest ranges of the
display, setting them to the brightest for parts above the gray-
scale range of the window, and vice versa. In mathematical
terms, windowing is the conversion of an image grayscale
value to a screen display value.

Kpi = pi × sl + os: ð2Þ

The current tension between doctors and patients is mainly
due to poor communication. First, there is a huge difference in
the amount of medical knowledge and medical information
held by doctors and patients, whichmakes it sometimes difficult

for patients and their families to understand the specific condi-
tions of patients. Secondly, in traditional doctor-patient com-
munication, patients play a passive role and lack effective
interaction with doctors. The advent of mobile augmented real-
ity technology provides excellent solutions to both problems.
Using the patient’s computed tomography, magnetic resonance
imaging, and other image data, the patient’s lesionmodel is seg-
mented and reconstructed in three dimensions by medical
image processing software, and then, the patient-specific per-
sonalized medical 3D model is presented directly to the patient
or the patient’s family using the MAR system based on the
mobile device side (mobile phone and tablet) [16]. Through
the visual demonstration and operation of the model (pan,
rotate, and zoom) and the doctor’s explanation, the patient will
have a deeper understanding of the condition, and this newway
of medical interaction will make the traditional doctor-patient
communication more simple, clear, and direct. Most of the
existing medical augmented reality systems based on mobile
devices are based on the 3D registration technology of manual
signs and applied to intraoperative navigation, while the 3D reg-
istration technology based on manual signs can only be applied
to scenes with signs, resulting in a limited tracking area, which
not only affects the scope of use of medical mobile augmented
reality systems but also makes the system not convenient and
stable enough. Therefore, in this paper, we choose to use the
ARKit framework of SLAM technology to complete the devel-
opment of a mobile augmented reality convenient display sys-
tem, which can be used by medical personnel to display the
lesion model for patients and their families anytime and any-
where without the limitation ofmarkers. In addition, the system
can also be applied to medical education, so that the complex
structure of two-dimensional medical images on paper is more
conducive to the understanding and memory of learners.
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3.2. Image Virtual Reconstruction Model Design. The design
of multimedia resources contains three parts: audio, video,
and 3D model. Audio is an important component, and this
topic selects the intelligent voice generated by reading aloud
female in the processing of voice and plays the voice by scan-
ning the text to enhance the user’s memory of the text; inte-
grates video elements and plays the promotional video of the
property by scanning the graphics of the property, which has
more visual impact relative to the image; and produces a
realistic virtual 3D model, so that the user can view house
models and indoor roaming without leaving home [17].
Through these multimedia resources, the user can interact
with the computer in real-time, which is a new model of
human-computer interaction. The mobile augmented reality
application consists of three major interfaces, the main
interface, AR scanning interface, and indoor roaming inter-
face; the key to interface design is icon design and interac-
tion design; icon design should have the role of content
orientation and impact while paying attention to the color
and style of unity; interaction design should follow the logi-
cal relationship between the interface and the buttons. The
logical relationship between interfaces is shown in Figure 3.

Functional design is the core part of the whole mobile
augmented reality application development, and good inter-
action design helps to improve the overall application pre-
sentation. The 3D virtual model and multimedia resources
are integrated with the application, and the effect of
virtual-reality integration is achieved through buttons and
human-computer interaction to enhance the user experi-
ence. The functional design of this subject mobile-
augmented reality application contains basic display func-
tions and extended functions: (1) basic display not func-
tion basic display function contains graphic recognition,
voice explanation, model interaction. Graphic recognition
function scans the brochure on [18]. The two-
dimensional house pictures display the corresponding
three-dimensional housing model; you can watch the
house model in 360 degrees; voice explanation function
scans the text content on the brochure, automatically plays
intelligent voice, and enhances the user’s memory of the
text content; model interaction function, by zooming,
rotating, and moving the model, to achieve real-time inter-
action with the model, at the same time, the off-card func-
tion makes the user do not need to point the camera at
the scanned object, which enhances the user’s experience
effect; (2) extended functions include video demonstration,
3D scanning, house roaming, and furniture replacement.
The video demonstration function integrates video ele-
ments into the application, and the promotional video
can be played by scanning the corresponding video intro-
duction image; the house roaming function enables jump-
ing from the bird’s eye view in AR to indoor roaming
through interactive buttons; the furniture replacement
function replaces different materials for the floor through
interactive buttons.

ai =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aX2 + a2y

q
+ g: ð3Þ

Image segmentation technology refers to the process of
segmenting an image into some disjoint regions (segmen-
tation of selected features showing consistency in the same
region) based on features such as grayscale, color, spatial
texture, and geometry and extracting the region of interest,
which is the basis for fields such as image processing and
computer vision. In the medical field, due to the differ-
ences in the imaging principles of medical imaging
devices, the complexity of human anatomy, and the diver-
sity of human tissue and organ shapes, the formation of
images is often affected by, for example, noise, tissue
motion, field offset effects, and local body effects, and thus
has characteristics such as blurring and inhomogeneity,
which brings great difficulties to the segmentation of med-
ical images. To date, there is still no universal medical
image segmentation technique for clinical applications,
but scholars at home and abroad have reached a consen-
sus on the general rules of image segmentation, and a con-
siderable number of research results and methods have
been produced as a result. At present, various medical
image segmentation methods widely used around the
world can be mainly classified into edge-based, region-
based, and combined with specific theoretical image seg-
mentation according to their segmentation characteristics.
The typical ones are threshold segmentation, region
growth, wavelet transform, statistics-based, and Artificial
Neural Network- (ANN-) based methods. Image segmen-
tation technology refers to the segmentation of an image
into several disjoint regions based on features such as
grayscale, color, spatial texture, and geometric shapes
(the selected features of the segmentation show consis-
tency in the same region), and the region of interest is
extracted The process is the foundation of image process-
ing and computer vision. Based on the theory of the above
methods, two types of image segmentation have also
arisen, namely, automatic segmentation and manual seg-
mentation. Automatic intelligent segmentation is mainly
done with the help of high-performance computers’
understanding of medical images and many operations to
complete fully automatic image segmentation; manual seg-
mentation requires human participation in the division
and calibration in advance, and then computer operations
to complete the medical image segmentation.

4. Analysis of Results

4.1. Smart Sensor Model Performance Analysis. In the past,
when the museum exhibition halls were laid out, due to
the size of the physical exhibits and the spatial organization
of the museum in pursuit of economic efficiency and other
factors, thus, the display space was mainly unfolded in the
form of a single-level space so that visitors and exhibits were
always in the same horizontal level, and visitors appreciated
the exhibits from a height perspective in the space. However,
in contemporary display activities, due to the intervention of
digital media technology, certain information display
methods formed by it have the characteristics of publicness
in addition to the characteristics of large scale. The tradi-
tional display space relies on the introduction of sound
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and light elements in the natural environment to create an
environmental atmosphere, while the contemporary display
space can be simulated by technical means, which can be
created in real-time according to the information content
displayed in the space. The corresponding light environment
and sound environment form an on-site atmosphere that fits
the theme. If the vertical space is not fully utilized, it will
form a waste of space, and people are limited to a single level
of viewing; they can only get some of the information in
front of them and cannot fully understand the content of
the display. In addition, the number of viewers in the same
horizontal space at the same time is limited, and digital
media displays hope to attract more people to participate
in them, forming people’s sharing and communication.

T = Ta, Tb, Tc½ �2: ð4Þ

The principle of integration into the technical means, on
the other hand, is reflected in the creation of sound and light
atmosphere. The traditional display space is dependent on
the introduction of sound and light elements in the natural
environment to create the environment atmosphere, while
the contemporary display space can be achieved through
technical means to achieve its simulation, according to the
information content displayed in the space in real-time to
create a light environment and sound environment that ech-
oes it, forming a suitable theme of the scene atmosphere

[19]. The use of intelligent sound and photoelectric technol-
ogy simulates a more realistic scene environment, infecting
visitors from an audio-visual perspective and bringing them
an all-around multilevel experience. At the same time, in the
soundscape atmosphere, in addition to the use of equipment
technology, it is also necessary to take certain architectural
acoustic technology means in equipment arrangement,
reverberation, noise, and other aspects to support the perfect
restoration of technical effects. The principle of integration
mainly promotes the display of space design from two
aspects of materiality integration and sound and light atmo-
sphere creation, enriching the expression of space and form-
ing a new design vocabulary. The shaping of space
differentiation is the main way for landscape installations
to shape the landscape space and stimulate the public to par-
ticipate in the experience. Use a variety of alienation
methods to break the inherent thinking and present a per-
sonalized visual effect. While expressing the design concept,
the landscape installation becomes unique and full of per-
sonality, making the entire landscape space more attractive.
The significance of space technologization is not simply the
mechanized assembly of devices and space, but deeper infor-
matization and mediatization of space, the purpose of which
is to use the advantages of technology to create an intelligent
space environment and fundamentally realize the communi-
cation between people and space. The three-dimensional
display space is not simply to increase the height of space
but to enrich the vertical level of space, vertical organization

Multimedia Video

MultimediaFemale

Application

Property

Generated 

Orientation Computer Computer

Figure 3: Interface logic relationship diagram.
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of visitors’ activity space so that they can participate in the
experience of digital media display with different height per-
spectives in a multidimensional way, to enrich people’s
visual experience.

ϕ = arcsin g xð Þ
g

� �
: ð5Þ

One way to create a vertical three-dimensional display
space model is to use the placement of mezzanine space or
the hollowing out of each layer of space and other tech-
niques to form a display space with multiple layers of “view-
ing platforms” in the vertical direction. The multilayered
space increases the space area that can accommodate the
audience and divides several clear vertical levels in the dis-
play space, which is convenient for the audience to stay. At
the same time, each level is relative. Independent and visu-
ally connected, it allows the people gathered on each plat-
form to view the exhibition from different perspectives
while forming an interactive exchange between the layers,
exchanging the information acquired under their respective
perspectives and thus guiding the flow of visitors between
the layers. For example, in the design of the Kerkrade
Museum in Limburg, the architects created a half-under-
ground, half-above-ground spherical space for the display
of digital images and used the hemispherical part of the
ground floor to form an inverted spherical gallery. To make
full use of the space to accommodate more visitors, a circular
glass platform was inserted to form a mezzanine space to
accommodate the audience, and a staircase was used to form
a link between the levels inside the exhibition hall, so that
people can look down on the dome at different heights in
the space, creating a visual experience as if they were looking
back at the Earth from space, as shown in Figure 4.

The shaping of spatial differentiation is the main way for
landscape installations to shape the landscape space and
stimulate public participation in the experience. The use of
a variety of alienation methods to break the inherent think-
ing presents a personalized visual effect, while expressing the
design concept, so that the landscape installation becomes
unique and individual, making the whole landscape space
more attractive. The intervention of virtual image technol-
ogy provides more means for the shaping of spatial differen-
tiation. In landscape space, strong color contrast will
produce certain visual signals to the public, and in the sub-
jective world of human beings, color also has certain sym-
bolic meaning, cultural meaning, warning meaning, etc.,
according to the designer’s concept of expression and the
needs of the landscape space atmosphere for image color sat-
uration, contrast, and the brightness of different collocation,
to cause different color feelings and connotations to the pub-
lic. In the 2013 Sydney Christmas light show, St. Mary’s
Cathedral became the protagonist of the light show; the
designer used wall projection technology in the church
facade projection show, by changing the color of the church,
so that the audience’s visual experience of the church and
the inner feelings have changed; green projection makes
the church warm and romantic, and when the dark red pro-

jection in the church appears, in the audience’s heart is a
majestic green projection that makes the church warm and
romantic, while when the dark red projection appears in
the church, it creates a majestic visual and inner feeling in
the audience. The meaning of color is complex and has dif-
ferent meanings in different regions, as shown in Figure 5.

The common coordinate systems used in visual-inertial
navigation are the world coordinate system, the camera coor-
dinate system, and the IMU coordinate system. The world
coordinate system is a fixed reference coordinate system, the
camera coordinate system is a coordinate system bound to
the camera with the shooting viewpoint as the coordinate ori-
gin, and the IMU coordinate system is bound to the IMU
device and is a moving coordinate system. Since the recon-
struction method used in this paper is single-view reconstruc-
tion, the camera coordinate system is used as the reference
coordinate system, and the world coordinate system is not
considered, and only the camera coordinate system and the
IMU coordinate system are fused to solve the motion trajec-
tory and pose of the camera in the indoor scene. In pure visual
SLAM, the camera coordinate system of the first frame is gen-
erally used as the world coordinate system. In this paper, the
camera coordinate system of the first panoramic image is used
as the reference coordinate system, and the 3D model recon-
structed from subsequent panoramic images is converted to
the reference coordinate system to realize the stitching of the
model. The layout models reconstructed by single panoramic
images are all in their respective camera coordinate systems
as the reference coordinate systems, i.e., the coordinate sys-
tems of the models reconstructed by different panoramic
images are relatively independent. To realize the stitching of
multiple 3D models, it is necessary to obtain the position rela-
tionship between each model, i.e., the relative position rela-
tionship of each panoramic image shooting viewpoint. When
the IMU device is fixed to the camera device, the relative posi-
tion relationship between the two viewpoints, i.e., the relation-
ship between the two camera coordinate systems, can be
calculated from the IMU data when switching the shooting
viewpoints. The relationship between the two coordinate sys-
tems can be represented by a rotation matrix and a translation
matrix, and the cameramodel between the two coordinate sys-
tems can be converted to the same coordinate system after
obtaining the camera model between the two coordinate sys-
tems to achieve model stitching. This is shown in Figure 6.

In the real scene, the objects in the ground area will
obscure the contour lines of the ground area, resulting in
the incomplete acquisition of the contour line segment of
the ground area. In the ceiling area, there are relatively few
objects and the contour lines are clearer, so it is easier to
obtain the contour lines of the ceiling area. In most indoor
scenes, the top region has the same shape as the ground
region, so the ground region line segments can be mapped
by the ceiling region line segments. The indoor scene model
proposed in this chapter is top and bottom symmetric, i.e.,
the floor region has the same shape as the ceiling region,
but due to the camera height, the mapping of the top and
bottom regions of the indoor scene cannot be done directly
by changing the sign of the vertical coordinates, because
the distance from the camera to the floor is different from
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the distance to the ceiling causes the two regions to be pro-
jected on the image in different proportions. The layout
models reconstructed by a single panoramic image all
use the respective camera coordinate system as the refer-
ence coordinate system, that is, the coordinate systems of
the models reconstructed from different panoramic images
are relatively independent. To realize the stitching of mul-
tiple three-dimensional models, it is necessary to obtain
the positional relationship between each model, that is,
the relative positional relationship of the viewpoint of each
panoramic image. If the camera height and the room
height are known, the projection ratio of the floor area

to the ceiling area in the panoramic image can be
obtained, and the projection ratio can then be used to cal-
culate the contour line segment of the floor area in the
indoor scene.

C2 = RcC1 − T: ð6Þ

4.2. Image Virtual Reconstruction Implementation. The
ARKit-based mobile-augmented reality system for medical
imaging mainly interacts with virtual medical models through
user gestures and contains three main interaction methods:
panning, rotating, and zooming. In the actual interaction
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Figure 4: Schematic diagram of the reference coordinate system.
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process, the user interaction gestures are essentially two-
dimensional (i.e., the movement of the user’s finger on the dis-
play screen of the mobile device), but the MAR experience
involves three dimensions in the real world [20]. Therefore,
the choice in this system was made to simplify the interaction
between the user and the virtual object by limiting the rotation
of the virtual medical model to a single axis and the translation
range to the plane in which the virtual object was initially
placed. The chi-square coordinate representation is one of
the most important tools in computer graphics that can be
used not only to clearly distinguish between points and vectors
but also to perform affine (linear) geometric transformations.
In ARKit, the representation of flush coordinates is used to
implement linear spatial transformations of virtual objects
through a 4 × 4 transformation matrix with translation matrix
T, rotation matrix Yr (around the Y-axis), and scaling matrix
S. The principle of the gesture interaction algorithm is to con-
vert the change of user-specific gestures on the screen of the

handheld device into the required transformation coefficients
in the affine transformation matrix and then complete the
interactive display of the virtual object.

Ry =

cos θ 0 sin θ 1
0 0 1 1

sin θ 1 −cos θ 0
0 0 0 1

2
666664

3
777775
: ð7Þ

The projection ratio of the ceiling area to the wall area on
the panoramic graphic,Ch is the camera height, Rh is the room
height, and an f , ag denotes the vertical offset angle when the
corresponding points of the ceiling area and the floor area
are projected onto the sphere, respectively. The camera height
and the height of the room scene affect the relationship
between the projection of the ceiling area and the wall area
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on the image. The camera calibration ensures that the hori-
zontal vanishing line in the scene is the x-axis of the image
coordinate system and that the x-coordinate of the image
coordinates of the two points corresponding to the floor and
wall points in a real scene is the same when projected onto
the panoramic image, and the relationship between the y
-coordinates is determined by the projection scale. It mainly
includes three interactive methods: translation, rotation, and
zoom. In the actual interaction process, user interaction ges-
tures are essentially two-dimensional (that is, the movement
of the user’s finger on the display screen of the mobile
device), but the MAR experience involves three dimensions
in the real world. Therefore, this system chooses to limit
the rotation of the virtual medical model to a single axis,
and the translation range is limited to the plane where
the virtual object was originally placed, to simplify the
interaction between the user and the virtual object. This
property is used to calculate the ground contour lines cor-
responding to the contour line segment of the ceiling area
in the image. After determining the contour line segments
of the ceiling and the floor, it is possible to find the ceiling
area and the floor area in the image by the contour line
segments. The closed-loop area enclosed by the contour line
segments is the ceiling area, and in a panoramic image, the
ceiling area contour line segments often span the entire
image. When projected onto the sphere, it appears as a
spherical region made up of several spherical triangles, each
of which is enclosed by a line segment connecting the con-
tour line segment to the upper vertex P of the sphere.
When converted to the image coordinate system, the spher-
ical triangles are represented as image regions above the
contour line segments, combining this property. The ability
to find the ceiling area in an image is shown in Figure 7.

This chapter focuses on a comprehensive verification of
the entire experimental system, using a real-life scenario
built on an experimental platform. The corresponding error
analysis is given for some of the experiments covered in this
paper. In the section on camera calibration, the internal
parameters of the camera are calculated using two calibra-
tion plates. In the image correction section, the symmetry
axis errors obtained for the six images are within 0.3 pixels.
In addition, the two measurements of the long and short
axes of the images before and after correction were com-
pared with a difference of 0.0934 pixels and 0.1229 pixels,
respectively, and the ratio of the two was compared with
the ratio of the length and width of the real artifacts, and
the maximum error value obtained was 0.0018, and the aver-
age error value was 0.0012, which has high accuracy and can
be used for 3D plotting using the bus data obtained by the
algorithm of this paper. Finally, the plotted model is
imported into the real scene to realize the virtual reality
alignment. The object of the experimental study is a rotating
ceramic vase with a maximum circumference of 43 cm and a
height of 23 cm, and the diameter of the belly diameter is
13.6873 cm. The ratio of the maximum diameter length to
the height is calculated to be approximately equal to
0.5954, and the maximum error value is 0.0018, and the
average error value is 0.0012 when compared with the data
in the above table.

5. Conclusion

The progress of digital technology has brought about an
information revolution, the medium of information dissem-
ination has achieved digital transformation, and people can
access the information resources they need through various
means at any time and anywhere. In the context of the intel-
ligent era, development and innovation must be the integra-
tion and innovation of technology and art, technology leads
the transformation of art and design concepts, and technol-
ogy realizes art and design goals. The diversified functions
and experience need of the public in the intelligent era are
the internal driving force that drives continuous innovation
and development. Based on the policy guidance of public
digital culture construction, virtual image technology has
been widely used. Virtual image technology effectively solves
the technical constraints, form constraints, application con-
straints, and site constraints of visual communication and
has the characteristics of digital technology in the intelligent
era, forming a dynamic display, game entertainment, and
auxiliary daily diversified functions, bringing a multisensory
immersive experience of vision, hearing, and touch, thus
enhancing the cultural value and commercial value, making
the visual product better serve the interactive cultural expe-
rience zone. The visual products can better serve the con-
struction of interactive cultural experience zones, enhance
the interactivity and fun of public cultural services, meet
the diversified functional and experiential needs of the pub-
lic, and realize the multisensory immersive experience inno-
vation, emotional experience innovation, service experience
innovation, and commercial value innovation of visual
products.
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Aiming at the problem of adaptive change of auxiliary music tones, this paper proposes a MAC protocol with a common music
tone listening/sleeping type based on a wireless music buzzer sensor. First of all, the new MAC protocol adopts network-wide
synchronization, and all sensor nodes in the entire network use the same scheduling table, so that the entire network nodes
enter the music tone listening period and the sleep period at the same time. Secondly, the node adaptively adjusts the duty
cycle of the node according to the number of data packets in the sending queue, increases the node’s music tone listening time,
reduces the end-to-end delay of data packets, and improves the throughput of the network. Then, the experiment adopts a new
backoff strategy to adjust the contention window according to the backoff times and collision times of data packets sent by
nodes in the last five working cycles, increase the backoff time of sending data packets under high network load, and reduce
the appearance of data packets. We build four simulation experiments on the NS2 simulation platform: unassisted music tone
adaptive network, single auxiliary music tone adaptive network, auxiliary music tone adaptive convergence network, and
random deployment network, which will be based on the auxiliary music tone adaptive MAC protocol, and IEEE802.11
protocol and SMAC protocol are run in four simulation experiments, respectively, and the performance of the three protocols
is analyzed according to the tracking files in the simulation experiment. The analysis results show that the simulation wireless
sounding buzzer sensor network is adaptive to different auxiliary music tones and different topologies.

1. Introduction

Since the wireless music buzzer sensor network is an
extremely limited energy network, reducing the energy con-
sumption of the sensor network is the research focus of the
wireless music buzzer sensor network protocol [1]. Among
the various layer protocols of the wireless music buzzer sen-
sor network, the design of the media access control (MAC)
layer and the network layer routing protocol plays a decisive
role in the energy efficiency of the sensor network. The wire-
less music buzzer sensor network is composed of a large
number of energy-limited sensor nodes through self-organi-
zation, and the nodes cooperate to improve its detection
rate, and finally combine the two to get the final feature sub-
set [2–5]. However, due to the limitation of node size and
cost, sensor nodes are usually greatly affected in terms of

computing power, communication ability, and energy. The
energy consumption of nodes comes from batteries with
limited capacity. How to minimize the energy consumption
of the wireless music buzzer sensor network and maximize
the network lifetime is the optimization goal of the wireless
music buzzer sensor network. Existing research work
extends the survival time of wireless music buzzer sensor
networks from different directions. This article starts from
the MAC protocol in the link layer and studies the method
of optimizing the MAC protocol in wireless music buzzer
sensor networks to extend the network.

With the continuous development of science and tech-
nology, the form of network existence is also constantly
changing, from the initial local area network to the wide area
network, to today’s Internet, and the Internet of Things that
is gradually taking shape. As the name suggests, the Internet
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of Things is the “Internet of Things Connected”. That is to
say, the core and foundation of the Internet of Things is still
the existing Internet, and a network extended and expanded
on the basis of the Internet: its user end extends to any object
and object to exchange and communicate some information.
As an extension technology of the Internet of Things in the
Internet, the wireless sensor network (WSN) has become a
research hotspot in the academia and industry. The wireless
music buzzer sensor network integrates sensor technology,
embedded computing technology, network technology, dis-
tributed information processing technology, and wireless
communication technology [6–8].

The paper proposes a wireless music buzzer sensor net-
work MAC protocol based on low-power music tone listen-
ing (LPL) to reduce preamble crosstalk energy consumption
and increase data transmission throughput. This protocol is
aimed at the wireless music buzzer sensor network MAC
protocol in low-power music tone listening (LPL) using
too long preamble to wake up the node, resulting in unnec-
essary “crosstalk” energy consumption for the sensor net-
work. The target node information in the received data
packet start message received in the preamble sequence is
compared with the node information (DS-MAC), and it is
determined whether to continue to receive subsequent mes-
sages and data according to the comparison result. At the
same time, in LPL, in each transmission cycle, the node
receives a fixed data packet, consumes the energy required
to send a too long preamble. Extending the time sequence
of a single receiving data cycle increases the amount of data
received by the receiving node in each cycle. The simulation
results show that the protocol not only improves the energy
consumption of the sensor network but also increases the
network throughput.

2. Related Works

The throughput rate, delay, packet delivery rate, and energy
consumption are usually the main performance indicators of
the WSN MAC protocol. Since the nodes in WSN are usu-
ally powered by batteries, energy consumption has become
the primary principle of the MAC protocol design. At the
same time, when WSN is used in industrial control, military
reconnaissance, medical diagnosis, and other fields, the reli-
ability of its data transmission has also become a key indica-
tor that the MAC protocol has to consider. For the WSN
that uses IEEE 802.15.4 CSM~CA default parameters for
channel access, the increase in the number of network nodes
and the data load will make it unable to withstand the fierce
channel competition, resulting in serious data transmission
reliability and energy consumption decline. For the deterio-
ration problem, relevant researchers work to solve this prob-
lem as the research goal, aimed at designing an adaptive
optimization strategy, so that each sensor node can adjust
channel access parameters according to network load
changes, so as to meet the application layer’s requirements
for packet delivery rate and low power consumption [9–11].

Regarding the MAC protocol using the fixed multiplex-
ing access mode, Aguilera et al. [12] proposed a MAC proto-
col based on the TDMA mechanism for WSN with a

clustered structure. The protocol divides the nodes in the
network into multiple clusters. Each cluster has a cluster
head. The cluster head allocates sending time slots for the
ordinary nodes managed by itself and collects the data sent
by the ordinary nodes and merges the data and then sent
to the sink node. Although the MAC protocol based on the
clustered network reduces the energy consumed by the com-
mon node competing channels, the energy consumption of
the cluster head is too large, so further research is needed.
Distributed energy-aware node activity protocol is also one
of the classic protocols that uses time division multiplexing
access. The timeframe is divided into a scheduled access
phase and a random access phase according to the cycle.
The scheduling access phase is divided into multiple time
slots. A certain time slot is allocated to a specific node to
send data, while the random access phase is only used for
the transmission of control frames. However, the DEANA
protocol does not consider how to allocate time slots reason-
ably according to the needs of nodes to send data.

In terms of MAC protocols that use random contention
access methods, the sensor MAC protocol based on the IEEE
802. 11 MAC protocol of wireless local area networks is
known as one of the most classic WSN MAC protocols.
The protocol uses a fixed periodic music tone listening/sleep
scheduling mechanism to reduce energy consumption and
uses the CSMA/CA access mechanism to compete for chan-
nels during the active period. Under the premise of ensuring
low power consumption, Shi et al. [13] minimized delay and
increase throughput. Aiming at the problem that the rela-
tively fixed scheduling period cannot adapt to the adaptive
changes of network-assisted music tones, a MAC protocol
that adaptively adjusts the duty cycle is proposed: T-MAC
(timeout MAC) protocol, which dynamically adjusts the
scheduling. The length of the active time in the cycle changes
the duty cycle. However, the T-MAC protocol may have the
problem of the destination node going to bed early, so fur-
ther improvement is needed. Gupta et al. [14] proposed
the wiseMAC protocol, which was originally designed for
the WiseNET low-power WSN platform. The protocol
introduced preamble sampling technology on the CSMA
mechanism and improved the protocol to the network com-
munication control node in idle music by minimizing the
preamble mechanism. Compared with MAC and T_MAC,
it has higher energy efficiency. Nozawa et al. [15] proposed
the SiR MAC protocol. The basic idea of the protocol is to
use a fixed-size contention window and select an appropriate
transmission probability distribution for nodes at different
time slots, so that different nodes that detect the same event
can be within the contention window to send messages with-
out conflict in each time slot. Cannard et al. [16] found the
problem of excessive energy consumption by the boundary
nodes of MAC virtual clusters is brought forward by algo-
rithm, which effectively improves the network life of bound-
ary nodes. Researchers are concerned with synchronous
periodic music tone listening/sleeping mechanism. If the
underreporting rate is high, it will lead to deviations between
the evaluation results and the actual ones. The MAC proto-
col and the x-MAC protocol adopting the asynchronous
periodic music tone listening sleep mechanism establishes
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a Markov queuing model. Through this model, the network
throughput, delay, and energy consumption in the synchro-
nous and asynchronous conditions are analyzed, and the
theory is provided for the optimization of the WSN protocol
[17–20].

3. Wireless Playing Buzzer Sensor-Assisted
Music Tone Adaptive Control
Model Construction

3.1. The Level of Wireless Music Network Space. When a
wireless music buzzer sensor network faces different applica-
tions, the hardware components selected by the sensor nodes
are also slightly different. The difference lies in the size, cost,
and energy consumption of the nodes. The functions of the
main four unit modules of a node are as follows: (1) The sen-
sor module is used to sense and obtain the information of
the monitoring area and the related physical quantities of
some objective objects and pass the analog signal through
the analog to digital converter (analog-to-digital (A/D) con-
verter) signal. (2) The processor module is used to process
the information data collected by the sensor and the data
sent by other sensor nodes and is responsible for coordinat-
ing the work of various parts of the node. (3) The wireless
communication module converts the digital signal output
by the processor into an analog signal through a digital-to-
analog converter (D/A) and sends it to the equivalent node
through the wireless medium. Usually, the transceiver
adopts low-power consumption and short-distance commu-
nication. The wireless communication module has four
states: sending, receiving, idle, and sleeping. Figure 1 shows
the hierarchy of wireless music network space.

The MAC layer is the first layer above the physical layer,
so the performance of the MAC protocol is strongly affected
by the physical layer. In wireless sensor networks, the MAC
protocol determines the use of wireless channels and allo-
cates limited wireless communication resources between
sensor nodes to build the underlying infrastructure of the
sensor network system. In fact, the medium in a wireless
environment is usually a wireless channel, and the essence
of wireless channel transmission is broadcasting. In other
words, within the communication range, any ongoing trans-
mission may be interfered by other transmissions. Interfer-
ence means the loss of data packets. In this case, the MAC
protocol needs to provide a suitable retransmission mecha-
nism.

C r, tð Þ−〠 C r, tð Þ/C s, tð Þ + C r, tð Þ − C s, tð Þ
C r, tð Þ × C s, tð Þ

� �
× 100% = 0:

ð1Þ

The use of scheduling-based MAC protocols will also
cause some problems. In a network without infrastructure,
huge energy needs to be spent to maintain global clock syn-
chronization, and a highly complex distribution algorithm
calculates conflict-free time slots. The conflict-free schedule
needs to understand the topology of the two hops around
the node and place the topology within the two hops in

the node with limited memory, which will consume addi-
tional energy to maintain the topology.
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It can be seen that most of the energy consumption of
sensor nodes is in the wireless communication module.
The wireless communication module consumes the most
energy in the sending state, followed by idle and receiving
states. The wireless communication module always monitors
the usage of the channel in the idle state, checks whether
there is data sent to it, and turns off the radio transceiver
in the sleep state, reducing unnecessary forwarding and
receiving, and entering the sleep state as much as possible
when there is no communication requirement can make
the communication of sensor nodes more efficient.

3.2. Tone Adaptive Analysis of Auxiliary Music Data. Before
the auxiliary music data node receives the start symbol (start
symb01), the sender’s information is received at least twice.
The first time is the semaphore information, and the second
time is the reception start information. From the perspective
of energy consumption, the semaphore information is
received earlier than the reception start signal, which is more
conducive to preventing nodes from responding to signals
from nondestination nodes.

In the MAC protocol mechanism, multiple nodes will
compete for the same destination node, that is, the destina-
tion node will receive multiple semaphore information. At
this time, the amount of information will be interfered,
and the semaphore will be adjusted through related methods
(used in an analog environment). If it is judged whether it is
the destination node in the received semaphore information,
at this time, multiple nodes are competing for the same
channel time sequence, so when the received semaphore
information is selected to determine the sender may affect
the channel competition, and when the reception start infor-
mation is received, at this time, the competition ends and the
radiofrequency signal has stabilized, which is conducive to
the stability of the sensor network information transmission,
so the reception start information is used as the basis for
selecting the destination node. Figure 2 shows the distribu-
tion of auxiliary music data.

In the process of designing energy-efficient network pro-
tocols, it is often not related to a certain layer of the protocol
stack, but to achieve the best energy efficiency through the
integration of multiple layers of functions and data, which
is the crosslayer design mentioned above layer design,
because it is difficult to apply multiple energy efficiency
strategies together at a certain layer. In a whole receiving
cycle, different timing intervals or time slots apply different
methods to control energy consumption, so there may be
conflicts in the same layer. For example, the method of
applying asynchronous purpose LPL in the synchronization
protocol TMAC protocol cannot be implemented at the
same time at the MAC layer. All data units in the data packet
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transmission process can only be analyzed at the physical
layer, so that the proposed new protocol can transmit data.

The mechanism in which sending nodes compete to
send wake-up signals in SCP mode is much less expensive
than the mechanism of continuous preamble transmission
in LPL. However, if the length of the data packet to be sent
is too short, the ratio of the energy cost of the wake-up signal
to the energy consumption of data transmission is still rela-
tively small. In order to further reduce overhead and
improve protocol performance, the improved SCP working

mode of MA-MAC adds a short data burst function, that
is, when multiple data to the same destination node plus
an ACK frame (if ACK needs to be sent), the total transmis-
sion time is less.

Security elements are the input part of the network secu-
rity assessment system, and its classification accuracy affects
the results of the assessment. When the protocol supports
the maximum length of data packet transmission time, mul-
tiple short data packets can be continuously transmitted in
bursts. If there are multiple short data packets to be sent

Signal 

Signal Signal Signal 

Signal 

Signal Signal Signal 

Module 
Module Module Module 

Module 

Knowledge
Knowledge Knowledge

Knowledge Knowledge Knowledge

Knowledge

Knowledge

S

S
S T

T
T

Music network space

Sense 1

Sense 2

Sense 3

The hierarchy of wireless

Figure 1: The hierarchy of wireless music network space.

Consumption in the data packet transmission process

13%
10% 27%

27%23%

Stage 1
Stage 2
Stage 3
Stage 4
Stage 5

Figure 2: Distribution of auxiliary music data.

4 Journal of Sensors



continuously, the node sets the BURST_XMIT_BIT flag in
the packet header when sending the previous data packet,
and the receiving node does not enter sleep after receiving
the data packet with this flag set but continues to wait.

3.3. Buzzer Sensor Network Parameter Setting. The protocol
stack of a buzzer sensor node usually includes five layers:
application layer, transport layer, network layer, data link
layer, physical layer, and three management planes, namely,
energy management plane, mobility management plane, and
task management plane. The result can be obtained accord-
ing to

V i,fð Þ −
∑J fi + J f−1i

sin w x, tð Þ½ � = 0,

Vi = V i,ið Þ,⋯, V i,fð Þ
� �

:

8>><
>>: ð3Þ

The role of the sensor’s network protocol stack is
roughly the same as that of the Internet protocol stack, coor-
dinating the transmission of data packets in the network.
The main role of the three management planes is to enable
sensor nodes to work together in an energy-efficient manner,
coordinate the forwarding of data packets between mobile
nodes in the network, and support multitasking and
resource sharing. The functions of the protocols and man-
agement planes of each layer are as follows: (1) The main
function of the physical layer is to determine the modulation
mode and transceiver architecture so that it has simple, low-
cost characteristics and can provide the required sufficiently
robust services. (2) The main function of the data link layer
is to ensure the correctness of transmission, adjust the data
transmission rate, and media access control of the MAC
layer (the MAC layer is usually considered a part of the data
link layer, but in the MAC layer and the rest is a clear
boundary between the data link layer). (3) The network layer
is responsible for forwarding data packets from the source
node to the destination node through the network. The main
function is to find the optimal path and forward it correctly
along the optimal path. Table 1 shows the applicability of
auxiliary music data.

At the end of the backoff time, the wireless channel is
always in an idle state, and then, the node will send the
RTS packet. The RTS control packet includes the time
NAV required for this data transmission. After the transmis-
sion is completed, the channel will listen to the music tone
and wait for the destination node of the data packet. As
the sent CTS control packet, when the clock of the CTS waits
for a timeout, the node performs timeout processing and
enters the dormant state.

The LEACH protocol clusters the network by first select-
ing the cluster head and then dividing the cluster area. When
receiving the CTS packet sent by the destination node, the
sending node immediately sends the data packet to the des-
tination node and waits for the ACK control packet. When
the sending node waits for the ACK to time out, the node
will also perform timeout processing and retransmit. When
the number of retransmissions exceeds 3 times, the node

enters the dormant state. When the sending node receives
the ACK control packet from the destination node, the send-
ing node checks to see if there is still data to be sent. If not, it
enters the dormant state. If there is still data to be sent in the
buffer queue, the node needs to reapply for the channel and
enter again in idle music tone listening state, after successful
channel competition, repeat the above steps to send data
packets.

3.4. Tone Adaptive Clustering Control. Since the tone adap-
tive communication module consumes most of the energy
of the node, and the MAC protocol determines the state of
the radio, the quality of the MAC protocol will affect the life-
time of the entire network. In addition, different nodes
sometimes use different power supply modes, such as the
use of non-rechargeable batteries, the use of regularly
charged equipment (sunlight, etc.), and the use of irregular
charging equipment (the ion in the soil, etc.).

In short, under the limited energy and hardware of the
node, the MAC protocol design of the wireless music buzzer
sensor network should try to ensure the life of the node. Sec-
ondly, the MAC protocol is concerned with the quality of
service. The service attributes of the wireless music buzzer
sensor network are basically determined by the specific
application. Therefore, the MAC protocol in the wireless
music buzzer sensor network focuses on the lifetime, reli-
ability, fairness, scalability, and delay of the network, and
throughput is rarely regarded as the main factor in the
design of the MAC protocol. Figure 3 shows the distribution
of pitch adaptive clustering data.

To support the mobility of network nodes, the node
information management module should include a mobile
information management submodule and a neighbor table
management submodule, while providing corresponding
management and data access interfaces to each layer of the
protocol stack. The main function of the mobile information
management submodule is to manage the status information
of the node itself and nearby mobile nodes. The mobile
information is stored in the mobile information database,
and the mobile information management routine is respon-
sible for changing and querying it. The function that the
mobile information management routine should have is to
estimate the node’s mobile state based on the information
provided by the MAC layer and the application layer. In

Table 1: Description of the applicability of auxiliary music data.

Index
number

First level indicator
Second level

weight
Third level
weight

1
Auxiliary function

rate

0.12 0.34

0.24 0.25

0.09 0.26

2
Optimal network

layer

0.13 0.25

0.05 0.41

0.14 0.52

3
Network auxiliary

capabilities
0.22 0.17

0.31 0.09
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addition, the crosslayer status information of some nodes
should also be managed uniformly by the node information
management module and provide access and control inter-
faces for each layer of the protocol stack.

4. Application and Analysis of Wireless Music
Playing Buzzer Sensor-Assisted Music Tone
Adaptive Control Model

4.1. Buzzer Sensor Network Data Preprocessing. Since in this
protocol, all network link constructions and data transmis-
sions are initiated and controlled by the receiving node send-
ing a beacon frame after waking up, the information about
the destination address, beacon type, and predicting the next
wake-up should be set in the beacon frame. The average load
on sensor nodes within 2 hops from the sink node is much
higher than the average load on nodes outside 2 hops.
Among them, the load of the node within 1 hop from the
sink node is the largest, which is about 5 times that of the
3-hop node. For a network with a clustered structure, the
network load is mainly concentrated on the cluster head,
and the communication bottleneck effect on the cluster head
near the sink node is more serious than in a flat structure
network. The result can be obtained according to

þ
F x, tð Þ × L emg,kð Þdxdt−

ð
f emg,nð Þ + C emg,kð Þ
� �

dkdt = 0: ð4Þ

From this beacon structure, it can be seen that compared
with other asynchronous MAC protocols; this protocol only
adds a rand bit to the beacon structure adjustment, which is
used to complete the calculation of the next wake-up time
and control the beacon’s behavior by setting different values

of the DST bit type values, and complete the broadcast
update operation; this protocol beacon has the feature of
low overhead.

Regardless of whether there are new nodes or dead nodes
in the later stage of the network, n is used as a normal value
for calculation, but the value of n must be greater than or
equal to the initial total number of nodes. After the nodes
in the network start to work, they need to determine their
approximate scheduling cycle through the initial broadcast
beacon frame, and the cycle only starts to run after a node
successfully broadcasts the beacon frame. In order to avoid
the collision of the node’s broadcast frame in the initial stage
of the network, in the first original period TPrim, the node
randomly selects a moment TRand as the time for sending
the broadcast beacon frame. Figure 4 shows the data distri-
bution of the buzzer sensor network.

The average energy consumption of each node in the
entire network changes with the increase of the CBR inter-
val. The calculation method is the same as that of the single
auxiliary music tone adaptive simulation experiment. Due to
the change of the topology, the auxiliary music tone adaptive
convergence experiment is different. There is a big difference
in the energy consumption of a single auxiliary music pitch
adaptation experiment. It can be seen from the simulation
performance curve that similar to the simulation result of
the single auxiliary music tone adaptation experiment, when
the CBR interval is different, the average energy consump-
tion of the nodes in the SMAC protocol and the new MAC
protocol changes slowly.

The selection of the cluster head is based on the relation-
ship between the self-generated random number and the
threshold. All nodes selected as the cluster head broadcast
the cluster head message. At the same time, the sending
node sends an RTS data transmission request to the target
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node and establishes a reliable communication link and
completes data transmission through the RTS/CTS/DATA/
ACK mechanism. After receiving the data and sending the
confirmation frame ACK, the target node still keeps the
music tone listening channel for one TKeep time. If there
is a data sending request, it will continue to receive data. If
there is no request, it will enter the sleep state. However, it
can be clearly seen from the simulation results that the
new MAC protocol and the SMAC protocol are not converg-
ing. The reason for this is that the fixed duty cycle in the
SMAC protocol cannot properly handle the funneling
phenomenon.

4.2. Auxiliary Music Pitch Adaptive Model Simulation. This
paper carries out simulation experiments on the MAC pro-
tocol on the NS2 (Network Simulator Version 2) simulation
platform. NS2 is a free software that can run on Windows X.
All source codes are open and easy to expand. These features
are useful for wireless. The research and expansion of the
music buzzer sensor network are very convenient, and the
research results obtained by this method are also generally
recognized by the academia, so this article uses NS2 as a sim-
ulation tool. This method first uses the maximum correla-
tion minimum redundancy method to initially filter
irrelevant features to reduce the data dimension. The main
purpose of the simulation experiment is to verify the feasibil-

ity and performance of the protocol on the establishment of
a simulation platform and to compare and analyze with the
existing mature MAC protocol. The main aspects of the
comparison are energy, delay, throughput, etc. Figure 5
is the architecture of the auxiliary music tone adaptive
model.

Unbalanced network load distribution results in unbal-
anced energy consumption of nodes. Nodes near the sink
node consume energy faster than peripheral nodes, and
routing holes are easily formed near the sink node, which
greatly shortens the lifetime of the entire network. The bot-
tleneck effect caused by the sensor data generated by periph-
eral nodes cannot be correctly and timely reported to the
aggregation node. The use of hierarchical fusion and data
compression can reduce the total amount of network data
and alleviate the communication bottleneck problem to a
certain extent, but this method is only suitable.

In addition, since a small number of cluster heads are
responsible for most of the network’s auxiliary music tone
adaptation, the above two problems are more obvious in
clustered networks. There are three transmission links in
the simulation scenario and all need to be forwarded by
high-rate node 0 to complete the data transmission, and
node 4 is the destination node of the three links. Therefore,
the simulation of this network scenario can achieve the pur-
pose of verifying the optimization effect of the contention
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window white adaptation mechanism of the multirate MAC
protocol based on congestion control in this paper. Figure 6
shows the distribution of energy consumption of wireless
sensor network nodes.

It can be seen that the performance of this protocol is
exactly the same as that of the competition window adaptive
protocol. This is because in the hidden terminal scenario,
there are only two nodes on the data link, one receiving
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and one transmitting, and there is no congestion in the net-
work. The protocol in this paper has been using the compe-
tition avoidance mode of the competition window adaptive
mechanism, so the mechanism is the same.

A common node usually receives information from mul-
tiple cluster heads. In the original S-MAC protocol, when
the packet sending interval is less than 5 s, the throughput
per child is maintained at around 180 bps, and it does not
get better until the packet sending interval is 5 s. This shows
that under high load conditions, due to the low duty cycle
and the overly simple backoff mechanism, the throughput
performance of S-MAC cannot be improved when it reaches
a limit value. Under high load, the throughput performance
of the optimized protocol in this paper is significantly higher
than that of the original S-MAC protocol. The result can be
obtained according to

∪x−t=1 f x, tð Þ − sign 〠
N

i=1
ai × yi × k xi, xj

� �
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 !
= 0: ð5Þ

As the auxiliary music tone adaptation decreases, the
performance curves of the two protocols tend to be consis-
tent. When the packet transmission interval is less than
0.006 s, the three performance: packet arrival rate, through-
put and delay of the protocol in this paper are better than
those of the RBAR protocol. The advantage is weakened,
and the performance of the three protocols is not much dif-
ferent. In terms of more important throughput performance
indicators, when the packet sending interval is less than
0.006 s, the throughput of the RBAR protocol is basically
maintained at 1100Kbps, while the protocol and contention
window adaptation mechanism in this paper are higher than
RBAR. The simulation results show that the multirate MAC
protocol based on congestion control in this paper solves the
problem of abnormal performance of multi-rate networks.

4.3. Example Application and Analysis. Most mobile sensing
application scenarios require that a small range of sensor
nodes near the mobile node can report sensor data at a high
rate and high success rate in a short period of time. Maintain-
ing a high transmission success rate under local heavy load is
the goal pursued by a mobile sensor network protocol design.
Simulation results show that the combination of the
AOCMSN optimization strategy and MA-DC-MAC design
can achieve better transmission performance than DC-MAC.

At this time, it determines its own attribution based on
the received signal strength. Sending one data in 2 seconds
to sending one data every 5 seconds, that is, the average data
occurrence rate gradually decreases from 5 packets/s to 0.2
packets/s. In the first ten experiments, each sending interval
increased by 0.2 seconds compared to the previous one, and
l s was increased each time after the sending interval reached
2 s. A total of 13 experiments were carried out. The 5 rounds
of experimental data are averaged to get the final result.
Figure 7 is the distribution of the communication rate of
the buzzer sensor network.

Because the data in DC-MAC is concentrated in a time
period for transmission, the collision is very serious when

the data transmission rate is high. Because it adopts the data
response ACK mechanism, the data packet must be retrans-
mitted continuously after the transmission fails, resulting in
a decrease in throughput and an average delay increases. A-
DC-MAC only uses the RTS/cTS mechanism near the sink
node (data response is not enabled by default). After the
node wins the TONE or RTS/CTS competition, it will send
multiple data packets continuously in a burst mode to
increase the channel utilization. Then, we use the informa-
tion gain to calculate the feature that has the greatest corre-
lation with the classification result. When the packet
transmission interval is less than 0.06 s, the protocol in this
paper solves the deficiencies of the competition window
adaptive protocol in a network with a relatively complex
topology and gives full play to the advantages of the high-
rate nodes in the multirate protocol and achieves the highest
throughput performance at the same time.

When the packet sending interval is greater than 0.06 s,
due to the decrease in network load, the performance of the
three protocols is not much different, and the throughput
and the packet arrival rate are basically the same. The simula-
tion results prove that the multirate MAC protocol based on
control in this paper has realized the optimization of the adap-
tive mechanism of the contention window. Figure 8 is the load
capacity distribution of the buzzer sensor network.

It can be seen that the optimized protocol in this paper
consumes less energy than the original S-MAC protocol
when the packet sending interval is less than 5 s. Because
under high load conditions, the fixed duty cycle and conten-
tion window mechanism of the original S-MAC protocol
cannot meet the demand for a large amount of data to be
sent in the network. The collision and retransmission phe-
nomenon is serious, and a lot of energy is wasted. The opti-
mization of this article improve the network efficiency of the
protocol under high load, thereby saving energy. The result
can be obtained according to
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When a gateway node receives a data packet in the vir-
tual grid, it first determines whether any adjacent node in
the same virtual grid has received the data packet. This can
be done by comparing the node directory and the adjacent
node list in the data packet. To finish, if it is not received,
the gateway node appends the IDs of these nodes to the node
directory in the data packet and forwards the data packet to
the neighboring node that has not received the information.

In the first ten experiments, each sending interval
increased by 0.2 seconds compared to the previous one,
and l s was increased each time after the sending interval
reached 2 s. A total of 13 experiments were carried out.
When a gateway node receives a data packet from other
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gateway nodes, it first separates the node directory of the
data packet, then adds its own ID and the directories of all
its adjacent nodes, and forwards the data packet to all adja-
cent nodes. In this way, when a data packet is transmitted
between virtual grids, its information length will become
shorter, but when a data packet is transmitted between the
same virtual grid, the information length will increase, so
the basic idea of location-assisted flooding is fine.

5. Conclusion

This paper proposes a new wireless music buzzer sensor net-
work positioning-assisted flooding algorithm, which uses
positioning information to reduce unnecessary data trans-
mission and divides the sensor network into multiple virtual
grids. The internal nodes only send data in the virtual grid,
and the gateway node is responsible for data forwarding

between grids. Aiming at the problem of multidimensional
service load balancing in wireless music and buzzing sensor
networks, the experiment established a mathematical model
of network load balancing based on a swarm particle optimi-
zation algorithm and proposed the application of swarm
particle optimization algorithm (PSO algorithm) to sensor
network load balancing algorithm. In the optimization pro-
tocol of this article, the duty cycle mechanism of auxiliary
music tone adaptation, with the cooperation of the competi-
tion window adjustment algorithm, will effectively improve
the performance of the S-MAC protocol under high load.
The increase in duty cycle is conducive to meeting the needs
of large amounts of data transmission, while the improved
backoff mechanism can reduce collisions caused by fierce
competition between nodes, and improve network efficiency.
Through the proof of the integrity of the data distribution
process, the analysis of the energy consumption of different
types of networks, and the results of the actual deployment
test on the ZigBee platform, it is proved that the auxiliary
location flooding routing algorithm has good energy effi-
ciency. At this time, the duty cycle of the optimized protocol
is the same as that of the original S-MAC protocol, and the
improved backoff mechanism is not effective. The PSOB
algorithm balances the network traffic load by adaptively
adjusting the service load bundle on the network node
according to the network load.
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With the economic construction of human cities entering the era of Internet of Things, people can better build cities, make better
use of information resources, and put forward high requirements for smart city environmental design. However, there are serious
problems in the construction of smart cities due to the problems of talents, technology, energy, and capital in urban construction.
Therefore, in the era of Internet of Things, urban construction needs to take the Internet of Things as the foundation of intelligent
construction and constantly form an optimized processing model of urban construction through intelligent excellent methods and
the association of all things. In this paper, the smart city of Internet of Things is taken as the research point, and the urban
population density and public infrastructure are taken as the optimization objects. The population of four districts in the city is
taken as the research object. The population density under 18 years old accounts for 25% of the whole city, the population
density between 18 and 65 years old accounts for 41%, the population density over 65 years old accounts for 34%, and the
population density over 18 years old accounts for about 80% of the population density in the East District and South District.
The research results show that under the premise of population and infrastructure, adding medical and recreational resources
can rationally allocate and optimize resources, thus improving the utilization rate of public resources.

1. Introduction

In the information age, national science and technology are
becoming more and more developed, and our life may
become more and more convenient. The key to facilitation
is the development of smart cities, and the planning of pub-
lic facilities is particularly important in the environmental
design and development of smart cities. However, the design
and planning of smart city environment under the Internet
of Things environment also face many difficulties, such as
technology, talents, funds, and laws and regulations. In order
to solve the following problems, we must accumulate experi-
ence and update methods and technologies in the develop-
ment of smart cities.

The combination of big data and 5G [1] can improve the
competitiveness and efficiency of small- and medium-sized
enterprises, enhance the security of the Internet of Things,
and solve the technical problems of the Internet of Things.
The development of Internet of Things [2] cannot be sepa-
rated from telecommunications, computing, and social sci-

ences. The essence of the Internet of Things includes wired
and wireless sensors and tracking technology. The technol-
ogy used in the Internet of Things is still the main content
of research. Internet of Things [3] connects digital and phys-
ical objects. The Internet of Things envisions a future in
which digital and physical entities can be linked to form a
brand-new intelligent facility, so we will conduct research
and investigation on this issue. The Internet of Things pro-
vides practical urban management services for citizens and
supports the development of smart cities [4]. This paper will
discuss the technologies adopted by Padua Smart City. How-
ever, the structure of the Internet of Things is very cumber-
some and varied. The prospect of the Internet of Things is to
provide value-added for citizens. With the rapid develop-
ment of society [5], communication technology and high-
performance technology are associated with smart cities to
support various market services. This paper also discusses
the relationship between the Internet of Things and other
emerging technologies and finally explains in detail how to
provide the required TOT services in different protocols.
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In order to bring faster services to citizens [6], the develop-
ment of cities relies more and more on smart facilities, but
smart cities have a wide range and are a new architecture.
Therefore, this paper discusses the development planning
of smart cities and proposes a new architecture from the per-
spective of data provided by smart cities. At the same time,
smart cities are using scientific [7] and technological means
to meet the challenges of urban governance and governance.
This paper outlines the future of smart cities through exam-
ples based on geospatial information science and technology.
Smart cities solve urban governance for us through technical
services [8] and provide more effective services for aging cit-
ies. Literature [9] takes the integration of 5G networks in
smart cities and the research of self-driving trucks as exam-
ples. Self-driving trucks in smart cities are studied. Literature
[10] studies the influence of supply chain management on
the development of smart cities. In the final analysis, the
development of smart cities [11] is an inevitable require-
ment, and smart cities should be included in urban manage-
ment planning. Literature [12] from the experience of smart
cities in Japan, smart cities can be combined with renewable
energy to realize new energy power generation. Literature
[13] looks at the top ten smart cities in the world; we can
see that smart cities still face many difficulties and chal-
lenges. In order to improve the quality of life in cities [14],
we need to change our way of thinking from “city” to “smart
city.” It greatly facilitates people’s lives [15]. From Lecce’s
experiments, we can know that residents play a vital role in
smart cities. Residents are one of the keys to a smart city.

2. Specific Content of Smart City Development

2.1. Smart City and Industry 4.0. Compared with traditional
information systems and physical hardware systems, the
new generation of information technologies, such as Internet
of Things, electronic tags, RMID, and embedded sensors,
has more compatibility and no need for manual input. It
makes the boundary between information and physics
smaller and smaller and can be integrated almost directly,
which improves factory efficiency, shortens construction
period, reduces cost and energy, and at the same time, it
can be customized and improves flexibility.

Industry 4.0 is not limited to the industrial field but also
related to smart cities. We hope to realize smart factories,
smart grids, smart buildings, and smart homes. In addition,
in the field of architecture, the integration of software infor-
mationization and hardware automation leads to intelligent
building, and the integration of surgical robot and medical
automation leads to intelligent medical treatment, which
fully shows that Industry 4.0 can be applied in a wide range
of fields. In the future, the extension of Industry 4.0 will be
in agriculture and so on, and we should form a complete
smart city. The schematic diagram of human Internet is
shown in Figure 1.

2.2. Essence of Internet of Things. Internet of Things is
(NSID+NB+OID)∗N=IOT. In common terms, objects can
be connected to each other if they contain NSID/NB/OI.
Objects with three characteristics at the same time can be

called interconnected bodies. When everything becomes an
interconnected system, it can realize the interconnection of
all things, which is called the network of information inter-
action—the Internet of Things. The core of smart city is
shown in Figure 2.

Figures 1 and 2 have some similarities in description, but
the application scenarios are different. Figure 1 is based on
the application of Industry 4.0 and smart city in different
scenarios, while Figure 2 is based on the application of the
Internet of Things in different scenarios, from eight different
scenarios to the smart city application scenarios under the
Internet of Things. In Figure 1, there is a wide range of appli-
cation scenarios, with industrial technology in smart cities as
the application. The important technology and means of
smart city implementation are realized through industrial
4.0 and Internet of Things technology. Therefore, the given
urban application scenarios under different technical frame-
works have certain scientific significance.

2.3. Planning and Research Steps. According to the investiga-
tion and summary of the city and the set development plan,
we can make a blueprint for the development of smart cities.

The blueprint of a smart city is shown in Figure 3.
In Figure 3, the implementation classification of smart city

describes the application blueprint of smart city from the
aspects of Government affairs, Economy, Traffic, Capital con-
struction, Life, and Resources. This classification is applied to
different fields of smart cities to realize the core applications
and important scenarios of smart cities. To realize the blue-
print of smart city, we need to realize it from the above appli-
cation scenarios in order to plan and construct smart city.

The specific implementation steps are shown in the
following Figure 4.

2.4. Convenience Brought by Smart Cities

2.4.1. Convenience of People’s Livelihood. The building of a
smart city makes it easier and faster for ordinary people to
do things, which is close to the needs of ordinary people.
Through a series of computing connected by the Internet
of Things, such as cloud computing, people, and the core
of cities, such as communities, enterprises, enterprises, and
public facilities, are uniting to share information, facilitate
people’s lifestyles, and better understand the development
of smart cities.

2.4.2. Transportation. An intelligent monitoring system is
built through sensors, which can monitor whether there
are vehicle violations and calculate the current traffic volume
in conjunction with big data. When the traffic volume
reaches a certain standard, it is designated as a congested
road section to remind drivers to travel around. You can also
find spare parking spaces in conjunction with big data to
facilitate travel.

2.4.3. Security Aspects. Relying on the intelligent monitoring
system, intelligent alarm devices are installed at the corre-
sponding positions in the streets, and when personal safety
is threatened, they can go to the nearest alarm point to give
an alarm. Safeguard the safety and interests of the people.
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2.4.4. Architectural Aspects.With the building of smart cities,
smart buildings have gradually entered everyone’s field of
vision, mainly including face recognition, voiceprint recog-

nition, motion recognition, and the wide application of ser-
vice robots. Artificial intelligence technology of intelligent
building has sensing function. The comfort of the building
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Figure 1: Schematic diagram of Internet of Things and smart city.
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is improved. Combining architecture with intelligent tech-
nologies such as 5G and 3D modeling to form an intelligent
building, the building configuration can be designed and
viewed by using the network method, reflecting the perfect
sense of intelligent building.

2.4.5. Network Security. In the information age opened by
cloud computing, users enjoy convenience but also pose a
serious threat to personal privacy. A homomorphic encryp-
tion algorithm requires a pair of encryption and decryption
algorithms E and D to satisfy plaintext P. In addition, if
the decryption algorithm D is regarded as a mapping D: C
⟶ P, the relation can be satisfied for any ciphertext

Smart city

Intelligent park 

Intelligent industry

Intelligent manufacturing 

Intelligent business 

Intelligent government affairs 

Intelligent urban management 

Intelligent security 

Intelligent policing 

Intelligent fire fighting

Intelligent communication

Intelligent parking

Intelligent street lamp 

Intelligent transportation 

Intelligent signal 

Electronic police 
Government affairs

Economy

Capital construction

Intelligent finance

Intelligent medical treatment

Wisdom for the aged

Intelligent tourism

Smart retail 

Life

Smart retail 

Intelligent water supply 

Intelligent power 

Intelligent energy 

Intelligent environmental
protection 
Resources

Traffic

Figure 3: The blueprint of a smart city.
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sequence c, c1, and cn belonging to the ciphertext space C:

D f ′ c, c1,⋯cnð Þ
� �

= f D cð Þ,D c1ð Þ,⋯D cnð Þð Þ: ð1Þ

f stands for plaintext, f ′ stands for ciphertext, and f is of
the same nature as f ′.

For example, set an encryption algorithm, Set Key, if E
ðpÞ = key ⋅ p, DðcÞ = c/key.

Then, when key = 7, for plaintexts 3 and 6, their plain-
text and ciphertext addition operations are shown in
Figure 5.

2.4.6. Care for the Elderly. Physiologically, with the increase
of age, the elderly will have problems such as slow response
and inconvenient movement; visceral decline, sensory weak-
ness, and other symptoms. Psychologically, the elderly are
prone to feel loneliness and other negative emotions. In
behavior, they prefer outdoor sports. At present, there are
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many defects in outdoor facilities. In order to create a better
outdoor experience for the elderly, intelligence is applied to
outdoor facilities to improve the safety and comfort of
facilities.

2.5. Problems in Smart City Design and Research Planning

2.5.1. Idea Problem. In the promotion of smart cities in
China, more attention is paid to the technical problems
related to the construction of smart cities, while the concept
of smart cities is ignored. Residents have deviations and con-
fusions about the concept of smart cities. It is necessary to
strengthen the main concept of smart cities to facilitate the
people.

Smart city construction needs a lot of start-up capital.
Investment can be made through communities, enterprises,
and residents. However, for some cities, the investment situ-
ation is not clear, and the development of smart cities still
needs a long time of exploration and research, which is full
of many unknown problems.

2.5.2. Technical Issues. The development of smart cities is the
simultaneous action of various technologies. However, there
are still immature technologies, and some technologies have
not been popularized nationwide. The direct deviation of

technologies cannot provide stability and accuracy for the
planning of smart cities under the Internet of Things envi-
ronment. Because smart cities under the Internet of Things
environment are still in the early stage of development, there
are still many unknown problems to be explored, and there
are too many uncertain factors, so it is unrealistic to promote
smart cities nationwide at this stage in Figure 6.

2.5.3. Talent Problem. The rapid development of intelligent
technology leads to the shortage of talents. Most technicians
engaged in management, automation, IT, and other fields
have changed careers to solve some talent vacancies. How-
ever, these technicians have not systematically studied the
professional knowledge of Internet of Things and the related
knowledge of smart city construction and lack comprehen-
sive talents such as technology and strategy. Therefore, the
construction of smart cities still needs a large number of
professionals.

2.5.4. Laws and Regulations. Government information and
national information often involve private information.
Once leaked, it is very important to the development and
security of the country. And to build a smart city, there are
still technologies provided to foreign enterprises. In order
to ensure the security of information and data and prevent
information from being artificially monitored and leaked,
the privacy of information should be strictly controlled.

2.5.5. Energy Problem. Energy plays a key role in the devel-
opment of smart cities. However, renewable energy is often
accompanied by instability, such as being affected by
extreme weather. Therefore, the supply of energy is unstable.

Without standards, Fiona Fang cannot be achieved. The
construction of smart cities should plan corresponding stan-
dards and improve them according to them.

2.5.6. Postoperation and Maintenance Management. The sta-
ble use of the Internet of Things depends on the support of
big data, and the acquisition of big data depends on the com-
bination of various technologies, which requires later
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Table 1: Statistics of people by age group.

Label
Community

name

Total
population
in 2020

Under 18
years old

18~65
years
old

Over 65
years old

1
Eastern
District

113240 26780 43520 42940

2
Southern
District

83970 13259 34507 36141

3
North
District

97035 26712 49520 20803

4 Western 109875 33567 39602 36706

Total C City 404120 100318 167230 136590

6 Journal of Sensors



operation and maintenance management to manage system
development, data collection, data analysis, collation, etc.
However, urban affairs are complicated and scattered, which
need to be managed by multiple departments. The instability
of urban information services will lead to biased data and
paralysis of various technical facilities, which will have an
impact on urban affairs and residents’ lives. The develop-
ment of smart cities in the later period of operation and
maintenance should not be underestimated.

In order to improve people’s life satisfaction, the concept
of smart city should be widely known by people in the form
of community lectures and leaflets. Establish the system,
structure, and direction of building a smart city.

The second part of the article focuses on the different
applications and classification of the city to give the corre-
sponding technical support. This paper studies the devel-
opment and planning of the city, puts forward the
corresponding structure method, and puts forward the
solution from the whole. It has important research signifi-
cance and application value. The construction process of
smart city is to take social and economic prosperity as the
goal, social harmony and stability as the premise, and peo-
ple’s livelihood happiness as the assessment criteria and fully
apply new information technology to all walks of life in the
city, so that human beings can manage production and life
in a more sophisticated and dynamic way to achieve the state
of “wisdom.”

3. Propose a Solution to the Problem

3.1. Concept Promotion. In order to make citizens under-
stand the concept of smart city, we should promote the con-
cept of smart city to citizens by explaining in the community
or distributing brochures, facilitating people’s lives, display-
ing the blueprint of smart city, and improving residents’
happiness index and satisfaction.

We can attract investment by making investment man-
uals and advertisements, promoting them through the Inter-
net, and constructing the development plan of smart cities,
so as to attract more enterprises to settle in cities and invest
in smart cities.

The principle of the sensor is shown in Figure 7.
The sensor node structure is shown in Figure 8.
In order to obtain stable technical support and make the

information more accurate, more technical enterprises can
be settled in the city through investment promotion.

Talent is the key to the implementation of smart cities,
and researchers promote the sustainable development and
smooth development of smart cities. Therefore, we should
set up related majors to train a large number of technical
personnel. At the same time, it is necessary to protect the
related welfare of technical personnel and retain talents. At
the same time, senior technical personnel are regularly hired
to popularize the latest science and technology for the vast
number of personnel, so as to enhance their own abilities.
We should advocate the rotation system and the combina-
tion of work and rest, so as to ensure the health of techni-
cians and increase the guarantee for building a smart city.

There are still many uncertain factors in the develop-
ment of smart cities. And there are different differences in

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

Total Southern district North district Western district

Different age intensity in 2020 under 18 years old
Different age intensity in 2020 18 ~ 65 years old
Different age intensity in 2020 over 65 years old

Figure 11: Age density statistics.
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different cities, so we can take the lead in implementing
smart city transformation in one city through pilot projects
and then plan other smart city transformation according to
successful cases.

3.2. Analysis on the Present Situation of Intelligent City

3.2.1. Problems in the Layout of Public Facilities. GIS data-
base explores spatial and attribute data in spatial domain.
Among them, buffer analysis is an important technology in
GIS. Set the radius according to points, lines, and planes.
Analyze within a specific range. The formula is as follows:

D = x ∣ d x, sð Þ ≤ Rf g, ð2Þ

where s is the analysis object, d is the Euclidean distance, and
R is the radius.

3.2.2. GCWF-net Modeling. Spatial constraint GCNet = ðE,
T , R,Wr ,G, BÞ. If the following conditions are met, it is a
spatial information constraint network.

E ∪ T ≠∅ ∧ E ∪ T =∅,
R ⊆ E × T ∧Wr ⊆ T × E,

dom Rð ÞUcod Wrð Þ = E ∧ dom Rð Þ ∪ cod Wrð Þ = T ,
ð3Þ

where jTj = 1 and ∀t ∈ T : GðtÞ ∈ ftrue, falseg, E represents
the place, R and Wr are read arc and write arc, respectively,
T is the basic unit constrained by spatial information, G is
Boolean expression, and B is function body.

The process is shown in Figure 9.
The number of public facilities in different fields is

shown in Figure 10.
According to the research, induction, and summary, the

table is obtained. Among them, the health and medical facil-
ities in the Southern and Northern Districts are higher than
those in the Eastern and Western Districts, which are more
suitable for the elderly, while the cultural, recreational, and

administrative office facilities in the Eastern and Western
Districts are more suitable for young people. As there are
more scientific research facilities in the south, north, and
west of colleges and universities, there will be a large number
of young students living in groups, so cultural, entertain-
ment, and administrative office facilities in the north, south,
and west can be increased.

Combine the present situation of public facilities in each
district with GIS model. Through the GIS database, the rel-
ative population density of teenagers, adults, and the elderly
in each street of each community is analyzed, and the urban
public facilities are rationally planned according to the pop-
ulation density.

Different age groups use community public facilities dif-
ferently, so we should make reasonable planning for public
facilities with reference to the population density of different
age groups to improve the use of public facilities.

In this paper, the number of people of each age group is
counted in the community in Table 1.

It can be seen from the chart that the population density
aged 18-65 in Eastern District is the highest, the population
density aged over 65 in Southern District is the highest, the
population density aged 18-65 in Northern District is the
highest, and the population density aged 18-65 in Western
District is the highest. Population density represents the
density of population. Public facilities can be planned in cor-
responding communities according to age density. Health
care will be added in places with high population density
of the elderly, recreational facilities and administrative
offices will be added in dense areas aged 18-65, and leisure
and entertainment facilities will be added under the age of
18. Maximize the utilization of facilities.

4. Comparison of Improved Effects

4.1. Analysis of Improved Public Facility Layout. A survey of
the age density, number of facilities, and planning of each
community can be found in Figures 11 and 12.
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Figure 13: Public facilities around the city.
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As shown in Figures 11 and 12, in the proportion of pop-
ulation density in the city, the population aged 18-65 and
over 65 accounts for a large proportion, so the focus of
improving public facilities is to facilitate the population aged
18-65 and over 65 and maximize the use of facilities.

The planned urban public facilities enable the elderly to
be treated nearby when they are sick, adults to work nearby,
and students to study nearby without having to work across
regions. Make the geographical location of public facilities
just right in Figure 13.

4.2. Analysis of Improved Intelligent City Planning. Nowa-
days, the planning of public facilities should also face many
difficulties due to the complexity of the environment, so
we should combine relevant technologies to explore from
various aspects to maximize the use of public facilities.

Handle the relationship between facilities and people,
enterprises, and communities, use government resources to
improve the quality and geographical location of public facili-
ties, select excellent managers, better manage public facilities,
use laws and other relevant regulations to safeguard the inter-
ests of public facilities, use science and technology to accelerate
the development of public facilities, and promote the masses
and social forces to upgrade public facilities.

The basic need of the people is the convenience of life,
and the planning of public facilities in smart cities is to meet
this need and make people know more intelligent facilities in
smart cities.

5. Conclusion

Through GIS model, this paper calculates the population
density of each age level to calculate the population of the
age level with relatively large living density in each district
and then designs and plans the construction of public facil-
ities to maximize the use of facilities.
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According to the development of landscape digitization and the actual market demand, a digital landscape system based on
intelligent sensor network is designed and implemented. The system consists of two parts: sensor node and display terminal,
forming a star intelligent sensor network. Sensor node measurement is sent to display control terminal through intelligent
sensor network. The display control terminal serves as the aggregation node. Based on geometry transformation, free form,
and bionics, the method of constructing complex surface and the method strategy of optimizing complex surface are put
forward from geometry and bionics theory. Then, the material types and construction methods of landscape composite surface
are discussed and studied. According to the process and project of site cognition and landscape planning and design, six
special models are established: ecological sensitivity evaluation model, construction suitability evaluation model, project site
selection model, road line selection model, quasinatural waterscape construction model, and vertical design model. According
to the characteristics of each landscape planning and design project, the logic generation and parameter composition of the
model are discussed, and the application of the model is empirically studied and discussed based on actual cases.

1. Introduction

With the advent of the digital era, the form and connotation
of design have undergone significant changes, and the con-
cept of design is also constantly changing. Modern design
is the organic combination of science and art and technology
and human nature; there is no correlation between one and
the other, so it is not one-sided. The progress of science and
technology and the development of scientific theories pro-
vide a scientific platform and means for design and promote
the design industry to be rational from another aspect [1].
The emphasis on rationality shows that practitioners in the
field of design take a more mature view of design and
explore the essential laws and methods of design. To grasp
things with a rational attitude is a dynamic way of develop-
ment, which is also in line with the complexity and system-
atic needs of living environment subjects. Landscape design
has the dual attributes of art and science, always walking
between sensibility and rationality. Facing the changing

trend of contemporary design from sensibility to “rationality
and sensibility interwoven,” it is inevitable to seek theories
and methods in the new era for the development of land-
scape planning and design.

Sensor network is composed of many on the space distri-
bution of automatic device of a computer network, collabo-
ration [2] by sensors, microchip processors, wireless sensor
network node interface, and the power of four modules.
Compared with general sensors, intelligent sensors have
the following three advantages: through software technology
it can achieve high-precision information collection and low
cost, with a certain degree of programming automation abil-
ity [3], function diversification. Intelligent sensor network is
a computer network composed of many spatially distributed
intelligent sensors, which can realize high-precision infor-
mation acquisition and share the huge amount of data pro-
cessing in the network with intelligent sensors. A number
of intelligent sensors can be composed of high-precision,
powerful red energy measurement and control network
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and low cost, easy installation, configuration, upgrade, and
maintenance.

Corresponding to the planning and design mechanism
of digital landscape architecture, the model is the prototype
of specific methods and paths. Aiming at the process of dig-
ital landscape planning and design based on coupling princi-
ple, this paper discusses the digital evaluation of landscape
planning and design and the construction of planning and
design model. The digital evaluation model includes ecolog-
ical sensitivity evaluation model and construction suitability
evaluation model. The digital planning and design model
consists of four parts: project positioning model, road route
selection model, waterscape construction model, and vertical
design model. From ecological sensitivity model to vertical
design model, it is consistent with the process of design pro-
motion, interlocking and with feedback upon each other.
The model reflects the logic of the algorithm. The research
of this paper focuses on the construction of the above six
digital models, and ArcGIS and Civi13D are selected as the
platform of model operation. Combined with engineering
examples, the practical application of digital model in plan-
ning and design is explained in detail.

2. Related Work

Chaos theory, system theory, emergence theory, and fractal
theory have exerted great influence on modern architectural
theories and methods. Under the background of the great
development of computer and information technology,
architecture has entered the digital era together. A group of
architects have actively explored digital design and construc-
tion. Academic circles have shown unprecedented enthusias-
tic response to the advent of the digital era. Many famous
universities have carried out research, application, and prac-
tice of digital technology in architecture and planning and
achieved fruitful results [4]. Landscape architecture is a com-
pound discipline that coordinates the relationship between
man and nature. It is both artistic and scientific. It requires
scientific analysis and establishment of all objective elements
related to it, and art is also required to describe and carry
specific semantic meanings of places [5]. The complexity of
objects and targets has more or less resulted in the slow
adoption of digital technology in the landscape architecture
industry compared to architecture and urban planning.

This paper discusses the application and trend of digital
technology in landscape design and successively discusses
3D model and visual technology in landscape design [6, 7],
communication and collaboration in landscape planning
and design [8], digital methods developed in geographical
design [9], landscape planning and design of systematic
thinking [10], and other digital landscape themes. In the
conference held, we discussed on Representing, Evaluating,
and Designing Landscapes: Digital Approaches [11]. In
recent years, they gradually shift their focus to using digital
technology to solve the practical problems of landscape
architecture. Under the framework of digital technology, a
heated discussion on landscape information modeling
(LIM) and GeoDesign (GeoDesign) has emerged [12]. The
proposed concept of building information modeling (BIM),

design and construction innovation, Building Information
Modeling-Transforming Design and Construction to
Achieve Greater Industry Productivity pointed out: BIM is
a process of designing, constructing, and operating a project
using digital information model [13]. BIM has become a hot
topic in the field of architecture, and how BIM can be
applied in the planning and design of landscape architecture
has been discussed in the field of landscape architecture.
Some scholars believe that BIM cannot support the study
of large-scale environment and is not good at site design
[14], so they put forward the concept of LIM. LIM is similar
to BIM in terms of concept and connotation. For landscape
architecture projects, LIM focuses on a relatively large scale.
LIM is a practical technique and tool for collaborative design
and life cycle management through the creation of digital
information models; as a systematic solution, part of the dig-
italization ideas and technologies is included [15]. Geo-
graphical design adopts multidisciplinary comprehensive
research and provides a unified platform for communication
in these fields through information technology, which is
used to solve outstanding problems through optimization
of geographical location and orientation at regional and
global scales. Taking site design into account is the basis of
geographical design research and development [16]. As a
response to the “geographic design framework,” the biggest
highlight is that it can realize the rapid iteration of the “geo-
graphic design process change model.” A number of scholars
around the world have carried out research on geographical
design, and several thematic conferences have been held at
home and abroad [17]. In literature [18], related concepts
of digital strategy of landscape architecture are elaborated,
major digital design methods and application software plat-
forms are analyzed, and flowcharts of digital planning and
design of landscape architecture are summarized. He
pointed out that the digital process of landscape architecture
planning and design can be subdivided into four basic steps:
environmental cognition, design construction, design evalu-
ation, and design media, including environment space simu-
lation of landscape architecture, analysis technology:
simulation and prediction of plant landscape; numerical
analysis and evaluation of landscape architecture ecology;
landscape planning, design, and management information
system; theory and technology of digital generation and dig-
itization in landscape architecture planning and design;
landscape planning and design visualization and digital sim-
ulation technology, virtual reality technology; digital con-
struction technology of landscape architecture; BIM
application in landscape architecture; numerical evaluation
method of landscape architecture; numerical control con-
struction system; innovative digital technology, interdisci-
plinary research in digital technology, experimental design,
and construction; and landscape architecture theory in digi-
tal age. Literature [19] discusses the auxiliary role of com-
puter technology in landscape planning and design from
three aspects: geographic information system, eco-aided
design technology, and model construction. From the per-
spective of the current research situation, the research on
geographical design is still in its infancy, mostly focusing
on the definition of its concept, the framework and the
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discussion of possible content, and the prediction of the
future development trend. There are few concrete empirical
studies and few practical applications.

At present, domestic ZigBee technology and intelligent
sensor network technology combined with the application
of intelligent landscape research are more and more com-
mon. For example: (1) combining the characteristics and
advantages of ZigBee technology and GPRS technology, a
wireless ZigBee sensor network capable of remote monitor-
ing of the water environment in the field was realized [20].
And the solar power supply system is applied to the network;
the ZigBee network in the system is a tree network, using the
air temperature and humidity sensor, soil moisture sensor,
rainfall sensor to detect environmental information, using
Delphi 7.0 programming environment to develop upper
computer monitoring software. (2) Design an intelligent
sensor network based on CC2430 to automatically control
the landscape system [21], which can monitor abundant
environmental information, such as soil moisture, environ-
mental temperature, and illumination, and transmit the
information sent by the sensor to the processor in combina-
tion with the sensor fusion technology to make accurate
judgment of irrigation behavior. (3) Build a ZigBee intelli-
gent sensor network-based landscape control system, focus-
ing on the AD (Altium Designer) hoc network process of
intelligent sensor network [22, 23]. The node uses the com-
petition mechanism in the channel for communication
channel, each node periodically in a state of sleep and to
monitor channel switching, when nodes be wakened from
sleep began scanning around each node, until the monitor-
ing signal to other nodes, first of all nodes to establish a list
of adjacent nodes, then there will be a signal of node address
added to the list. Ad hoc networking is reflected in that
nodes update the routing list and reselect routes at an inter-
val, thus forming the topology of the entire network [24].
Intelligent sensor network is a distributed network system
composed of a large number of sensor nodes that integrates
monitoring, control, and wireless communication functions
[25]. The basic purpose of network design is to collabora-
tively perceive, collect, process, and transmit the monitoring
information of perceived objects in the geographical area
covered by the network and report it to users [26]. Intelli-
gent sensor network has many nodes and limited energy
and requires long-term work. It has the characteristics of
large network scale, self-organization, self-maintenance,
low rate, low power consumption, low cost, and short dis-
tance. Intelligent sensor network, supported by micro-
electromechanical technology, embedded technology, and
communication technology, has become one of the fastest
developing wireless network technologies and plays an
important role in the era of Internet of Things.

3. Research on Landscape Planning Model
Based on Intelligent Sensor
Network Analysis

3.1. Intelligent Sensor Network Architecture. A typical smart
sensor network is shown in Figure 1. A large number of sen-

sor nodes are densely deployed inside or on the edge of the
monitoring area to perceive the information of the moni-
tored area, conduct preliminary processing, and transmit it
to the sink node. According to different network topologies,
sensor nodes may communicate directly with sink nodes or
transmit data to sink nodes in the way of multihop relay.
The sink node sends data to the management node through
the mobile Internet or the Internet. Users can manage and
configure the sensor network, view the collected monitoring
data, and publish monitoring tasks through the management
node.

Smart sensor node is the basic functional unit of wireless
sensor network, and its processing ability, storage ability,
and communication ability are relatively weak. In multihop
networks, each sensor node has the dual functions of termi-
nal and router in traditional networks. In terms of hardware
composition, sensor module can be divided into sensor
module, processor module, communication module, and
electric-only module, as shown in Figure 2.

The power module provides power for the sensor node
and other modules. Sensor nodes are generally powered by
miniature batteries. For energy-saving and cost consider-
ations, embedded processors with low power consumption
and low cost are usually selected. Based on actual monitor-
ing task requirements, determine whether to transplant an
embedded operating system for task allocation and schedul-
ing, a dedicated network management device with more ade-
quate energy supply, memory, and computing resources or a
wireless communication interface without detection func-
tion. According to different requirements, the topology of
wireless sensor network is different, and the realization form
of sink node is different. In general, the sink node selects the
CPU with strong performance, rich hardware resources, and
stronger processing capacity, storage capacity, and commu-
nication capacity than the sensor node. For simple tasks,
the sink node uses a single program (no operating system)
for software design. For some special applications, such as
extremely complex functions or high concurrency of control
logic, you can transplant an appropriate operating system to
allocate hardware and software resources and schedule tasks
of the entire device to ensure system reliability and stability.

3.2. Optimization of Complex Surface in Landscape Design.
Before the optimization of complex surface, it is necessary
to analyze the characteristics of the surface to be optimized,
including the analysis of the curvature of the surface, the
analysis of the continuity of the surface, and the analysis of
the structure of the surface. Curvature and continuity can
be visualized in the form of maps. The analysis of complex
surface is a necessary stage, which is the process of checking
surface quality. Through this process, we can find the defects
or defects of surface structure and optimize the surface
according to these defects or defects so that the surface can
meet the construction requirements.

The concept of surface continuity is proposed for spliced
surfaces. The quality of interfacing between surfaces affects
the smoothness of surfaces. In general, the geometric conti-
nuity of surface can be roughly divided into five degrees,
respectively, G0, G1, G2, G3, and G4. From G0 to G4, the
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smoothness of surface connection becomes higher and
higher, and the precision of surface modeling is also higher
and higher. G0 refers to the continuity of dots on the curve
or surface, no breakpoint in the middle of the curve, and the
surface is connected but has obvious joints. G1 means that
the dots on a curve or surface are continuous and all con-
nected curves or faces are tangent. G2 means that the dots
on the curve or curve are continuous, and the curvature at
the contact points of the curve or surface is the same: G3
and G4 are more complex, involving higher-order curves,

and their curvature change rates are continuous. Some
industrial products are required to achieve the accuracy of
G3 and G4. Compared with industrial design, landscape
design has a larger scale. From the perspective of construc-
tion and crowd use and visual experience, the continuity of
music I (I) is not required to be very high, and generally,
the accuracy of G3 and G4 is not required (Table 1).

The paradigm and model together form the basis of
understanding the planning and design mechanism of digital
landscape architecture and explain the planning and design
of digital landscape architecture from the theoretical and
technical aspects, respectively. See Figure 3.

The traditional design process mainly relies on the
designer’s experience and feelings: first of all in your mind
for design of general conception and strategy and then man-
ually sketch map, using the 3D design software modeling of
the preliminary program, in the process repeatedly, adjust
and modify the plan, and in the solution after the final draw-
ings. This design process is divided into several stages. Only
after the completion of the previous stage can we enter the
next stage of work. There are relatively clear boundaries
between the processes. At the same time, due to the fact that
the design completely depends on the experience of the
designer which will inevitably reflect a strong personal will,
it is difficult to fully reflect the situation of the site, the design
process is ambiguous, and the design results are subjective.
The introduction of digital models has changed that. Relying
on the digital model, the designer determines the factors
affecting the design as parameters, connects the elements
of the design system through the construction of the model,
describes the design process, and finally controls the genera-
tion of the final design result by adjusting the parameters
with the computer platform. This design approach is based
on process logic thinking and is more rational and accurate,
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considering the actual situation of the site and the role
played by various elements of the system in the design.

Modeling research is closely linked to the needs of qualita-
tive and quantitative research in landscape architecture. There
are two kinds of relations between qualitative and quantitative
research in the research method of combining qualitative and
quantitative research. The first is the time relation, which
refers to the sequence of occurrence of both in the research.
The second is the primary and secondary relationship, that
is, the primary and secondary methods used in the research.
Therefore, there are three types of mixed research methods:
one is sequential; qualitative research and quantitative
research are in the same position, including qualitative to
quantitative, quantitative to qualitative, and both simulta-
neous use; the second is the primary and secondary type,

including qualitative, quantitative, and vice versa; the third is
the comprehensive model, namely, the above two kinds of
mixed, multilevel use. The model of digital landscape planning
and design embodies the comprehensive relationship between
qualitative and quantitative methods. Qualitative and quanti-
tative methods appear alternately and complement each other
in the operation of the model.

4. Construction of Digital Landscape Planning
and Design System Based on
Intelligent Sensor

The design of landscape architecture not only refers to the
surrounding of a certain structure, a certain space, a certain

Table 1: Comparison between the degrees of continuity of surfaces.
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plant community, and some independent pieces but also for
things in a certain regional scope; not only planners and
landscape architects are needed but also ecological experts,
soil experts, geographers, etc., to gather information from
different fields. It not only applies landscape architecture,
ecology, and planning but also integrates various disciplines
for guidance. The integrated theory of landscape architec-
ture design is the life cycle process in the planning and
design process. Landscape architects should grasp the whole
process of design projects from preliminary design, prelimi-
nary design to design construction and management, and
integrate them into management. Even if the designer is only
involved in one part of the design, when the whole project
design is integrated, the information transmission should
reduce a lot of unnecessary mistakes and waste.

(1) Digitally express the physical and functional charac-
teristics of a facility

(2) A shared knowledge resource

(3) The process of sharing information related to the
facility and providing a reliable basis for all counter-
measures throughout the life cycle of the facility

(4) In the different stages of the construction project, the
participants support and reflect the coordination of
various responsibilities by embedding, extracting,
updating, and modifying information in the infor-
mation model

In order to achieve the design effect of “digital landscape”
presenting perfect landscape image, designers should collect,
measure, and record relevant environmental, natural, and
human activity data, including terrain, landform, elevation,
rivers, lakes, hills, types, and quantity and quantity of ground
buildings and plants. Natural data include air quality, soil
properties, snow and rain, wind, light, and other data; human
activities include crowd, behavior, business, assembly, produc-
tion, and other data. “Digital landscape” must digitize these
data, and this process is digital landscape information collec-
tion. It is the image, video, sound, text, and related landscape
information for digital processing or through digital equip-
ment (such as digital camera, video camera, and scanner) the
image, sound, text, and related landscape information digitiza-
tion and in accordance with certain rules, classification of the
establishment of information database, recorded in memory,
for future analysis, evaluation, production, design, planning,
and management services.

In addition to the characteristics of iteration, systematic-
ness and nonlinearity are also important characteristics of
modern landscape planning and design process. System
analysis is to regard all elements in the landscape site as
interrelated whole and pay attention to the analysis of the
correlation between elements on the basis of independent
analysis of elements. Comprehensive judgment is based on
the results of system analysis, after integrated analysis,
weighing each element to make a design judgment. System
analysis and comprehensive judgment are dialectical unity;
system analysis is the premise of comprehensive judgment;
only through analysis can we provide the basis for the design

to solve problems and deepen the understanding of the
design. Comprehensive judgment is the summary, induc-
tion, perfection, and improvement of analysis. The interac-
tion between the two activities is described above. The
discussion about linearity and nonlinearity originated in
nature, and for a long time, the study of nature was limited
to linear methods. However, the achievements of natural sci-
ence show that human beings are faced with a complex non-
linear world, not only linear can be covered. The discussion
of nonlinearity quickly extends to all fields, and the design
world is no exception. Landscape architecture planning
and design are faced with a complex nonlinear world, so it
is necessary to treat design problems with nonlinear think-
ing. Nonlinear thinking brings complexity of design process
and nonlinearity and uncertainty of design result. The open
and uncertain design results bring about multiple solutions,
but the final implementation of the scheme is really unique.
It is difficult for designers to judge the quality of the scheme
simply through subjective evaluation, so the selection and
evaluation mechanism in the regular design process is inev-
itable and necessary. Figure 4 shows the design process of
digital landscape planning of intelligent sensor network.

From Figure 4, the six special models correspond to the
main special design content of landscape planning and
design, which belong to the process of digital landscape
planning and design and have close logical connection. A
special study is aimed at more clearly analyzing and inter-
preting the digital design process, guided by various special
models for building intelligent sensor networks, realizing
each special “coupling” and manifesting the connection
between special designs and site, but also reflected in the
tracking and coordination between different special process,
unified in digital landscape planning and design system.

5. Example Verification

At present, the road route selection methods based on Arc-
GIS software platform are mostly used in the study of high-
way route selection problems of transportation majors. Most
of them are based on digital elevation model (DEM), using
cost distance algorithm tools to calculate, combined with
genetic algorithm and other methods to carry out auxiliary
optimization of route selection. Whether the cost distance
algorithm can be applied to road route selection in landscape
environment is worth further discussion and research.

The first step of constructing digital landscape planning
and design road route selection model based on intelligent
sensor network is to determine the primary and secondary
factors influencing road route selection in the site, determine
the cost of secondary factors, and determine the weight of
impact factors through Delphi method, analytic hierarchy
process, and other evaluation methods. The second step is
to make each factor dimensionless and assign values through
the reclassification function of ArcGIS software. The third
step is to make use of the superposition analysis function
to superimpose the cost graph of second-level and first-
level factors in turn to obtain the comprehensive cost graph.
The last step is to use the shortest path analysis tool of Arc-
GIS software to calculate the optimal path. Because road
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alignment is a complex system problem, it is not possible to
obtain the optimal road alignment scheme completely by a
computer. After determining the initial route selection
scheme, it is necessary to optimize the road alignment
scheme in the way of human-computer interaction, which
is also one of the important steps in the process of road
selection. According to the above process, the variables
involved in this model include influence factor, grading,
and grading assignment. The following is to study and dis-
cuss the line selection results generated by different parame-
ter inputs of the above three variables. The hierarchical
comparison of the comprehensive cost map in this paper is
reflected in the comparison of grade 3, grade 6, grade 9,
and grade 12 of slope single factor cost, as shown in Figure 5.

In order to analyze the difference of spatial heterogeneity
of each landscape type with scale change, the slide-frame
algorithm was used to calculate the voidness index of each
landscape type in 1987 and 2003, and the double natural log-
arithmic curve was made, as shown in Figure 6. As can be
seen from the void index curves of 1987 and 2003, the void
index values and curve shapes of different landscape types in
2003 changed greatly compared with 1987, that is, the void
index of 2003 decreased to different degrees compared with
1987, and the size order and curve shapes of different land-
scape types were different. It indicates that the spatial het-
erogeneity of landscape pattern has changed greatly in the
past 16 years.

Through the intelligent landscape network distribution
mode, design a variety of viewing guide routes (guide
theme), dynamically analyze the mutual information differ-
ence between each viewing path and landscape network
resource layout, and increase the experience of visitors. Four
tourist routes were selected in the experiment, and the distri-
bution of emotional factors of landscape routes is shown in
Table 2.

Emotional variation factors (emotional edge and emo-
tional node changes) were obtained randomly, and the emo-

tional regulation items were gradually expanded from 50 to
600. The applicability detection curve of landscape network
resource items was calculated as shown in Figure 7, which
was used to judge the effectiveness of landscape elements
after they were put into ornamental activities.

(1) In dynamic path landscape planning and design, the
initial emotional magnitude of electric “novelty”
landscape route is not the largest, but with the regu-
lation of emotional variation factors, it can improve
the landscape viewing efficiency

(2) In the design of landscape sightseeing routes, the
rationality of sentiment difference and landscape
route design can be obtained through emotional
observation, and the most satisfactory sightseeing
routes can be designed for customers by combining
the characteristics of emotional changes

6. Conclusion

This article is based on the guidance of intelligent sensor
network to the digital landscape architecture planning and
design process as the main body, building the system of dig-
ital landscape architecture planning and design, including
the six interrelated special model; the digital landscape
architecture planning and design process was described in
detail: starting from the place of cognitive, in the workplace,
on the basis of full research and information collection,
quantifiable elements obtained from analysis are trans-
formed by software calculation and analysis algorithm to
form variables and parameters, which accurately describe
various environmental factors and reflect the place faithfully.
According to the characteristics of each design, such as type
and target, appropriate special design model is selected to
build the association between design elements and site con-
ditions. The generated parameters are input into algorithm

Landscape
analysis

Construction of 
analysis

Constructible
area

Digital evaluation Digital design of landscape with
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Figure 4: Landscape architecture digital planning and design process based on intelligent sensor network.
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software and auxiliary design software, and the design result
is finally formed, which is presented in the form of full data
model. In the design evaluation stage, the data model can be
analyzed and evaluated by means of digital analysis, and the
results of analysis can be fed back to the design for further
adjustment and optimization. The parametric vertical model
of landscape architecture embodies all elements of vertical
design in the same digital terrain model and constructs the
dynamic relationship between elements. Starting from the
three main components of the vertical design of road, water
system, and site and taking earthwork balance as the vertical
optimization target, the construction of parameter vertical
optimization model will be the next research focus.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Acknowledgments

This work was supported by the project of Hubei University
of Technology.

References

[1] X. Liu, “Three-dimensional visualized urban landscape plan-
ning and design based on virtual reality technology,” IEEE
Access, vol. 8, no. 9, pp. 149510–149521, 2020.

Level-3-rank equal Level-6-rank equal

Level-9-rank equal

Level

0 0.5 1 1.5
Span

2 0 0.5 1 1.5
Span

2

0 0.5 1 1.5
Span

20

–0.5

0.5

1

0

–4

–2

2

0

Fr
ac

tio
na

l d
im

en
sio

n

0.5

1

0Fr
ac

tio
na

l d
im

en
sio

n

0.5

1

0Fr
ac

tio
na

l d
im

en
sio

n
Fr

ac
tio

na
l d

im
en

sio
n

0.5 1 1.5
Span

2

Rank equal

Level-12-rank equal

Figure 5: Line chart of assignment growth corresponding to
different numbers of grades.

–0.5

0.5

1.5
1

0

N
at

ur
al

 al
go

rit
hm

–1

–1 0 1 2 3
Scale

5 10 150
Scale

Garden
Slope
Waters

2003

1987

4 5 6 7

1

3
2

0

N
at

ur
al

 al
go

rit
hm

Figure 6: Voidage curves of different landscape types.

Table 2: Composition of mood factors of landscape routes.

Landscape
line

Z1 such
emotions

Z2 such
emotions

Z3 such
emotions

Z4 such
emotions

1 60 20 25 15

2 15 50 35 25

3 15 15 20 30

4 10 15 20 30

70

65

60

55

A
ffe

ct
iv

e s
ui

ta
bi

lit
y

50

45

40

35

30

25

20
0 50 100 150 200

Number of adjustment items

Landscape route 1
Landscape route 2
Landscape route 3

250 300 350 400

Figure 7: Suitability test curve of tour routes.

8 Journal of Sensors



[2] X. Song and Y. Guo, “Featured town planning based on FPGA
and sensors,”Microprocessors and Microsystems, vol. 81, no. 2,
pp. 103670–103687, 2021.

[3] L. Jia and L. Li, “Research on core strength training of aerobics
based on artificial intelligence and sensor network,” EURASIP
Journal on Wireless Communications and Networking,
vol. 2020, no. 1, 26 pages, 2020.

[4] B. Bechtel, P. Alexander, J. Böhner et al., “Mapping local cli-
mate zones for a worldwide database of the form and function
of cities,” International Journal of Geo-Information, vol. 4,
no. 1, pp. 199–219, 2015.

[5] A. Agarwal, K. Jain, and A. Dev, “Modeling and analysis of
data prediction technique based on linear regression model
(DP-LRM) for cluster-based sensor networks,” International
Journal of Ambient Computing and Intelligence, vol. 12,
no. 4, pp. 98–117, 2021.

[6] R. Jia, “Design of a simulation platform for intelligent marine
search and rescue based on wireless sensors,” Microprocessors
and Microsystems, vol. 80, pp. 103572–103586, 2021.

[7] D. Nallaperuma, R. Nawaratne, and T. Bandaragoda,
“Online incremental machine learning platform for big
data-driven smart traffic management,” IEEE Transactions
on Intelligent Transportation Systems, vol. 20, no. 12,
pp. 4679–4690, 2019.

[8] J. Song, Z. H. Wang, S. W. Myint, and C. Wang, “The hyster-
esis effect on surface-air temperature relationship and its
implications to urban planning: an examination in Phoenix,
Arizona, USA,” Landscape & Urban Planning, vol. 167,
pp. 198–211, 2017.

[9] B. Mayton, G. Dublon, S. Russell et al., “The networked sen-
sory landscape: capturing and experiencing ecological change
across scales,” Presence: Teleoperators and Virtual Environ-
ments, vol. 26, no. 2, pp. 182–209, 2017.

[10] F. Susanto, S. Budi, P. de Souza, U. Engelke, and J. He, “Design
of environmental sensor networks using evolutionary algo-
rithms,” IEEE Geoscience and Remote Sensing Letters, vol. 13,
no. 4, pp. 575–579, 2016.

[11] D. Mourtzis, K. Angelopoulos, and V. Zogopoulos, “Mapping
vulnerabilities in the industrial Internet of things landscape,”
Procedia CIRP, vol. 84, pp. 265–270, 2019.

[12] A. Vangala, S. Pandey, P. Parwekar, and I. A. Ukaegbu, “Intel-
ligent authentication model in a hierarchical wireless sensor
network with multiple sinks,” International Journal of Natural
Computing Research, vol. 9, no. 3, pp. 30–53, 2020.

[13] F. Tan, “The algorithms of distributed learning and distributed
estimation about intelligent wireless sensor network,” Sensors,
vol. 20, no. 5, pp. 1302–1324, 2020.

[14] X. Yan, J. Gong, and Q. Wu, “Pollution source intelligent loca-
tion algorithm in water quality sensor networks,” Neural Com-
puting and Applications, vol. 33, no. 1, pp. 209–222, 2021.

[15] Y. Chen, X. Xu, and Y.Wang, “Wireless sensor network energy
efficient coverage method based on intelligent optimization
algorithm,” Discrete & Continuous Dynamical Systems,
vol. 12, no. 4-5, pp. 887–900, 2019.

[16] C. Choi, G. D'Angelo, and F. Palmieri, “Special issue on intel-
ligent systems in sensor networks and Internet of things,” Sen-
sors, vol. 20, no. 11, pp. 3182–3196, 2020.

[17] S. D. Achanta and T. Karthikeyan, “A wireless IOT system
towards gait detection technique using FSR sensor and wear-
able IOT devices,” International Journal of Intelligent
Unmanned Systems, vol. 8, no. 1, pp. 43–54, 2020.

[18] H. Wang, L. Song, J. Liu, and T. Xiang, “An efficient intelligent
data fusion algorithm for wireless sensor network,” Procedia
Computer Science, vol. 183, no. 3, pp. 418–424, 2021.

[19] X. Liu, R. Zhu, A. Anjum, J. Wang, H. Zhang, and M. Ma,
“Intelligent data fusion algorithm based on hybrid delay-
aware adaptive clustering in wireless sensor networks,” Future
Generation Computer Systems, vol. 104, pp. 1–14, 2020.

[20] S. Preeth, R. Dhanalakshmi, and P. M. Shakeel, “An intelligent
approach for energy efficient trajectory design for mobile sink
based IoT supported wireless sensor networks,” Peer-to-Peer
Networking and Applications, vol. 13, no. 6, pp. 2011–2022,
2020.

[21] P. S. Banerjee, S. N. Mandal, D. de, and B. Maiti, “iSleep: ther-
mal entropy aware intelligent sleep scheduling algorithm for
wireless sensor network,” Microsystem Technologies, vol. 26,
no. 7, pp. 2305–2323, 2020.

[22] N. Gao, Q. Ni, D. Feng, X. Jing, and Y. Cao, “Physical layer
authentication under intelligent spoofing in wireless sensor
networks,” Signal Processing, vol. 166, pp. 107272–107286,
2020.

[23] J. Cho and M. Lee, “Building a compact convolutional neural
network for embedded intelligent sensor systems using group
sparsity and knowledge distillation,” Sensors, vol. 19, no. 19,
pp. 4307–4325, 2019.

[24] C. Jia, H. Ding, and C. Zhang, “Design of a dynamic key man-
agement plan for intelligent building energy management sys-
tem based on wireless sensor network and blockchain
technology,” AEJ - Alexandria Engineering Journal, vol. 60,
no. 1, pp. 2073–2085, 2020.

[25] D. K. Bangotra, Y. Singh, A. Selwal, N. Kumar, P. K. Singh, and
W. C. Hong, “An intelligent opportunistic routing algorithm
for wireless sensor networks and its application towards e-
healthcare,” Sensors, vol. 20, no. 14, pp. 3887–3896, 2020.

[26] C. Jamroen, P. Komkum, C. Fongkerd, andW. Krongpha, “An
intelligent irrigation scheduling system using low-cost wireless
sensor network toward sustainable and precision agriculture,”
IEEE Access, vol. 8, pp. 172756–172769, 2020.

9Journal of Sensors



Research Article
Semantic Interaction Strategy of Multiagent System in Large-
Scale Intelligent Sensor Network Environment

Xi Chen ,1 Zhaoyang Yin ,2 and Miaomiao Zhu 3

1School of Art and Media, Hubei University of Business and Commerce, Hubei Wuhan, 430073, China
2School of Art, Hubei University, Hubei Wuhan, 430062, China
3School of Fine Arts and Design, Huainan Normal University, Anhui Huainan, 232038 Anhui, China

Correspondence should be addressed to Miaomiao Zhu; zmm@hnnu.edu.cn

Received 20 November 2021; Revised 21 December 2021; Accepted 10 January 2022; Published 30 January 2022

Academic Editor: Gengxin Sun

Copyright © 2022 Xi Chen et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In a multiagent system, the semantic interaction between agents is an important aspect affecting multi-intelligence. The purpose of
interaction is to reasonably arrange task objectives and behaviors through information sharing and communication interaction, so
as to maximize the overall performance of multiagent system. This paper analyzes the communication and interaction process
between agents from the perspective of semantic layer and introduces the BDI (belief, desire, intention) model of agent’s
thinking state into the communication and interaction process. Furthermore, we propose a multiagent semantic interaction
strategy model based on a large-scale intelligent sensor network, which supports various types of negotiation and interaction
on the basis of basic interaction behavior to solve the problem of information operational conflicts. In addition, this paper
limits the scale of historical information through the definition of equivalence and the merging theorem of history, and it uses
reinforcement learning algorithm to detect possible conflicts and delay communication and makes rational use of limited
resources to improve system revenue and coordination efficiency. The experimental results show that compared with the
previous methods such as debate and negotiation, the strategy model can realize the flexible interaction based on scene and is
more practical. At the same time, the existence of reinforcement learning improves the efficiency analysis and the convergence
performance of semantic interaction strategy.

1. Introduction

With the development of artificial intelligence (AI), a
multiagent system (MAS) has become a research hotspot.
A multiagent system is composed of a group of independent
and interactive autonomous agents [1, 2]. As an interactive
autonomous learning paradigm, reinforcement learning
provides an effective method to solve the distributed collab-
oration of multiagent systems [3]. Multiagent Reinforcement
Learning (marl) has attracted extensive attention [4]. Draw-
ing on the technologies and concepts of artificial intelligence,
game theory, psychology, and sociology, marl provides a
promising method to learn satisfactory agent behavior in
complex environment, which is widely used in distributed
control, multirobot system, resource allocation manage-
ment, and automatic transaction [5].

In the past, the research on agent interaction in multia-
gent system (MAS) can be divided into two main parts: com-
munication mechanism and negotiation method, but they
lack connection and universality [6]. In the design of MAS
system, in order to enable agents to obtain semantic infor-
mation from exchange data, it is necessary to have a new
understanding of the content and mode of communication
interaction [7]. Firstly, communication should not be a pas-
sive behavior determined by the protocol, but the behavior
that one agent wants another agent to accept some kind of
belief or intention in the scene of communication [8]. The
specific answer to each communication should be deter-
mined by the interactive target [9]. This interaction model
can be applied to flexible interaction scenarios and provide
means for communication based on target requirements
[10]. Secondly, interaction is to share the information of
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both sides, understand the intention of both sides, and adjust
their plans in a certain order [11]. As long as the transmis-
sion and inquiry of information, intention and planning
adjustment are expressed; a considerable number of interac-
tive processes can be expressed [12]. And its scope of appli-
cation is only limited to the planning ability of agent to take
interactive action to achieve its purpose [13].

Due to environmental uncertainty, incomplete informa-
tion, distributed learning, concurrent learning, and other
problems, multirobot system (MRS) is widely used in
UAV, spacecraft, autonomous underwater vehicle, ground
mobile robot, and other practical problems [14]. As an
interaction-oriented autonomous learning paradigm,
Multiagent Reinforcement Learning (RL) allows robots to
learn the mapping from state to action through the reward
obtained by interaction with the environment, so as to coop-
erate with robot behavior and complete specific tasks, which
is widely used in multirobot systems [15–17]. In reinforce-
ment learning, each agent learns the optimal strategy by
interacting with its dynamic environment [18]. When single
agent reinforcement learning is applied to a multiagent
system, reinforcement learning faces some challenges. The
centralized learning method regards the multiagent system
as a whole [19]. Through the observation of the global envi-
ronmental information, the single agent reinforcement
learning method is applied to learn the joint optimal behav-
ior of the multiagent system [20]. Because it depends on the
scale of real problems, centralized learning methods usually
face scalability problems. Therefore, the centralized learning
method can not be applied to multirobot systems. In a mul-
tirobot system, each robot needs to have complete control
over the individual robot, that is, the distributed control of
multirobot system. As a model-free reinforcement learning
method, Q-learning has been widely used in multirobot
systems such as soccer robot, chasing robot [21], chasing
robot prey, and moving target observation robot [22]. The
literature [23] applied the independent Q-learning algorithm
to the soccer robot to realize the cooperation of robot behav-
ior. The documenters [24] improved the learning efficiency
through robot cooperative learning. This research work
accelerated the learning process by sharing perceptual infor-
mation and learning experience [24]. The distributed inde-
pendent learning method models each agent, and each
agent only observes its local environment. The distributed
independent learning method does not rely on the observa-
tion of global environment information. It has the character-
istics of high robustness and good scalability. At the same
time, it can solve the dimensional disaster problem faced
by centralized learning [25]. The contributions of this paper
are summarized as follows: (1) this paper analyzes the com-
munication and interaction process between agents from the
perspective of semantic layer and introduces the BDI model
of agent thinking state into the communication and interac-
tion process; on the basis of basic interaction behavior, it
supports various types of negotiation and interaction to
solve the problem of information operation conflict. (2) This
paper limits the scale of historical information through the
definition of equivalence and historical merging theorem,
uses reinforcement learning algorithm to detect possible

conflicts and delayed communication, and makes rational
use of limited resources to improve system revenue and
coordination efficiency. (3) This paper constructs a large-
scale intelligent sensor network system to verify the superi-
ority and reliability of the algorithm.

In this paper, for the behavior coordination problem in
multiple environments, an improved reinforcement learning
mechanism based on planning fusion is proposed. The
history and belief information are expressed as a function
of the state. On the premise of ensuring that there is no loss
of effective information, the historical information is com-
bined by the methods of possible conflict detection and
delayed communication, and the limited resources are
reasonably used to obtain more system benefits. The mech-
anism takes the belief pool as the basic way of inter coordi-
nation and uses the strategy merging theorem to losslessly
merge the historical information, so as to improve the effi-
ciency of solving the problem with large-scale historical
information. At the same time, the mechanism of conflict
detection and delayed communication is adopted to
effectively use the limited communication resources to
strengthen the resolution of behavior conflicts and the
exchange of important information.

2. Architecture Design of Multiagent System

2.1. Multiagent System Architecture. A multiagent system is
an important field in the application of multiagent technol-
ogy. The multiagent system is a group organization with
multiple independent abilities. Each has a certain thinking
state, such as belief, knowledge, and intention, and they will
perform some actions according to their thinking state. The
necessity of coordination lies in the existence of other inten-
tions. The purpose of coordination is to change individual
intentions and enable all individuals in the system to work
together in a consistent and harmonious way. The goal of
multiagent system is to make several systems with simple
intelligence but easy to manage and control realize complex
intelligence through mutual cooperation, so as to reduce the
complexity of system modeling and improve the robustness,
reliability, and flexibility of the system. The main character-
istics of multiagent system are as follows:

(1) Autonomy: in the multiagent system, each agent can
manage its own behavior and achieve independent
cooperation or competition.

(2) Fault tolerance: agents can jointly form a cooperative
system to achieve independent or common goals. If
some agents fail, other agents will independently
adapt to the new environment and continue to work,
and the whole system will not fall into a failure state.

(3) Flexibility and scalability: MAS system itself adopts
distributed design, and the agent has the characteris-
tics of high cohesion and low coupling, which makes
the system show strong scalability.

(4) Ability to collaborate: the multiagent system is a
distributed system. Agents can cooperate with each
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other to achieve the global goal through appropriate
strategies.

Deliberative type is also called knowledge type or cogni-
tive type. Its biggest feature is to use symbols to realize the
representation and reasoning of entities in the real world
and make decisions according to the reasoning at a certain
stage. There are only some simple actions in reactivity-
perceptual behavior pattern. The above two are extreme
representations of two ways of thinking. The cautious type
requires strict theoretical background such as knowledge
representation, behavior planning, and decision-making
strategies. The real implementation process is too complex.
Although the reactive type is simple, it only makes reasoning
and decision-making according to local perceived informa-
tion, and empirical knowledge can not be effectively used,
so it is difficult to effectively solve practical problems. There-
fore, there is a hybrid type. It integrates the characteristics of
the above two types and can make up for each other to a
certain extent. It is the most ideal structural model. The
architecture diagram is shown in Figure 1.

As shown in Figure 1, the multiagent architecture mainly
includes environment awareness module, information
processing module, communication module, decision and
control module, and execution module. In addition, when
an agent predicts environmental changes, it should consider
that the activities of other agents are generally not controlled
by themselves and difficult to predict. In order to better
predict environmental changes, enhance their own action
ability, and realize their own needs, agents must communi-
cate. The capability of a single agent is limited, but multiple
agents can be organized through an appropriate architecture
to make up for the shortcomings of each agent and make the
capability of the whole system exceed that of any single
agent. A multiagent system means that a problem needs
multiple solving entities. This system has the advantages of
traditional distributed and concurrent problem solving and
has complex interaction mode. Communication ability is
not a necessary characteristic of rational agents; it is the
embodiment of agent sociality. Communication action is
also a specific planning action, which is scheduled in the
process of completing agent requirements. From the seman-
tic level, communication interaction is the transmission of
thinking state between agents.

2.2. Structure of Multiagent System Based on Large-Scale
Sensors. A distributed cooperative control method based on
multiagent system is shown in Figure 2, which is character-
ized by the following steps: (1) build a multiagent three-level
control architecture, that is, a control architecture of “local
droop control-secondary power optimization control-
centralized optimization and regional autonomy.” Each net-
work using droop control installs agents to realize the
semantic interaction of multiagents. (2) The dispatching
decision-making function module is designed to coordinate
the adjustable resources with different control response
rates, which respond to the internal and external energy
demand of the LAN and quickly stabilize the power fluctua-
tion of the tie line in the process of power failure, parallel,

and off network switching in the energy LAN. (3) A distrib-
uted sparse communication network based on the multia-
gent system is constructed. Furthermore, the generation
and completion of communication must have certain objec-
tive conditions, such as the existence of communication
carrier and other factors. At the same time, there must be
explicit intention for information exchange in communica-
tion. No matter whether the communication medium is
language or action, the sender knows that its intention will
be received by the other agents; the receiver of communica-
tion must also have the need to receive information. Com-
munication is also a group behavior between two agents,
which cannot be fully represented by only one agent sending
information. The occurrence and implementation of com-
munication depend on the existence of agents similar to
themselves in the world information of other agents follow-
ing the same communication processing mode and thinking
mode. In addition, a large-scale intelligent sensor network is
an information collection platform. It is a multihop self-
organizing network system formed by a large number of
cheap sensor nodes. Sensor nodes can collect the informa-
tion of the monitoring area in real time, transmit the
collected information to multiagent through multihop rout-
ing, and realize the semantic interaction between multiagent.
Therefore, the large-scale intelligent sensor network is coop-
eration an important part of multiagent cooperation.

Intention transfer has a direct impact on agent behavior
and can be used for behavior coordination among agents.
Intention is expressed as the expected world state in the
thinking state of agent, which has the same expression as
observation information and knowledge, and can be trans-
mitted as information and knowledge. After the intention
is transferred to an agent a, a should decide whether to take
it as his intention and start planning and action Starting
from the self-interest principle of autonomous agent, agent
adopting the intention of other agents should help to
improve its effectiveness. There are many choices in which
criteria the agent chooses the acceptable intention. There-
fore, the construction of large-scale wireless sensor networks
is the basis of multiagent intention transmission.

3. Research on Semantic Interaction Strategy of
Multiagent System Based on Planning Fusion

When an agent predicts environmental changes, it should
consider that the activities of other agents are generally not
controlled by themselves and difficult to predict. In order
to better predict environmental changes, enhance their
own action ability, and realize their own needs, agents must
communicate. Communication ability is not a necessary
characteristic of rational agents. It is the embodiment of
agent sociality. Communication action is also a specific plan-
ning action, which is scheduled in the process of completing
agent requirements. From the semantic level, communica-
tion interaction is the transmission of thinking state between
agents. Reinforcement learning is based on the premise that
the interaction between agent and environment is regarded
as a Markov decision-making process; that is, the next sys-
tem state is determined only by each current state and
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selected action, and a fixed state transition probability distri-
bution is determined, which is independent of the previous
historical state. The goal of learning is to find a strategy to
maximize future reward by sampling the environment.
Experience is an important basis for future behavior selec-
tion. Learning accumulated experience is an effective way
to solve the problem of semantic interaction. The overall
framework of the algorithm is shown in Figure 3.

As shown in Figure 3, the algorithm framework mainly
includes reinforcement learning units, BP agent decision,
and candidate model. The whole multisystem has gone
through a stage of reinforcement learning process. The sys-
tem stores the corresponding knowledge system and has
the ability to adapt to the changes of the external environ-
ment. When it is determined that the system enters the
emergency state, the management compares the historical
data stored in the database with the real-time data sent by

the guidance office, finds out the similarities, and assists in
the decision-making according to the optimal decision made
when the historical data occurs. If there is no similar histor-
ical data, the management will combine other reinforce-
ment learning processes, make tentative action attempts,
obtain the feedback of the environment, and then modify
the decision judgment and cycle to obtain the optimal solu-
tion. Since it is set in this section that the system has been
running for a long time and has corresponding knowledge
base for data and decision support, it is assumed that the
management can directly make the optimal decision for
this accident.

3.1. Improved Reinforcement Learning Mechanism Based on
Planning Fusion. The perceptron can sense the changes of
the external environment and other actions and states.
When encountering a learned situation, take action directly
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Figure 1: Multiagent architecture diagram.
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through reflection. When encountering a new, learned, and
more complex situation, combined with other behaviors
and states, make behavioral decisions and take optimal
actions through cooperative reinforcement learning strategy.

In some cases, the behavior selection of multiagent
depends partly on the past behavior history, and h is defined
as the action sequence executed and its observation
sequence. At the time when the time step is t, the history
of agent i can be expressed as

hti = a0i , o1i , a0i ,⋯,ot−1i , at−1i , oti
� �

, ð1Þ

where h′ = ½h1, h2,⋯,hn� is the joint matrix of multiagent
semantic interaction.

The joint belief b of multiagent is a function of joint
history h′, that is, bðhÞ ∈ ΔðSÞ. Its essence is a probability
distribution of environmental state, which is composed of
initial belief state and sufficient statistics of joint history. If
the joint history ht−1 before time t is known, the method of
calculating the joint belief bt at the current time can be
obtained by using Bayesian rules:

∀s′ ∈ S, bt s′ ∣ h′
� �

=
O ot , s′, at−1
� �

∑s∈SP s′ ∣ s, at−1
� �

b−1 s ∣ h−1
� �

∑s∈SO ot , s″, at−1
� �

∑s∈SP s″ ∣ s, at−1
� �

b−1 s ∣ h−1
� � :

ð2Þ

3.1.1. Local Joint Strategy δ. It is set that δi is a mapping

from the history set h to the action set A. This mapping is
determined and becomes the local determination strategy
of agent i. It is easy to understand that δðhÞ = hδ1ðh1Þ, δ2
ðh2Þ,⋯,δnðhnÞi means multiple joint determination strate-
gies at a certain time and δðhÞ = a!. The local random
strategy πiðaijhiÞ represents the mapping from the historical
set to the action probability distribution. It is different from
the local determination strategy, because the uniqueness of
the selected action cannot be determined according to the
historical information but can only make the action selection
process obey a certain probability distribution πðhÞ = hπ1
ðh1Þ, π2ðh2Þ,⋯,πnðhnÞi representing the local joint
random strategy of multiagent.

3.1.2. Belief Pool. The belief pool at time t is represented as a
binary array hfHt

iði ∈ IÞg, Bti, whereHt
i is represented as the

history of agentIat timet, andBtis represented as the joint
belief of multiagent at timet. The purpose of setting belief
pool is to provide a medium for information sharing and
coordination among multiagents.

In a MAS environment, due to the multifunction and
heterogeneous structure, it is impossible to determine the
behavior rules of other agents in many cases, so agents must
interact and coordinate to jointly complete the overall goal.
Therefore, agents need to be able to understand the strate-
gies and knowledge of other agents through online learning,
so as to determine the optimal behavior strategy and adapt
to the changes of system environment. In this case, the state
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Figure 3: Improved reinforcement learning structure based on planning fusion.
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change of a single agent is affected by the joint action of
agents, so the traditional Q-learning formula needs to be
extended. The q-reinforcement learning model under MAS
is shown in Figure 4.

The immediate reward function under the defined envi-
ronment is Rðs, a!Þ, wherea!is the joint action of system. The
state transition function is Pðsi, a!, sjÞ. The corresponding
modification of the value function by the action of state i is
as follows:

Qπ s, að Þ = R s, a!
� �

+ γ〠
s∈S

P s′ ∣ s, a!
� �

max s′, a!′
� �

: ð3Þ

Equation (3) represents the discount income obtained by
executing the joint action in the state and iteratively execut-
ing it according to the principle of optimal reward value.
Therefore, Q function update formula is

Qt+1 s, a!
� �

= 1 − αið ÞQt s, a!
� �

+ αi ri + γ max Qt s′, a!′
� �h i

,

ð4Þ

where αi is the dynamic learning rate or discount factor and
t represents the number of iterations.

3.2. Research on Communication of Semantic Interaction. In
the planning fusion framework, agents learn each other’s
knowledge by sharing belief pool, so as to maintain the coor-
dination between agents. However, there is such a problem
that we need to focus on considering that the belief pool

contains all the historical information, but in some cases,
there may be conflicts between these historical information
and the local observation of the agent. At this time, commu-
nication can be used to deal with these conflicts more effec-
tively and improve the efficiency of coordination.

If the agent understands the current system state, the
detection will become easy, but in the planning fusion envi-
ronment discussed above, these states cannot be known.
Each agent can understand in the execution stage which is
its local observation of the environment, and the local obser-
vation can only provide part of the information about the
current system state. However, we can determine whether
there is conflict by detecting the relationship between these
local observations and belief pool. Equation (5) formally
defines the conflict between the two agents.

When the belief pool Bt satisfies the following
formula, we call the conflict degree ε between Bt and
local observation oti .

max 〠
s′∈S

O o! ∣ s′, a!
� �

〠
s∈S

P s′ ∣ s, a!
� �

b sð Þ
( )

≤ ε: ð5Þ

In essence, it is to test the conflict between the local
history of agent i and its observation. The value of ε is deter-
mined by the observation function. If the observation uncer-
tainty is very small, the value of ε is correspondingly small.
Nevertheless, the above method cannot detect all conflicts
in the belief pool, but only conflicts based on current obser-
vations. The number of communication times is determined
by two factors: the observed structure and the heuristic
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Figure 4: Improved Q-reinforcement learning model of multiagent.
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function. The advantage of adopting this communication
coordination method is that when the communication con-
ditions are not available, it is allowed to delay until it meets
the communication conditions. In many previous communi-
cation coordination methods, when the number of failures
exceeds a certain limit, they tend to adopt extreme methods
for coordination processing or ignore local observation infor-
mation and completely rely on history, alternatively relying
entirely on the current local observation to derive adverse
results. To sum up, the implementation flow chart of the
algorithm is shown in Figure 5.

As is shown in Figure 5, the main work is carried out in
the first two stages. In the behavior planning stage, the local
history of each agent in the belief pool is used to calculate the
joint strategy δ′. In the execution stage, each agent updates
the local historical information and first updates the histor-
ical information of the previous step according to its latest
observation o. Then, according to the joint strategy δ′ calcu-
lated in the planning stage and the current local history h
pair, the corresponding actions are performed through hti
= hti ∪ ati calculation, and ati = δtiðhtiÞ is used at the same
time. Update the current local history for the last update

stage, and update the old local history of each in the belief
pool with the foot of the execution stage.

4. Experiment and Result Analysis

4.1. Experimental Setup and Experimental Environment

4.1.1. Environment State. Each agent may be in any grid
other than the obstacle grid. The state of the machining
center can be either idle or working, so the environment
state space of a single agent is 13 ∗ 2 and the joint state space
of two agents is 13 ∗ 13 ∗ 2.

4.1.2. Action Space. Each action has a kind of move up, move
down, turn left, turn right, and maintain the original posi-
tion. Therefore, the size of action space is 5 ∗ 5.

4.1.3. Observation Set. Bit binary characters are used to rep-
resent each observation. The first bit indicates whether there
are obstacles in the upper, left, lower, and right directions.
The obstacles here include obstacles and surrounding walls.
The second bit indicates whether it is currently in the top
grid. For two agent systems, the observed set size is 25×2.
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Figure 5: Implementation flow chart of algorithm.
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4.1.4. Historical Information. In MAS, the joint observation
of agents in some observable environments can not accu-
rately reflect the current state information of the group,
and it is also necessary to express the trust of each obser-
vation through belief. The popular understanding of belief
is a subjective view of what actions should be performed
in a certain state according to the laws of experience or
historical statistics.

4.1.5. Revenue Function. The immediate return value of each
step is r = −1 when hitting an obstacle. Cooperation to
achieve the goal isr = 10. Other return values are r = 0.

Assuming that the processing time of the product is
small enough, it can be ignored that each agent does not
know the return value of its other agents at the beginning
of learning, obtains the return through learning, and guides
the next step. At the end of a round of experiment, agent 1
sends the goods from the processing center to the processing
center, and agent 2 takes the goods back from the processing
center to u.

4.1.6. Simulation Environment and Parameters. The simula-
tion process is realized by MATLAB. With the help of
POMDP solver open source software package, the time step
of the problem is set to t = 200, and the discount return is
calculated every 10 steps. The simulation parameters are as
follows: α = 0:8; ε = 0:74; and l = 8. The simulation parameter
n is a parameter that can only be determined by experiment.

4.2. Efficiency Analysis of Semantic Interaction Strategy. In
this section, Java language is still used to design multiagent
sensor system simulation platform in Eclipse: within the
rectangular range of 800 ∗ 600, 50-38, the fourth plane is
randomly distributed to activate 300 sensor agents in the
cluster fault-tolerant method. The number of agents in dif-
ferent experiments is different and increases with the step
value of 50. Agents have unique identification IDS, but their
performance is the same. The sensing and communication
range is set to a circle with a radius of 100. At the beginning
of the experiment, the system is initialized, and each agent

generates NT table information and saves it separately. The
abscissa in Figure 6 shows that the number of agents gradu-
ally increases from 50 to 300, and the density of node distri-
bution in the experiment is briefly explained. Figure 6(a)
describes the difference in fault tolerance success rate
between the three methods. Figure 6(b) describes the differ-
ent communication losses of the three methods and takes all
the communication times during the experiment as the
reference standard of communication loss.

It is obvious from Figure 6(a) that there is no obvious
difference in the fault tolerance of the three methods at the
beginning. However, as the error model is closer and closer
to large-scale centralized errors, this paper proposes that
the error tolerance success rate of the semantic interaction
strategy of multiagent system in the environment of large-
scale intelligent sensor network is getting lower and lower,
and there is no obvious advantage in communication loss.
Because the conventional reinforcement learning and the
activation cluster under the semantic interaction mechanism
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do not care about the size of errors and the number of failed
nodes. In addition, the range of errors in the experiment is
fixed, the range of activation cluster is relatively fixed and
the change of communication loss is not obvious. Under
the semantic interaction strategy mechanism of multiagent
system in a large-scale intelligent sensor network environ-
ment, the activated clusters are divided into each other by
the ID of failed nodes. Although it can prevent the overflow
of information between different clusters, such activated
clusters cannot fully reflect the scale of errors. Therefore,
the communication loss is greatly increased, but the success
rate of fault tolerance is greatly reduced. According to
Figures 6(a) and 6(b), it can also be found that although
the conventional algorithm is designed for large-scale cen-
tralized errors, it can also deal with a single centralized error
well and better take into account the fault-tolerant success
rate and communication loss.

The word reinforcement learning comes from behavioral
science. It imitates the natural learning process of human
and animals and establishes the mapping from environmen-
tal state to behavior through repeated exploration of the
environment Therefore, simulation step size is one of the
most important parameters of reinforcement learning algo-
rithm. In order to verify the effect of the strategy in this
paper, this paper verifies the variation law between the
reward values harvested. The relationship between the dis-
count reward and the simulation step n is shown in Figure 7.

It can be seen from Figure 7 that when the number of
experiments is divided into 1, 5, and 10, the change trend
of the reward value was obtained through reinforcement
learning. Since the last belief state is calculated as the next
initial belief state value, the learning effect will gradually
become ideal after multiple rounds of experiments. In this
paper, the simultaneous interpreting strategy is adopted in
the improved learning mechanism of planning and integra-
tion. Compared with the traditional distributed communica-
tion strategy, the most important feature of the scheme is to
make timely and appropriate use of communication
resources with limited resources and large unit communica-
tion costs. The coordination between them is mostly carried
out by means of information sharing. In addition, in reality,
we often encounter a series of optimization problems under
different parameters In the case of a specific structure, the
optimization problem under all parameters is solved by
training a model for different parameters. Different from
the traditional method, we do not train our model by multi-
ple independent sampling of different parameters but use
reinforcement learning to accelerate the training process.

In a reinforcement learning algorithm, the strategy network
is used to obtain the optimization results and the value net-
work is used to evaluate the strategy. The two networks are
trained iteratively to optimize the strategy.

4.3. Comparison of Convergence Performance of Strategies. In
order to verify the performance indexes of the improved
algorithm, reinforcement learning algorithm and improved
Q-reinforcement learning algorithm are selected as reference
in the experiment. If the algorithm reaches the set accuracy
within the specified number of iterations, the convergence
of the algorithm is recognized. If the number of iterations
exceeds and the set accuracy is not reached, the algorithm
terminates, and it is considered that the algorithm does not
converge. The test results of 20 times are shown in Table 1.

As can be seen from Table 1, the improved Q-
reinforcement learning algorithm achieves better experimen-
tal results than the basic reinforcement learning algorithm.
Under the same precision, for the three test functions,
although the two algorithms can successfully complete the
optimization task, the difference in optimization speed is obvi-
ous. The proposed algorithm has more advantages in the
number of iterations required for algorithm convergence.

5. Conclusion

In the multiagent system, the coordination degree between
agents has an important impact on the overall intelligence
of multiagent system. The purpose of coordination is to
reasonably arrange task objectives and behaviors through
information sharing and communication interaction, so as
to maximize the overall performance of multiagent system.
The communication of agent is to change the information
carrier and send the carrier to the observable environment
receiving Ag NT. This communication view can expand
the form of communication, not limited to language
communication. The transmission of intention has a direct
impact on the behavior of agents and can be used for behav-
ior coordination among agents. Intention is expressed as the
expected world state in the thinking state of agents. After the
intention is transmitted to agent a, a should decide whether
to take it as his intention and start planning and action. An
improved learning mechanism based on planning fusion is
proposed to express the history and information as a func-
tion of the state. On the premise of ensuring no loss of effec-
tive information, the method of possible conflict detection
and delayed communication is adopted for historical infor-
mation merging, and the limited resources are reasonably

Table 1: Convergence performance.

Case number Strategy Minimum iterations Maximum iterations Average iterations Success rate

Case 1
Our 11 46 22.6 20/20

Traditional 26 103 62.8 20/20

Case 2
Our 22 51 29.5 20/20

Traditional 51 286 104.4 17/20

Case 3
Our 8 28 18.7 20/20

Traditional 12 200 56.8 19/20
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used to obtain more system benefits. Through experiments,
the effectiveness of above strategies is analyzed and com-
pared. In addition, how to use reinforcement learning and
the reinforcement learning process before cooperation to
deal with a virtual event to illustrate how the agent system
determines the accident, makes decisions, and solves the
accident after the accident and how the agents cooperate
with each other is the focus of the next research.
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The arrival of 5G will usher in an era of “Internet of Everything.” Massive Internet of Things data contains great value in the
dynamic analysis of alternative elements of automated packaging systems. From the perspective of the realization of
personalized customization functions, this article solves the problem of dynamic analysis of alternative elements in the
automated packaging system. We analyze the connection mechanism and interaction method between the cloud service system
layer and the mobile terminal service layer, and carry out the corresponding software design. From the perspective of the
realization of the intelligent production of the system in this paper, this topic mainly studies the information interaction
mechanism and production control mechanism of the cloud service system and the manufacturing system. Based on the
hardware of the manufacturing system layer, a flexible production implementation mechanism is formulated to make it the
basis for the implementation of intelligent production of the system. Based on the massive data processing capabilities of the
cloud service system, the information processing mechanism and the production planning decision-making mechanism are
formulated for it, so as to realize the intelligent adjustment of the manufacturing system layer in the production process. For
the connection scenario of IoT group paging, based on the application of NB-IoT technology in the next-generation mobile
communication network, the focus of network optimization is to ensure the random access performance of IoT devices as
much as possible. To this end, this paper proposes a random access optimization strategy for IoT group paging based on time
slot scattering. We establish a mathematical model based on queuing theory for the connection scenario of the Io T group
paging, then use the mathematical formula to derive the number of IoT devices scattered to each time slot in the initial state,
thereby deriving the specific time slot scattering algorithm. This paper establishes a list of credit nodes, changes the
participation mode of consensus nodes from static to dynamic, and supports voting to select trusted nodes. We designed a
credit evaluation mechanism as a basis for consensus node elections to improve system’s fault tolerance rate. The algorithm
process was simplified, and the PBFT algorithm process was simplified from a 3-phase protocol to a 2-phase protocol to
further reduce communication bandwidth overhead and algorithm time. Simulation analysis shows that, compared with the
PBFT algorithm, the proposed algorithm improves node flexibility and fault tolerance while reducing communication
bandwidth overhead by about 45%, packaging throughput by about 4%, and latency by about 3%.

1. Introduction

The Internet of Things is known as the third revolutionary
wave of innovation in the information industry after com-
puters and the Internet [1]. Driven by such a wave, any
object in the world is connected to the Internet according
to a preagreed agreement, and communications and infor-
mation exchange services are provided [2]. The research
on the architecture of the information and communication
technology Internet of Things information service system

represented by the Internet of Things is developing rapidly
at an unprecedented speed, greatly affecting world’s techno-
logical landscape [3]. Under the service of 5G network, the
amount of data information that the Internet of Things
information service system needs to serve in the future will
increase exponentially. According to HIS statistics, by
2025, there will be 150 billion wireless terminal devices con-
nected to the network worldwide, among which the wireless
terminal devices connected to the Internet of Things will
reach about 85 billion [4]. By then, more than 90% of
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world’s wireless terminal devices need to seek services in the
Internet of Things information service network. In the
future, the number of mobile terminals and Internet of
Things terminal devices will far exceed the total population
of the world. The Internet of Things information service net-
work will carry a large amount of data traffic growth [5].
Faced with such a huge demand for data services, wireless
terminal equipment directly connected to the network has
large interference, high power consumption, low spectrum
utilization of system communication links, inability to
achieve compatibility between mobile terminals and IoT ter-
minals, and inability to integrate into the Internet applica-
tion ecosystem. The problem is becoming more and more
obvious.

The development of the packaging industry requires
continuous research and development of more advanced
packaging technologies to meet the ever-increasing demand
of market competition, and the innovation of packaging
technology is more reflected in the degree of intelligence of
packaging equipment [6]. Therefore, the design and devel-
opment of a more economical and smarter new packaging
system is of great significance to the development of the
packaging industry [7]. This topic fully considers the actual
needs of manufacturers and the packaging market and
ensures that the packaging process is simple; the equipment
is stable and easy to operate while ensuring that the system is
fully functional. From the perspective of the enterprise, the
design of the packaging system solves the problems of high
packaging cost, low efficiency, and poor precision from the
root and effectively improves the market competitiveness
of the enterprise [8]. From an industry perspective, the
design of the packaging system provides a good reference
platform for the research and development of automatic
packaging technology for small rubber products, fills the
current technical gap in automatic packaging for small prod-
ucts, and promotes the rapid development of the packaging
industry [9]. At present, the labor cost of manufacturing
transformation and upgrading is increasing year by year,
and the degree of automation and informationization in the
packaging field is low [10]. This article combines mainstream
packaging methods and selects objects to be packaged for
research. This article can improve the competitiveness of
enterprises, liberate people from simple and repetitive labor,
and can reduce production costs and improve the controlla-
bility of product quality. Therefore, studying the dynamic
analysis of alternative elements in the automated packaging
system has important theoretical and practical significance.

This article summarizes the overall functional require-
ments and implementation basis of the automated packag-
ing system for personalized customization of this topic,
carries out a structured and layered design, and at the same
time, gives the basic architecture and platform of each level
of system’s subsystems. Through the introduction of these
platforms and technologies, the platform foundation of
“intelligence,” “flexibility,” and “personalized service” to be
realized in the case design of this article is completed. This
paper analyzes the limitations of NB-IoT cellular sites when
processing group paging IoT device connection requests,
and then, in the IoT group paging model based on queuing

theory, studies the random access optimization of the scat-
tering of the arrival rate of the IoT devices in the scattered
group paging plan. In order to obtain the interval value of
the time slot scattering, the upper limit of the arrival rate
in each RA-slots in the random access process is studied,
and starting from the expected IoT arrival rate, according
to the current number of IoT devices, iteratively, we calcu-
late each RA-slot initial IoT arrival rate and then get the
IoT slot scattering algorithm. At the same time, according
to the maximum processing capacity of the current NB-
IoT cell site, the critical value for starting the IoT time slot
scattering algorithm is given. This paper establishes a list
of credit nodes and improves the participation mode of con-
sensus nodes from static to dynamic, and nodes can enter or
exit dynamically. A node credit evaluation mechanism is
designed to follow the consensus node election and improve
system’s fault tolerance rate. Based on the credit evaluation
mechanism, the three-phase protocol of the PBFT algorithm
is simplified into two phases, which further reduces commu-
nication overhead and algorithm delay.

2. Related Work

Compared with the previous generations of mobile commu-
nication technologies, the biggest difference of the 5G system
is that it does not reform and upgrade the key technologies
used in the previous communication systems, but integrates
many technologies to make them complement each other
and play their respective strengths. The rapid growth of net-
work service traffic and the number of devices connected to
the network will make the spectrum resources in the future
communication network more tense. Although some new
spectrum resources will be unearthed, the real key is to allo-
cate the existing spectrum resources reasonably to maximize
the value of the limited resources.

The packaging industry is a service-oriented manufactur-
ing industry. It is the last process in enterprise production
[11]. It is a necessary link for all manufacturing engineering
to make finished products. It is an inaccessible part of the
manufacturing process. Therefore, automated packaging is
very important for enterprises. With the development of
robotics, vision technology, modern control technology,
computer technology, artificial intelligence technology, and
material technology, automated packaging has emerged
[12]. Automated packaging not only improves labor pro-
duction efficiency, reduces product costs, and enhances
the competitiveness of enterprises. Moreover, the packag-
ing quality can be more controllable, and at the same
time, a lot of work injuries can be reduced [13]. As more
functions are integrated in the automated packaging sys-
tem, automated packaging is more favored by enterprises,
such as anticounterfeiting technology, intelligent sorting
systems, and intelligent detection systems [14].

At present, automated packaging is used in beverages,
food, medicine, nonfood industrial products and industrial
products [15]. Automated packaging is developing in terms
of multiple functions, aesthetics and personalization, light
and smart equipment, and material saving. As the auto-
mated packaging industry in foreign countries started earlier
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than the domestic development, packaging in Western
countries has been fully automated. In the packaging field,
there are famous companies such as ABB, EPSON, KUKA,
Omron, and FANUC [16].

Packaging equipment control technology refers to an
advanced technology in which packaging equipment can
complete packaging work in accordance with a preplanned
work flow without human intervention. At present, most
of the truss packaging equipment at home and abroad
adopts a distributed control method with programmable
logic control technology as the main and embedded control
technology as the supplement [17]. On the one hand, it can
retain the advantages of programmable logic control tech-
nology in an industrial environment with more stable per-
formance, better safety, and better compatibility with
electrical equipment; on the other hand, it can ensure that
the system has better economic efficiency and applicability.

Relevant scholars apply Pro/E behavioral modeling tech-
nology to the optimization of packaging machinery parts, by
modeling the drive mechanism of the plug-in plate and
establishing measurement features, inserting motion analysis
features and relationship analysis features, and performing
sensitivity analysis to obtain the optimal parameters, and
then improve the design efficiency of packaging machinery
[18]. Relevant scholars have conducted algorithmic research
on the packing problem of irregular objects and put forward
some constructive algorithms that can solve various two-
dimensional packing problems [19]. He proposed several
integer programming models to determine the degree of
association between irregular parts and packaging boxes
and then established a mixed integer programming model
to solve the problem of packing irregular parts into packag-
ing boxes.

Swiss ABB’s robotic automated packaging is mainly used
in three aspects: picking, packaging, and palletizing [20–22].
In terms of picking technology, ABB’s picking solutions are
used in many types of products, applications, and packaging
lines. It includes various industries such as frozen food,
bread candy, ice cream, meat and fish products, cheese, pet
food, medical supplies, shampoo bottles, and perfume bot-
tles [23, 24]. In the picking solution, there are subdivisions
for different scenarios. Aiming at high-precision picking
and unloading operations, ABB currently launches the
IRB360 FlexPicker TM second-generation triangular robot
solution [25]. For applications that need to achieve six-axis
flexibility, require slightly lower cycle time, and have a pay-
load of no more than 5 kg, ABB has launched the IRB 140
robot solution; in the packaging industry, ABB has launched
the IRB260 robot solution. The packaging system is
equipped with ABB’s unique visual assisted conveyor track-
ing system to maintain continuous product passing and
rapid packaging [26, 27]. ABB also provides a series of
high-speed bag stacking, box stacking, and palletizing
robots [28].

3. Methods

3.1. 5G Private Network Networking Technology. According
to the evolution of the network architecture, 3GPP has

defined two networking modes for 5G services: nonindepen-
dent networking NSA and independent networking SA.
NSA uses 4G base stations as control plane anchor points
to access 4G core network or 5G core network, that is, use
existing 4G infrastructure for 5G network deployment.
NSA is a transitional solution that can only support Ultra
Mobile Broadband (e MBB) services, and most 5G features
cannot be realized. At this stage, 5G services for public users
will run in NSA mode; SA is a standard 5G networking
mode. 5G base stations are used as control plane anchor
points to access the 5G core network. 5G’s new core technol-
ogies, such as end-to-end slicing, can support various inno-
vative business operations in the SA mode and meet the
guaranteed service-level agreements (SLA) for different
businesses.

The 5G network architecture mainly includes two parts,
the 5G core network 5GC and the radio access network NG-
RAN. Currently, the NSA networking mode is adopted, and
it is evolving to the SA networking mode. The 5G core net-
work mainly has three functional logical network elements
or virtual network elements to undertake, namely, UPF,
SMF, and AMF. The 5G radio access network includes two
types of network elements: gNB and ng-eNB, where gNB
provides NR user plane and control plane functions and
protocols, and ng-eNB provides E-UTRA user plane and
control plane functions and protocols. Among the two main
interfaces, NG belongs to the interface between the wireless
access network and the core network, and Xn belongs to
the interface between wireless network nodes.

3.2. 5G Mobile Edge Computing. The deployment locations
of mobile edge computing nodes are mainly divided into
three types: edge level, location level, and regional level.
The three have different characteristics, respectively. Among
them, the transmission delay is edge level< location
level< regional level; the overall transmission bandwidth
is regional level> location level> edge level. To determine
the specific location of the mobile edge computing node
deployment, it needs to be determined according to the
specific service type, the specific characteristics, and
requirements of the service scenario.

Mobile edge computing (MEC) refers to the deployment
of IT service environments and computing capabilities on
the edge of the network closer to users or data sources and
provides users with a call interface for underlying communi-
cation services. In the 4G era, operators and equipment
manufacturers have initiated MEC technical research, prod-
uct development, and live network deployment. 5G is a new
generation of mobile communication technology proposed
in response to the rapid increase in data traffic, massive
device connections, and deep industry integration brought
about by the development of the mobile Internet and the
Internet of Things. It becomes a native capability in 5G
and plays an important role in the three major application
scenarios of 5G (e MBB, mMTC, and URLLC). At present,
on a global scale, MEC has become a focus of attention
and research in the industry. In various links such as techni-
cal standardization, operator 5G planning, and manufac-
turer 5G equipment product development, mobile edge
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computing is regarded as an important and indivisible com-
ponent of 5G networks. Mobile edge computing, together
with core functions such as network slicing, serve as an
important foundation for global operators to provide ser-
vices to users in the 5G era.

5G edge computing is a multilevel edge computing tech-
nology system deployed in scenarios. The system is oriented
to the diverse needs of intelligence, deploying edge comput-
ing nodes on the base station side, base station convergence
side, or core network edge side to provide a variety of intel-
ligent network access and high-bandwidth, low-latency net-
work bearer. It relies on open and reliable connection,
computing, and storage resources to support the flexible car-
rying of multiecological services on the access edge side. Fac-
ing the application needs of medical scenarios, smart
medical multilevel edge computing provides basic capabili-
ties such as massive terminal management, high-reliability
and low-latency networking, hierarchical quality assurance,
real-time data computing and cache acceleration, applica-
tion container services, and network capability opening.
Based on the smart medical multilevel edge computing sys-
tem, operators can provide real-time, reliable, intelligent,
and ubiquitous end-to-end services for smart medical.

3.3. Overall Functional Architecture of the Automated
Packaging System. The functional architecture of the person-
alized customization-oriented automated packaging system
is shown in Figure 1. The system architecture is divided into
three levels of subsystems according to executive functions.
The definitions of these three levels of subsystems from top
to bottom are as follows: (1) mobile terminal service layer is
the service part of the application of information interaction
between people and the system, responsible for the execution
of information interaction functions between customers or
administrators using mobile terminal equipment and the sys-
tem; (2) cloud service system layer is responsible for the
reception and transmission of business information and the
execution of related information processing functions for
production scheduling; (3) manufacturing system layer is
the production execution part of the entire system; it is
responsible for product processing and manufacturing
within the business scope of the enterprise.

(1) Mobile terminal service layer

The mobile terminal service layer is the user-end appli-
cation access layer of the automated packaging system,
which provides methods and tools for receiving user service
information. With the rapid development of communication
technology, various services of mobile terminal products
have begun to occupy people’s daily lives. With the advent
of the 4G/5G network era, the network transmission rate is
no longer the bottleneck of mobile communication network
information transmission. With the expansion of cloud
computing applications, mobile cloud services (MBaaS) have
become a way to connect mobile applications to cloud
services.

We connect mobile applications to the back-end cloud
storage by using a unified application programming inter-

face (API). At present, people can use mobile terminals to
complete various activities such as information inquiry,
shopping, entertainment, learning, and sports. Therefore,
this article combines mobile terminal services in the design
of intelligent manufacturing systems to complete the mobile
information interaction between humans and automated
packaging systems.

Relying on mobile communication technology to achieve
flexible information interaction between humans and auto-
mated packaging systems is a good choice. That is, smart
phones are connected to the cloud through the mobile Inter-
net, and the corresponding APP provided by the enterprise
is used to realize the remote operation of the internal
resources of the factory. Intelligent matching provides users
with convenient and friendly interaction methods, so as to
achieve the most direct and personalized information inter-
action anytime, anywhere, and then, realize the mobile ter-
minal service layer of the automated packaging system for
personalized application and management needs.

(2) Cloud service system layer

The cloud service system layer, as the information hub
center of the automated packaging system, must possess
the key features of computing, communication, and control
integrated by the Cyber-Physical System (CPS). The cloud
service system layer provides data interaction, storage, and
analysis methods and interfaces for heterogeneous resource
management existing in the industrial environment through
cloud computing technology, web service technology, etc.
and provides corresponding data computing functions. The
terminal service layer and the manufacturing system layer
are interrelated to form a unified and coordinated whole,
so as to realize the information integration and resource
sharing of the entire system.

The cloud service system layer realizes that the cloud
receives personalized order information and query instruc-
tions from customer’s mobile terminal through the data
channel interface provided by the web service and performs
order classification and integration processing on the back-
end server. According to the characteristics of the query
instruction, the corresponding product information is
mined, and then, the information processing result is pushed
to the corresponding client terminal to complete the infor-
mation interaction task between the client and the smart
factory.

The cloud service system layer provides a data channel
interface to receive equipment status information from the
manufacturing system layer. According to the result of cus-
tomer order integration, the decision-making information
of the corresponding production plan is formulated and
then issued to the control module center of the workshop
production equipment. In order to facilitate the production
management of the workshop manager, the cloud service
system layer needs to organize the historical data informa-
tion of all orders and the status information of the workshop
production unit, so as to provide functions such as work-
shop status monitoring, equipment startup and shutdown,
and raw material inventory forecasting.
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(3) Manufacturing system layer

As the production execution part of the automated pack-
aging system, the manufacturing system layer needs to have
execution functions that can be automated and intelligent.
Therefore, the manufacturing system layer needs to associate
various manufacturing-related processing equipment and
sensors and other components for flexible design to realize
the coordinated adjustment of workshop production units.
Collaborative production between workshop production
units needs to be considered from two design perspectives
at the manufacturing system level, namely, IoT design and
reconfigurable design.

In terms of IoT design, it mainly relies on sensor net-
works, radio frequency, and other related industrial IoT
technologies to connect discrete processing equipment, sen-
sor components, and product parts in the factory workshop.
We use sensor technology to detect the operating status of
the equipment to realize the calibration and tracking of the
workstation information of the processing object; rely on
communication methods such as WiFi, ZigBee, and Ethernet
to connect the items, processing units, cloud platforms, so as
to solve the interoperability problem caused by the heteroge-
neity of resources in the production process.

In the reconfigurable design, the equipment and compo-
nents that can complement each other’s functions and can

complete a set of production operations in the workshop
are modularized and packaged to form a relatively indepen-
dent production and processing unit. Each such indepen-
dent unit is connected with other independent units by
means of corresponding communication, so that they can
cooperate with each other to complete industrial production
tasks. The cloud service system is used as the instruction
decision center for all independent production and process-
ing units in the workshop, so as to realize the production
planning and ordering of the workshop. This realizes that
all equipment of the manufacturing system can adjust the
working mode by itself and then quickly respond to the
small batch and diversified production needs of the product.

3.4. Optimization of Random Access for IoT Group Paging
Based on Queuing Theory. Under the NB-IoT cell site group
paging mechanism, the service requests of IoT devices with
the same GID are consistent, and the delay requirements
are not high. Suppose that after the NB-IoT cell site initiates
a group paging, it only processes access requests for IoT ser-
vices with a certain GID in one RA-slots, and IoT devices
with the same GID will initiate the same in the first RA-
slots access request. Therefore, the number of access
requests initiated by IoT devices in I RA-slots is different,
but it will decrease with the increase of time. Considering
the processing capacity of NB-IoT cellular sites, it is
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Figure 1: System architecture diagram.
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necessary to scatter a large number of IoT devices on differ-
ent RA-slots in order to control the number of IoT devices
that initiate access requests in each RA-slots. The number
of IoT devices requested for access is the same.

We define the connection rate for the first access in a
RA-slots θRAðλÞ as the arrival rate in the current RA-slots
multiplied by the probability of the first access success, then:

θRA λð Þ = 1 − λð Þe‐λ/2R: ð1Þ

Obviously, the value of θRA changes with the change of
the parameter λ, and the maximum value of θRA can be
obtained by seeking its extreme value:

θmax = 1 + Rð Þ•e−λ: ð2Þ

Through analysis, it can be known that the NB-IoT cel-
lular site system can achieve the largest first-time successful
connection rate when the value of λ is R. In order to keep the
NB-IoT cellular site at a relatively high connection perfor-
mance in I RA-slots, the arrival rate of access requests in
IRA-slots must be scattered control processing, and the scat-
tered interval value is equal to R.

Define λTH as the maximum capacity of the current NB-
IoT cellular site to handle massive IoT traffic services, then:

λTH = 1 − λ = e−u: ð3Þ

Regardless of the processing capacity of the current NB-
IoT cellular site, as long as there are more than one IoT
devices initiating access requests in each RA-slots, theoreti-
cally, the IoT conflicts in Msg1 always exist. For each RA-
slots, the number of IoT devices that fail to access in the tra-
ditional LTE random access model will randomly select a
RA-slots within the random back-off window to initiate an
access request again, in the random access strategy for IoT
group paging based on time slot scattering proposed in this
chapter. Since the number of IoT devices allocated for the
first time in each RA-slots is the same, the IoT devices that
fail to access will randomly back off to the total access time.
A certain RA-slots in the slot initiates an access request
again.

Assuming that the initial arrival rate set of each RA-slot
in the total access slot I is represented by EN, when the ran-
dom access request of an IoT device n in the ith RA-slot fails,
the IoT device n should be in ½i + 1, ITH� randomly selecting
an access slot k as the RA-slot for reinitiating random access
request. Therefore, the initial arrival rate and actual arrival
rate set of each RA-slot have the following inequality rela-
tionship:

λ1 = λTH = ε1, i = 1,

λi = λTH > εi, i = 2, 3,⋯, I − 1, I:

(
ð4Þ

Obviously, with the exception of the first RA-slot, each
RA-slot in the total access slot I will be equally probabilisti-
cally selected by the IoT device that failed to access in the
previous RA-slots as its new initiator. Therefore, the rela-

tionship expression between the initial arrival rate and the
actual arrival rate set can be further obtained:

λ1 = λTH = ε1, i = 1,

λi = 1 − εi +
Yi−1
k=1

kλk 1 − eRλk
� �

, i = 2, 3,⋯, I − 1, I:

8>><
>>:

ð5Þ

The expression of the total access timesΩ under the total
access time slot I is as follows:

Ω = N − 1ð Þ I − 1ð ÞλTHe−RλTH : ð6Þ

When the value of бI appears, the E
Ν set greater than the

access time slot бI is set to 0, that is:

EN = ε1 ε2 ε3 ⋯ εσI 0
� �

: ð7Þ

ITH is the time slot scattering threshold, and its mathe-
matical expression is as follows:

ITH = N − 1ð ÞRλTH: ð8Þ

When ITH < 1, the number of IoT devices does not
exceed the maximum processing capacity of the NB-IoT cel-
lular site. At this time, there is no need to perform actual
scattering processing on the IoT devices, just initiate an
access request according to the traditional LTE random
access process. The system flow chart of the random access
optimization strategy for IoT group paging based on time
slot scattering is shown in Figure 2.

4. Simulation Analysis

4.1. Throughput and Delay Analysis. In order to evaluate the
throughput and latency of the IOT group paging random
access optimization algorithm, this article is configured with
an Intel Core i7-6700M @3.40GH processor and 16G mem-
ory, installed on a PC with a 64-bit Windows7 system,
through the Eclipse2020 platform. The PBFT and IOT group
paging random access optimization algorithm was imple-
mented by programming in Java language, and the delay
and throughput test were carried out. Among them, the
implementation and testing of the PBFT algorithm uses part
of the code shared by the PbftSimulator project on the
Github platform. Each group of experiments was run 25
times independently and averaged as the test result. The
main parameter settings are shown in Table 1. In particular,
in order to ensure higher consensus efficiency, the number
of consensus nodes of the PBFT algorithm is selected less,
usually less than 30.

As the number of packages increases, the overall
throughput of the two algorithms is increasing; when the
number of packages is less than 100, the throughput of the
IOT group paging random access optimization algorithm
is slightly higher than that of the PBFT algorithm; when
the number of packages is greater than 1000, the throughput
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of the IOT group paging random access optimization algo-
rithm is significantly greater than that of the PBFT algorithm,
and as the number of packages increases, the throughput dif-
ference gradually increases. Figure 3 shows the relationship
between throughput and packaging quantity.

Without considering the delay, it is not rigorous and
meaningless to discuss the throughput, and the delay is also
an indicator to measure the responsiveness of the algorithm,
so this article also tests the relationship between the delay
and the number of packages. As the number of packages
increases, the delays of both algorithms increase. It can be

seen from Figure 4 that the time delay of the IOT group
paging random access optimization algorithm is less than
that of the PBFT algorithm.

As the number of packages increases, both throughput
and delay increase linearly. However, in actual alliance chain
applications, the delay is generally required to be less than 3
seconds. Therefore, based on practical application consider-
ations, the discussion of the throughput and delay compari-
son between the algorithm in this paper and the PBFT
algorithm should be limited to the range of delay less than
3 seconds. Under the simulation conditions of this article,
when the number of packages is 4000, the delay of the IOT
group paging random access optimization algorithm is
2812 milliseconds, and the delay of the PBFT algorithm is
2900 milliseconds; and the throughput of the PBFT algo-
rithm is 1379 transactions/sec. At this time, compared with
the PBFT algorithm, the throughput of the IOT group
paging random access optimization algorithm is increased
by about 3.12%, and the delay is reduced by about 3.03%.

4.2. Analysis of Communication Bandwidth Overhead. In
order to evaluate the communication bandwidth overhead of
the IOT group paging random access optimization algorithm,
on a PC configured with Intel Core i7-6700M @3.40GH pro-
cessor and 16G memory, installed with a 64-bit Windows7
system, the algorithms are used for mathematical calculation
simulation, and the parameter settings are shown in Table 2.
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Figure 2: Flow chart of random access system for IoT group paging based on time slot scattering.

Table 1: Simulation parameter table for evaluating algorithm
throughput and delay.

Simulation parameters Values

Maximum number of simultaneous requests 6500

Total number of request messages 3000~8000
Malicious consensus node 1

Number of consensus nodes 7

Number of failed nodes 1

The size of the request message 300 bytes

Rated bandwidth of the network between nodes 7500 bytes

Basic network delay between nodes 3ms

Network delay disturbance range between nodes 0.5ms
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The first set of simulations is to compare the bandwidth
overhead of different algorithms. In this experiment, the
number of fixed voting nodes NV = 1000, and the number
of consensus executions in a round of voting cycle is k = 5.
With the increase of the number of consensus nodes N ,
the bandwidth cost of the three algorithms increases expo-
nentially, and the growth rate of the algorithm in this paper
is small, and the growth rate of the PBFT algorithm is larger;
when the number of consensus nodes N < 15, the size rela-
tionship is that the algorithm in this paper> PBFT. This is
because the algorithm in this paper increases the bandwidth
overhead of the election process compared with the PBFT
algorithm. Under the experimental conditions of this paper,
when the number of consensus nodes is 7, this algorithm
reduces the bandwidth cost of the PBFT algorithm by about
45%. It can be analyzed that in the case of a large number of
consensus nodes, the IOT group paging random access opti-
mization algorithm has lower bandwidth overhead. The rela-
tionship between communication bandwidth overhead and
the number of consensus nodes is shown in Figure 5.

The second set of tests is to compare the bandwidth
overhead of different algorithms when applied to automated
packaging systems. When applied to an automated packag-
ing system, consensus is based on a block containing multi-
ple packages as the smallest unit. This is different from the
consensus process in the first set of experiments where one
package is the smallest unit, and the test results are also dif-
ferent. Figures 5 and 6 have different trends. Under the sim-
ulation conditions of this article, when the number of nodes
is 7, the bandwidth overhead between the IOT group paging
random access optimization algorithm and the PBFT algo-
rithm is relatively large.

4.3. Complexity Analysis. In order to measure the growth
relationship between algorithm execution efficiency and
resource overhead and data scale, time complexity and space
complexity are used as indicators to analyze the complexity
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Figure 3: The relationship between throughput and packaging quantity. (1) PBFT algorithm. (2) IOT group paging random access
optimization algorithm.
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Table 2: Simulation parameter table of algorithm bandwidth
overhead.

Simulation parameters Values

Vote 0.1 KB

N <60
Message 0.3 KB

k <20
Size block 512KB
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of the IOT group paging random access optimization
algorithm.

Time complexity represents the growth relationship
between the execution time of an algorithm and the size of
the data and is a measure of the amount of time the algo-
rithm occupies during its operation. For the time complexity
analysis of the IOT group paging random access optimiza-
tion algorithm, this section is measured by the number of
basic operations performed by the algorithm under a given
input scale. The IOT group paging random access optimiza-
tion algorithm implements two processes of election and
consensus, and one election process supports multiple
rounds of consensus. The election process includes 4 stages
of voting request, preparation, response, and broadcast
results. The consensus process includes 4 stages of request,
prepreparation, submission, and response.

Given the input size n, assuming that an election process
supports m (m < n) rounds of consensus, then the basic

operation number of the algorithm in the voting request
phase is 1, the basic operation number of the algorithm in
the preparation phase is n − 1, and the operand is n, the
basic operand of the algorithm in the broadcast phase is n,
the basic operand of the algorithm in the request phase is
m, the basic operand of the algorithm in the pre-
preparation phase is m ∗ ðn − 1Þ, and the basic operand of
the algorithm in the submit phase is m ∗ n ∗ ðn − 1Þ; the
basic operand of the algorithm in the response phase is
m ∗ n.

Space complexity represents the growth relationship
between the storage space of the algorithm and the data size
and is a measure of the storage space temporarily occupied
by the algorithm during operation. For the space complexity
analysis of the IOT group paging random access optimiza-
tion algorithm, this section is measured by the size of the
storage space occupied by the algorithm under a given input
scale. Similar to the analysis of algorithm’s time complexity,
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given the input size n, assuming that an election process sup-
portsm ðm < nÞ rounds of consensus, then the storage size of
the voting request phase is 1, and the storage size of the
preparation phase is n − 1; the storage size of the response
phase is n, the storage size of the broadcast phase is n, the
storage size of the request phase is m, the storage size of
the pre-preparation phase ism ∗ ðn − 1Þ, and the storage size
of the commit phase is m ∗ n ∗ ðn − 1Þ; the storage size of
the response stage is m ∗ n. The stages are carried out in
sequence. The simulation result of complexity normalization
is shown in Figure 7. It can be seen from Figure 7 that the
complexity of the IOT group paging random access optimi-
zation algorithm and the PBFT algorithm are not much
different.

5. Conclusion

This paper studies the information interaction mechanism
between the cloud service system and the mobile terminal
and uses web service technology to implement the applica-
tion channel for users to obtain system services and the
interface design for terminal device data interaction. The
information interaction mechanism between the cloud ser-
vice system and the manufacturing system is studied, the
Hadoop system is used to classify and mine the order infor-
mation of the cloud service system, the design of the infor-
mation interaction between the cloud platform and the
manufacturing layer equipment is completed, and the
manufacturing system layer flexibility is planned and
designed. For the implementation process of automated pro-
duction, the design of the cloud-assisted decision-making
mechanism of the cloud service system for the production
activities of the manufacturing system is designed, so as to
realize the intelligent production function of the automated
packaging system. In the 5G network architecture using
NB-IoT technology, this paper proposes a random access
optimization strategy based on time slot scattering for the

access scenario of IoT group paging. First, a mathematical
model based on queuing theory is established for the access
scenario of IoT group paging, and on the basis of this model,
the scattering threshold and scattering time slot of IoT
devices are derived through mathematical formulas. Accord-
ing to the actual application scenario, the time slot scattering
algorithm is modified to make it closer to the ideal value.
This article builds a list of credit nodes. The credit node list
has two functions. One is to improve the participation mode
of consensus nodes from static to dynamic, and nodes can
enter or exit dynamically; the other is to support the selec-
tion of trusted nodes by voting. During the voting period,
all nodes can vote, and the top nodes with the most votes
form a list of trusted nodes, which will be the candidate list
of consensus nodes. This paper designs a credit evaluation
mechanism. This mechanism is the follow-up of consensus
node election, including credit value calculation model and
node election strategy. Through this mechanism, a trusted
consensus node (master node and replica node) can be
elected from the list of credit nodes. Trusted consensus
nodes will improve system fault tolerance and reduce com-
munication overhead. Based on the credit evaluation mech-
anism, the credibility of the consensus node is ensured,
thereby simplifying the three-phase protocol of the PBFT
algorithm into two phases to further reduce communication
overhead and algorithm delay.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

Storage capacity

N
or

m
al

iz
ed

 co
m

pl
ex

ity

IOT group paging random access optimization algorithm
PBFT algorithm

Figure 7: Simulation results of normalized complexity.

10 Journal of Sensors



Acknowledgments

This research supported by “Research on interactive intelli-
gent packaging design under the background of 5G era” (pro-
ject no. 2021ky0178), which is the project to improve the
basic scientific research ability of young and middle-aged
teachers in colleges and universities in Guangxi in 2021.

References

[1] T. Taleb, K. Samdanis, B. Mada, H. Flinck, S. Dutta, and
D. Sabella, “On multi-access edge computing: a survey of the
emerging 5g network edge cloud architecture & orchestra-
tion,” IEEE Communications Surveys & Tutorials, vol. 19,
no. 3, pp. 1657–1681, 2017.

[2] D. Soldani and A. Manzalini, “Horizon 2020 and beyond: on
the 5G operating system for a true digital society,” IEEE Vehic-
ular Technology Magazine, vol. 10, no. 1, pp. 32–42, 2015.

[3] A. Al-Fuqaha, M. Guizani, M. Mohammadi, M. Aledhari, and
M. Ayyash, “Internet of things: a survey on enabling technolo-
gies, protocols, and applications,” IEEE Communications Sur-
veys & Tutorials, vol. 17, no. 4, pp. 2347–2376, 2015.

[4] S. Zhang and T. N. Wong, “Integrated process planning and
scheduling: an enhanced ant colony optimization heuristic
with parameter tuning,” Journal of Intelligent Manufacturing,
vol. 29, no. 3, pp. 585–601, 2018.

[5] J. A. Warren, M. E. Riddle, D. J. Graziano et al., “Energy
impacts of wide band gap semiconductors in U.S. light-duty
electric vehicle fleet,” Environmental science & technology,
vol. 49, no. 17, pp. 10294–10302, 2015.

[6] J. Moura and D. Hutchison, “Game theory for multi-access
edge computing: survey, use cases, and future trends,” IEEE
Communications Surveys & Tutorials, vol. 21, no. 1, pp. 260–
288, 2019.

[7] S. A. A. Shah, E. Ahmed, M. Imran, and S. Zeadally, “5G for
vehicular communications,” IEEE Communications Magazine,
vol. 56, no. 1, pp. 111–117, 2018.

[8] K. S. E. Phala, A. Kumar, and G. P. Hancke, “Air quality mon-
itoring system based on ISO/IEC/IEEE 21451 standards,” IEEE
Sensors Journal, vol. 16, no. 12, pp. 5037–5045, 2016.

[9] S.-Y. Wang and L. Wang, “An estimation of distribution
algorithm-based memetic algorithm for the distributed assem-
bly permutation flow-shop scheduling problem,” IEEE Trans-
actions on Systems, Man, and Cybernetics: Systems, vol. 46,
no. 1, pp. 139–149, 2016.

[10] X. She, A. Q. Huang, O. Lucia, and B. Ozpineci, “Review of sil-
icon carbide power devices and their applications,” IEEE
Transactions on Industrial Electronics, vol. 64, no. 10,
pp. 8193–8205, 2017.

[11] M. Mehrabi, D. You, V. Latzko, H. Salah, M. Reisslein, and
F. H. P. Fitzek, “Device-enhanced mec: multi-access edge com-
puting (mec) aided by end device computation and caching: a
survey,” IEEE Access, vol. 7, pp. 166079–166108, 2019.

[12] R. Zhang, Z. Zhong, J. Zhao, B. Li, and K. Wang, “Channel
measurement and packet-level modeling for V2I spatial multi-
plexing uplinks using massive MIMO,” IEEE Transactions on
Vehicular Technology, vol. 65, no. 10, pp. 7831–7843, 2016.

[13] A. Ali, G. A. Shah, M. O. Farooq, and U. Ghani, “Technologies
and challenges in developing machine-to-machine applica-
tions: a survey,” Journal of Network and Computer Applica-
tions, vol. 83, no. 4, pp. 124–139, 2017.

[14] X.-L. Zheng and L. Wang, “A collaborative multiobjective fruit
fly optimization algorithm for the resource constrained unre-
lated parallel machine green scheduling problem,” IEEE
Transactions on Systems, Man, and Cybernetics: Systems,
vol. 48, no. 5, pp. 790–800, 2018.

[15] C. Chen, F. Luo, and Y. Kang, “A review of sic power module
packaging: layout, material system and integration,” CPSS
Transactions on Power Electronics and Applications, vol. 2,
no. 3, pp. 170–186, 2017.

[16] K. Zhang, S. Leng, Y. He, S. Maharjan, and Y. Zhang, “Mobile
edge computing and networking for green and low-latency
internet of things,” IEEE Communications Magazine, vol. 56,
no. 5, pp. 39–45, 2018.

[17] K. Liu, J. K. Y. Ng, V. C. S. Lee, S. H. Son, and I. Stojmenovic,
“Cooperative data scheduling in hybrid vehicular ad hoc net-
works: VANET as a software defined network,” IEEE/ACM
transactions on networking, vol. 24, no. 3, pp. 1759–1773,
2016.

[18] M. Centenaro, L. Vangelista, A. Zanella, and M. Zorzi, “Long-
range communications in unlicensed bands: the rising stars in
the IoT and smart city scenarios,” IEEE Wireless Communica-
tions, vol. 23, no. 5, pp. 60–67, 2016.

[19] G. Mejia, J. P. Caballero-Villalobos, and C. Montoya, “Petri
nets and deadlock-free scheduling of open shop manufactur-
ing systems,” IEEE Transactions on Systems, Man, and Cyber-
netics: Systems, vol. 48, no. 6, pp. 1017–1028, 2018.

[20] S. Ji, Z. Zhang, and F. Wang, “Overview of high voltage sic
power semiconductor devices: development and application,”
CES Transactions on Electrical Machines and Systems, vol. 1,
no. 3, pp. 254–264, 2017.

[21] P. Kourouthanassis, C. Boletsis, C. Bardaki, and
D. Chasanidou, “Tourists responses to mobile augmented real-
ity travel guides: the role of emotions on adoption behavior,”
Pervasive and Mobile Computing, vol. 18, pp. 71–87, 2015.

[22] T. Qiu, X. Wang, C. Chen, M. Atiquzzaman, and L. Liu,
“TMED: a spider web-like transmission mechanism for emer-
gency data in vehicular ad hoc networks,” IEEE Transactions
on Vehicular Technology, vol. 67, no. 9, pp. 8682–8694, 2018.

[23] M. Ndiaye, G. P. Hancke, and A. M. Abu-Mahfouz, “Software
defined networking for improved wireless sensor network man-
agement: a survey,” Sensors, vol. 17, no. 5, pp. 1031-1032, 2017.

[24] M. Gen, W. Zhang, L. Lin, and Y. Yun, “Recent advances in
hybrid evolutionary algorithms for multiobjective
manufacturing scheduling,” Computers and Industrial Engi-
neering, vol. 112, pp. 616–633, 2017.

[25] C. Durand, M. Klingler, D. Coutellier, and H. Naceur, “Power
cycling reliability of power module: a survey,” IEEE Transac-
tions on Device and Materials Reliability, vol. 16, no. 1,
pp. 80–97, 2016.

[26] J. Pan and J. McElhannon, “Future edge cloud and edge com-
puting for internet of things applications,” IEEE Internet of
Things Journal, vol. 5, no. 1, pp. 439–449, 2018.

[27] T. Qiu, R. Qiao, and D. O. Wu, “EABS: an event-aware back-
pressure scheduling scheme for emergency internet of things,”
IEEE Transactions onMobile Computing, vol. 17, no. 1, pp. 72–
84, 2018.

[28] C. Chen, Y. Chen, Y. Li, Z. Huang, T. Liu, and Y. Kang, “An
sicbased half-bridge module with an improved hybrid packag-
ing method for high power density applications,” IEEE Trans-
actions on Industrial Electronics, vol. 64, no. 11, pp. 8980–
8991, 2017.

11Journal of Sensors



Research Article
A Data-Driven WSN Security Threat Analysis Model Based on
Cognitive Computing

Xinyan Huang

School of Computer Science and Technology, Shandong University of Finance and Economics, Shandong Jinan 250014, China

Correspondence should be addressed to Xinyan Huang; 20063462@sdufe.edu.cn

Received 24 November 2021; Revised 21 December 2021; Accepted 22 December 2021; Published 27 January 2022

Academic Editor: Gengxin Sun

Copyright © 2022 Xinyan Huang. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this paper, we use cognitive computing to build a WSN security threat analysis model using a data-driven approach and
conduct an in-depth and systematic study. In this paper, we develop a simulation platform (OMNeT++-based WSN Security
Protocol Simulation Platform (WSPSim)) based on OMNeT++ to make up for the shortcomings of current WSN simulation
platforms, improve the simulation capability of WSN security protocols, and provide a new technical means for designing and
verifying security protocols. The WSPSim simulation platform is used to simulate and analyze typical WSN protocols and
verify the effectiveness of the platform. In this paper, we mainly analyze the node malicious behavior by listening and judging
the communication behavior of the nodes, and the current trust assessment is given by the security management nodes. When
the security management node is rotated, its stored trust value is used as historical trust assessment and current trust
assessment together to participate in the integrated trust value calculation, which improves the reliability of node trust
assessment; to increase the security and reliability of the management node, a trust value factor and residual energy factor are
introduced in the security management node election in the paper. According to the time of management node election, the
weights of both are changed to optimize the election. Using the WSPSim simulation platform, a typical WSN protocol is
simulated and analyzed to verify the effectiveness of the platform. In this paper, the simulation results of the LEACH protocol
with an MD5 hash algorithm and trust evaluation mechanism and typical LEACH protocol as simulation samples are
compared; i.e., the correctness of the simulation platform is verified, and it is shown that improving the security of the
protocol and enhancing the security and energy efficiency of wireless sensor networks provide an effective solution.

1. Introduction

A wireless sensor network (WSN) is a key technology for
IoT and has been widely used in many fields. WSN is char-
acterized by many sensor nodes and a large network size,
which is usually deployed in an exposed external environ-
ment and therefore vulnerable to various forms of attacks
[1]. Authentication is the basis for securing the network,
and traditional authentication mostly uses centralized
authentication, but such an authentication mechanism has
many drawbacks: the security of the network depends
entirely on the authentication center, and once the authenti-
cation center is maliciously attacked, the whole authentica-
tion system will fall into collapse; when the scale of the
network is expanded, the performance of the network will
be affected due to the limited computing power and storage

capacity of the authentication center. With the development
of WSN, the topology of the network is ever-changing, and
centralized authentication is not flexible enough. Therefore,
the security of centralized authentication is not high and
scalability is poor. This security problem can be effectively
solved by establishing a distributed trust model in WSN [2].

With the rapid development of information technology,
the Internet of Things has come into being. IoT is an appli-
cation expansion based on the Internet, which extends its
application end from the object to object, enabling informa-
tion exchange and communication between people and
things. The wireless sensor network is the key technology
of IoT, which is oriented to the perception layer in the
three-layer structure of IoT [3, 4]. The wireless sensor net-
work is a new multihop self-organizing network composed
of numerous sensor nodes with the characteristics of overall
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sensing, reliable transmission, and intelligent processing.
The data acquisition unit is responsible for collecting informa-
tion in the monitoring area and converting it; the data trans-
mission unit mainly sends and receives that collected data
information in the form of wireless communication [5]. To
establish a wireless sensor network environment, many sen-
sors, a data transmission center, and a base station are
required. Sensors are devices with detection, computing, and
communication capabilities. Wireless sensor networks inte-
grate the acquisition, processing, and execution of information
with sensing, processing, communication, and storage func-
tions and can measure indicators [6]. Wireless sensor net-
works have a wide range of applications in many fields such
as military battlefield and smart home with their self-
organization and fast deployment. Due to the limited comput-
ing resources and long-term operation of the IoT sensor
device nodes converged and accessed by the edge computing
terminal, the traditional “patch” security reinforcement mech-
anism cannot be applied to the IoT sensor device node and the
IoT sensor device in an uncontrolled environment. The risk of
malicious use of nodes is extremely high, making edge com-
puting terminals extremely easy to become attack targets or
springboards for IoT sensor device nodes.

In the era of big data, improving the cognitive ability of
large-scale data is an urgent need for technological develop-
ment. Cognitive computing is a set of theoretical studies that
includes the whole process from the sample input, processing,
and output. Cognitive computing is based on mathematical
methods, computer technology, and biological neurology, and
it can analyze data by simulating the mechanism of the human
brain [7]. The application of cognitive computing for data value
mining will help people to discover potential laws and improve
the way they work. In the era of big data, it is of great practical
importance to study the cognitive ability of knowledge acquisi-
tion and experiential learning for massive data [8].

2. Related Works

The research on wireless sensor networks first started in the
1970s and 1980s, and with the rapid development of the Inter-
net, wireless sensor networks have also been developed. Cen-
tralized authentication is generally used in traditional
networks for authentication, thus ensuring network security.
The communication parties identify each other with the help
of an authoritative authentication center to establish a trust
relationship. The structure of centralized authentication is rel-
atively simple, so there are many problems: the security of the
entire network depends on this authentication center, and the
authentication center is easily identified by malicious nodes
and attacked; there is a great security risk; in the case of large
network size and limited performance of the authentication
center, the network may collapse at any time [9]. There are
many sensor nodes in theWSN, the node topology is very var-
iable, and the centralized authentication is not flexible enough
to meet this variable topology. WSN has become one of the
key technologies for information access in the information
age, attracting close attention from academia and industry,
and has become a research hotspot in the fields of automation,
computing, and communication. WSN is listed as one of the

top ten technologies that will change the world in the 21st cen-
tury and is also listed as one of the four new technologies in the
future. At present, with the widespread promotion of the
Internet of Things and “Internet Plus,” the application
research of WSN has entered a new climax [10].

The trust management approach, first proposed in 1996,
is based on a simple language that specifies trust operations
and trust relationships and solves the problem of trusting
one node over another by developing a security policy and
delegating it to third-party nodes; it also follows the princi-
ples of uniformity, flexibility, locality control, and separation
of mechanisms and policies to develop a general framework
that can be applied to any service that requires encryption
[11]. The approach considers the dynamic variability of
nodes in the network and meets the open needs of the net-
work. Based on this, scholars have proposed trust models
such as EigenTrust, Peer Trust, and Power Trust, all of
which have improved the calculation related to trust values
to some extent. Although these trust models are more accu-
rate in the calculation of trust values, the structure of many
of them does not apply to wireless sensor networks [12].

With the continuous changes of attack methods, the con-
cealment of malicious attacks has become stronger and stron-
ger. On the one hand, terminal identity execution
authentication and identification technology has been easily
forged or bypassed; on the other side, legitimate terminals that
have passed identity authentication are used as a springboard;
it is difficult to detect and identify infiltration attacks. As the
network security situation becomes increasingly complex,
the technical means to launch attacks on the network are
becoming more sophisticated, although at this stage, there
are different intrusion prevention technology models to deal
with. However, for unknown attacks, the existing intrusion
prevention solutions cannot completely solve these unknown
network attacks, and there is no “one size fits all” intrusion
prevention model to solve all kinds of unknown network
attacks [13]. In this context, active defense technology is grad-
ually gaining great attention. It does not depend on the char-
acteristics of the attack code and attack behavior but rather
on the technical means of providing the operating environ-
ment, changing the static and deterministic nature of the sys-
tem, to minimize the successful utilization of vulnerabilities,
disrupt the implementation ability of network vulnerability
exploitation, and block or interfere with the accessibility of
the attack, thus significantly increasing the difficulty and cost
of the attack [14]. Although the idea of active defense has been
around for a long time, as an attack defense concept, there is
still no standardized definition to date. A summary based on
relevant literature is broadly divided into security defense
models and active defense techniques [15].

3. Data-Driven WSN Security Threat Analysis
Model Construction Based on
Cognitive Computing

3.1. Cognitive Computing Model Design. Due to the limited
computing resources and long-term operation of the IoT
sensing device nodes aggregated and accessed by the edge
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computing terminals, the traditional “patch” security hard-
ening mechanism cannot be applied to the IoT sensing
device nodes, and the risk of malicious exploitation of the
IoT sensing device nodes in uncontrolled environments is
extremely high, which makes the edge computing terminals
extremely easy to become the target or springboard of the
IoT sensing device nodes. Therefore, how to effectively con-
duct the active defense of edge computing endpoints and
detect and defend remote penetration attacks from IoT sens-
ing device nodes in advance is often the first step in edge
computing network security protection [16]. To address this,
several terminal defense techniques have been proposed in
related research, and the main implementation idea of these
techniques is to use digital certificate authentication technol-
ogy and trusted access technology to evaluate and authenti-
cate the identity legitimacy, software and hardware integrity,
and security of terminal entities, and only terminals that sat-
isfy the access control policy specified by the system are
allowed to access the network. However, with the continu-
ous changes in the means of attack, malicious attacks are
becoming increasingly covert; on the one hand, the terminal
identity execution authentication and identification technol-
ogy has been easily forged or bypassed; on the other hand,
the legitimate terminal after welcoming the identity authen-
tication is used as a springboard, so that the implementation
of penetration attacks is difficult to be detected and
identified.

Based on the idea of mimetic defense, a mimetic defense
model for edge computing terminals is established based on
the dynamic heterogeneous redundancy characteristics of
the network attack chain and the mimetic defense system,
and the possibility of successful attacks on each key compo-
nent in the mimetic defense model can be solved based on
this model, so that different parameters can be used to ana-
lyze the security defense effectiveness of the mimetic defense
model for edge computing terminals, facilitating a better
insight into how to use mimetic defense techniques designed
to improve the security of edge computing endpoints.
Figure 1 illustrates the relevant components studied in this
chapter. As the network security situation becomes more
complex, the technical means to launch attacks on the net-
work are increasingly emerging, although at this stage, there
are different intrusion prevention technology models to deal
with. However, for unknown attacks, the existing intrusion
prevention solutions cannot completely solve these
unknown network attacks. At present, there is no “one size
fits all” intrusion prevention model to solve all kinds of
unknown network attacks. In this context, active defense
technology has gradually gained people’s attention.

The active defense model constructed based on the idea
of mimetic defense is an IPO model; when the submitted
request input enters the system, it is copied into n copies
by the input agent unit and forwarded to the set of executors,
which contains n similar redundant executors (k1, k2, k3, …,
km). By taking advantage of the dependency of cyberattacks
on the environment, one attack against a specific vulnerabil-
ity cannot be effectively played in heterogeneous executors
(k1, k2, k3, …, km) at the same time, thus achieving the
defense effect against vulnerability attacks. The multiredun-

dancy voter mainly compares the execution results of redun-
dant executors in terms of discrepancy, to vote whether the
mimetic defense system suffers from network intrusion and
achieves the purpose of intrusion detection [17]. At present,
the mimetic defense technology has formed a variety of sys-
tems with mimetic defense structure routers.

A cluster analysis algorithm is a statistical analysis
method that can be used to deal with sample classification
problems. It is based on similarity and does not require sam-
ple labeling. The cluster analysis algorithm tries to discover
the implied relationships between different data in the sam-
ple space and classify the data into different groups by calcu-
lating the similarity between the data, which are more
similar within the groups and less similar between the
groups. The clustering algorithm is a very important and
commonly used data mining algorithm in machine learning,
which does not require prior knowledge of the characteris-
tics of the sample categories which can be very good at dis-
covering “unknown” relationships from “known” data. The
clustering algorithm puts similar samples together in one
category by calculating the similarity. The clustering analysis
algorithm has the characteristics of clear computational logic
and good sample classification.

The calculation of vector distances in competitive neural
network algorithms usually uses the Euclidean distance
method or the cosine method. The Euclidean distance
method calculates the distances between vectors with the fol-
lowing formula:

X + Xik k =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi − Xð Þ

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X − Xið Þ

p T
: ð1Þ

The algorithm to implement the “winner takes all” com-
petition mechanism in competitive neural networks is as
follows.

(1) Vector normalization

Vectors with different angles and lengths or too much
difference will increase the computational complexity of
the algorithm. Therefore, the vector is normalized to a unit
vector with direction and length of 1.

(2) Finding the winning neuron

After the competing layer neurons acquire the sample
objects in the input layer, the weights of all competing layer
neurons are calculated for similarity with the input objects,
and the competing layer neuron with the greatest similarity
receives the highest weight to become the winning neuron.

(3) Adjustment of weights

Weights are adjusted for the winning neuron and wait
for the next input. Competitive neural networks can arrive
at the final winning neuron through the competition rule,
but if the initial value of a neuron deviates from all samples
to a large extent, then these neurons will still not be able to
obtain a higher weight in the process of weight adjustment
for as long as they are trained, and as a result, these neurons
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will never win and will naturally not be activated. Such inac-
tivated neurons are called “dead neurons.” The problem of
dead neurons is solved by adding a threshold learning rule
to the weight adjustment rule of the competing layer neu-
rons of the competitive neural network [18]. The threshold
learning rule sets a higher threshold for neurons with a
low probability of winning to improve the competitive abil-
ity of the neuron and a smaller threshold for neurons that
win frequently to make each neuron likely to win. Finally,
the average degree of neuron weight adjustment is calculated
to output the final winning neuron.

P1 =
3
β2

P′ + β1p2
� �

: ð2Þ

After taking the direct trust value, the weight of the
direct trust value is then calculated. The weight of the direct
trust value is used to indicate the reliability of the direct trust
value, and its value is related to the dispersion of the histor-
ical interaction trust value and the adequacy of the historical
interaction. The relationship between the number of interac-
tions and the sufficiency is shown in Figure 2. When the
number of interactions N is 30, the interaction sufficiency
reaches 95%, and when the number of interactions reaches
50, the sufficiency is almost close to 100%. Clustering analy-
sis algorithms are very important and commonly used data
mining algorithms in machine learning. They do not need
to know the characteristics of sample categories in advance
and can find “unknown” relationships from “known” data.
The clustering algorithm puts similar samples together into
one category through the calculation of similarity. The clus-
ter analysis algorithm has the characteristics of clear calcula-
tion logic and good sample classification effect.

The weight formula can be expressed as shown in equa-
tion (3). This setting enables the weight of the direct trust
value to be inversely proportional to std and positively pro-
portional to freq, where ϖDT

ji denotes the direct trust weight
of the node numbered j to the node numbered i. Multiplying
by 1/2 is to normalize the weights between 0 and 1. Up to
this point, the direct trust value and direct trust weight are

calculated and the whole direct trust module has been
designed.

ϖTD
ij = 2 freq + std − 1ð Þ: ð3Þ

3.2. WSN Security Threat Analysis Model Construction. The
Internet of Things (IoT) is a fusion of automation systems
and IoT systems, which features comprehensive sensing,
interconnected transmission, intelligent processing, intelli-
gent handling, and self-organization and maintenance, and
its applications span many fields such as intelligent trans-
portation, smart factories, smart grids, and intelligent envi-
ronmental detection [19]. The IoT can be viewed as a
subset of the IoT and can be structurally divided into three
layers: data collection layer, data transmission layer, and
data processing layer. The security of the entire network
relies on this certification center, and the certification center
is easily identified by malicious nodes and is attacked, which
poses great security risks; when the network is large and the
performance of the certification center is limited, the
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network may collapse at any time. A typical system architec-
ture for a wireless network is shown in Figure 3.

The blockchain infrastructure has six main layers, each
layer completes a part of the core tasks, and the layers col-
laborate to achieve a decentralized trust model; from bot-
tom to top, there are mainly data layers, network layers,
consensus layers, incentive layers, contract layer, and ser-
vice layer. The data layer represents the physical form of
the blockchain technology and is the basic technical struc-
ture for designing the blockchain ledger, describing which
parts the blockchain consists of. Each block contains many
technologies, such as timestamp technology and hash
cryptography function, which is used to ensure that the
blocks are connected in sequential order and that the data
saved in the blockchain is not tampered with; the main
function of the network layer is to enable communication
between the nodes in the blockchain network and to
achieve a distributed record of information [19]. The pur-
pose of the blockchain network is to create a P2P (peer-to-
peer network) to solve the problem of single-point conges-
tion and failure in traditional networks, where each node
is both a sender and a receiver of messages; the knowledge
layer is responsible for efficiently reaching a consensus on
a certain aspect in a decentralized system through infor-
mation exchange between highly decentralized and dis-
trustful nodes, which is the core idea of blockchain.
Commonly used consensus algorithms are the proof-of-
workload algorithm, proof-of-share authorization algo-
rithm, practical Byzantine fault tolerance algorithm, etc.

Cognitive computing is based on mathematical methods,
based on computer technology, and guided by the results
of bioneurology to realize the analysis of data by simulat-
ing the mechanism of the human brain. The application of
cognitive computing to mine the value of data will help
people discover potential patterns and improve working
methods.

y2 + bx − ay2 ≤ x2 + cy3 − dx + e: ð4Þ

Hashing is a method of applying a hash function to
data that maps an input of any size (file, text, or image)
into a fixed-length binary value. The hashed hash value
is very different if the original information is slightly mod-
ified, so hash functions are commonly used in blockchains
to verify the integrity and accuracy of data.

Hash functions have several important security proper-
ties as follows:

(1) They are reverse resistant. This means that they are
one-way irreversible, and computing the correct
input value given some output value does not work
here with hash functions. For example, given digest,
finding hash ðxÞ = digest is infeasible

(2) They have a second inverse. This means that it is
impossible to design a hash function to find a second
input that produces the same output by giving a par-
ticular input
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The latter block in the blockchain holds the hash value of
the previous block to form a chain structure, and once the
data in the previous block changes, the hash pointer in the
block header of the latter block will follow, so it is difficult
to tamper with the data in the blockchain. The Internet of
Things is the integration of automation systems and Internet
of Things systems. It has the characteristics of comprehen-
sive perception, interconnected transmission, intelligent
processing, intelligent processing, and self-organization and
maintenance. Its applications are widespread in intelligent
transportation, smart factories, smart grids, smart environ-
ment detection, etc. In the field, the Internet of Things can
be regarded as a subset of the Internet of Things.

As symmetric encryption is difficult to solve the key
management and digital signature problems, asymmetric
encryption was born. In the process of asymmetric encryp-
tion, X represents the plaintext, which indicates the input
of the algorithm; the public key used for encryption and
the private key used for decryption are different; Y is the
ciphertext, which indicates the data obtained after encryp-
tion. The steps of the public key cryptosystem are shown
below [20].

The encryption algorithm gets the encrypted ciphertext
based on the input plaintext and the public key, which is
delivered to the destination through the network, and the
receiver decrypts the received ciphertext with the private
key to get the same plaintext as the one sent by the sender.
This completes the entire process of asymmetric encryption.
The most widely used asymmetric encryption regimes are
the RSA algorithm, ElGamal algorithm, etc. The advantages
of the asymmetric encryption system are as follows: unlike
symmetric encryption, the sender and the receiver need to
share the same password and each has its key, eliminating
the link of transmitting the key and reducing the security
risks in the network; even if the public key is intercepted
by the attacker in the process of transmission, the ciphertext
cannot be decrypted even if the public key is obtained
because there is no private key matching the public key,
ensuring that the n users only need n pairs of keys, which
is easy to manage as the key distribution is simple, and only
need to distribute the encryption key to each other and keep
the decryption key by themselves. But the disadvantage is
that the encryption algorithm is complex and the encryption
and decryption speed is slow.

3a4 + 15b2 ≤ 0: ð5Þ

Wireless sensor networks have many sensor nodes and
large network sizes and are usually deployed in exposed
external environments, making them vulnerable to various
forms of attacks. Distributed authentication by establishing
a trust model can effectively reduce attacks. The node trust
mechanism is the basis of the trust model. Wireless sensor
networks are mainly used to transmit data information
through mutual aid forwarding between nodes, and estab-
lishing trust mechanisms between nodes can effectively resist
malicious attacks. In the network, nodes choose whether to
interact with the target node by judging its trustworthiness.

There are many and dense nodes in WSNs with large
network sizes; due to the low cost of sensors, the computa-
tional capacity, storage capacity, and power supply are lim-
ited; it is difficult to perform authentication and cannot
guarantee network security. Establishing an authentication
model can effectively solve this security problem. The
authentication model is divided into centralized authentica-
tion and distributed authentication, and the centralized
authentication mechanism has many drawbacks: the net-
work structure is simple and not strong against attacks, the
network scalability is poor, the performance of the authenti-
cation center is limited, and the network will collapse at any
time when the network scale is expanded; therefore, the
security of centralized authentication is not high. Therefore,
this section also focuses on the principle and current
research status of distributed authentication models and
compares the existing models with the RRCTM model pro-
posed in this paper.

4. Analysis of Results

4.1. Cognitive Computing Model Results. For some samples
that can be identified by the “naked eye” based on experience
and criteria, the number of classifications can be identified.
The K-DB algorithm is chosen to not only determine the
radius and density thresholds more accurately but also to
identify core, boundary, and outlier points in the sample.
The analysis based on the analysis of sample points of differ-
ent nature can make the study of the sample more compre-
hensive and targeted. The core points with the smallest
average distance in the density clustering results can be used
to characterize the nearest similar objects of all samples of
the cluster, which to some extent reflects the overall charac-
teristics of the cluster [21]. The boundary points in the clus-
tering results are used to characterize the farthest similar
objects of all samples in the cluster and are suitable for judg-
ing the extreme attributes and characteristics of the cluster;
outliers can be used to determine the reason for the occur-
rence of the sample and analyze the problems in the data
information; in practical applications, outliers can be dealt
with, or they can be selectively discarded. The boundary
points in the clustering results are used to characterize the
farthest similar objects of all samples of the cluster, which
are applicable to determine the extreme properties and char-
acteristics of the cluster; outlier points can be used to deter-
mine the reasons for the appearance of the sample and
analyze the problems in the data information, and the outlier
points can be processed or selectively discarded in practical
applications.

Cluster quality assessment methods use the Cluster
Validity Index (CVI) to assess the effectiveness of clustering.
Cluster quality assessment is commonly performed by inter-
nal, external, and expert evaluation. The internal evaluation
assesses the effectiveness of clustering by obtaining assess-
ment quality scores according to calculation rules. When a
node is subject to intermittent attacks or random errors,
the reputation value of the node will decrease. This type of
node is an abnormal node, but due to the low frequency of
attacks or errors, it does not affect the normal
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communication of the node. The reputation value of the
node is also maintained above 0.8. External assessment is a
controlled assessment using public standards, and expert
assessment is a manual assessment method that indirectly
assesses the effect of clustering through expert knowledge.
This experiment uses internal evaluation to verify the effec-
tiveness of the K-DB algorithm. The circle blob dataset con-
tains 6000 data items, which can be roughly divided into 3
clusters according to the sample distribution, and the
DBSCAN algorithm adjusts the density threshold Mats to
40 after the 4th iteration to obtain better clustering results.
The clustering results of the density clustering algorithm
with a density radius of 0.13 and a density threshold of 60
are calculated according to the K-DB algorithm in Figure 4.

To further verify the superiority of the K-DB algorithm,
this paper selects real datasets from the UCI database for
experimental validation of algorithm accuracy and effi-
ciency. The experiments are compared with K-means,
DBSCAN, and K-DB algorithms on the real datasets Iris,
Wine, and Glass, and this experiment uses the Davidson-
Fortin Index (DBI) and accuracy (ACC) to compare and val-
idate the performance of the K-DB algorithm. The experi-
mental results are shown in Table 1.

From the table, the K-DB algorithm outperforms K-
means and DBSCAN algorithms in terms of clustering accu-
racy on all three real datasets, and the K-DB algorithm effec-
tively improves the accuracy of density radius and threshold
setting. The K-DB algorithm combines the advantages of the
two algorithms to achieve complementary advantages and
has higher accuracy and a smaller DBI than the single K-
means and DBSCAN algorithm. Experimental results show
that the K-DB algorithm has superiority in improving algo-
rithm efficiency and clustering accuracy and can identify
core points, boundary points, and outliers in sample clusters.
The K-DB algorithm combines the advantages of both algo-
rithms to achieve complementary strengths and has higher
accuracy and smaller DBI than single K-means and
DBSCAN algorithms. The experimental results show that
the K-DB algorithm is more accurate than the single K-
means and DBSCAN algorithms. The experimental results
show that the K-DB algorithm is superior in improving the
efficiency and clustering accuracy of the algorithm and can
identify core points, boundary points, and outliers in the
sample clusters.

aij = p qj−i = ISi
� �

, 〠
m

i=1
aij = 1: ð6Þ

To predict the security reliability of all the reachable
paths in the network topology mimetic association graph,
this paper classifies the network security reliability hidden
state level into 5 values. The reliability of each reachable
path will be transferred with probability among these 5
states. The observation sequence O = fo1, o2, L, o3g is
obtained after t moments of observation. For example,
for the network throatiness metric, the observation
sequence is the network anomaly measure obtained after
t moments. From the HMM definition, it is known that

a total of 2 posture prediction models for 2 observable
metrics need to be constructed and integrated into four
steps to determine the network security reliability transfer
probability at the next moment.

4.2. WSM Security Threat Analysis Model Simulation
Experiment. To facilitate the modeling, the following
assumptions are made in this paper related to the network
model properties of wireless sensor networks.

(a) All nodes deployed in the monitoring area are stati-
cally deployed, and the node locations can be moved
at will

(b) Each node has a unique network-wide identification
ID, and its residual energy and geographic coordi-
nates are sensed

(c) All nonbase station nodes have the same energy at
the initial moment, and the energy cannot be
replenished

(d) Each node has the same storage, computing, and
communication capabilities except for the base
station
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Figure 4: K-DB clustering data distribution for the circle blob
dataset.

Table 1: Accuracy of clustering results for real datasets.

K-D K-E K-F K-G
ab ce ab ce ab ce ab ce

UCI 0.92 3.53 0.821 3.62 0.786 3.89 0.694 2.94

DBSCAN 0.83 3.15 0.795 3.54 0.754 3.75 0.678 2.84

K-DB 0.76 2.71 0.734 3.41 0.722 3.61 0.662 2.74

ACC 0.71 3.21 0.756 3.45 0.696 3.47 0.646 2.64

GLASS 0.65 2.92 0.712 3.67 0.658 3.33 0.635 2.54
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(e) The sensor nodes can dynamically adjust the node
transmit power to accommodate different communi-
cation distance requirements

WSN is characterized by many sensor nodes and large
network scale. It is usually deployed in an exposed external
environment, so it is vulnerable to various forms of attacks.
Authentication is the basis for ensuring network security.
Traditional authentication mostly uses centralized authenti-
cation. Since the research proposal in this paper focuses on
the hierarchical security model, a simple energy consump-
tion model involving only communication is used here and
does not consider the energy consumption of the nodes in
the process of computing and storing data. The energy con-
sumption of the node sending data is divided into two parts:
RF transmitting consumption and signal amplifier con-
sumption; the energy consumption of the node receiving
data is only the consumption of the receiving circuit. Secu-
rity is an important metric to evaluate the merits of a defense
method, and this section analyzes the resistance to attacks of
the proposed edge computing network attack active defense
technique based on network topology mimetic correlation.

The attack method is a SYN flood for guided DoS
attacks, and the average service response time of the network
topology mimetic correlation system is tested under different
SYN flood attack rates to reflect the service availability per-
formance. Figure 5 shows the results showing that the net-
work topology mimetic association strategy proposed in
this paper can better resist DoS attacks because the network
topology mimetic association technique dynamically mea-
sures network anomalies for the strength of network attacks
and performs automatic adjustment of the network topology
mimetic association graph and communication paths, which
increases the path hitting difficulty of DDoS attacks. This is
because when the network topology mimetic association
graph space is squeezed to almost zero, the DDoS attack
enters an unguided blind attack state; i.e., the attacker
detects all nodes in the reachable paths and attacks them
on average.

A comparison of the change in reputation value of differ-
ent types of nodes in the network under the condition that
no management node rotation is performed showed that
the reputation value of normal nodes that are not under
attack does not change significantly throughout the cycle
and the node reputation value remains normal. When a
node is subjected to intermittent attacks or random errors,
the reputation value of the node decreases and this type of
node is an abnormal node, but due to the low frequency of
attacks or errors, it does not affect the normal communica-
tion of the node, and the reputation value of the node is
maintained above 0.8. The security of the network
completely relies on the certification center. Once the certifi-
cation center is maliciously attacked, the entire certification
system will collapse; when the network scale is expanded,
the computing power and storage capacity of the certifica-
tion center will be limited, which will affect the performance
of the network; with the development of WSN, the topology
of the network is ever-changing, and the flexibility of cen-
tralized authentication is not enough. When the node is

under continuous uninterrupted attacks, after about 50 s,
the node reputation value starts to drop exponentially and
rapidly to below the threshold value of 0.2 and the node is
cut out of the network.

In this section, with the help of TOSSM, a simulation
tool for WSNs, the physical and link layer protocols of IEEE
802.15.4 are used and ACK/NACK is disabled to experimen-
tally evaluate and compare the transmission performance of
GCCT with existing typical protocols such as CTPII and
SHMT0. The wireless channel uses a random erasure chan-
nel; i.e., the MAC layer discards the received packets with a
certain probability, thereby generating Bernoulli-distributed
packet loss. Simulation results (averaged over 100 simula-
tions) are given below for end-to-end single data stream
communication and many-to-one aggregated data stream
communication, respectively.

For single-stream communication, the protocol perfor-
mance is evaluated here in terms of 3 aspects: packet loss rate,
node density, and transmission hops, where node density
refers to the average number of neighboring nodes of the
nodes in the network. Three metrics are used to evaluate the
algorithm performance: (a) packet delivery success rate, i.e.,
the percentage of packets successfully received by the sink
node from the source node; (b) transmission delay, i.e., the
time used for packets to be received from the source node to
the sink time; and (c) communication overhead, i.e., the total
number of packets sent by the network nodes during trans-
mission. In terms of energy balance, the first two schemes have
some advantages and the number of nodes that die in the early
stage is less; although Figure 6 shows that at 500 s the SCM
scheme still has close to 100 nodes surviving, the experimental
results show that due to the high energy consumption of the
nodes in the early stage, most of the nodes are on the verge
of death and at 530 s the nodes all die. In terms of node
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survival time, the survival of nodes in this model is better than
the first two scenarios in the later stage.

The comparison of the total energy consumed by the
network with a capacity of 400 nodes over time shows that
the initial energy of a single node in the network is set to
2 J and the total energy of the nodes in the network is
800 J. The comparison of this method with the SCM scheme
and the improved LEACH protocol shows that the total
energy consumed by the nodes in this model is significantly
lower in 500 s of survival time. In terms of the remaining
energy, the node energy in the SCM and LEACH schemes
is depleted, while the total energy of the network in this
model is about 25% remaining, mainly since the cluster head
election is performed inside the subnet in this model, which
reduces the energy consumption of communication with
nodes at longer distances. The energy-saving effect will be
more significant for wireless sensor networks deployed over

large areas. The data collection unit is responsible for col-
lecting and converting the information in the monitoring
area; the data transmission unit mainly sends and receives
the collected data information in the form of wireless com-
munication. To establish a wireless sensor network environ-
ment, many sensors, a data transmission center, and a base
station are required.

Under the same conditions, the performance of the two
simulation platforms is compared mainly by their memory
consumption through experiments with the improved
LEACH protocol on NS-3 and WSPSim based on
OMNeT++, and the performance comparison is shown in
Figure 7. Therefore, this system is more advantageous for
large-scale WSN.

This section improves the classical LEACH protocol by
adding an MD5 hash encryption mechanism and trust eval-
uation mechanism, which is modeled and simulated by the
functional modules already developed in this simulation
platform. The simulation results are compared to verify the
correctness of the module and the security of the improved
protocol and verify that through simulation experiments,
this platform can correctly simulate WSN-related protocols
and algorithms and has good adaptiveness and ease of use
compared to other simulation platforms.

5. Conclusion

The security of wireless sensor networks as an important
carrier in the future era of the Internet of everything is
becoming more prominent, and maintaining the security
of wireless sensor networks is as important as human beings
protecting their nervous system. By dividing the modules
through a clustering analysis algorithm, the intelligent
mechanism of “functional separation” of the cerebral cortex
is introduced into the practice of a single neural network to
solve the problems of oversized structure, high computa-
tional complexity, and weak interpretation in neural net-
work problem processing engineering. A modular neural
network-based feature combination recommendation model
is designed to achieve the extraction of important features
from sample data and help people make fast and accurate
decisions. The experimental results show that the computa-
tional overhead of the RRCTM model is significantly
reduced, and the RRCTM model is more accurate for the
evaluation of trust values and has strong dynamic adaptivity
and high sensitivity, which can effectively resist various
malicious node attacks and ensure the security of wireless
sensor networks. Some progress has been made in this
research work, but there are still some security issues that
need further research. The current studies have focused on
the security of over-the-air data distribution based on
network-coded data distribution protocols, neglecting the
security management of the code image after it is received
by the sensor nodes. If the new code image is an update
about a military application code, its content is sensitive
and special treatment of the code image is required to secure
it. Thus, security mechanisms for the storage, use, and
destruction of code images on sensor nodes will be investi-
gated in the future.
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With the rapid development of information technology in today’s era, the application of the Internet, big data, and smart bracelet
information technology in the field of sports has enhanced the intelligence of sports and plays an important role in promoting
sports performance. This paper focuses on the application of wireless sensors in the field of tennis, using research methods
such as literature research, video analysis, comparative research, and mathematical statistics, to explore and analyze the
application of wireless sensors in the field of tennis big data, tennis robotics, and the implementation of tennis teaching and
training, to provide a theoretical basis for promoting the application of wireless sensors in the field of tennis and also for the
broader application of wireless sensors in sports to provide a theoretical reference. For the problem of multiple scales of
motion targets in action videos, two video action recognition methods based on high- and low-level feature fusion are
proposed, which are the video action recognition methods based on top-down feature fusion and the video action recognition
methods based on bottom-up feature fusion. The multipowered mobile anchor nodes are allowed to move along a prescribed
route and broadcast multiple power signals, and then, the location of the unknown node is estimated using a four-ball
intersection weight center-of-mass algorithm. Simulations show experimentally that the algorithm reduces the average
localization error and requires fewer anchor nodes.

1. Introduction

The wireless sensor network is one of the hot spots of rapid
development in recent years; it combines the sensor field,
wireless communication field, computer field, and a large
number of other different fields of advanced technology
and constantly developed into a new field of integrated tech-
nology. Many tiny low-power nodes constitute the wireless
sensor network; tiny nodes can monitor complex external
information in real time and transmit the monitoring results
to the embedded system and after the system processing, by
sending to the user terminal, so that these nodes can intelli-
gently sense the outside world. However, these nodes can
locate themselves in addition to sensing information such
as temperature, humidity, and light intensity. Using this
property, wireless sensor network technology quickly
entered the wireless communication industry, giving rise to

many new technologies and applications that have attracted
widespread attention worldwide [1]. The heavy use of sen-
sors requires lower cost, better scalability, and more power
savings than traditional technologies. Motion analysis allows
one to learn the motion patterns of target objects and use
them for analytical modeling. For example, in the field of
medical rehabilitation, remote monitoring networks can be
established for patients to enhance the monitoring of their
behavior and thus provide timely feedback on medical data,
while in the field of ergonomics it can also provide suffi-
ciently accurate human posture data for research; in the field
of sports, motion analytics can be used to simulate training,
record athletes’ movement data, and compare it with quasi-
templates to generate corrective information for reference; in
the entertainment industry, motion analysis technology is
used in 3D graphics production to restore the movement
of the target object, which can lead to lifelike character
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modeling. In addition, distributed sensor architectures for
motion capture can be installed on different mechanical
devices, thus offering the possibility of achieving intelligent
interaction [2].

Wireless sensor networks, as one of the important tech-
nologies for the new Internet of Things (IoT), have become
the communication hub of society with their efficient, fast,
and comprehensive features. The popularity of IoT has led
to the rapid development of the wireless communication
industry and the ubiquity of sensor networks. Compared to
traditional technologies, the massive use of sensors demands
low cost, good scalability, and more energy-efficient power
consumption. WSN is usually a unified joint system consist-
ing of communication, microelectronics, semiconductor,
and embedded computer technologies. The ability of WSNs
to reconfigure intelligently and dynamically allows them to
collect and process the information sent by the nodes in
large quantities and transmit it to the control center, which
is the user terminal [3]. In this paper, around the theme of
wireless sensors in the field of tennis, we use literature
research, video analysis, comparative research, and mathe-
matical statistics to explore and analyze the implementation
of wireless sensors in tennis big data, tennis robotics, and
tennis teaching and training approaches, to provide a theo-
retical basis for promoting the application of wireless sensors
in the field of tennis and also to provide broader applications
to provide theoretical references [4].

2. Related Work

The development of video action recognition methods relies
on the progress of fundamental research on video represen-
tation learning. Video representation can be divided into
two aspects, manual feature representation and deep feature
representation. The dense trajectory method (DT) was pro-
posed in the literature [5] and applied to the video action
recognition task. The basic idea of the dense trajectory
method is to first use the optical flow field to obtain the tra-
jectory in the video sequence, then extract motion descrip-
tors HOF, HOG, MBH, and trajectory features along the
trajectory, then encode the features using the Fisher Vector
method, and finally train the SVM classifier based on the
encoding results to give recognition results. An improved
version of the dense trajectory method (IDT) is proposed
in the literature [6]. IDT uses the SURF matching algorithm
to match the key points of the optical flow between two
frames before and after the video to attenuate the effect of
camera motion on the video content and becomes the most
effective method among traditional video motion recogni-
tion methods. Manual features mainly characterize low-
level visual information, underrepresent high-level semantic
information, and have the disadvantage of difficulty in han-
dling large amounts of data and unsatisfactory recognition
accuracy. To solve this problem, the literature [7] proposes
the concept of intermediate-level features, which represent
behavioral features through a set of action attributes learned
from the training dataset, which is referred to as an interme-
diate concept in the paper. The literature [8] uses motion
phrases and motion atoms to represent the features of

actions in videos. For high-level feature representation, the
literature [9] uses an ordering function to model the evolu-
tion of motion over time. To better capture spatiotemporal
information, literature [10] uses hidden Markov models to
capture temporal information in videos and uses fixed
dimensional vectors as descriptors of motion videos. The lit-
erature [11] uses a structural trajectory learning approach to
extract relevant motion features.

The four methods based on ranging localization are
angular arrival, timely arrival, time difference arrival, and
received signal strength indication; AOA uses the angular
relationship between two anchor nodes concerning the
unknown node for localization, TOA and TDOA use the
product of signal propagation time and propagation speed
to calculate the distance, and trilateral localization or great
likelihood estimation becomes the method to estimate the
coordinates in the latter step. RSSI uses the received signal
strength to measure the distance and then the base position-
ing method to achieve positioning. The main ones that are
not based on ranging are the DV-HOP localization algo-
rithm, APIT, center-of-mass localization, MDS-MAP, and
amorphous localization: amorphous uses network connec-
tivity as a basis for calculation. In indoor localization by
WSN, the literature [12] can detect a single intruder through
Wi-Fi devices with a high detection rate and small false-
positive results; mobile anchor nodes can plan the path to
achieve high coverage and are more flexible than static
anchor nodes and do not depend on the topology of the net-
work. The literature [13] proposes adaptive framework
structures thus detecting variable speed objects in indoor
environments. The authors conducted a series of experi-
ments to learn empirically the effect of different speeds on
localization accuracy and thus improve the accuracy of local-
ization at different speeds. A novel indoor passive localization
system in a wireless environment is proposed in the literature
[14]. It provides low overhead and accurate and robust motion
detection and gives tracking capability, using coordinates of
different unknown nodes with the same anchor node to con-
struct a new coordinate system to calculate the distance and
then using trilateral localization for localization of nodes,
which cleverly simplifies a large number of calculations using
the coordinate method. In the literature [15], large-scale
indoor passive localization and tracking are proposed.
Although it has relatively high localization accuracy under
multipath effect, the literature [2] better describes the localiza-
tion classification model for passive localization, improves the
quality of the dataset, and reduces the error caused by the mul-
tipath effect; mostly, the distance between the anchor node
and unknown node is estimated by network connectivity,
information passed between nodes, etc.; the accuracy is not
very high, but it does not need to carry extra equipment so
the cost is low and the power consumption is relatively low.
The literature [16] proposes three passive indoor localization
methods and discusses the effect of multiple targets on the
results. Once the packet enters that grid, it is forwarded to
the grid head node which also becomes the phantom source.
If no node exists in the grid where the random location is
located, the head node of the grid where the node that last
cached the packet is located will become the phantom source.
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3. Optimization of a Wireless Sensor-Based
Tennis Motion Pattern Recognition System

3.1. Node Localization Algorithm for Wireless Sensor
Networks. Wireless sensor network node localization algo-
rithms can usually be divided into two categories: range-
based localization algorithms and range-free localization
algorithms. Range-based algorithms use geometric relation-
ships to derive node unknowns by measuring the wireless
signal angle or propagation time between the unknown node
and the signal transmitting node. The measured information
includes received signal strength, signal arrival time, signal
arrival time difference, and signal arrival angle. These algo-
rithms usually require the deployment of special compo-
nents to obtain these variables and improve the
localization accuracy by taking multiple measurements,
resulting in incurring higher deployment costs. In contrast,
range-free localization algorithms require only information
about the anchor node and network connectivity and thus
are cheaper to deploy and require no additional hardware
support but have limited localization accuracy. The finger-
print localization algorithm belongs to the range-free local-
ization algorithm, which requires several anchor nodes and
reference nodes with fixed locations to be predeployed in
the localization area. The anchor nodes continuously trans-
mit wireless signals with rated power, and the signal RSS
(Really Simple Syndication) of each anchor node is mea-
sured at each reference node location. The individual refer-
ence node locations and their measured RSS form a
location fingerprint or fingerprint for short. The unknown
node also measures the RSS of each anchor node and pattern
matches it with the existing fingerprint to determine the
node location. Fingerprint location algorithms not only are
cheap to deploy but also have more accurate localization
performance in complex and variable propagation environ-
ments, such as multipath and NLOS environments, and thus
have been widely studied and applied in recent years.

Such algorithms use network-wide connectivity informa-
tion to make location decisions. One of the best-known algo-
rithms is DV-hop. This algorithm has distance vector
routing at its core, where each anchor node broadcasts a bea-
con message containing its location coordinates. The initial
value of the number of hops in the beacon is 1, and 1 is
added for each node passed. When beacons from multiple
anchor nodes are transmitted in the network, each node on
the transmission path records the minimum number of hops
for each anchor node. Due to the diversity of action modes
covered in the set, the energy base of each action varies,
and even the magnitude difference between different per-
formers under the same type of action is huge, so it is unre-
alistic to use a constant value as a threshold to complete the
interception of all actions. Therefore, it is necessary to pro-
pose a threshold determination scheme with self-adaptive
capability. In an isotropic sensing network, the single-hop
physical distance of the signal is approximately the same in
all directions. Unknown nodes estimate the distance to each
anchor node based on the number of hops. However, in
complex networks, the presence of interference and other
factors lead to large differences in the single-hop distances

in each direction, making it difficult to achieve precise posi-
tioning, as in Figure 1 bit wireless sensor network node
localization process.

Fingerprint localization is a localization algorithm that
has gained more attention among the range-free localization
algorithms. A certain number of anchor nodes are deployed
in the localization area with a fixed location and known
coordinates with the signal transmitting function. The sen-
sor nodes measure the wireless signal strength RSS of each
anchor node. The measured HSS value and the position
coordinates of that node are called the signal fingerprint of
that position. The fingerprint localization approach does
not derive the node location based on RSS and distance
equations but rather fuses RSS with the anchor node approx-
imation algorithm to derive the sensor node location. The
fingerprint localization algorithm requires a fingerprint
database in the localization space, i.e., the location coordi-
nates of each point in the space are linked to the RSS infor-
mation of different anchor nodes at that location. The
fingerprint localization process is to convert the RSS infor-
mation received by the unknown node into location infor-
mation based on the fingerprint and location relationship
information in the fingerprint database. The process of con-
verting RSS into a target location is known as fingerprint
matching and fingerprint localization. Fingerprint localiza-
tion can also be described as a multiple hypothesis testing
problem, where the best hypothesis (location of the target)
is deduced based on the preobtained observations (i.e., fin-
gerprints). The fingerprint localization process can also be
considered a decision process, where the decision target is
the unknown node location based on the information avail-
able (fingerprint database) and the RSS measured by the
unknown node. The fingerprint localization algorithm
requires two phases: an offline measurement phase and an
online localization phase:

P θ ∣ kð Þ =
Ð
α ⋅ θ − μð Þ/σdθ

kr
: ð1Þ

Figure 2 shows the basic process of fingerprint localiza-
tion. In the offline measurement phase, firstly, a certain
number of reference nodes are laid out in the current local-
ization environment and the location coordinates of all ref-
erence points are recorded. Usually, the reference nodes
are laid out in a grid-like manner, and the reference nodes
can be either physical or virtual nodes. Then, the RSS values
of each anchor node are measured and collected in some
way at all reference nodes, called raw observation data, or
samples. Due to the inevitable signal interference in the
localization area, the RSS measurements are subject to errors
and certain methods are needed to preprocess the samples.
The preprocessed RSS data and the coordinates of the refer-
ence node establish a correspondence to form a fingerprint
database. In the online localization phase, the target node
measures the RSS value of each anchor node at its location
and sends it to the backend localization service. The localiza-
tion algorithm matches this RSS value with all samples of the
fingerprint database according to the set algorithm and finds
one or more reference nodes with the highest matching
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degree. Finally, these reference point location coordinates
are converted to the location corresponding to the target
node according to the characteristic algorithm, i.e., the loca-
tion estimate of the target node.

In a fixed localization environment, RSS samples usu-
ally obey some probability distribution. This is usually
described using a joint probability distribution and assum-
ing that the RSS of each anchor node measured by the ref-
erence node is independent of each other and does not
interact with each other, using the product of the edge dis-
tributions of the RSS as the joint distribution. A common
data form is the basis for sharing research results. This
paper gives a common inertial device standard, motion
recording scheme, and data storage form and establishes
a simple error calibration scheme for MEMS devices in
motion capture application scenarios and a data cleaning

method for the low automation of the data acquisition
process. The RSS vector measured by the unknown node
is set, the probability of getting this vector at each refer-
ence node is obtained, and the reference node with the
highest probability is selected as the estimated location.
Probabilistic algorithms are mainly based on Bayesian the-
ory, or Bayesian combined with clustering algorithms, to
calculate the location estimate of the unknown node on
the posterior probability of the unknown node. Plain
Bayes, hidden Bayes, Bayesian networks, and maximum
likelihood estimation are also widely used methods. The
process of node localization based on RSS fingerprinting
is usually divided into two phases: an offline measurement
phase and an online localization phase. In offline measure-
ment, the RSS data of the anchor node is measured at
multiple reference nodes to build a fingerprint database.
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Figure 1: Flowchart of wireless sensor network node localization.
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Since environmental noise and obstacles interfere with the
wireless signal propagation, it is also necessary to remove
the noise in the fingerprint database using statistics, filter-
ing, and fitting; in the online measurement phase, the
location of the unknown node is estimated by matching
the RSS data collected from the unknown node with the
fingerprint database. Therefore, the research of fingerprint
localization algorithms mainly includes two aspects:
enhancing fingerprint data accuracy and improving local-
ization accuracy.

3.2. Wireless Sensor-Based Algorithm for Tennis Motion
Pattern Recognition. The fundamental research in the field
of tennis motion analysis can be divided into two directions:
namely, motion analysis based on the pose layer and analysis
based on the action primitive layer, the essential difference
being whether the extraction of data meaning is more
focused on positional or velocity information. We can know
that tennis sports actions from two perspectives. One way of
thinking is to consider it as a continuous-time sequence, i.e.,
the body joints complete a spatial displacement, then the
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Figure 2: Fingerprint location process.
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velocity information of the point movement can be a com-
plete response to the movement. The other idea is to con-
sider the serving action as a segment of motion with wrist
force and posture change, then we can achieve the recog-
nition of a segment of motion by keeping continuous
detection of body posture. The two ideas focus on differ-
ent motion information; the first idea is more concerned
about the absolute motion of space differential informa-
tion; if you use the video capture scheme, you need to
extract the spatiotemporal motion trajectory of the moving
target and then only through the position information
interest inverse calculation of the speed information,
resulting in the calculation accuracy being seriously limited
by the number of frames shot and a large amount of cal-
culation. The inertial motion sensor can be worn to
directly capture the velocity information of the moving
object, and the video capture does not have the advantage
in this scheme. The second idea is more concerned about
the location of the target point information; using the
video program is roughly the data processing process: first
from a single frame image to extract the relative position
of the target feature points and then compared with the
standard template to determine the former human pose,
and for the inertial sensor program, the need to use iner-
tial navigation integration algorithm from the device out-
put to measure the location of the target point and
posture information, so the integration of inertial data.
The accuracy of the operation determines the feasibility
of the scheme, which is also the core focus of almost all
inertial guidance research.

The wireless sensor network is a combination of four
components which are sensor nodes, aggregation nodes,
mobile communication network, and task management
desk. The sensor nodes are mainly placed in the monitor-
ing area and are responsible for the collection of the
required information, such as temperature and humidity.
There are a small number of anchor nodes carrying self-
locating hardware and a large number of unknown nodes
whose locations are not known in advance. The main role
of the aggregation nodes is to gather the information
propagated from the nodes in the monitoring area and
then deliver it to the higher level, similar to the role of a
gateway. The mobile communication network is mainly
responsible for carrying the transmission of information.
Usually, the reference nodes are laid out in a grid-like
pattern, and the reference nodes can be physical nodes
or virtual nodes. Then, the RSS value of each anchor node
is measured and collected in some way at all reference
nodes, which is called raw observation data or called sam-
ple. The task management desk is mainly responsible for
processing the collected information for use in higher-
level applications.

From a mathematical point of view, an important issue
that must be considered in algorithm selection is the trade-
off between bias and variance. Classification models with
high bias have a high error rate in prediction, while models
with high variance will perform erratically across different
datasets. Bias and variance are defined in statistics as follows:
bias describes the difference between the predicted value and

the true value as shown in

Iα f ηð Þ =m zð Þ iωð Þα f ωð Þ = ωj jαei2πα f ωð Þ: ð2Þ

Variance describes the instability of the model predic-
tions themselves as shown in

R f xð Þ =
ð ð

g tð Þdt = 1 + γ

n

� �
⋅〠 x − 1ð Þf tð Þ: ð3Þ

Ideally, with an infinitely large sample size of training
data and a model algorithm that tends to be perfect, we
could obtain models with small bias and variance, but in real
engineering problems, this ideal situation does not often
exist. Learning algorithms with low bias values tend to be
more “flexible” and respond to the higher complexity of
the model, thus being able to fit the data very accurately.
The feature space is divided into two, with positive and neg-
ative classes on each side of the plane, and the specific clas-
sification decision function is as follows:

Rmf xð Þ =
ð ð

g tð Þdt = m + γ

n

� �
⋅〠 xm − tm−1� �

f tð Þ: ð4Þ

For linearly differentiable problems, the sample points in
T that are closest to ðw, bÞ are called support vectors, and
they are mathematically characterized in such a way that
equation (5) holds

LnR−Df xð Þ = 1
η αð Þ

ð ð
x − ηð Þαg ηð Þdη: ð5Þ

Since the coverage of node Mi contains the intersection
A, we have

Mi =
A ⋅ sin u cos x In ⋅ cos γ
Im ⋅ sin γ −sin y

�����
�����: ð6Þ

In the process of covering the void repair, the void is not
split if the NNICI generated by all nodes in the set of the
mobile nodes and the void boundary nodes that make up
the covering void is not more than 2, based on the guarantee
that the void inferior arc of the driving node is completely
covered, with

vi =
δx
δt

n!
r! n − rð Þ! x

γ + μ

� �
: ð7Þ

The input signal is computed in the network in a for-
ward direction: the very front of the network is the input,
where each input sample corresponds to a definite known
ideal output, while at the output at the very end of the net-
work, the error information is formed between the predicted
value and the ideal value, while the gradient information of
the error signal can be passed backward from back to front
according to the chain rule. At the end of a round of itera-
tions, the new prediction results in an error value whose gra-
dient information is fed back to the layers of the network
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through the reverse conduction law, and the parameter
values of each neuron will be corrected based on the error
gradient according to the established update strategy. This
cycle is repeated until the network reaches the accuracy
index.

Since the professional basic action division in the tennis
field has less ambiguity arising, it can be presumed that the
similarity between feature vectors of similar actions is high
and the clustering effect of action features is more obvious,
i.e., the linear differentiability of the dataset is high. Defi-
nitely, the training data sample size is infinitely large, the
model algorithm tends to be perfect, and we can obtain
models with small bias and variance; however, in real engi-
neering problems, this ideal situation often does not exist.
Learning algorithms with low bias values tends to be more
“flexible,” responding to the higher complexity of the model
and thus being able to fit the data very accurately. However,
overly flexible learning algorithms will fit different training
sets in completely different ways, resulting in higher variance
values as well. This phenomenon is often also referred to as
overfitting: that is, models that use too many parameters can
bring the loss function values down to very low during train-
ing but instead have a higher error rate when predicting new
samples.

Figure 3 shows the comparison diagram of action recog-
nition process under traditional machine learning algorithm
and deep learning algorithm, from which it can be found
that compared with the traditional machine learning algo-
rithm which requires a lot of manual feature extraction
work, the deep learning algorithm often takes the original
data as input directly, extracts the abstract features of the
data layer by layer through the hierarchical structure of the
network, and finally realizes the mapping to the target out-
put. From the input of raw data to the acquisition of the task
target, deep learning automatically completes the integrated
work of feature representation, feature selection, and model
learning.

The first step in a sports analysis study is to break down
the underlying movements for the specific sport in the con-
text of the project. This part often requires a combination of
expertise in the field of sport. The most famous application
of this aspect is the Laban dance score, which laid the foun-
dation of human kinetics and was one of the first cases of
using computer notation to record human movement and
analyze it logically. The greater the continuity of movement
and the greater the degree of freedom of the limbs, the more
difficult it is to disassemble. Ideally, with an infinitely large
sample size of training data and a near-perfect modeling
algorithm, we could obtain a model with very small bias
and variance, but in real engineering problems, this ideal sit-
uation does not often exist. Learning algorithms with low
bias values tend to be more “flexible,” responding to the
complexity of the model and thus being able to fit the data
very accurately. The vast majority of sports in the matter
are far less difficult to disassemble than dance, so there is a
well-established system of disassembling basic movements
in the field of their teaching long ago. Under the premise
of focusing only on the geometric nature of the movement,
the human body can be reduced to a skeleton model, while

completely ignoring muscle movement, trunk movements
can mostly be described more accurately with a combined
rigid body model, and only movements that are suitable
for rigid-body modeling expression and more concerned
with the movement process are suitable for the inertial anal-
ysis scheme. Under the rigid body kinematic model, inertial
data is the most natural and suitable data for quantitative
analysis of human movement form.

3.3. Experimental Verification and Conclusion. The applica-
tion of human action data collected by inertial sensors to
action recognition, whether online or offline, is a pattern rec-
ognition process; we can summarize the overall process
specification as follows: first for the modeling of the motion
background, to complete the basic action classification sys-
tem, followed by the design of the acquisition and tagging
scheme, in addition to recording the inertial data of each
action sample, which must also record the matching action
tags, in addition to using inertial motion capture devices to
capture human body information, it is necessary to ensure
that the devices have a certain accuracy and sampling rate
to reflect the real action situation as realistically as possible.
The specific capture device is called an inertial measurement
unit, which captures the linear acceleration signal of the
movement through an accelerometer, the rotation rate of
the movement through a gyroscope, and in some cases a
magnetometer for heading reference. A typical configuration
has a single-axis accelerometer, gyroscope, and magnetome-
ter on each of the three airframe axes (pitch, roll, and yaw).
The three-axis IMU allows for the complete recording of
point motion information at fixed parts of the body. In this
way, the inertial sensor converts the rich and complex
motion information into a finite-dimensional digital signal.
Figure 4 illustrates the inertial data for two types of action
examples in the tennis action dataset collected in this exper-
iment, and observation of the above figure reveals that very
little information can be obtained from the action curves.
From a cognitive point of view, there is no intuitive connec-
tion between the curves and the specific “forehand lunge”
and “forehand serve high”movements, although the raw sig-
nals collected by the inertial sensors are a faithful record of
the real movements, which are complete and comprehensive
enough. Some studies in motion modeling have shown that
motion reduction can be achieved with inertial data. But
the sensor data does not directly reflect the properties of
the tennis action. A clear correspondence between it and
the actual motion cannot be easily established at the human
cognitive level; in other words, the correspondence between
the raw data and the actual problem is difficult to under-
stand, especially for algorithmic models that are less intelli-
gent than humans.

The determination of the threshold parameters is at the
heart of the interception algorithm. Due to the diversity of
action modes covered in the collection, the energy base of
each action varies, and even the magnitude difference
between different performers under the same class of actions
is huge, so it is not practical to use a constant value as the
threshold to complete the interception of all actions. The
equipment mounting solution of fixing the measurement
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device to the sports equipment, while minimizing the
obstruction to the collector’s movement, can also lead to
the resulting tennis action dataset not being sensitive enough

to the distinction between grip styles, and based on this sit-
uation, mounting the motion acquisition equipment set on
different sides of the racket is a viable solution. So, a

Figure 3: Comparison of action recognition process under traditional supervised learning and deep learning.
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threshold determination scheme with adaptive capability
needs to be proposed. First, observe the gyroscope data
energy profile for a sample action as shown in Figure 5. A
series of quantile arrays are calculated for the energy
sequence (before smoothing), and the quantile lines at differ-
ent percentiles are plotted, from which it can be found that
the distribution of energy values for a segment of the action
is mainly concentrated in the smooth segment of the action,
the reason being that the action signal in this segment is
mainly caused by random body jitter of the wearer and the
degree of fluctuation of the data points is high.

The experimental hypothesis for the variation pattern of the
quantile values is that the quantile values increase dramatically
at the beginning of the action segment. To confirm this hypoth-
esis, the variation curves of the quantile values and their differ-
ence curves were plotted for uniform increases of Xr values
from 1% to 100% as shown in Figure 6. By the experiment, it
can be observed that there is a steep increase in the quantile
values near 50%. Substituting the quantile values at this point
into the inertial data plot to do the verification basically matches
with the starting and ending thresholds of the data, and the pat-
tern is verified on the data of other kinds of actions. The partic-

ular quantile point obtained throughout the hypothetical
process experiment was then referred to as the maximized
group clustering quantile value, in the sense that it maximizes
the concentration effect of the low-amplitude motion segment
and continues to increase the quantile increasing the spacing
between quantile values significantly. The mathematical deter-
mination method of maximizing the cluster clustering quantile
value not only requires first plotting the quantile value change
curve but also requires the minimization of the squared differ-
ence as the objective function for the line fitting and taking its
inflection point, and such a calculation process is undoubtedly
very complicated in practical application.

The number of anchor nodes is the number of attributes
in the localization decision. The anchor node ratio is the
ratio of the number of anchor nodes to the total number
of nodes in the localization area. Adjusting the anchor node
ratio will affect the localization performance. Increasing the
ratio of anchor nodes will increase the deployment cost.
Therefore, the performance of the proposed algorithm with
different anchor node ratios is simulated to find the best
value that meets the localization accuracy requirements
and saves energy. In performing the simulation, three neural
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network-based localization algorithms, GRNN, FFNN, and
ELM, are selected as the comparison algorithms. As can be
seen in Figure 7, the RLE of all four localization algorithms
in different localization areas decreases as the proportion
of anchor nodes increases. With the transition from under-
ground parking lots and indoor office areas to relatively less
crowded areas such as campus roads and open activity areas,
the reduction in crowd density reduces electromagnetic
interference and small-scale fading in the surrounding envi-
ronment, leading to a decrease in the RLE of all algorithms.
From the figure, it can be seen that the relative localization
error of the algorithm in this paper is the smallest, which
is better than the three comparison algorithms and shows
a stable decreasing trend in different regions. It indicates that
the algorithm in this paper has the best localization perfor-
mance; GRNN is slightly inferior, while ELM and FFNN
have the worst performance.

In a multiarea localization scenario, the population den-
sity and geographic location of buildings affect the ambient
noise level in the localization space, while the localization
performance of the algorithm varies with the noise standard
deviation. A larger noise standard deviation indicates a more
disturbing environment and a harsher wireless environment
in which it is located. To verify the adaptability of the local-
ization algorithm to different regions in the localization
space and the robustness to environmental interference,
the variation of RLE with noise standard deviation in differ-
ent regions is simulated. The simulation results are shown in
Figure 8. In the four localization regions, the RLE of all four
algorithms increases more significantly with the increase of
the noise standard deviation. From the figure, it can be seen
that the relative error of the FFNN algorithm fluctuates the

most in the four regions, and the rising trend is more obvi-
ous. The localization error of the ELM algorithm also
increases rapidly with the increase of noise standard devia-
tions, especially in the underground sports field and the
open region where the stability is poor. In contrast, the rela-
tive localization error (RLE) of the GRNN algorithm and the
algorithm in this paper grows steadily. The RLE of the
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algorithm proposed in this paper is significantly better than
the comparison algorithm in four regions, and the difference
value between regions is the smallest. The fluctuation range
of RLE of the algorithm in this paper is smaller in the indoor
sports area, underground sports field, campus sports field,
and open area. It indicates that the algorithm in this paper
has better robustness in different regions, can adapt to the
changes of environmental noise, and has better stability of
positioning accuracy.

The sequence length of tennis action data is unified to
128 samples by the resampling algorithm, i.e., each segment
of action data is saved in the form of a 12 × 128 matrix, and
the data matrix is expanded and spliced into a one-
dimensional vector to be fed into the network learning. In
addition, due to the translation property of sliding window
segmentation, a segment of tennis action may be segmented
into multiple data windows. A common data form is the
basis for sharing research results. This paper gives a com-
mon inertial device standard, motion recording scheme,
and data storage form and establishes a simple error calibra-
tion scheme for MEMS devices in motion capture applica-
tion scenarios and a data cleaning method for the low
automation of the data acquisition process. Observing the
grayscale plot of the confusion matrix, it can be found that
both recognition schemes are relatively easy to cause mis-
judgment for two types of tennis actions: forehand lunge
and backhand lunge. From a practical perspective, this is
because the two types of tennis actions are relatively close
to each other, the trajectory of the racket is a lunge action,
and the difference only lies in whether the player’s grip is
forehand or backhand. Figure 9 shows an example of the
accelerometer output curve for the two motions.

Such experimental results reflect the fact that the device
mounting solution of fixing the measurement device to the
sports apparatus, while minimizing the hindrance to the col-
lector’s movement, can also lead to the resulting tennis

action dataset being less sensitive to the differentiation of
grip patterns, and based on this situation, mounting the
motion acquisition device set on different lateralities of the
racket is a viable solution.

4. Conclusion

This paper focuses on the study of motion recognition algo-
rithms based on inertial motion capture schemes through
wireless sensors. Since most of the current motion analysis
is a shallow use of general algorithmic models, often not
combined with expertise in the field of inertial guidance to
target the characteristics of inertial data, and the research
results are limited to small-scale motion datasets, this paper
establishes a standardized motion recognition research pro-
cess that best fits inertial motion capture schemes. This
paper establishes a standardized motion recognition
research process that best fits the inertial motion capture
scheme, including a summary of data processing experience
and a generalization of ideas for decomposing the emotion
recognition task.

The main research work is divided into the following
parts: (1) Acquisition and preprocessing of inertial datasets:
a common data form is the basis for sharing research results;
this paper gives a common inertial device standard, motion
recording scheme, and data storage form and establishes a
simple error calibration scheme for MEMS devices in
motion capture application scenarios and a data cleaning
method for the low automation of data acquisition process.
(2) Motion interception algorithm research: from the offline
recognition and online recognition of two research modes,
focus on the needs of this paper and the implementation of
the motion interception algorithm under the event window
and motion window, respectively. To accurately detect the
starting and ending points of motion, a stable motion ampli-
tude indicator function is established using the Teager
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operator combined with Gaussian smoothing filtering, a
parametric modeling method for motion thresholds is
derived, and an adaptive threshold determination scheme
based on energy peaks is determined, which can accurately
intercept the effective signal segments of various motions.
Based on the professional research foundation in the field
of statistics and signal processing, we designed a set of fea-
ture calculation schemes that can cover the motion charac-
teristics to the maximum extent, including a total of 19
types of features under statistical features, signal time-
frequency features, and system modeling features, and pro-
posed a set of scientific feature contribution evaluation
indexes based on the principle of information gain, and opti-
mized and adjusted the applied feature combination scheme
by combining the tennis action dataset, and the feature
dimension was reduced by 20.78% under the streamlined
combination. The feature dimensionality was reduced by
20.78%, while the classification accuracy only decreased
from 97.99% to 97.60%.
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In this paper, inertial sensing is used to identify a swimming stance and analyze its swimming stance data. A wireless monitoring
device based on a nine-axis microinertial sensor is designed for the characteristics of swimming motion, and measurement
experiments are conducted for different intensities and stances of swimming motion. By comparing and analyzing the motion
characteristics of various swimming stances, the basis for performing stroke identification is proposed, and the monitoring data
characteristics of the experimental results match with it. The stance reconstruction technology is studied, PC-based OpenGL
multithreaded data synchronization and stance following reconstruction are designed to reconstruct the joint association data
of multiple nodes in a constrained set, and the reconstruction results are displayed through graphic image rendering. For the
whole system, each key technology is organically integrated to design a wearable wireless sensing network-based pose
resolution analysis and reconstruction recognition system. Inertial sensors inevitably suffer from drift after a long period of
position trajectory tracking. The proposed fusion algorithm corrects the drift of position estimation using the measurement of
the visual sensor, and the measurement of the inertial sensor complements the missing measurement of the visual sensor for
the case of occlusion of the visual sensor and fast movement of the upper limb. An experimental platform for upper-limb
position estimation based on the fusion of inertial and visual sensors is built to verify the effectiveness of the proposed method.
Finally, the full paper is summarized, and an outlook for further research is provided.

1. Introduction

Human motion capture technology uses sensor devices to
track, measure, and record the motion information of key
limbs of the human body in 3D space and then uses this
information to reconstruct, edit, and analyze the human
motion process. Human motion capture technology has a
broad market space and application prospects and has been
widely used in film and television animation production,
human-computer interaction, virtual reality, sports training,
medical rehabilitation, and other cross-disciplinary fields. As
an emerging multimedia data, the technical research of edit-
ing, analysis, and recognition of human motion data has
attracted extensive attention from many scholars and
researchers [1]. Nowadays, the main methods of movement
analysis are visual movement observation and video move-
ment observation, both of which require managers to subjec-

tively observe, analyze, and evaluate the operator’s operation
process and then develop improvement plans. Human pos-
ture recognition has a wide range of applications, including
human-computer interaction, film and television produc-
tion, motion analysis, games, and entertainment. The visual
action observation method is a direct analysis method in
which the observed operation is recorded directly on a spe-
cial form for analysis, provided that the operator’s original
operating condition is not affected. This method is intuitive
but has the disadvantage of being difficult to measure subtle
movements and requires more energy. The video motion
observation method is recorded and retained, which is sus-
ceptible to a variety of factors when recording human
motion images due to the fixed location of the video equip-
ment, and it is difficult to directly measure some motion
parameters, such as acceleration and angular velocity [2].
Compared with the above methods, the human motion

Hindawi
Journal of Sensors
Volume 2022, Article ID 5151105, 12 pages
https://doi.org/10.1155/2022/5151105

https://orcid.org/0000-0002-6581-4414
https://orcid.org/0000-0002-6919-5999
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5151105


RE
TR
AC
TE
D

monitoring recognition method based on an inertial sensor
module can monitor human motion at any time and place,
the motion recognition results are highly accurate, the
motion parameters can be directly calculated by the col-
lected inertial data and physiological data, and it has the
advantages of simple operation and portable wearing.
Motion analysis is another element of the method study,
which focuses on analyzing the body movements of people
while performing various operations in order to eliminate
redundant movements, reduce labor intensity, make opera-
tions easier and more effective, and thus develop the best
action procedures.

The study of an LPMS-B2-based swimming data acquisi-
tion and monitoring system is very significant for detailed
recording and analysis of swimming movements [3]. The
swimming monitoring studied in this paper specifically
refers to the recognition of swimming strokes, arm strokes,
and turns and generates detailed swimming data. In compet-
itive sports, detailed data analysis can help athletes to track
and analyze their movements. For the average person,
recording their daily swimming log and monitoring their
swimming data in detail can help them to plan their work-
outs and improve their swimming performance [4]. As the
third most popular sport in the world, swimming also needs
a mature product that can help users to complete their daily
monitoring work. Water therapy has become a recognized
form of physical therapy because of the buoyancy of water
movement to offset some of the effects of gravity, the human
joints, the spine, and other very good protection. Swimming
is an important exercise in rehabilitation because it can
reflect sports injuries and many spinal disorders through
the coordination and symmetry of movements [5]. However,
it has been difficult to effectively extract information on
physical conditions from human swimming data. Initially,
the assessment of swimming movements relied mainly on
the visual observation and experience of professional
instructors in the field, which was inefficient. Subsequently,
a class of video image-based swimming movement recording
systems has emerged, where the professional instructor no
longer needs to be physically present but still needs to make
judgments based on the video, and the cost of this method is
generally very high. The image action observation method is
a method of recording the execution of the operation
through video and photography, using film and audio tapes,
and then observing and analyzing the operation action
through the method of video and image playback.

Swimming is a sport that involves many parts, and early
studies would obtain complete motion information by fixing
multiple sensors to multiple parts of the body and obtaining
the acceleration rate of each part. This method has improved
the recognition rate, but too many devices are very uncom-
fortable for the wearer and can interfere with the movement,
and the experimental cost is high, so this paper acquires
acceleration data through a single sensor [6]. The purpose
of this paper is to use a single inertial measurement unit to
comprehensively monitor swimming movements and to
explore a method to assess the physical condition of swim-
mers, which can provide some reference basis for the appli-
cation of physical rehabilitation therapy in water, training

injury assessment, etc. A single inertial sensor-based wireless
swimming motion monitoring experimental device was built
and worn on the lower back of swimmers in the form of a
belt. Human motion detection is to input video images and
then detect the location, scale size, and pose of the moving
human body. A series of processing methods such as low-
pass filter denoising, background differencing, morphologi-
cal image processing, and regional connectivity analysis
can be used to extract the moving object from the video
image, and then, the features of human body height and
width and its ratio are used for human body recognition.
The motion characteristics of various swimming stances
are analyzed, and the basis for stroke recognition is proposed
and verified by comparing them with the experimental mon-
itoring data. The link between the monitoring data and the
information of human body condition (fatigue and injury
level) was established for the strong movement symmetry
characteristic of the freestyle and backstroke sports.

2. Related Works

Inertial sensors inevitably encounter certain difficulties
because of their sensor characteristics. For example, gyro-
scope integration introduces attitude drift, accelerometers
are susceptible to external linear acceleration, and magne-
tometers are susceptible to external magnetic field interfer-
ence. The Kalman filter-based multisensor fusion algorithm
enables the fusion of multisensor information with comple-
mentary information to improve the estimation accuracy
[7]. The decomposition of acceleration measurements and
magnetometer measurements reduces the effect of magnetic
field interference on the gravitational direction attitude
angle. The threshold-based approach uses the gyroscope
measurements as the process equation and the quaternions
obtained from attitude decomposition as the observation
equation to achieve the fusion of information. The inverse
operation imposes a large computational burden on the sys-
tem [8]. It is more difficult for embedded devices to perform
such operations while ensuring real-time performance. This
algorithm replaces the inverse operation with an operation
of one complexity [9]. In attitude estimation applications,
due to the nature of magnetic-inertial sensors, the measure-
ment noise covariance matrix is often assumed to be a diag-
onal array, and the terms on the diagonal are large to ensure
convergence. This results in the new interest covariance
matrix being naturally a diagonally dominant matrix, thus
ensuring convergence of the Taylor series expansion [10].
Even without the interference of linear acceleration, the
accelerometer can only measure two rotational degrees of
freedom and cannot be used for measurements of the multi-
rotational degree of freedom joints.

There are several universities dedicated to the establish-
ment of an inertial motion capture laboratory, to a certain
extent, to promote the development of domestic inertial
motion capture technology. Due to the late start of domestic
research in this field, in both the system architecture and
core algorithms and similar foreign products, there is a sig-
nificant gap; there are obvious distortions and jams in
motion capture [11]. At present, most of the inertial motion
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capture systems appearing on the market are still at the stage
of experimental prototypes, with low capture accuracy, poor
reliability, immature supporting software, and other prob-
lems, and there is still a long way to go from marketization
[12]. Not only the continuous development of the human
posture recognition algorithm but also human posture rec-
ognition technology is applied in various fields. Inertial
motion capture is a new type of human motion capture tech-
nology, in which human posture recognition is the core of
motion capture technology, divided into three parts: data
acquisition equipment, data transmission equipment, and
data processing unit [13]. The data acquisition equipment
is to collect the pose information of the body parts using
inertial sensors such as accelerometer, gyroscope, and mag-
netometer, the data transmission equipment is to transmit
the data collected by the inertial sensors to the data process-
ing end, and the data processing unit is to process the col-
lected data and recover the human motion model using the
human kinematics principle to present in the computer soft-
ware [14].

Firstly, the basics of inertial sensors are described, and
the current data fusion algorithms are briefly introduced.
Then, according to the nine-axis sensor chip used in this
paper and the usage scenario, the extended Kalman filtering
algorithm is selected to correct the angle with the data col-
lected from the gyroscope as the main data and the mea-
sured data from the accelerometer and magnetometer as
the supplement to reduce the error of the attitude module.
Swimming exercise promotes physical health, healthy mental
development, and social adaptability in adolescents in a way
that other sports cannot replace the benefits. Long-term swim-
ming can lead to healthy chest development and improved
lung capacity, and swimming can also shape a healthy form
and improve physical fitness. Swimming can provide a physi-
cal foundation for adolescent health and promote good psy-
chological development. For swimming drives, rotation
means applying asymmetric driving forces to both sides of
the drive. The traditional method is to focus the beam on a
noncenter part of the actuator, generating an unbalanced driv-
ing force to achieve rotation. However, for microscale actua-
tors, it is difficult to maintain a specific point on which the
light is also focused during the motion. The collected attitude
data are processed and analyzed, and the features of each atti-
tude data are extracted by the commonly used time-domain
analysis method and frequency domain analysis method, and
then, the measured attitude data are classified and recognized,
which proves that the attitude recognition device designed in
this paper can meet the basic requirements of recognition.
The algorithmic problem of using inertial sensors for attitude
resolution and reconstruction under high dynamic motion
conditions with low cost and limited sensor accuracy is mainly
studied, and experiments are designed to verify the correctness
of the relevant algorithms. The theory related to this system is
introduced as the basis for the subsequent chapters; secondly,
the algorithmic part of this paper is investigated, mainly
including the study of the calibration algorithm of the nine-
axis sensor, the gradient descent-based attitude solving algo-
rithm, and the attitude angle-based attitude recognition
algorithm.

3. Analysis of Swimming Attitude Data
Recognition with Inertial Sensing

3.1. Swimming Inertial Sensor System Design. The acceler-
ometer and gyroscope in the ICM-20948 chip can be acti-
vated by triggering the self-test register, and the chip will
automatically simulate the external force applied to the
accelerometer and gyroscope. After the self-test, the output
value will be changed compared to the value without the
self-test [15]. When the self-test function is activated, the
sensor generates an output signal to observe the self-test
condition. The self-test response value is equal to the differ-
ence between the sensor output value with the self-test and
the output value without the self-test. When the self-test
reply value is within a reasonable range, the self-test passes;
when the self-test reply value is outside the specified range, it
indicates a self-test failure. The action of a particular job is a
succession of changes in several job postures over a contin-
uous period. This series of successive changes is produced
by instructions from the brain acting on the muscles of the
body. For a specific operational posture, it is important to
maintain its momentary stability. If this stability is disrupted
during the action, the correct posture will be lost and this
will lead to an operational accident. The continuous collec-
tion of such stability in the operating posture is the stability
of the operating action, and the stability of the action can be
well enhanced by repetitive training.

Motion analysis, also known as motion study, is the pro-
cess of studying and analyzing each action to ensure the
effectiveness and reasonableness of the operator’s actions
during the work process and to achieve the highest return
on the work at the lowest cost. An action analysis is generally
based on the actions performed by the operator, recording
the contents of each limb action cantered on the operator’s
hands and eyes according to specific marks, charting the
actual action, and using this as a basis for analysis and
improvement [16]. Because the motion sensor is very sensi-
tive to movements, even for the same swimming stroke, each
person’s subtle hand movements are very different, resulting
in a limited coverage of the population and a very complex
algorithm model. On the other hand, because the motion
sensor can only sense the movement, it is difficult to distin-
guish accurately between the stroke movement in swimming
and similar movement in a nonswimming state, and the data
is easily disturbed to reduce the accuracy rate. At present,
most accidents in production operations are caused by
improper movements of the operator. Therefore, the analy-
sis and improvement of movements, the orderly combina-
tion of operational movements, the improvement of
inadequate movements, and the elimination of dangerous
movements are powerful means of preventing accidents.

Based on the above requirements, this experimental
device adopts a system structure consisting of a measure-
ment device, wireless network, and data processing software,
as shown in Figure 1. The measurement device includes a
three-axis acceleration sensor, a three-axis gyroscope sensor,
and an embedded WIFI module, which is mainly responsible
for real-time acquisition of human swimming motion data
and real-time uploading of measurement data using the
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embedded WIFI module. The wireless network can be used
to cover the wireless network, which is responsible for for-
warding the data uploaded by the embedded WIFI module
to the terminal data processing software. Due to the
manufacturing process, data measured by inertial sensors
are usually subject to some errors. Offset error is also
known as gyroscope and accelerometer will have nonzero
data output even when they are not rotating or accelerat-
ing. To get the displacement data, we need to integrate
the output of the accelerometer twice. After two integra-
tions, even small offset errors will be amplified, and as
time progresses, displacement errors will accumulate, even-
tually causing us to no longer be able to track the position
of the object. In statistics and probability theory, each ele-
ment of the covariance matrix is the covariance between
the individual vector elements, a natural generalization
from scalar random variables to higher dimensional ran-
dom vectors. The terminal data processing software
includes three modules: network communication, data
monitoring, data processing, and display, as shown in
Figure 1, which is mainly responsible for establishing data
communication and data monitoring with the measure-
ment device, as well as simple processing and display of
the measurement data.

Complementary filters are analyzed in the frequency
domain to fuse the signal to obtain a better estimate of a par-
ticular quantity. Assuming that the signal is driven by noise
at two different frequencies, two filters with appropriate
bandwidths can be constructed to cover the useful frequen-
cies with these two filters. For this system, the complemen-
tary filters perform high-pass filtering on the direction
estimated by the gyroscope data affected by low-frequency
noise and low-pass filtering on the accelerometer data and
magnetometer data affected by high-frequency noise. The
fusion between the two filter estimates will ideally result in
an all-pass and noise-free pose estimate.

R sð Þ = GL Sð ÞR0 sð Þ −GH Sð ÞR0 sð Þ,

C sð Þ = kp −
ki
s2
,

ð1Þ

where RðsÞ determines the cut-off frequency of the com-
plementary filter and GL determines the time taken to sup-
press the static error; in general, kp is 10-100 times larger
than ki. The complementary filter performs high-pass filter-
ing on the direction line estimated from gyroscope data
affected by low-frequency noise and low-pass filtering on
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Figure 1: Structure of the IoT-based swimming attitude measurement system.
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accelerometer data and magnetometer data affected by high-
frequency noise. Fusion between the two filtered estimates
will ideally result in an all-pass and noise-free pose estimate.
Consider the unconstrained optimization problem min f ðxÞ,
where f ðxÞ is a continuously differentiable function. If one
can construct a sequence x1, x2, x3,⋯, xt satisfying

f xt+1ð Þ ≥ f xtð Þ, t = 0, 1,⋯, t, ð2Þ

thus, to satisfy f ðx − ΔxÞ ≥ f ðxÞ, one may choose

Δx = γ∇f xð Þ, ð3Þ

where the step size γ is a constant. However, if γ is
obtained too small, the convergence process of gradient
descent will take a long time and will show poor following
results in this system, while if γ is obtained too large, the gra-
dient descent will overshoot and may sometimes converge
quickly, but most cases will have repeated oscillations. In a
gradient descent algorithm, a loss function is generally given
first and a starting point is chosen; next, the gradient of the
loss curve at the starting point is calculated, a step is taken in
the direction of the negative gradient, a fraction of the gradi-
ent size is added to the starting point, and the process is iter-
ated over and over, gradually approaching the lowest point
of the loss curve.

The problem of calibration of inertial and vision sensors
without connection is studied [17]. The calibration method
introduces the ground coordinate system and the calibration
plate coordinate system to establish the relationship between
the ground coordinate system and the vision sensor coordi-
nate system. The rotation relationship between the ground
coordinate system and the visual sensor is solved by the
camera calibration method and the pose estimation method.
Finally, a set of wrist part motion tracking experiments are
designed to verify the effectiveness of the proposed method.

For the inevitable cumulative error and position drift
problems of the inertial sensor-based positional estimation
system, a multisensor information fusion method based on
an event-triggered mechanism is designed to use the posi-
tion information obtained from vision sensors to constrain
the cumulative error of inertial sensors and use the high-
frequency measurement information of inertial sensors to
supplement the visual data in the interval between two
frames of vision sensors and in the case of occlusion loss,
as shown in Figure 2. The cost of the entire set of optical
motion capture equipment is extremely expensive, cumber-
some to set up, and vulnerable to blocking or light interfer-
ence, bringing a lot of trouble to the postprocessing work.
For some serious obstruction of the action, optical motion
capture cannot accurately restore the action of, for example,
squatting, hugging, and twisting in real time. The emergence
of motion capture technology based on an inertial sensor
system has greatly improved the status quo.

These three methods of pose solving have their charac-
teristics and can be chosen according to different situations
and can be converted to each other. The Eulerian angle is
easy to understand and convenient to represent, but the phe-
nomenon of gimbal deadlock will occur, and it cannot dis-

play the pose information of the object in all directions;
quaternion can avoid gimbal deadlock compared with the
Eulerian angle, but it has one more dimension, which is rel-
atively difficult to understand and cannot be displayed intu-
itively; the rotation matrix can be easily represented by
arbitrary vectors, but the operation is relatively large and
consumes time and memory. Computer vision-based recog-
nition mainly uses various feature information to recognize
human posture movements, such as video image sequences,
human contours, and multiple viewpoints. Computer
vision-based recognition can easily obtain the trajectory
and contour information of human motion, but there is no
specific way to express the details of human motion, and it
is easy to have problems such as recognition errors due to
occlusion.

Since the size of the filter window used by the conven-
tional median filter is fixed, causing the above contradiction
cannot be solved. This problem can be solved by using the
filtering method of an adaptive median filter. First, a thresh-
old is set in advance for the adaptive median filter, and when
the data point in the center of the window is judged to be
noisy, the current median window value is replaced by the
output of the filter; otherwise, its value is up to retention.
The adaptive median filter can produce a good suppression
of the impulse noise that often occurs in acceleration data,
and the details are well preserved.

Zmed =
a2k, n ∈ 1, 3, 5,⋯2n + 1ð Þ,
a2k − a2k+1

2
, n ∈ 2, 4,⋯2nð Þ,

8><
>: ð4Þ

where n is the size of the sliding window, a2k denotes the
number in the middle of the current sliding window after
arranging the data in numerical order one by one, and a2k
is the input window acceleration data. Define Zmax as the
minimum value of the acceleration data a2k, Zmin as the max-
imum value of the acceleration data a2k+1, Zmed as the median
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signal, and Zmax as the maximum window size allowed. In
this way, the adaptive median filter has two processes that
can be summarized: determining whether the median
obtained within the current window is noise and determin-
ing whether the acceleration a2k is noise. If the relation Zmin
< Zmed < Zmax is satisfied, the median Zmed is not deter-
mined to be noise and the acceleration data at the center
of the current window is continued to be checked. Compen-
sation for hard and soft iron distortion depends on the mate-
rials in the sensor and its surroundings. While we can
compensate for the presence of materials around the sensor
that may distort the magnetic field relative to the sensor at
rest or moving with the sensor, this compensation becomes
much more difficult when the distorted materials in the
external environment are changing, especially when the
object is in motion and compensation for this external envi-
ronment is almost impossible.

3.2. Design of Swimming Stance Data Identification and
Analysis. The LPMS-B2 nine-axis sensor chosen for this
paper is powerful, with a three-axis accelerometer, three-
axis gyroscope, three-axis magnetometer, and barometric
and humidity sensors, small enough to be easily worn by
the user, and easy to connect using an app via Bluetooth
communication [18]. Swimming is a sport that involves
many parts, and early studies would obtain complete motion
information by attaching multiple sensors to multiple parts
of the body and obtaining the acceleration velocity of each
part. This method does improve the recognition rate, but
too many devices are very uncomfortable for the wearer
and can interfere with the movement, and the cost of the
experiment is also high.

The different parts of the individual sensors can also
have a great influence on the results. For swimming, the
motion characteristics of the hands and feet are more obvi-
ous for different strokes, and from the perspective of daily
use, wearing the sensor on the hand is more in line with peo-
ple’s habits, so in this paper, the sensor is worn on the wrist
to acquire data. For the most popular backstroke and free-
style in rehabilitation, the body rotates around the longitudi-
nal axis of the body with the left and right arm strokes and
has strong left and right symmetry, so the body rotation
angle during swimming can be used to represent the left
and right arm movements. y-axis gyroscope data represents
the angular velocity of the left and right body rotation dur-
ing swimming, which is a simple periodic signal with strong
regularity, and can be calculated by using equation (5). Its
integration to calculate the body rotation angle during swim-
ming is also a simple periodic signal.

φY =
ð
w2

Ydt, ð5Þ

where φY is the body rotation angle in the left and right
directions and w2

Y is the angular velocity in the left and right
directions. By analyzing the basic characteristics of the rota-
tion angle signal in swimming, the amplitude and time to
complete the corresponding swimming stroke can be deter-
mined, in which the maximum and minimum values of the

human body rotation angle can reflect the amplitude of the
left and right arm strokes, respectively; the stroke period of
the left and right arm strokes can be extracted according to
the time when the rotation angle crosses the zero point. Dur-
ing the swimming exercise, the maximum rotation angle and
the stroke period of the left and right arms of the swimmer
will remain relatively stable. If the swimmer has some spinal
disease, injury, or limb injury, it will produce some asymme-
try in the left and right arm movements, and the higher the
degree of injury, the greater the corresponding asymmetry,
so we can calculate the difference between the maximum left
and right rotation angles and the difference between the left
and right movement cycles during the whole swimming pro-
cess to comprehensively evaluate the degree of human
injury, as shown in

η = ∑ φY−maxð Þi + φY−minð Þi
∑ φY−maxð Þi − φY−minð Þi/2

, ð6Þ

where η denotes the combined asymmetry of the left and
right swimming movements, i.e., the degree of human
injury; D denotes the combined variance of the left and right
swimming movements, i.e., the degree of human fatigue.
ðφY−maxÞi, ðφY−minÞ, ðTLÞi, and ðTRÞi denote the maximum
and minimum values of the rotation angle and the left-
handed and right-handed action cycles in the i-th action
cycle, respectively; n denotes the number of action cycles
in a certain time.

This compensation for magnetic field distortions ensures
that magnetic field disturbances are limited to affect only the
direction to be estimated. This approach eliminates the need
to predetermine the reference direction of the Earth’s mag-
netic field, overcoming the potential drawbacks of other
direction estimation algorithms, as shown in Figure 3.

Attitude estimation requires fusing information from the
gyroscope, accelerometer, and magnetometer inside the
magnetic-inertial sensor to determine the attitude of the tar-
get under test [19]. The second part is the estimation of the
motion position of the upper limb joints. The results of the
pose estimation in the first part can be obtained by transfer-
ring the accelerometry measurement to the ground coordi-
nate system and excluding the gravitational acceleration to
obtain the motion acceleration of the object under test. Once
a uniformly accelerated motion model is established, the
motion acceleration can be fused with the position informa-
tion provided by the vision sensor, and a more robust and
more accurate wrist motion trajectory can be obtained.
Diagnostic research focuses on the study of the action itself.
It may be a pilot study that explores how an action is applied
and may be received in practice, or it may describe the action
process itself. Diagnostic research is primarily for the benefit
of the leaders of the organization being diagnosed, and the
research report is for their reference only. Therefore, it is
mostly conducted before or after the action has been
implemented.

The accuracy of posture estimation is very dependent on
the accuracy of sensor measurements; however, sensor mea-
surements are subject to linear acceleration and external
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magnetic field interference. For example, when the human
arm is moving rapidly, the acceleration measurements will
contain large linear acceleration disturbances and the mea-
surements cannot be trusted. And in the case of rapidly
changing magnetic fields, the assumption of a uniform mag-
netic field does not hold, and then, the attitude angle calcu-
lated from the magnetometry measurement will be
inaccurate. Also, numerical integration of the angular veloc-
ity measured by the gyroscope can give attitude information,
but this method is only valid for short periods and gradually
deviates as the integration time becomes longer and longer
or even becomes an incorrect attitude estimate.

Based on the above characteristics of inertial sensors,
threshold-based methods are a mainstream approach to
reduce the effects of external disturbances. The core idea of
this type of approach is that during a measurement, for
accelerometers, if there is a measurement that deviates sig-
nificantly from the acceleration of gravity, which indicates
that the sensor’s measurement cannot be trusted, it is
rejected, and the gyroscope measurement is then used to
predict the direction of gravity at that moment. Similarly,
in magnetometer measurements, if the measurement devi-
ates too much from the geomagnetic intensity or if the mea-
sured measurement deviates significantly from the
declination of gravity and the initial moment, it is rejected
and replaced with the predicted value of the previous
moment’s measurement again.

From the division of the gait cycle in the Figure 3, the
user takes two steps in a gait cycle and the situation where
the difference between the posture angles at the two thighs
is the largest once in each step, so the situation where the

absolute value of the difference between the posture angles is
the largest can be used as the discrimination criterion for each
step, thus achieving the recognition of the number of steps in
the walking posture. This approach overcomes the drawbacks
of a single sensor and takes full advantage of the multisensor
network of this system. The raw data and difference curves
of the collected left and right leg posture angles in the actual
measurement experiment are shown in Figure 4.

In the attitude reconstruction thread, the source IP is
first obtained; then, the quaternions used for attitude trans-
formation are initialized and blocked to determine if data is
received from the inertial acquisition node, and if so, the
node number, raw nine-axis data, Euler angles, and other
information in the resulting data frame are parsed. The next
step after getting the data is to start the work of attitude
reconstruction [20]. First, determine if the pose has been ini-
tialized; if it has been initialized, then find the pose transfor-
mation matrix of the node before and after two times relative
to the reference point of the node, find the pose transforma-
tion matrix, and then send a drawing message to the view to
drive the corresponding node motion and update the pose
data to the aggregated pose structure for the next call.
Median filtering is a nonlinear digital filtering technique
often used to remove noise from images or other signals.
The design idea is to examine a sample in the input signal
and determine if it represents the signal, using a viewing
window consisting of an odd number of samples to achieve
this function. The values in the viewport are sorted, and
the median value in the middle of the viewport is used as
the output. Then, the earliest value is discarded, a new sam-
ple is obtained, and the above calculation process is repeated.
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4. Results and Analysis

4.1. Test Results of the Swimming Inertial Sensor System. The
experimental design of stillness and motion recognition in
posture recognition is as follows: the user will wear the hard-
ware used in this system and power it up and the user per-
forms the following operations, respectively: stand still for
5 seconds, do casual motion for 10 seconds, sit still for 5 sec-
onds, do casual motion for 10 seconds, lie still for 5 seconds,
do casual motion for 10 seconds, lie down for 5 seconds, do
casual motion for 5 seconds, lie down for 5 seconds, do
casual motion for 10 seconds, and so on for 5 times; that
is, the number of times of stillness and motion is 10 times,
respectively, and each posture at rest occurs 5 times, and
the statistical recognition results are shown in Figure 5.

From the above experimental results, only one “sitting at
rest” action was not recognized, but the recognition rate of
rest and motion reached 100%, which is because the trend
of the change of the posture angle in the process of rest
and motion in this experiment based on the posture angle
recognition method is very different. The reason the sitting
posture is not recognized in the experiment is that the user
does not reach the set threshold value during the experiment
after inspection and analysis. In this paper, a multisensor
information fusion method based on an event-triggered
mechanism is used. The measurement of inertial and visual
sensors is used as a trigger condition to perform sensor
information fusion, specifically expressed as: once the posi-
tion filter receives the data from inertial and visual sensors,
it is fused with the predicted values of the past moments to
estimate the position information at this moment.

Once the sensor measurements reach the position filter,
then the position filter performs information fusion to esti-
mate the 3D spatial position of the wrist part at that
moment. This allows all data to be used efficiently, improv-

ing the dynamic performance of the wrist position estima-
tion system and enhancing the stability of the system in
the absence of Kinect data. The inertial sensor can maintain
good estimation accuracy even at high motion speeds. How-
ever, after 5 seconds, the velocity deviates to some extent and
cannot be compensated. As time increases, the deviation gets
larger showing the disadvantages of using the inertial sensor
alone for position tracking. After the inertial sensor does two
integrations, the accumulated error gets larger and larger
and soon deviates from the true value. Inertial sensors can
only provide acceleration information and cannot compen-
sate for the drift on their own. Therefore, it is necessary to
fuse inertial sensors and vision sensors for human position
estimation (Figure 6).

And after position filtering, the interrupted position data
can be effectively compensated by the data from inertial

Jan Mar May Jul Sep Nov Jan
8000

8500

9000

9500

10000

10500

11000

11500

Left side
Right side

Po
stu

re
 an

gl
e/

de
g

Month

900

1000

1100

1200

1300

Figure 4: Raw data and difference curves of left and right leg posture angles.

0

5

10

15

20

25

30

0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
Site

Co
nc

en
tr

at
io

n

Figure 5: Experimental statistics of stationary and motion pose
recognition.

8 Journal of Sensors



RE
TR
AC
TE
D

sensors, avoiding rapid and drastic changes in the tracking
trajectory. This algorithm enhances the robust performance
of the tracking system, which helps to ensure safety perfor-
mance in human-machine collaboration or teleoperation
scenarios. However, the single use of inertial sensors does
not guarantee that the tracking effect is effective for a long
time. This is because inertial sensors can only rely on double
integration to obtain position information in space, a pro-
cess that inevitably introduces the problem of drift, causing
the position to eventually deviate from the true value. In
general, do not use the inertial sensor integration alone for
some time greater than 1 second. At the same time, a wrist
joint position filter can achieve good results in other periods
and can effectively improve the estimation accuracy of the
wrist joint position.

After differencing, the Kinect sensor obtains a large noise
in the velocity valuation, while the position filtering is almost
unaffected by it and can track the upper motion velocity bet-
ter, avoiding the impact of the visual sensor measurements
on the system. Under the control application of teleopera-
tion, the velocity affects the torque of the robot, and once
the velocity changes drastically, it may affect the estimation
accuracy of teleoperation and damage the robot’s motor to
some extent. Therefore, the velocity estimation experiments
demonstrate that the present algorithm has better dynamic
performance than the single vision sensor human pose esti-
mation algorithm.

4.2. Results of Identification and Analysis of Swimming
Stance Data. Vision sensors have a low sampling frequency
and are somewhat lacking in detail for motion. The high
sampling frequency of the inertial sensor can complement
the sampling interval of the visual sensor well. This experi-

ment is aimed at verifying the position tracking of the per-
formance of the proposed fusion algorithm in the case of
fast motion. The experiment requires the test subject to slide
his arm in front of his body as fast as possible to provide a
fast-motion experimental scenario.

Figure 7 shows the 2D wrist position estimation for the
front of the tester, which is the view of the human arm
motion from the camera perspective. The blue dots are the
sampled wrist joint points obtained by the Kinect vision sen-
sor, the red plus signs are the wrist joint motion trajectory
points obtained by the position filter, and the green line is
the wrist joint motion position obtained by the OptiTrack
system. All the above estimates are transformed in some
way and are in the Kinect sensor coordinate system. The
inertial and visual sensor fusion algorithm provides more
motion trajectory points, i.e., richer human motion data. In
addition, the fusion results are closer to the true values of
wrist motion provided by the OptiTrack system than the
position estimates from the vision sensor only. Therefore,
the experimental results show that the upper limb position
estimation algorithm based on the fusion of inertial and
visual sensors can obtain better tracking results in the case
of fast movements.

Figure 8 shows the average deviation distance and aver-
age time distortion for the DBA and ADBA algorithms,
respectively, when different initial averaging sequences are
chosen. The ADBA algorithm always obtains a smaller aver-
age deviation distance and average time distortion than the
DBA algorithm when the same initial averaging sequence
is chosen. Regardless of how the initial averaging sequence
is chosen, the average deviation distance and average time
distortion obtained by the ADBA algorithm are very stable
and fluctuate very little, while the average deviation distance
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and average time distortion obtained by the DBA algorithm
vary more significantly and fluctuate more.

To further evaluate the impact of the initial averaging
sequences on the ADBA and DBA algorithms, 30 different
sequences are selected as the initial averaging sequences,
respectively. Due to the large amount of computation
required for this experiment, only eight of these sequence
sets are selected for testing in this paper. The mean and var-
iance of the mean deviation distance and meantime distor-
tion of the ADBA algorithm and DBA algorithm are
shown for 30 different initial conditions, respectively. The
mean and variance of the mean deviation distance and
meantime distortion can be used to measure the sensitivity
of both algorithms to the initial mean sequence selection.
For all sets of test sequences, the ADBA algorithm always
results in smaller mean deviation distances and meantime

distortions relative to the DBA algorithm, regardless of the
choice of initial averaging sequence. Even the computational
results of the DBA algorithm at the best time are not as good
as those of the ADBA algorithm at the worst time. The above
experimental results show that the ADBA algorithm is more
robust than the DBA algorithm under different initialization
conditions.

The human rotation angle is obtained by integrating the
y-axis angular velocity data for the medium-intensity back-
stroke and freestyle of Figure 8 using equation (6), which
reveals the period and rhythm characteristics of the swim-
ming action. The maximum and minimum curves can be
obtained by the envelope extraction of the rotation angle sig-
nal, which corresponds to the left and right action rotation
angles in swimming, respectively. Then, according to the
zero-point detection method in signal processing, the time
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corresponding to when the rotation angle signal passes the
zero point is determined, which in turn leads to the period
of the left and right-hand movements, i.e., the duration of
the left- and right-hand movements. Using the same pro-
cessing method, the motion data of backstroke and freestyle
of three intensities were processed in turn to obtain the rota-
tion angle signals corresponding to them, and the maximum
and minimum rotation angles and action periods were
extracted.

5. Conclusion

In this paper, a wireless swimming posture measurement
experimental device is implemented, which can upload the
measurement data in real time with low cost and without
affecting the exercise process. The characteristics of swim-
ming motion data are also analyzed, the identification
method of swimming posture and intensity is proposed,
and the period and amplitude of swimming motion are used
as the basis for extracting human body condition. The XYZ
acceleration data corresponding to different strokes of equal
intensity are significantly different, which can be used as the
basis for the identification of human swimming posture. For
freestyle and backstroke, the left and right rotation angles of
the human body are a simple periodic signal from which the
period and amplitude of the human body movements on
both sides can be extracted, and the difference and variance
between the left and right sides can be used to evaluate the
degree of impairment and fatigue of the human body,
respectively. In this paper, we designed a swimming data
recording and analysis system based on a single LPMS-B2
nine-axis sensor. The user wears the LPMS-B2 sensor on
his wrist, collects data such as acceleration during swim-
ming, uploads it to a mobile app and then uploads it to a
server to calculate data such as stroke, stroke arm, time,
and distance, and displays it on the mobile. The final exper-
imental results prove that the recognition accuracy of the
system can meet the actual demand, and the system has a
lower development cycle and development cost, which has
some application value.
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In this paper, mental health data were used to evaluate the educational effects, in which the high and low scorers of three
emotions, autism, positivity, and anxiety, are compared separately to explore the subtle differences in the long-term trends of
the sensing traits of people with opposite characteristics. Based on the fusion of multiple kinds of sensing traits, the differences
in physical and mental health assessment of positive and negative emotions by different fusion trait approaches are explored,
and speech and behavioural traits are fused to build a physical and mental health assessment system for positive and negative
emotions. Energy gravity uses physical distance to estimate the residual energy of nodes and considers the energy distribution
of downstream nodes. The main work is to combine the data of mental health of higher education students using data mining
techniques, to analyze the feasibility study of mental health education of college students. Relevant definitions, classifications,
tasks, processes, and application areas of data mining techniques are introduced, and the basic principles of data mining are
analyzed in detail. Taking the mental health assessment data of new students as the research object, the decision tree algorithm
is used to construct a decision tree model for students with depressive symptoms, and an association rule algorithm is used to
data mine the relationship between factors of psychological dimensions. Finally, it can find out the hidden laws and knowledge
behind the data information and analyze the relationship that exists between psychological problems and students.

1. Introduction

However, at present, the psychological crisis early warning
means in most universities are still relatively traditional
and the effect of early warning is limited. On the one hand,
the widely used psychological crisis prevention measures
include SCL psychological scale screening at the early stage
of new students, holding general psychological knowledge
lectures and courses, and opening psychological counseling
rooms with low penetration rates. However, to a certain
extent, these practices do not enable student managers to
grasp students’ psychological conditions in a timely and
effective manner, to make timely interventions for possible
crises [1]. The evaluation process and methods should also
be simple and practical. Through the research on the con-
struction model of college students’ psychological quality
and the analytic hierarchy process, the basic process of psy-
chological evaluation of college students based on the ana-

lytic hierarchy process can be obtained. On the other hand,
with the rapid development of Internet technology, “Internet
Education” has made great achievements in the process of
modernizing education, and major universities have basi-
cally realized the informatization of student management,
but the current informatization mostly stays in simple col-
lection, storage, and management of student information
by using basic information technology means, combined
with literature. It is found that there are relatively few
research applications in the screening and early warning of
psychological crisis using the precise, real, timely, and effec-
tive data brought by informatization to deeply dig the hid-
den correlation relationship behind. Some of the student
data samples most encountered by student managers in their
daily work are collected, a psychological crisis early warning
model is constructed through data mining related methods,
and a related application system is designed and developed
with the early warning model as the centre [2]. The
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application of this system to student management at the
grassroots level can not only make up for some of the miss-
ing links in the current electronic office, but more impor-
tantly, student managers can use the system to combine
several scattered and fragmented student attribute behaviour
data to achieve dynamic screening of the list of students who
may have psychological crisis from the objective data of
daily management informatization and to carry out targeted
psychological crisis intervention in combination with the
warning rules based on psychological crisis intervention,
providing certain decision support and reference for grass-
roots student management.

Mental health problems are not as easy to detect as phys-
ical illnesses, and some people are not subjectively aware of
mental illnesses, especially in younger children; some adults
are too shy to seek psychological treatment for their abnor-
mal mental conditions, which can seriously affect their qual-
ity of life. Secondly, it has been found in studies that people
with long-term negative emotions have lower immunity [3].
Further improve the generalization ability of the decision
tree model. The system management module is used for
administrators to manage the roles, users, and classes in
the system; the information collection module is used to col-
lect and manage the basic personal attribute data of students;
the performance management module is divided into two
parts: course performance and extracurricular activity quan-
titative score. For some people suffering from chronic dis-
eases, such as hypertension and hyperlipidaemia, long-term
negative emotions can accelerate the development of these
chronic diseases and lead to more complications. These neg-
ative effects due to mental illness may make people more
negative and form a negative cycle. That is why physical
and mental health conditions need to be identified and
treated promptly. Not only have wearable devices been
developed, but the high speed of the Internet has made
transmission faster. In recent years, based on the Internet,
the Internet of Things (IoT) has been birthed, expanding
the original network functions as well as developing more
functions to be used in more scenarios, bringing interopera-
bility between people and things one step closer. The IoT
refers to the interconnection of various sensing devices with
sensors and communication with the Internet and telecom-
munication networks to build a unified network system for
the interconnection of everything [4]. Currently, most wear-
able devices transmit data through Bluetooth, which collects
a single type of data and a small amount of data. If wearable
devices can be made to combine with IoT technology with
longer transmission distance and faster connection to
build an online physical and mental health assessment sys-
tem, it can solve the problem of insufficient real-time
questionnaire-based psychological assessment methods.

At present, mental health education has been taken as an
indispensable part of higher vocational quality education. As
a base for cultivating skilled talents, schools take the com-
prehensive promotion of quality education as an important
work goal, and mental health education is not only the foun-
dation and premise of quality education but also the result of
quality education [5]. The interaction of the main functions
of each module is analyzed in the form of sequence diagram.

The main function points of the score management module
include the administrator downloading the course score
template and the single quantitative score template and
uploading the course score sheet and the single quantitative
score sheet, and the head teacher downloads the course score
sheet and automatically generates the quantitative total score
sheet. Cultivating the health level of higher vocational stu-
dents is an important guarantee for them to adapt to the
market economy and face the future. Institutions have incor-
porated mental health education into the moral education
curriculum system, established special mental health
counseling centres, and opened mental health education
courses, as well as counseling and psychological census
activities for school students. Most schools conduct mental
health assessments for students every year, collect psycho-
logical questionnaires online through the Internet, store
the results in the database, and use school mental health
assessment software to conduct a simple situation analysis
and result statistics on college students’ psychological prob-
lems. However, these traditional data analysis methods can
only obtain superficial psychological information, not scien-
tific and important knowledge, resulting in low accuracy of
prediction. In this paper, we attempt to apply data mining
techniques to the study and analysis of student mental
health data. Through the application of data mining technol-
ogy, valuable knowledge hidden in students’ psychological
problems is unearthed, and this important knowledge is
used to predict the mental health status of college students,
providing a scientific basis for the prevention and solution
of mental health problems, making mental health education
work more targeted and effective, and improving the level of
mental health education workability.

2. Related Works

After more than a century of development, school mental
health education has formed a more complete theoretical
system and operational system, and it plays an active and
important role in the education system. As a discipline with
vitality and practical value, school mental health education
has received wide attention and developed rapidly in devel-
oped countries. With this attention, mental health education
has a good environment for development and has formed a
complete system structure in theory and practice. Mental
health education is a compulsory subject for students, as
an important part of their learning, and its purpose is to
adapt to the diversity, differences, and comprehensive devel-
opment of students through mental health education [6].
The evaluation-related data is derived from the higher voca-
tional student mental health evaluation system. The process-
ing operation depends on the amount of data. If the data to
be processed is relatively small, you can fill in the empty
value according to the law; if the data to be processed is rel-
atively large, you can find a value to fill in the empty value.
Mental health educators play six main roles: counsellors of
academic life, health care providers of mental health, guides
of moral thinking, discoverers of psychological potential,
facilitators of psychological development, and guides of
career selection and employment. Mental health counseling
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institutions in universities are equipped with special funds to
ensure the effective implementation of activities, and a
strong team of psychological educators has been formed,
with the cooperation of medical staff and student adminis-
trators, which has a great influence and high status in
Japanese university education [7]. Mental health education
has become an important part of moral education in schools,
and the psychological study of students has become an
important task for educators [8].

Most of the institutions have started to conduct psycho-
logical screening activities for students at the early stage of
their enrolment and have established mental health records
for students, established mental health counseling centres
to provide psychological counseling services for students at
school, and offered mental health education courses to culti-
vate and improve the psychological quality of students [9].
The students must make the transition from high school to
college, from adolescence to adulthood, to build up an inde-
pendent and mature personality structure, and step by step
to break away from financial and psychological dependence
on their parents [10]. In the process of such transition, they
face various difficulties and frustrations and opportunities
and face competitive pressure. A considerable number of
higher vocational students are unable to handle the difficul-
ties they encounter correctly, making them feel lost and con-
fused, and some of them even develop psychological
disorders. To make students develop comprehensively, they
must first have a good and healthy mind to form a stable
and healthy personality [11]. With a healthy mind, we can
face difficulties and setbacks in life, learning, and emotions;
actively cope with challenges and competition and other
pressures; face success and failure optimistically; and face
gains and losses frankly. The reality shows that due to objec-
tive factors such as parental pampering and spoiling, a large
proportion of higher vocational students are not capable of
solving problems independently. If they cannot solve their
confusion and perplexity in time, they will develop psycho-
logical disorders overall [12].

Then, realize the function of collaborative sensing, with
key technologies such as context-aware technology, massive
information processing technology, task-driven large-scale
autonomous networking technology, and multiple commu-
nication network fusion technologies, with distributed,
cross-level, and self-learning collaborative processing capa-
bilities to provide intelligent, accurate, and diversified infor-
mation services. It has some support for the selected data set.
The function of the algorithm is to extract a set of items with
a high degree of support and to extract a rule higher than the
minimum confidence level from the generated rule. The
algorithm’s strategy is to repeatedly reduce the minimum
support until a specified number of rules are found within
the minimum confidence range. Finally, the purpose of
ubiquitous aggregation is to realize the aggregation of mas-
sive information with information aggregation theory, fuzzy
control technology, ubiquitous heterogeneous network, arti-
ficial intelligence, bionic sensors, nanomaterials, biochips,
and other technologies to produce new information with
application value; to realize the interconnection of anyone,
any object, any time, and any place; and to trigger innova-

tion of application and service modes. Thus, the purpose of
ubiquitous aggregation is ultimately achieved.

3. Mental Health Data Collection and Analysis

3.1. Design of Mental Health Data Collection. A wireless sen-
sor network (WSN) is a distributed sensor network that
senses the state of an object and forms a data-based informa-
tion collection using smart sensors connected to it and uses
wireless communication to form a dynamic and secure full-
volume transmission of information data. Its connection
includes both wired and wireless and is a network that is
flexibly organized according to needs and site conditions.
The organization form has the ability of intelligent multi-
path hopping transmission and has good self-organization
in functional characteristics [13]. The intelligent wireless
sensor network is the product of the integration of com-
puters, information processing, embedded computing, com-
munication, and sensor technology, which is a new method
of information acquisition and processing. Smart wireless
sensor networks have many advantages such as high flexibil-
ity, low maintenance cost, high detection accuracy, high
fault tolerance, and a large amount of processed informa-
tion, which are widely used in national defense and security,
infrastructure operation and maintenance, ecological and envi-
ronmental monitoring, health management, etc. Decision sup-
port system generally consists of interactive language system,
problem system, database, model library, method library, and
knowledge base management system. Through the storage
and processing of a large amount of information and data in
the database, it can assist decision-makers to achieve a higher-
level and more scientific decision-making capabilities. Increase
the relevant model base and the corresponding model base
management system to effectively organize and store the
models, can realize the database and model base. It is different
from Msl data processing. Therefore, the development and
application of this system have played a very good early warning
role in promoting the mental health of vocational students and
provided effective technical support for the informatization of
mental health management. Through the analysis and mining
of the evaluation information, we have obtained many objective
factors that affect the mental health of college students.

The first stage is the preparation for the long-term phys-
ical and mental health experiment, which is guided by
researchers specializing in mental health, who select partici-
pants from their usual contacts and determine their suitabil-
ity for the experiment through an initial questionnaire and
other tests. We also sign an ethical agreement with the par-
ticipant before the start of the experiment to ensure that the
data is used only for this study. A common heart rate sensor
is the pulse sensor, which converts the detected pressure
change in the pulsating artery into a more visually observ-
able electrical signal. There is also a noncontact heart rate
sensor—an optical heart rate sensor. Light waves are first
shone inside the skin through a light emitter consisting of
two light-emitting diodes; then, the light frequencies
refracted by the wearer are captured, and finally, these anal-
ogy signals are converted into digital signals for calculating
heart rate data, as shown in Figure 1.
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In the long production process, the physical state of
workers will change with the duration of work, such as relax-
ation or tension, energy fatigue, or fullness. These changes of
workers will have a direct impact on construction safety and
efficiency, so scientific means of collecting and analyzing
physiological and psychological data are necessary [14]. A
timely grasp of workers’ status not only can better under-
stand their work habits, reasonable adjustment of work
arrangements, to achieve personalized production manage-
ment. Combined with correlation analysis, people with
autistic tendencies will not only close themselves psycholog-
ically but also manifest themselves in daily life activities and
are often unwilling to participate in activities. It can also
adjust the workers’ state in time to help enterprises to do a
good job in the management of workers’ psychological and
physical training and timely regulation of workers’ emo-
tions. To maximize the output efficiency of the production
line at the lowest cost, key workstations should be managed
first, because the efficiency of key workstations is directly
related to the overall efficiency of the production system.
In the case of sufficient funds, it can be gradually applied
to the whole production line to prevent serious problems
in some common workstations and bottlenecks in produc-
tion, which will affect the work of subsequent lines. Based
on this, neural industrial management is based on tradi-
tional industrial engineering, combined with workers’ psy-
chological and physiological data collection equipment and
physical state analysis algorithms to control the overall situ-
ation and effectively achieve a more humane production and
intelligent manufacturing.

The database used in this case is MySQL, which has good
performance even in the case of millions of data and has a
good fault-tolerant recovery mechanism with multiple levels
of isolation mode. All the sensing data collected by this
wearable device is uploaded to the cloud server side, and
the server stores the data in the database [15]. This time,
SD card is also used to persist the data considering data
redundancy backup. Since each person has about 3 million
sensed data per day, the data is handled in a split table, with
a new data table for each person per day, and the data table
naming is implemented using a combination of user number
and date, as shown in Table 1.

Caching design is an important part of the server side. Data
is usually stored in relational databases, and the overhead asso-
ciated with each request to the database is very high because the
data is persisted in the disk and frequent requests inevitably
bring performance degradation. Most people request the same
data for a short period, and these data are called hot data. For
hot data, it can be kept in the place where the requests are fas-
ter, that is, the importance of caching; this time, Redis is used as
a cache. Redis is an open-source in-memory data structure
store that supports data structures like strings, hashes, lists, col-
lections, and sorted collections with range queries. The main
data structures used for this data are strings, which are used
to cache user account information, and lists, which are used
to cache user data for the last few days, which are bidirectional
and can add or remove data left or right. For hot data in the
cache, when the data in the database is updated, the cache
needs to be updated at the same time, and the consistency of
the data in the cache and database needs to be ensured.
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That is, the attributes are closely related to each other,
and a change in one or more of them leads to a change in
the others. The purpose of the analysis is to find hidden rela-
tionships in large data sets and to uncover unfamiliar knowl-
edge [16]. The analysis of association rules is to find the
pattern of events that occur and lead to the occurrence of
other events in time or sequence. It is mainly used to dis-
cover unknown object classes in large amounts of data. It
requires the process of directly confronting the source data
and classifying it into different classes so that there is a sim-
ilarity between similar objects and a difference between dif-
ferent classes of objects. Cluster analysis is the process of
dividing the data into categories based on some similarity
and analyzing these constituent classes. By looking in the
data set to find data that has incongruities with other classes,
these small patterns of anomalous results are generally the
result of problems with the information itself or execution
errors. Usually, the isolated points found are generally
discarded as noise or anomalous data. However, in fraud
monitoring of unusual responses to unusual credit cards or
disease treatments, isolated point data analysis is very
important. The design of the collection device is done in
terms of two parts: the energy collection antenna and the
energy conditioning circuit. The specific composition and
structure of the antenna model and the conditioning circuit
are determined.

3.2. Evaluation of Mental Health Effectiveness. The algorithm
optimal test attribute is based on the choice of information
first. The selection of the test attribute is determined by the
attribute with the highest value of information gain. The
sample-set partitioning is determined by the values deter-
mined by the test attributes, and different values are taken
to divide the sample set into multiple subsample sets [17].
Also, the nodes corresponding to the sample set on the
decision tree generate new child nodes. According to the
principle of decision tree algorithm, for the instability of
the sample set after partitioning to distinguish the quality,
if the information gain value is low, the measurement uncer-
tainty will be large; on the contrary, the information gain
value is high, the measurement uncertainty will become
small. So, the decision tree algorithm generally determines
the test attribute by selecting the attribute with the
maximum information gain at any nonleaf node; in such
an environment, we can obtain a smaller decision tree by
partitioning technique operation. Major colleges and univer-
sities have basically realized student management informati-

zation, but most of the current informatization only stays in
the simple collection, storage, and management of student
information using basic information technology. Combined
with literature surveys, it has been found that in the screen-
ing and early warning of psychological crisis, there are rela-
tively few research on using the accurate, true, timely and
effective data brought by informatization to deeply mine
the implicit relationship.
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The above process is recursively invoked for all but the
selected attributes, producing other attributes as subnodes
and branches when used as nodes, which in turn produces
a complete decision tree model. As a more typical learning
algorithm in decision trees, the focus of the algorithm is to
use the information gain of the nodes to determine the mea-
surement attributes, allowing the classification gain of the
largest category to be obtained when computing all nonleaf
nodes, which in turn makes the data set full after classifica-
tion to be the smallest. The general depth of the tree is
reduced by this solution, allowing for a reasonable increase
in classification efficiency [18]. The use of hierarchical anal-
ysis as a method of psychological assessment of college stu-
dents is to stratify college students’ psychology from the
perspective of hierarchical analysis; firstly, in order to ensure
the validity of the model establishment, it is required that the
logic between college students’ psychological hierarchical
criteria and the principle of consistency test of hierarchical
analysis should be the same; secondly, the establishment of
psychological quality assessment model should be based on
the practical application of college student’s education and
training. The purpose of the psychological assessment model
of college students is to provide strong data support for the
psychological health assessment of trainees and ultimately
serve the education and training of military colleges and
universities, so the collected psychological quality data of
trainees should be real and effective, and the assessment pro-
cess and method should be simple and practical. Through
the study of college students’ psychological quality construc-
tion model and hierarchical analysis method, the basic pro-
cess of college students’ psychological assessment based on
the hierarchical analysis method can be obtained, as shown
in Figure 2. More importantly, student administrators can
use the system to combine several scattered and fragmented
student attribute behaviour data to dynamically screen out
the list of students who may be in psychological crisis from
the objective data of daily management informatization
and combine it with the basis; the early warning rules carry
out targeted psychological crisis intervention to provide cer-
tain decision-making support and reference for the manage-
ment of grassroots students. Seventeen relevant attributes
were selected as research data to further explore the mental
health status of students as reflected by these attributes

Table 1: Table of users in the database.

Field Type Field description

id Int User id student number

Time_date Int Data generation time

Panas Int PANAS scale score

neo_ffi Int NEO_ FFI scale score

bdi Int BDI scale score

stai Int STAI scale score
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under different combinations of values. To ensure the accu-
racy of the research results, this paper simulates the data
acquisition in actual student work, and 863 undergraduate
students were collected as the research sample to obtain
new, respondent-approved research data [19].

The data collection was conducted utilizing an online
questionnaire, and the self-administered scale was used to
understand students’ personal information, such as gender,
grade level, academic status, participation in extracurricular
activities, and family situation; the results of the Family
Closeness Scale were used to obtain information about the
student’s family of origin, which led to data related to the
type of family relationships; and the scores of the Psycholog-
ical Crisis Signs Checklist were used to assess whether stu-
dents had a psychological crisis. Since there were some
errors and missing data in the collected sample data after
the data were sorted, cleaned, and integrated, a total of 847
complete records were finally obtained for the study.
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When applied to more scenarios, the intercommunica-
tion between people and things is one step closer. The Inter-

net of Things means that various sensing devices with
sensors are connected to each other and communicate with
the Internet and telecommunication networks to construct
a unified network system that connects everything. The
crisis warning module is the core function of the system,
which extracts the data information required for the psycho-
logical crisis warning model from the data collected and
stored by the above-mentioned functional modules to carry
out dynamic warning of students’ psychological crisis; the
article publishing module is mainly used by the administra-
tor to issue targeted notices and articles of mental health
education for student users according to the status of crisis
warning, as shown in Figure 3.

After logging into the system as a super administrator,
you enter the psychological crisis early warning module.
To increase the extensibility of the system, considering that
the training set data may be expanded to optimize the model
in later work, the model update interface is set to leave a
good implementation channel for future updates of the psy-
chological crisis warning model. If the model does not need
to be updated, the current model can be applied to filter the
warning list of existing student users in the system through
the one-click warning function, and the list will be displayed
on the interface; the specific information displayed in the list
includes class, student number, name, contact number, and
warning rule; and the administrator can pay attention to
the real state of these students who may have a psychological
crisis in a timely and targeted manner according to the con-
tent of the warning rule prompt. The main functional mod-
ules of the application system centred on the early warning
model include the system management module, information
collection module, grade management module, leave
approval module, psychological crisis early warning module,
and article publishing module. It also includes psychological
counseling and psychological survey activities for school
students. Most schools conduct mental health assessments
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of students every year, collect psychological survey question-
naires online through the Internet, and store the results in a
database. Through the school mental health assessment soft-
ware, simple status analysis and result statistics of college
students’ psychological problems can be carried out. This
subsection analyzes the process interaction of the main func-
tion points of each module in the form of a time sequence
diagram. The main function points of the grade manage-
ment module include downloading course grade templates
and single quantitative score templates by administrators,
uploading course grade sheets and single quantitative score
sheets, downloading course grade sheets by classroom
teachers, and automatically generating total quantitative
score sheets. The main functions of the leave approval mod-
ule include students initiating leave requests, class teachers,
and super administrators reviewing whether the leave
requests within their authority are reasonable according to
the actual situation and then choosing to approve or reject
the leave approval after making judgments.

The preprocessing mainly includes frame splitting and
windowing operations. To ensure the effectiveness of the
acquisition and the power consumption, the frequency of
the voice acquisition is set to 8KHz; i.e., there are 8000
acquisition points per second, and the original voice data is
not stored in the terminal. For the voice signal, it is not suit-
able to process 8000 data at one time, so the data needs to be
divided into 512 points for one frame, that is, 64 millisec-
onds, and the voice is continuous, so there will be a 25%
overlap between each frame, which improves the continuity
and smoothness after data processing. The change in heart
rate also reflects the psychological change of people, and
the calculation of heart rate is especially critical. The com-
mon methods of heart rate calculation are ECG, PPG, bio-
impedance, etc. This time, the heart rate is calculated using
the photoelectric volume pulse wave tracing method PPG
optical signal; this method uses a small size of hardware that
is easy to wear on a bracelet. Using PPG to calculate the

heart rate, the signal is converted by converting the optical
signal into an electrical signal and the electrical signal into
a digital signal. The specific principle is that when light hits
the skin tissue, the reflected light will be attenuated. The
degree of attenuation varies depending on the site of irradi-
ation; e.g., the absorption of light by skeletal veins and con-
necting tissues remains almost constant, corresponding to
equal light irradiation, returning similar light values.
Through the storage and processing of a large amount of
information and data in the database, it can achieve a higher
level and more scientific decision-making ability to assist
decision-makers, increase the relevant model library and
the corresponding model library management system, effec-
tively organize and store the model, and make the database
realize organic integration with model library. This is not
the case with arterial irradiation, where there is blood flow
and changes in blood flow can affect the absorption of light.

4. Results and Analysis

4.1. Results of Mental Health Data Collection in Multimodal.
Data selection is a common data processing method for data
analysis and mining, and it is the first step of data prepro-
cessing operation. Due to the large size of the original data
set, mining and analyzing all the data sets will take a lot of
computing resources and computing cycles, so the data
selection operation of the data set is needed to reduce the
impact on the results. Based on the objective of the mining
project, the information records in the data set can be
assembled and found out, which can make the data content
be streamlined, and the internal connection between the
attributes and the law hidden behind the data can be discov-
ered. If the data to be processed are relatively small, the null
values can be filled according to the rules; if the data to be
processed are relatively large, a value can be found to fill
the null values. In this case, 48 students who did not partic-
ipate in the assessment were removed, and the psychometric
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Figure 3: Flow chart of the psychological crisis warning module.
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information of the students who participated in the assess-
ment met the research specification. Students’ basic infor-
mation data came from the school academic affairs
management system because some students did not improve
their personal information in time after enrolment, resulting
in the absence of some family status, whether single parents
and other information, of which 86 students with more
missing items were no longer used as research subjects.
There is also a non-contact heart rate sensor, that is optical
heart rate sensor. First, the light wave is irradiated into the
skin through a light emitter composed of two light emitting
diodes, and then, the light frequency refracted by the wearer
is captured, and finally, these analogy signals are converted
into digital signals for calculating heart rate data. After the
cleaning process of the data, a total of 1820 records can be
used for data mining operations.

The filtering rules are filtered based on the support,
which is the number of instances found that meet the rules.
Confidence is the ratio of instances determined by the con-
clusion, and support is the number of instances that satisfy
the rule. Rules with high support/confidence are found, but
usually, the confidence is not set to 100% to find all rules;
even if there are hundreds of rules, many of them have very
low support. Typically, the minimum confidence is set to a
minimum to find the maximum support at the minimum
confidence level. An item set is a combination of attribute-
value pairs, which has some support for the selected data
set. The function of the algorithm is to extract the high sup-
port item set from the generated rules and extract the rules
above the minimum confidence level. The strategy of the
algorithm is to iteratively reduce the minimum support until
a specified number of rules are found within the minimum
confidence range. Association rules and classification rules
require different skills when used, the former being signifi-
cantly larger than the latter. So, support and confidence are
two important metrics for association rules, as shown in
Figure 4. With sufficient funds, it will be gradually applied
to the entire production line to prevent serious problems
in some ordinary stations and production bottlenecks, which
will affect the subsequent work of the assembly line.

The algorithm energy balance is poor as it does not con-
sider energy balance and uses the shortest path which makes
the network energy consumption concentrated in important
nodes, resulting in overburdening the energy consumption of
important nodes too fast. The node mortality rate of the GCAR
algorithm in this section ranges from 0.4% to 4.4%, and the
average increase rate after 100 rounds of simulation is only
26%, which is lower than that of the MOPC algorithm and
CCOR algorithm. The energy gravity introduced by the GCAR
algorithm integrates the node residual energy, node forward
energy density, and the sending energy consumption directly
related to the distance, which can ensure the energy consump-
tion is at a low level and make the energy consumption more
evenly distributed among the nodes. When it senses that the
energy consumption rate of important nodes is too large, the
algorithm adaptively adopts alternative routes to temporarily
protect important nodes and make full use of other nodes to
slow down the death of the first node of the network and
extend the network survival time, as shown in Figure 5.

Figure 5 gives the variation of the average packet energy
consumption with simulation time. From the beginning of
the simulation to 200 seconds, the average energy consump-
tion of all three algorithms increases, but GRCS has the fast-
est growth rate, up to 8.56%; the maximum growth rate of
GRCS is 6.67%, and the maximum growth rate of TADR
algorithm in this paper is the lowest, only 5.33%. And there
are differences between objects of different types. Cluster
analysis divides and categorizes data based on a certain sim-
ilarity and analyzes the process of forming these categories.
After 200 seconds, the average packet energy consumption
of the GRCS algorithm increases slowly with time, while
TADR and VFTR remain essentially the same. The reason
for this is that the TADR and VFTR algorithms consider
traffic balancing in routing decisions, which results in energy
balancing of the nodes. Since the node queue length can
effectively measure the load of nodes, the network load is
balanced to a certain extent by constructing a virtual poten-
tial energy field in the TADR algorithm, which makes the
average energy consumption of packets relatively low. And
the contour external force is established in the VFTR algo-
rithm based on the load difference between the current node
and neighboring nodes and dynamically adjusts its occupied
weight, which more effectively avoids congestion and finally
makes the packet average energy consumption index benefit
from the improvement of transmission success rate.

5. Results of the Evaluation of Mental
Health Effectiveness

Data mining techniques were applied to the mental health
data of senior students by using basic student information
and SCL90 psychometric scale data as the training set. The
results obtained from the analysis of mental health problems
of higher vocational students were compared with the data
mining results in the mental health assessment system, and
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the analysis rules obtained from the system mining were
consistent with the experience and psychological percep-
tions in psychological counseling, which confirmed that the
data mining techniques applied to the research and analysis
of mental health data of higher vocational students are
implementable. Therefore, the development and application
of this system play a good early warning role in promoting
the mental health of higher vocational students and provide
effective technical support for the informatization of mental
health management. Through the analysis and excavation of
the assessment information, we obtain that many objective
factors are affecting the mental health of college students.
Therefore, in the future mental health consultation work of
college students, we target to improve the awareness of col-
lege students’ mental health through many ways and help
them solve the problems in psychological aspects, as shown
in Figure 6.

Both TADR and VFTR are characterized by finding idle
or less congested you-back paths based on node queue
length, which reduces the occurrence of congestion to some
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extent but causes an increase in the number of packet trans-
mission hops, so both have relatively the highest average
delay. Moreover, since the potential field of TADR based
on node hops only ensures that the route satisfies the mini-
mum number of hops and avoids route backhaul, while in
VFTR routing, decisions need to be made based on the geo-
graphical location of the nodes and route backhaul is
avoided by defining forward transmission nodes; the average
delay of VFTR is 181ms, which is slightly lower than that of
TADR at 192ms. The experimental participants will be sub-
jected to testing; the purpose of conducting preexperimental
testing is to test whether the participants’ are honest, useful
for long-term drug use, and have bad habits, which will
ensure that the selected participants will be able to complete
the whole experiment properly. In addition, all participants
are selected after an initial assessment by a psychological
professional. All selected volunteers will sign an experimen-
tal informed agreement before conducting the experiment,
which describes the detailed experimental steps, the use of
the equipment and instructions for the use of the IoT plat-
form. In addition, ethics are included in the experimental
informed agreement to ensure that this collected experiment
is not disclosed and all data used are for this study, as shown
in Figure 7.

Figure 7 shows the curves of the average sum of the accel-
eration characteristic frequency domain amplitudes and the
maximum value of the acceleration shape characteristic vari-
ance for the two experimenters with high and low scores,
respectively. As can be seen in the left panel, except for the
high scorer who has a large rise and fall (probably due to inter-
ference from high frequencies), the amplitude of up to several
days is below that of the low scorer, and the high scorer has a
much flatter rise and fall of data variation. In the right panel,
the high scorers are slightly below or equal to the low scorers
for some time but contain a few days where the high scorers
have low values. Combined with the correlation analysis, peo-
ple with autistic tendencies not only close themselves off psy-

chologically but also show it in their daily life activities, often
being reluctant to participate in them.

Inmost cases, the luminance minima for the positive emo-
tion participants were greater than those for the negative emo-
tion participants. The classification gain of the largest category
can be obtained, so that the data set is the smallest after classi-
fication. The general depth of the tree is reduced by this solu-
tion, so that the classification efficiency is reasonably
increased. In the left panel, which shows the speech feature
energy maxima, the data for the positive emotion participants
are also largely larger than the negative emotion participants
in the graph, and the fluctuations are more pronounced for
the negative emotion participants. This is also consistent with
the usual life perception that optimistic people speak loudly
and are more communicative in their daily speech. The nega-
tive mood group, on the other hand, was more passive and
would appear rushed when communicating and speaking,
and their voices appeared low.

6. Conclusion

The wearable bracelet with integrated multisensors is
designed, and based on IoT technology, the system number
of physical and mental health characteristics with high cor-
relation with sensor features was as high as 20, which further
provides a basis for using multiple features to assess multiple
physical and mental health conditions. The application sys-
tem was designed and implemented with the psychological
crisis early warning model in mind. The detailed require-
ment analysis, general design, and detailed design of the sys-
tem were carried out in conjunction with the actual work of
the users. It was determined that the system users are
divided into three roles: students, class teachers, and super
administrators, and contain six functional modules, namely,
system management module, information collection mod-
ule, grade management module, leave approval module, psy-
chological crisis warning module, and article publishing
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module. The system is developed with Spring MVC as the
back-end framework, JSP as the front-end language, and
MySQL as the database, which realizes all the functions
required by users. The system provides a good platform for
the effective application of the psychological crisis early
warning model. In addition to providing data support for
the early warning model, the basic module also optimizes
the module functions after the actual user demand research,
which enhances the practicality of the system and provides
some assistance for the electronic office of student managers
and the dynamic monitoring of student psychology.
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This paper provides an in-depth study and analysis of the measurement of construction projects using digital wireless mapping
and illustrates it using examples. Static measurements determine the relative positions between ground points with high
accuracy using a baseline vector network composed of simultaneous observations by multiple receivers, using the correlation of
errors in space and time. Technology-based on this error correlation, then the distance observation error or coordinate
observation error measured by the base station is sent to the mobile station through the data chain to correct the station star
distance observation or coordinate value of the mobile station, improving the operational accuracy and efficiency of the mobile
station. The measurement avoids the tedious measurement organization work and long-time data collection and
postcomputation work of static measurement, and the coordinates of the mobile station can be obtained in real-time. To verify
whether the accuracy of the 3D model built by the 3D reconstruction method integrating UAV and camera (air ground)
images can meet the accuracy requirements for the installation deviation detection of the assembled building components, the
3D reconstruction of the physical objects was completed by this method. The accuracy of the 3D model built by this method
was evaluated by comparing the measurement coordinates of 25 prearranged checkpoints in the 3D model with those of the
total station. The test results show that the maximum point accuracy of the 3D model is 2.305mm, and the average medium
error is 2.147mm, which can meet the accuracy requirements of the installation deviation detection of the assembled building
components. The detection of installation deviation of wooden columns was completed by measuring the 3D model, and it was
verified that the method is intuitive, fast, accurate, and batch completion of the deviation detection of axis position, elevation,
small labour, batch detection of components, and contactless mapping compared with the traditional detection methods.

1. Introduction

New instruments and technologies are needed to improve
the traditional surveying and mapping technology to obtain
spatial three-dimensional information. Unlike the tradi-
tional surveying and mapping measurement technology
such as total station and GPS through a single point mea-
surement way to collect data, three-dimensional laser scan-
ning technology can obtain many point cloud data
information, to obtain a more fine, complete information
data of the object under test [1]. 3D laser scanning technol-
ogy does not need to contact the measured object when mea-
suring the target object, which can reach the number of
hundred thousand points per second, and this efficiency of
point collection is incomparable to traditional measurement

technology [2]. Point cloud data can express the measured
target object in more detail and accurately because of its
huge amount of data and strong point density, but this also
brings greater difficulties for data computing, processing,
use, and storage [3]. A large amount of point cloud data
requires high computer configuration, and it often leads to
computational crashes and crashes when processing, which
affects the efficiency of point cloud data processing and
use, and then affects the efficiency of 3D model reconstruc-
tion of point cloud data, so point cloud data streamlining
is especially important. It is of great significance for the
application and development of 3D laser scanning technol-
ogy and points cloud data to compress the data volume of
point cloud data to the maximum extent while ensuring that
the target object model features and reconstruction are not
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affected [4]. In turn, it affects the efficiency of point cloud
data 3D model reconstruction, so point cloud data stream-
lining is particularly important. In this paper, we take the
point cloud data of Nanjing subway station as experimental
data, propose an improved method for the deficiency of not
being able to retain the target area for point cloud data
streamlining, and carry out the streamlining and compres-
sion of discrete point cloud data under the condition of
avoiding the establishment of a topological relationship
between points and points, which preserves the original for-
mat of point cloud data from being destroyed and provides a
good data basis for the later processing and reconstruction of
point cloud data.

The existing data exchange and storage management
mode have obvious drawbacks, poor integration and man-
agement, and poor visualization. The monitoring of high-
speed railway in operation period has the characteristics of
long-term, complexity, and wide area, and there is less
research on the monitoring data management of high-
speed railway in operation period [5]. At the same time,
the engineering department, measurement unit, evaluation
unit, and the evaluation unit, as the hub to link all units, is
an important link for data communication, data quality con-
trol, and progress control, while the evaluation system has
not been systematically studied. Urban control measurement
in urban surveying and mapping projects, and other work
and control measurement, are mainly divided into two
aspects of plane control measurement and elevation control
measurement. Urban control survey is mainly divided into
three stages of design, construction. The first is the establish-
ment of the engineering control network and the mapping of
the engineering topographic map [6]. These two kinds of
measurements are mostly used in the preconstruction survey
and design stage of urban construction. The second is the
positioning of construction release. The last is the as-built
measurement and deformation measurement, which are
used for project quality inspection and later evaluation after
the construction is finished.

The software system supporting them has been continu-
ously improved, which makes the UAV tilt photogrammetry
system have technical support and quality guarantee in var-
ious engineering applications. UAVs are widely used in
many industries for their advantages such as good stability.
Especially in the field of surveying and mapping, UAVs
can acquire ground images with high efficiency and are used
in many aspects such as drawing high precision medium and
large-scale mapping and generating DEM (Digital Elevation
Model) models. The various building components obscure
each other, and it is difficult to use a single UAV to complete
a full range of image data collection of the components,
resulting in the lack of data on the obscured parts, holes,
and other phenomena in the corresponding parts of the
three-dimensional model established based on image data,
affecting the measurement accuracy. The camera, with its
advantages of free shooting angle and flexible operation,
can provide an effective complement to the UAV image.
Combining the characteristics and advantages of the UAV
and camera, it can complete all-around and high-efficiency
image data acquisition of the completed installation.

2. Status of Research

3D reconstruction is an important method to obtain 3D
information of an object. In recent years, the technical the-
ory of 3D reconstruction and related software has been
increasingly improved, and 3D reconstruction models of
physical objects are widely used in mapping engineering,
digital earth, urban planning, and other fields. The acquired
point cloud data is subjected to a series of operations such as
denoising, alignment, thinning, and encapsulation to realize
the construction of a 3D point cloud model of the target
object [7]; the 3D reconstruction method based on image
data is to collect the image data of the object using
unmanned aerial vehicles, cameras, and other equipment,
based on the photogrammetry principle combined with rel-
evant 3D reconstruction software to realize the automatic
reconstruction work of the 3D model of the photographed
object [8]. When using 3D laser scanners for all-around
measurement of buildings, due to the restricted scanning
angle of the instrument, it is often necessary to arrange mul-
tiple scanning sites, and the on-site data collection is time-
consuming; later, the point cloud data from different sites
need to be spliced, and the amount of manual intervention
is large; moreover, the amount of point cloud data is huge,
and the processing and preservation costs of the data are
high [9]. The image-based 3D reconstruction method is
becoming more popular with the continued development
of drones, cameras, and other equipment, the sensor accu-
racy continues to improve, and the corresponding technical
theory and supporting software continues to improve, with
its high-cost performance, high stability, good accuracy,
and other advantages in the construction, mapping, and
other engineering fields of application [10].

Point cloud data segmentation based on edges is investi-
gated, and an algorithm for point cloud data segmentation
using different judgments of point cloud data contours using
information gradients and unit normal vector directions is
proposed [11]. The original format of the point cloud data
is not destroyed, providing a good data foundation for later
point cloud data processing and reconstruction. An edge-
based point cloud data segmentation method is proposed
to use a three-dimensional moving boundary model for data
segmentation to reduce the influence of noise in the judg-
ment of point cloud data contours, but the computational
efficiency is relatively slow. A region-based point cloud data
segmentation study is conducted, proposing point cloud
data segmentation based on the normal vector of points
and their redundancy as a basis for region growth [12].
The second segmentation uses edge-based segmentation for
point cloud data after the first segmentation, which
improves the accuracy of the point cloud data segmentation
algorithm [13]. The study of multiple point cloud data seg-
mentation is carried out, based on edge and then face-
based segmentation of point cloud data, first, the geodesic
lines between different points in the point cloud data model
are calculated, the contours formed by the segmentation
lines are used as separation boundaries, and the point cloud
data segmentation is carried out using region growing
method [14].

2 Journal of Sensors



The full building lifecycle is dynamic and includes the
full cycle of design, production, construction, and operation
and maintenance, up to demolition and recycling. In differ-
ent stages of this process, the required spatial information of
prefabricated components will be different according to spe-
cific project tasks, such as the outline dimensions of compo-
nents in the component production stage, the timely access
to transportation routes, vehicle locations, and yard unit
locations in the transportation stage, the component posi-
tioning control points and lines in the construction and
installation, and the floor and room numbers to which the
components belong in the operation and maintenance stage,
etc. In addition, many scholars consider component coding
as an important element of component location informa-
tion, which is the main basis for quickly identifying, locating,
and managing target components from many similar prefab-
ricated components in each project phase.

3. Analysis of Digital Wireless Mapping
Applied to Construction
Engineering Measurement

3.1. Digital Wireless Mapping Design for Construction
Projects. The determination of the appropriate number of
elevation and planimetric control points as the basis for
topographic mapping is known as control surveying. In the
case of plate meter mapping, there are two types of control
surveys, namely, root and first-level control surveys. The lat-
ter is based on geodetic control points, combined with wire
or triangulation methods, in the determination area of rela-
tively uniform distribution, with a high degree of accuracy of
the control points to determine; while the former is based on
the first level of control, combined with small triangulation
of fixed points to measure the way, the mapping needs of
control points to encrypt to meet [15]. In addition, it can
also be combined with the way of triangulation and elevation
measurement to determine the elevation of the control point
of the root of the map. Fragmentation measurement is a way
of giving the topography as well as the mapping of the fea-
tures. The terrain or feature points obtained during the map-
ping process are called fragmentation points. The location of
the fractional point planes can be determined in conjunction
with the polar method, and the elevation can also be deter-
mined by the rules of apparent distance measurement. As
a hub for contacting various units, the evaluation unit is an
important link in data communication, data quality control,
and progress control, and the evaluation system has not yet
been systematically studied. The mapping methods can be
classified according to the type of instrument used, such as
the latitude and longitude instrument and the plate meter
mapping method. All the above methods have similar oper-
ational processes. Before the mapping work is carried out,
mylar or drawing paper is fixed on the mapping board, the
coordinate grid is drawn, the control points and contour
points are spread, and the mapping operation is carried
out after confirming that they are correct. In this process,
the plotted or temporarily determined points are used as sta-
tions, the levelling plate is placed at the station and oriented,

then the telescope is used to align the fragmented points, and
the elevation and horizontal distance from the station to the
fragmented points are determined in combination with the
straight edge, and the edge length is intercepted along the
straight edge in combination with the mapping scale, which
is the plane position of the fragmented points on the map,
and the elevation is marked. Thus, the topographic map is
mapped by carrying out mapping activities at each station.
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The need to carry out the corresponding measurement
work in the preconstruction preparation. This is to get the
spatial location of each line to facilitate the construction of
the project, especially in the construction process, it is neces-
sary to restore the centreline of each pipeline in the design
drawings to the reality of construction accurately. Let us take
the construction of a railway as an example. When railway
construction is carried out, several measurements are first
taken, and the initial measurement data is obtained and then
corrected to obtain accurate mapping data. In the prelimi-
nary surveying and mapping, the main task point is for the
geographical condition along the way, and the mileage data
and the corresponding pile numbers are obtained by calcula-
tion [16]. Two kinds of cross-sections are drawn out accord-
ing to the illustrated elevation, and the corresponding
engineering data are calculated to obtain a relatively feasible
plan, which is then applied in the later construction. The so-
called actual measurement is to implement the designed
scheme in practice.

dT rð Þ
dr

= d
dr

ðT

0

Pr rð Þ
dr

� �
, ð3Þ

ðT

0

Pr rð Þ
dr

� �
= Pr rð Þ

dr
3

Pr r2ð Þ : ð4Þ

But the calculation process cannot be adjusted; parame-
ters are not easy to control. In contrast, histogram matching
can select the image with excellent effect as the matching
object and correct the histogram of the original image to
make it into a prescribed shape. Histogram correction and
matching are particularly effective for low brightness image
processing. When the sun altitude angle and light conditions
in the same period and the same area are the same, the dif-
ference between the histogram distribution of the two
images near is small. Conversely, there are large differences
in the histograms of feature images taken by the camera
when the time and external environment are different. In
this paper, the target image to be corrected is radiometrically
corrected according to the histogram of the reference image
(the image with the most suitable image brightness and con-
trast are selected), so that the gray level interval of the target
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image and the reference image is the same, and the purpose
of histogram correction is accomplished. Image matching is
the process of finding homonymous points between two or
more images, and image matching problems are generally
solved using image correlation techniques in early research.
In UAV photogrammetry, image matching technology is
the key to automatically finding homonymous image points
and generating orthophoto by null-three calculation, and the
matching work can be carried out only through feature
information, which mainly points feature, line feature, and
area feature, among which, point feature extraction is the
mainstream method for feature extraction due to its simple
algorithm and low implementation difficulty, as shown in
Figure 1. Due to its good stability and low cost, drones can
complete large-scale and high-efficiency image data collec-
tion of ground objects, and the advantages of data timeliness
and scientific have been widely used in many industries,
especially in surveying and mapping. In the field, drones
can obtain ground images efficiently.

Model light-weighting refers to the compression and
extraction [17]. The methods for BIM data model light-
weight can be broadly divided into two categories: internal
lightweight and external lightweight of the model. Internal
lightweight is mainly to delete the redundant information
in the model, which usually includes information that is
used infrequently, too detailed information, duplicated
information, etc., to achieve the purpose of reducing the
database [91]. A series of studies have been conducted in this
area. They investigated lightweight methods based on com-
ponent merging and discretization. Among them, in internal
lightweight, by parsing the basic attribute information of the
components, the corresponding attribute sets are extracted
and the same attribute data are deleted; at the same time,
the duplicate geometric representations in the model are
deleted and a unified representation is established through
the spatial location relationship to identify the components
with the same geometric shape in the BIM model. In terms
of internal lightweight, the main purpose is to identify the
information in the O&M phase and delete other unnecessary
information (unnecessary information generated in the
design and construction phases), which can be done by
obtaining the set of data to be deleted through the provided
filters and deleting them. It is difficult for a single UAV to
collect all-round image data of the components, resulting
in missing data in the occluded parts, and resulting in distor-
tions and holes in the corresponding parts of the three-
dimensional model established based on the image data,
which affects the measurement accuracy.

V = AX + Bt + L, ð5Þ

t = ATA + ATB: ð6Þ
It signals that the interpolated midpoint has shifted to its

neighbouring loci, so the position of the currently significant
point needs to be shifted. Also, interpolate multiple times on
the new loci until convergence; perhaps exceeding the set
frequency of iterations or exceeding the extent of the picture
edges, when such points should be eliminated. In scale-space

polar detection, because of the variable quality of polar
points, there will inevitably be points among these polar
points that do not satisfy the conditions. A poorly defined
Gaussian difference algorithm has limits with great principal
curvature at locations that span the boundary and little prin-
cipal curvature in the direction of the vertical boundary,
requiring the removal of fluctuating boundary response
points, as shown in Figure 2.

The accuracy of digital results plays a decisive role in the
feasibility of applying low-altitude photogrammetry to earth
change monitoring. The accuracy analysis of digital results
generally contains two aspects: theoretical accuracy and the
real difference value of checkpoints. The calculation princi-
ple of theoretical accuracy is to regard the coordinate correc-
tion values of encrypted points as random errors, calculate
the variance-covariance matrix of the correction numbers
of coordinate points, and thus find out the levelling accu-
racy. The theoretical accuracy analysis reflects the error dis-
tribution law. The theoretical accuracy can be viewed in the
levelling log under the project file. When the residuals are
higher than 3 times the medium error, the point is treated
as a rough point [18]. The true difference of checkpoint is
compared by comparing the coordinate value of checkpoint
with the field measurement value to find out the medium
error of all checkpoints and control points. In general, this
true difference value can reflect the real error more directly,
and this method is also used in production for product qual-
ity analysis.

The amount of earth change is calculated from repeated
measurements in a specific measurement area [19]. There-
fore, its feasibility needs to consider not only the accuracy
(precision) of measurement data but also the stability of each
measurement data, both of which are indispensable, and the
accuracy and stability of monitoring data depend on the
absolute precision of single measurement and the relative
precision of multiple measurements, respectively. The abso-
lute accuracy of a single measurement can be obtained by
checking the true difference of point coordinates, while the
relative accuracy of multiple measurements is analysed by
comparing data of multiple periods.

3.2. Design Analysis of Construction Engineering Measurement
Examples. The 3D laser scanner acquires a huge amount of
point cloud data of the target object, although a large amount
of data provides very complete and detailed information of the
target object, at the same time, it also brings great difficulties to
the processing and application of the data, which is of great
help to the application, processing, operation, and storage of
point cloud data. Point cloud data streamlining and compres-
sion according to the data format are mainly divided into grid
data and discrete data, based on the triangular grid streamlin-
ing is the first point of cloud data to establish the topological
grid relationship to form triangular grid data, and then the tri-
angular grid for data compression and deletion. The stream-
lining based on discrete point cloud data is to directly
calculate the information of point cloud data and directly
compress and delete the point cloud data according to the
information. The streamlining based on point cloud data
directly is more efficient, better, and more widely used, as
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shown in Figure 3. Provide accurate data for the preliminary
design. In the predesign, generally according to the position
corresponding to the turning point, use the curve to connect
the two adjacent straight lines to each other, according to the
radius value given by the design and the steering angle
obtained by the measurement, the element value of the curve
is obtained through calculation.

The structural members of the assembled building
should be positioned and installed following the modal grid,
and the location of the datum (line) can be determined by
the centreline positioning method, the interface positioning
method, or the method of mixing the centreline and inter-
face positioning methods. These three positioning methods
have their characteristics and are suitable for different
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component positioning and modulus grid space require-
ments. The centre positioning method is to coincide the
positioning datum (line) with the physical centre of the
member. This method is beneficial to the prefabrication,
positioning, and installation of the member, so when the
structural members are not connected adjacent to other
members, the centre positioning method can generally be
used, beams, and load-bearing walls. However, when the
centre positioning method is used for the main structural
members, it may cause the nonmodularity of the interior
decoration space, which is not convenient for the setting of
the decoration space grid and the positioning and installa-
tion of the decoration members, and the modal decoration
space needs to be formed by adjusting the thickness of the
walls. The use of the interface positioning method can make
the interface of the members overlap with the positioning
datum (line) to avoid the unevenness of the space interface
or the formation of nonmodular space due to the different
sizes of structural members and space dividing members.
When the structural members are installed continuously,
the interface of the previous member is the installation
datum of the next member, the members along a certain
interface need to be installed completely flat, and the inter-
face positioning method should be used, such as the posi-
tioning of floor slabs and roofs. Make the gray level
interval of the target image and the reference image the
same, and achieve the purpose of completing the histogram
correction. Image matching is a process of finding points
with the same name between two or more images. In early
research, image-related technologies are generally used to
solve image matching problems. In practical application,
only one positioning method often cannot meet the require-
ments of construction, such as the main structural member
positioning and installation requirements at the same time
to meet the datum surface positioning, or the main structure
wall installation thickness needs to meet the modulus size,
often use the method of centre positioning axis, interface
positioning line superimposed on the same modulus grid.

The deepening design of the assembled building refers to
the construction drawings with implement ability based on

the original design scheme and condition drawings, should
complete the design of a flat and vertical section of the build-
ing, the design of cross-section and reinforcement of struc-
tural members, the designers should refine the parameters
of the components and determine reasonable production
and installation tolerances according to the comprehensive
requirements of various professions and project links, such
as architecture, structure, and equipment, and the content
and depth should meet the requirements of component pro-
cessing, as shown in Figure 4.

When only orthophoto is used in the modelling, the ele-
vation accuracy is gradually improved with the encryption of
image control points, but the improvement effect is gradu-
ally weakened, and the medium error in the elevation of
image control points is the same in scheme e and scheme
f, both of which is 0.014m, and the medium error in the ele-
vation of checkpoints is 0.029m and 0.023m, respectively,
which is not much different. This indicates that increasing
the density of the image control points can improve the
accuracy of the null-three solution, but it is not the case that
the greater the density of control points is better, and a rea-
sonable layout plan and number of image control points
should be chosen according to the project requirements
[20]. Theoretically, the weakest point of the model should
be around the survey area, and the error control around
the survey area should be mainly considered when setting
up the image control points, so the mid-error of the eleva-
tion is 0.067m when using scheme c, i.e., the image control
points are evenly set up around the area, which is a signifi-
cant improvement in accuracy compared with schemes a
and b. However, in the actual modelling, if the survey area
is not evenly set up, the accuracy of the model can be
improved. Calculate the variance-covariance matrix of the
correction number of the coordinate point to find the accu-
racy of the adjustment. Theoretical accuracy analysis reflects
the law of error distribution, and the theoretical accuracy
can be viewed in the adjustment log under the engineering
file. However, in the actual modelling, if the elevation error
in some areas inside the survey area is still high, adding
internal control points can effectively control the internal
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accuracy. When the tilted image is included in the modelling
and option a is used, i.e., the single point layout at the four
corners, the mid-elevation error of the control point is
0.018m and the mid-elevation error of the checkpoint is
0.026m, which is slightly worse than the mid-elevation
errors of 0.014m and 0.023m when only the orthophoto
and option f is used in the modelling, and the maximum
residual value of both options is 3 cm. This indicates that
the inclusion of tilted images in the modelling has an obvi-
ous binding effect on the model elevation error.

As we all know, before collecting image data for the first
time, we need to use GNSS-RTK to measure the coordinates
of image control points for internal processing, and the
coordinates of the first measured image control points are
also used in the later processing of multiphase data, but in
actual engineering, the previously laid out image control
points are often destroyed, and if the image control points
are relaid, it will affect the operation efficiency and the accu-
racy of data processing. In the calculation of multiperiod
DSM data overlay, the sampling points with elevation differ-
ences less than 1 cm can be selected as relatively stable image
control points for subsequent internal modelling, which can
effectively reduce the inconvenience caused by image control
points remeasurement and improve the relative elevation
accuracy of DSM overlay.

4. Results and Analysis

4.1. Digital Wireless Mapping Performance of Construction
Projects. The image data captured by the UAV gimbal cam-
era is first stored on a memory card carried by the camera,
while the wireless image transfer module is used to transfer
the captured image data back to the staging database of the
automated airport system. The camera’s memory card has
limited memory, and the memory card is cleared after the
mission to make sure that the data has been completely
returned to the staging database. The staging database has

much more memory than the memory card carried by the
camera, but also has limited storage space and will also be
cleared after multiple phases of data collection to ensure that
the data has been fully uploaded to the backend cloud data-
base. It plays a great role in the measurement of historical
sites, cultural relics and historical sites restoration, archaeo-
logical site reproduction simulation, cultural relics and his-
torical sites data storage, and large-scale historical site
surveying and mapping. The image data collected by the
UAV gimbal camera and other process data of the system
will eventually be uploaded to the cloud database for profes-
sional staff to download and process. The cloud database
should have a large storage space, and through the continu-
ous accumulation of data, it will eventually form engineering
monitoring big data and provide the possibility for big data
analysis. The automatic skylight realizes the function of
automatic opening and closing of the UAV before and after
take-off and before and after landing, using a stepper motor
and a limit switch to control the movement of the skylight.
The stepper motor drives the skylight movement through
gears and chains, and the limit switch controls the closing
motor according to the position of the skylight movement
to complete the task of opening or closing the skylight, as
shown in Figure 5.

Each point has 2 groups of data acquisition, each group
with a different instrument height, more than 15 data acqui-
sition, each data acquisition time of 3 seconds, two groups of
data count 30 data through the levelling calculation, you can
get the point after the levelling correction of the coordinate
value. After the collection, you can use the instrument to
do the preliminary calculation in the field and check whether
the data is acceptable. If not, collect one or two more sets
until you can pass the calculation. Ideally, the data collection
time for each point is about 2 minutes. Adding the time of
erecting stations, walking between points, and waiting for
the fixed solution of the instrument between groups, it takes
about 20 minutes at most, and 480 minutes for 8 hours of
work a day, which can collect more than 24 points a day it
took 3 days to complete the field control measurement data
collection of 65 points.

In the actual measurement, the orientation is carried out
with disk-left and disk-right observations, resulting in obser-
vation data, which are checked by the software site to see if
the observation data exceeds the limits and if there are errors
in the control point spacing. If the orientation is correct,
then the data collection of pipeline points is carried out.
When the pipeline point data is measured, the attribute data
of each pipeline point can be input directly on the EPS soft-
ware, and the connection relationship of the pipeline point
can be outlined in the field so that the graph can be directly
compared with the current situation, and errors such as con-
nection and flow direction can be found and solved in the
field. It is necessary to form a modular decoration space by
adjusting the thickness of the wall. Using the interface posi-
tioning method can make the interface of the component
coincide with the positioning reference plane (line) and
avoid the unevenness of the space interface or the formation
of a non-modular space due to the different sizes of struc-
tural components and space division components. The
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pipeline diagrams, which have been measured and initially
edited externally, are imported into the EPS software on
the PC for further editing and finishing. Add markups and
solve problems such as landing on the drawing surface. After
self-checking and checking and modifying by the quality
inspector, the final topographic pipeline result map was
formed as shown in Figure 6.

The landing deviation is mainly concentrated around
10 cm at wind level 1, within 20 cm, at wind level 3, and
within 30 cm at wind level 4. In wind level 4, the landing
deviation was around 30 cm, and in wind level 5, only a
small portion of the landing deviation was greater than
40 cm. This indicates that the M100 drone achieves good
landing accuracy in this simulation environment, and the
landing error has certain randomness as the wind speed
increases. The landing deviation of the drone is related to
its ability to land safely and accurately on the designed auto-
matic landing pad, which is a prerequisite for the monitoring
system to realize the functions of collection and autoconti-
nuation. Therefore, the simulation experiments initially ver-
ify the technical feasibility of the monitoring system in the
absence of the M100 real aircraft.

5. Design Results of Construction Engineering
Measurement Examples

UAV automatic landing pad, communication, and data
management and processing are designed; the functional
layers of the system and their interlogical relationships are
elaborated; the automatic landing pad of the system, includ-
ing the general structure of the box-type dock and the auto-
matic range function settings. Meanwhile, considering the
limitation of weather conditions on the unattended UAV
operation mode, the composition and functional design of
the environmental sensing system were discussed, and the

detailed operation process of the UAV and the automatic
landing pad was determined. Finally, the technical feasibility
of the unattended UAV monitoring system was initially ver-
ified by simulating the landing process and landing accuracy
of the UAV and comparing it with the actual landing devia-
tion of DJI Genie.

The first type is the splicing target, which is mainly used
to increase the accuracy of automatic splicing because of the
automatic splicing operation by the professional point cloud
processing software, and the additional targets are mainly
needed in the case of difficult viewing conditions and little
information transmission between two adjacent stations,
which is deployed according to the coordinate alignment
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requirements, which is deployed according to the coordinate
alignment requirements, usually at the entrance and exit of
the subway station or at the ground or underground level.
After setting up the instrument, insert the battery, open the
protective cover of the storage disk, insert the storage disk,
the scanner starts to scan and rotate with itself, after one
week of rotating and scanning, the scanner stops and stands
still, indicating the completion of the current station, turn off
the instrument and move to the next station to collect and
scan, as shown in Figure 7.

Under the same noise standard deviation condition, the
quaternion method outperforms the singular value decom-
position method for the solution of the rotation transforma-
tion parameters. As the noise standard deviation keeps
increasing, the error of the rotation parameters solved by
both algorithms increases, and the error of the rotation
parameters solved by the indicated quaternion is consis-
tently lower than the error of the rotation parameters solved
by the indicated singular value decomposition method. It
shows that the accuracy of the solution of the quaternion
method is higher than that of the singular value decomposi-
tion method in the solution of the rotation transformation
parameters under the same noise conditions. Point cloud
data alignment, also known as point cloud data stitching.
The target object structure is complex, the target object
exists between the occlusion and the limited view angle of
the instrument itself, so in a single station set up, 3D laser
scanner cannot collect the complete target object point cloud
data and need to carry out multistation point cloud data
scanning. Since the point cloud data of multiple stations
are collected under separate coordinate systems, the point
cloud data of multiple stations need to be stitched into one
coordinate system, which requires point cloud data align-
ment processing, as shown in Table 1.

The average error of the x-axis is 0.0121m, y-axis is
0.0105m, and z-axis is 0.0159m. The overall error in each
coordinate direction is no more than 0.02m, and the maxi-

mum error in the z-axis direction is 0.0159m, because the
subway station is divided into a negative one and negative
two layers, and in the point cloud data. This is because the
subway station is divided into two layers: negative one and
negative two, and the error is increased due to the splicing
between different layers when the point cloud data is spliced.

Point cloud data unification is a way to optimize the
overall point cloud data, to unify the overall point cloud of
multiple stations after stitching into the overall point cloud
data of a single station, and after the point, cloud unification
process is completed, the operation of point cloud data selec-
tion and browsing becomes smoother on the original basis.
In the process of point cloud data unification, point cloud
data thinning parameters can be set according to the needs
of modelling and point cloud data application to adjust the
density and size of point cloud data.

6. Conclusion

The requirements of urban surveying on measurement tech-
nology are increasing, the operation environment of urban
surveying is complex and changeable, due to the influence
of visibility and operation conditions, the traditional mea-
surement operation mode can no longer well meet the needs
of urban surveying, TREK technology can be widely used in
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Table 1: Comparison of coordinates of target points.

Point name X Y Z Error

Z1 2.5 4.8 4.7 3.4

Z2 4.2 2.2 2.1 4.1

Z3 3.1 4.9 3.2 4.8

Z4 2.7 2.4 3.4 3.9

Z5 4.6 2.4 4.8 3.1

Z6 4.2 4 4.6 3.9
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many fields of urban surveying because of its flexible and
convenient work and fewer operation conditions, but its reli-
ability is worse than the conventional static relative mea-
surement. Some, so in using CORES technology
measurement especially in control measurement operations,
it is necessary to conduct repeat measurements appropri-
ately and consider using different observation instruments
and distributing repeat measurements at different observa-
tion times to improve the reliability of CORES measure-
ments. There is no obvious systematic error, but the plane
error leads to a large relative error in elevation in areas with
abrupt elevation changes such as the edges of buildings and
the edges of pits. By comparing the distribution and number
of point clouds with elevation differences in different inter-
vals, it was found that the number of high-precision sam-
pling points with elevation differences less than 0.01m in
three groups accounted for 21.99%, 21.5%, and 23.3% of
the total, respectively. This can improve the relative accuracy
of multiphase image modelling and reduce the negative
impact caused by the destruction of the resurvey of image
control points.
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With the rapid expansion of network information and the emergence of a large number of electronic texts, how to organize and
manage this massive information has become a major challenge. Automatic text categorization technology is to study how to let
the machine classify unknown text through self-learning, thus solving the difficulties encountered in manual classification.
Because granular computing can reduce the knowledge in solving complex problems, it is more convenient to summarize and
acquire knowledge. It has become a hotspot in recent years, and it also provides new ideas for text classification research. The
rough set model of granular computing can acquire knowledge by mining decision rules. The decision process is more
transparent and easy to understand. It has been paid attention to and applied in text classification research. Based on the
research of existing achievements, this paper makes a further study on the application of granular computing in text
categorization. After analyzing the existing feature selection methods, the feature distribution is proposed based on the
relationship between feature words and categories. By calculating the distribution distance between any two feature words, the
feature words with similar distribution distances are aggregated, which effectively reduces the dimension of the feature space
and also avoids the individual samples caused by the existing feature selection algorithm. A phenomenon that is discarded due
to features. The experimental results show that the clustering method can obtain higher classification accuracy than other
feature selection methods when using SVM as the classifier. SVM performs best, and the final text classification accuracy rate
can reach 85.46%. According to the correlation principle of the rough set, feature selection is made for each information
granularity, the selected feature is used as the condition attribute and the coordination matrix is constructed, and the most
similar sample is heuristically searched to obtain the attribute reduction set.

1. Introduction

The rapid development of information technology, espe-
cially the development of the Internet, has brought people
into the era of information exchange. The Internet provides
a platform for people to exchange and share information
and has become an indispensable part of modern life tools
and work tools. In February 2019, the China Internet Net-
work Center (CNNIC) released the “43th Statistical Report
on Internet Development in China,” showing that as of
December 2018, the number of Internet users in China was
829 million, and the number of new Internet users was

56.53 million. The penetration rate reached 59.6%, an
increase of 3.8% from the end of 2017. The number of
mobile Internet users in China reached 871 million, and
the number of mobile Internet users increased by 64.33 mil-
lion. The proportion of Internet users using mobile phones
increased from 97.5% at the end of 2017 to 98.6% at the
end of 2018. Mobile Internet access has become one of the
most commonly used Internet channels. With the continu-
ous increase in the number of Internet users and the contin-
uous growth of online information, people have encountered
the problem of massive information such as retrieval and
management brought about by information expansion.
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How to effectively organize and manage this information has
become an area facing the information science. With the
continuous development of technology, text classification
has gradually changed from a knowledge-based method to
a method based on statistics and machine learning.

Most of the information on the Internet appears in the
form of text or can be converted into text. Therefore, as a
key technology for processing and organizing large amounts
of text data, text categorization has become information fil-
tering, information security, mail classification, information
retrieval, and search. Basic technologies in the fields of
engines, web forums, digital libraries, etc. and many research
teams at home and abroad have conducted in-depth
research on text classification algorithms. Tian [1] proposed
that in text categorization, the performance of the classifier
decreases as the feature dimension increases. The main pur-
pose of feature selection is to remove irrelevant and redun-
dant features in the function and to reduce the functional
dimensions. Based on the word vector generated by Word2-
Vec, the Word2Vec-SM algorithm is proposed to reduce the
dimension of the feature. Bei [2] proposed an improved tf-
idf-miow algorithm based on the traditional tf-idf algorithm
and mutual information algorithm to meet the requirements
of marine big data text classification. The results of auto-
matic text classification experiments show that the tf-idf-
miow recall rate in the oceanography field is 10.33% higher
than the traditional tf-idf algorithm, and the f1 score is
increased by 6.92%. Ni et al. [3] studied in detail the influ-
ence of parameters on classification accuracy when using
support vector machine (SVM) and K-nearest neighbor
(KNN) text automatic classification algorithm. The advan-
tages and disadvantages of the two text classification algo-
rithms are presented in the field of petrochemical
processes. Chen [4] proposed a new classification model
LDA- (Latent Dirichlet Allocation-) KNN (K-nearest neigh-
bor). LDA is used to solve the problem of semantic similarity
measurement in traditional text categorization. The sample
space is modeled and selected by this model. Lianhong
et al. [5] proposed a short text semantic extended represen-
tation method based on concept map. Firstly, the degree of
association between the text feature words and the concepts
in the concept map is calculated, and the concept with high
degree of relevance is selected to form a conceptual dictio-
nary of the current text. Then, the concept dictionary is
added to the feature word set to obtain a semantic extended
representation of the short text. Weiyin and Li [6] proposed
a text classification model CNN-XGB based on convolu-
tional neural network and XGBoost. Firstly, Word2Vec is
used to represent the preprocessed data, followed by multi-
scale convolution kernel convolutional neural network for
data feature extraction. Finally, XGBoost is used to classify
the features of deep extraction. Man et al. [7] fully validated
the model by using multiple indicators to evaluate the model
in the test data set. Compared with other models, the pro-
posed model has better classification performance in the
two-class and multiclassification tasks. Wang et al. [8] pro-
posed a new feature word extraction algorithm based on
chi-square statistics by extracting the feature words of text
method and evaluated the text classification model through

the improved new method. The experimental results show
that the new method is significantly better than the tradi-
tional feature extraction methods in the evaluation results
such as precision, recall, F1, and ROC_AUC. Yao et al. sys-
tematically study the web/text classification problem by
combining sparse representation with random measure-
ment. First, a very sparse data measurement matrix is used
to map the original high-dimensional text feature space to
a low-dimensional space without losing key information.
Then, a general sparse representation method is proposed,
which obtains the sparse solution by decoding the semantic
correlation between the query text and the entire training
sample. The authors conducted a large number of experi-
ments using real-world data sets to check the proposed
method, and the results showed the effectiveness of the pro-
posed method [9]. Wang et al. [10] to improve the text clas-
sification effect and introduce the deep neural network
isomorphic with BP neural network to initialize the initial
weight of BP neural network. Experiment on multiple data
sets it shows that this text method obviously improves the
accuracy of text classification. Chaolei and Junhua [11] con-
ducted experiments on the same data set. The results show
that simulated annealing has stable global search perfor-
mance and is an effective way to optimize SVM parameters.
Chao and Junhua [12] show through experiments that com-
pared with the traditional KNN algorithm, the improved
algorithm has improved accuracy, recall rate, and F value.
Compared with other classification algorithms, it has certain
advantages. Junhong et al.’s [13] simulation experiments
show that the proposed method can effectively solve the
problem that the incompletely labeled text classifier can
not effectively identify the boundary between the incom-
pletely labeled text category and other categories under the
current classification system, resulting in low data classifica-
tion performance. Kai [14] introduced the process of text
categorization and an overview of the three classifiers.
Finally, the three classifiers were tested separately, and the
experimental results were analyzed to find out the classifica-
tion effect of the support vector machine classifier in the
experimental environment, better than the other two classi-
fiers. J. Ma and Y. Ma [15] showed that the method is supe-
rior to the commonly used long- and short-term memory
models, multicategory logistic regression, and support vector
machines in terms of accuracy and recall rate.

Although many research teams at home and abroad have
their own research plans for text categorization methods,
they all have some shortcomings: single method, low effi-
ciency, and complicated calculation process. The granularity
calculation method just has the advantages that these
methods do not have. The calculation process is simple
and clear, the operation is simple, the feature recognition
efficiency is high, and subtle changes can be detected. Many
research teams have seized the opportunity and made exten-
sive calculations on the granularity.

The method of granular computing can reduce the
dimension of knowledge when solving complex problems,
which makes it easier to generalize and acquire knowledge.
It has become a hotspot in recent years, and it also provides
new ideas for the study of text classification. Xingguo et al.
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[16] applied the granularity calculation to the vehicle identi-
fication. Aiming at the problem that the classification of
fine-grained vehicle identification images has low recogni-
tion rate due to redundant features, a fine-grained vehicle
identification algorithm based on singular value decomposi-
tion and central metric is proposed. The research shows that
the method uses the Residual Network (ResNet) framework
to test on the Cars-196 fine-grained model data set, and the
accuracy rate can reach 93.02%, which is better than the cur-
rent bilinear and attention model. Extended experiments
prove that this method is equally applicable to other network
frameworks. Haoru et al. [17] used the granular algorithm to
screen out images with great influence on the recognition
results to prevent overfitting; input the filtered images into
the RPN network improved by soft-nms (Soft Nonmaxi-
mum Suppression) to obtain object-level image annotation.
Dangwei et al. [18] applied the granularity algorithm to
search for isolated regions. Aiming at the shortcomings of
traditional particle swarm optimization algorithm for
searching isolated regions and low search accuracy, a sub-
group hierarchical coarse-grained particle swarm optimiza-
tion algorithm was proposed. On the basis of the coarse-
grained model, the subgroup is divided into several common
subgroups, adaptive subgroups, and elite subgroups. Differ-
ent subgroups adopt different evolution strategies in the evo-
lution process. Jingrui and Dongyang [19] completed the
multigranularity search of the initial layer data source
through statistical expectation calculation, imported the ini-
tial layer probability calculation result into the multigranu-
larity variable distribution calculation, and completed the
multigranularity search of the middle layer data source. In
order to ensure the effectiveness of the proposed method,
the proposed method is compared with two traditional
methods, and the efficiency is obviously improved and has
high efficiency. The experimental results of Jinshuo et al.
[20] and others show that the multithreading strategy based
on CPU can achieve a 4x speedup ratio, and the parallel
algorithm based on the unified computing device architec-
ture (CUDA) can achieve a maximum speed up of 34 times
and the proposed strategy. Based on the CUDA parallel
strategy, it achieves a 30% performance improvement and
can be used to quickly schedule computing resources in
other areas of big data processing. Suzhi et al. [21] intro-
duced the granularity idea to divide the initial data set into
multiple subsets. Secondly, the improved similarity matrix
was calculated for each subset combined with intraclass
and interclass distance. Finally, the improved parallel AP
aggregation was implemented based on MapReduce model.
Experiments on real data sets show that the IOCAP
algorithm has better adaptability on large data sets and can
effectively improve the accuracy of the algorithm while
maintaining the AP clustering effect. Ronghu and Yunjie
[22] in order to improve coarse-grained parallel inheritance
algorithm performance, shortening the solution time for the
stereo warehouse path optimization problem, applying a sin-
gle program multiple data stream (SPMD) parallel structure
to the coarse-grained parallel genetic algorithm, and
improving the algorithm. Yingjian et al. [23] use the granu-
lar algorithm to divide the circuit into multiple regions and

use the logical fingerprint feature as the identifier of the
region. By comparing the multivariant logical fingerprints
of the partition in two dimensions of time and space, the
hardware Trojan detection without gold chip is realized
and diagnosed. Jin and Jianhua [24] designed a fine-
grained remote attribute proof algorithm to solve the prob-
lem of large-scale remote identification of traditional attri-
butes. For different remote proof requirements, the
attribute was remotely proved and the terminal platform
was more detailed. Yilin et al. [25] proposed the theory
of the degree of weighted granularity superiority relation-
ship pessimistic multigranularity rough set and weighted
granularity dominant degree optimistic multigranular
rough set. On this basis, a dynamic parallel updating algo-
rithm based on the degree-weighted rough set approxima-
tion set of weighted granularity and dominant relationship
is presented.

In order to solve the problem of complex data, difficult
operation, cumbersome recognition process, and incomplete
feature extraction in a text categorization method, this paper
studies the text classification method based on granular algo-
rithm. Based on the existing results, the application of gran-
ular computing in text categorization is further studied. The
existing feature selection methods are analyzed. According
to the relationship between feature words and categories,
the feature distribution distance is proposed. The distribu-
tion distance is similar. Feature words are aggregated, which
effectively reduces the dimension of the feature space and
avoids the phenomenon that individual samples caused by
the existing feature selection algorithm are discarded
because they do not contain the selected features; the cluster-
ing method can be obtained when using SVM as the classi-
fier has higher classification accuracy than other feature
selection methods.

2. Method

2.1. Data Fusion

2.1.1. Introduction to Data Fusion. Data fusion in text data
processing is to carry out multilevel comprehensive optimi-
zation and intelligent analysis through certain rules and
finally complete the needs of users, that is, a process of
obtaining more accurate description of perceptual object
fusion information. In text data processing, the perceptual
information obtained by data fusion technology is usually
more persuasive than the data collected and analyzed by
a node. The data fusion center fuses information from
multiple sensors; it can also fuse information from multi-
ple sensors and the observation facts of the human-
machine interface (this fusion is usually a decision-level
fusion). Extract the symptom information, under the
action of the inference engine. Match the symptoms with
the knowledge in the knowledge base, make fault diagnosis
decisions, and provide them to users. Data fusion can
ensure the accuracy of perceived data, reduce the network
data traffic in processing, reduce the redundant data in the
network, and play an important role in making reasonable
decisions for applications.
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2.1.2. Hierarchy of Data Fusion. According to the level of
data abstraction in the fusion system, the fusion can be
divided into three levels: data level fusion, decision level
fusion, and feature level fusion.

(1) Data Level Fusion. The information processing of data
level fusion is shown in Figure 1. Data level fusion is the
fusion directly on the original data layer. The data is synthe-
sized and analyzed before various sensors are preprocessed.
Because the sensor detects the same feature data in the same
environment, different types of feature data cannot be fused.
The advantage of data level fusion is that it can maintain the
complete amount of information of data without data pre-
processing. However, it also has the disadvantages of large
traffic, long analysis time, poor anti-interference ability,
and poor real-time performance. In order to solve this prob-
lem, efforts should be made to develop a fusion algorithm
model that has both robustness and accuracy. Focus on
research on related processing, fusion processing, and sys-
tem simulation algorithms and models, and conduct
research on evaluation techniques and metrics for data
fusion systems.

(2) Feature Level Fusion. Feature level fusion belongs to the
middle level fusion. It first extracts the features of the origi-
nal information from each sensor (the features can be the
edge, direction and speed of the target) and then classifies,
collects, and synthesizes the multisensor data according to
the feature information. The information processing process
is similar to the feature level fusion process. Because the
extracted feature information is generally directly related to
decision analysis, the fusion result can assist decision analy-
sis to the greatest extent. Feature level fusion has low
requirements for communication bandwidth; as long as the
broadband reaches above 2MHz, normal operation can be
guaranteed. It realizes considerable information compres-
sion and is conducive to real-time processing, but its accu-
racy is reduced due to data loss. At present, many methods
have been applied to feature level fusion. Common methods
include image fusion, data compounding, information com-
pounding, data compounding, and image compounding.

(3) Decision Level Fusion. Decision level fusion is the highest
level of data fusion. Firstly, after each sensor preprocesses
the original data and makes a decision, it fuses their decision
results to make the final decision results consistent as a
whole. The information processing process of decision level
fusion is shown in Figure 2. The advantage of decision level
fusion is that it has good real-time and fault tolerance, less
dependence on sensors, and less traffic. It can still work even
when one or several sensors fail. However, because decision
level fusion needs to preprocess the original data obtained by
sensors to make their own decision results, the preprocessing
cost is high.

Because different levels of fusion algorithms have differ-
ent advantages, disadvantages, and scope of application. For
choosing the fusion algorithm at which fusion level, it is nec-
essary to comprehensively consider the sensor performance,

computing power, communication bandwidth, detection
parameters, and capital budget of each system. There is no
universal structure that can be applied to all application
backgrounds. In practical applications, different levels of
fusion algorithms often appear in one system at the same
time. The characteristics of three different levels of fusion
methods are compared as follows.

2.1.3. Data Fusion Classification. In the existing data fusion
applications, data fusion technology can be divided into dif-
ferent categories according to different standards. Data
fusion technology is divided into data layer fusion, feature
layer fusion, and decision layer fusion. See Figure 3 for
details.

2.1.4. Common Data Fusion Methods. With the rapid devel-
opment of information theory, artificial intelligence, target
recognition and other fields, more and more data fusion
algorithms also appear. At present, data fusion algorithms
can be divided into three categories: methods based on phys-
ical model, methods based on parameter classification, and
methods based on cognitive recognition model. There are
many common data fusion methods in text data processing.
The typical ones are neural network, fuzzy theory, D-S evi-
dential reasoning, and principal component analysis. This
paper chooses the method of parameter classification to
solve the problem of massive information retrieval and man-
agement caused by information expansion.

We choose the data fusion algorithm of principal com-
ponent analysis. Principal component analysis (PCA) is a
simple and effective data compression algorithm, which is
very consistent with the characteristics of text data process-
ing. Principal component analysis is to project the percep-
tual data onto a new coordinate axis and calculate its
eigenvector, so that the eigenvector corresponding to the
largest eigenvalue becomes the first coordinate vector (called
the first principal component); the eigenvector correspond-
ing to the second largest eigenvalue becomes the second
coordinate vector (called the second principal component),
and so on. In this way, its main components are retained,
which not only ensures the main characteristics of the data
but also reduces the amount of data transmission. The data
fusion algorithm based on principal component analysis
divides the text data into multiple clusters. The cluster head
will collect the information of its cluster members and then
put the data into the observation matrix, which can be pro-
jected into a new space. The nodes of the cluster are evenly
distributed in the sensing area. After clustering, the observa-
tion matrix in the cluster meets avalue = 25, avalue = 50, avalue =
75, respectively. The relationship with the standard recon-
struction error and data fusion rate is shown in Table 1.

The table shows the following characteristics: (1) the
standard reconstruction error rate decreases with the
increase of data fusion rate. (2) When the data fusion rate
in the control cluster is certain, the smaller the value of
avalue, the smaller the standard reconstruction error rate of
data, which also shows that the data similarity affects the
reconstruction error rate of data.
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2.2. Feature Selection and Feature Extraction

2.2.1. Document Frequency (DF). The document frequency is
determined according to the number of documents contain-
ing feature items, and the feature whose document fre-
quency is higher than a certain threshold is selected as the
feature item. The calculation formula is as follows:

DF f k, cið Þ = p f k ∣ cið Þ: ð1Þ

2.2.2. Information Gain. The information gain indicates the
average amount of information of the document class when

the document contains a certain feature value. The calcula-
tion formula is as follows:

IG f kð Þ = 〠
d

i=1
p f k ∣ cið Þ log p f k ∣ cið Þ

p cið Þp f kð Þ
� �� �

+ p �f k ∣ ci
� �

log p �f k ∣ ci
� �

p cið Þp �f k
� �

 !
:

ð2Þ

2.2.3. Expected Cross Entropy (ECE). It is expected that the
cross entropy is similar to the information gain, but it only
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Figure 1: Data level fusion process.
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Figure 2: Decision level fusion process.
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considers the occurrence of features in the text, and the for-
mula is as follows:

ECE f kð Þ = 〠
∣d∣

i=1
p ci ∣ f kð Þ log p ci ∣ f kð Þ

p cið Þ : ð3Þ

2.2.4. Mutual Information. Mutual information represents
the correlation between text features and text classes. The
formula is as follows:

MI f k, cið Þ = log p f k ∣ cið Þ
p cið Þp f kð Þ
� �

: ð4Þ

2.2.5. CHI Statistic. The CHI statistic, also known as x2 sta-
tistic, assumes that the x2 distribution with the first degree of
freedom between the feature and the category, the x2 statis-
tic, is calculated as follows:

CHI f k, cið Þ = N × p f k ∣ cið Þ × p �f k ∣�ci
� �

− p f k ∣�cið Þ × p �f k ∣ ci
� �� �2

p f kð Þ × p �f k
� �

× p cið Þ × p �cið Þ ,

ð5Þ

where A represents the number of texts containing the fea-
ture f k and belongs to the category ci, B represents the num-
ber of texts containing the feature f k but not belonging to
the category ci, C represents the number of texts that do
not contain the feature f k but belongs to the category ci,
and D represents the number of texts containing feature f k
and does not belong to the category ci.

2.3. Support Vector Machine (SVM). The most important
point in SVM is the choice of kernel functions. The perfor-

mance of different kernel functions is different. In the era
of big data, a lot of data is linear and inseparable. In order
to make performance better at this time, we must choose
the most suitable kernel function. The main role is to map
the linearly inseparable numbers in the input space into a
high-dimensional space so that the feature data is separable.
But to construct a kernel function V , you must know the
mapping of input space to feature space. To know this kind
of mapping, you should understand the distribution of the
data set, but in many cases, you do not know the specific dis-
tribution of the processed data set, so it is difficult to choose
a kernel function that conforms to the input space. You can
choose the following common kernel function to replace
your own kernel function:

2.3.1. Linear Kernel Function.

κ x, xið Þ = x ⋅ xi: ð6Þ

The linear kernel function is used to solve the problem of
linear separability. From the above formula, we can know
that the dimension of the feature space to the input space
is the same. The parameters are small and fast. It is suitable
for linearly separable numbers. When you first choose a lin-
ear kernel function, if the effect is not ideal, then switch to
another kernel function.

2.3.2. Polynomial Kernel Function.

κ x, xið Þ = x ⋅ xið Þ + 1ð Þd: ð7Þ

The polynomial kernel function can realize the mapping
of low-dimensional feature data to high-dimensional data,
but there is an obvious disadvantage that there are many
parameters. When the order of the polynomial is high, the
element value of the kernel matrix approaches infinity or
infinity, and the calculation is performed. The complexity
is too big to calculate.

Decision level
fusion Spatiotemporal

fusion
Centralized

fusion
Distributed

fusion
Hybrid
fusion

Centralized
fusion

Distributed
fusion

Data level
fusion

Feature level
fusion

Fusion level Fusion type Fusion structure Information
content

Time
fusion

Spatial
fusion

Data fusion
classification

Figure 3: Classification of data fusion.

Table 1: Characteristics of principal component analysis.

Data fusion rate 0 15 30 45 60 75 90

avalue = 25 0.1 0.075 0.05 0.03 0.02 0 0

avalue = 50 0.16 0.13 0.08 0.05 0.035 0.02 0

avalue = 75 0.18 0.16 0.12 0.055 0.04 0.025 0

6 Journal of Sensors



2.3.3. Gaussian (RBF) Kernel Function.

κ x, xið Þ = exp −
x − xik k2
δ2

� �
: ð8Þ

The Gaussian kernel function is a highly localized func-
tion that maps a sample of data into a high-dimensional
space. The advantage of this kernel function is that its per-
formance is better regardless of the number of samples, large
or small, relative to the polynomial kernel. There are fewer
function parameters. Therefore, in most cases, when you
do not know which kernel function to use, you can choose
the Gaussian kernel function first.

2.3.4. Sigmoid Kernel Function.

κ x, xið Þ = tanh η < x, xi>+θð Þ: ð9Þ

If sigmoid is a kernel function, the support vector
machine is equivalent to a multilayer neural network. In
the actual machine learning modeling, if you have a certain
prior knowledge of the data in advance, you should choose
a kernel function suitable for the data distribution. If you
cannot know, you should use the cross-validation method
to try different kernel functions. The smaller the effect, the
better the kernel function with the smallest error. Of course,
when using SVM modeling, multiple kernel functions can
also be combined to form a mixed kernel function. Of
course, according to the experience of predecessors, the
number of selected features and the size of the sample must
follow certain rules. Figure 4 is the classification principle of
the sample linear separable support vector machine in two
dimensions.

The machine finds a decision boundary and separates
the positive and negative categories. Then, the machine will
find the distance from all sample points to this decision
boundary and find the closest points to this decision bound-
ary. Among them, the larger the distance, the better the deci-
sion boundary.

2.4. Rough Set. The rough set was proposed by Z. Pawlak, a
professor at the Warsaw University of Technology in
Poland. As a mathematical theory for dealing with uncer-
tain, incomplete data and inaccurate problems, rough sets
have been widely used in artificial intelligence, pattern rec-
ognition, data mining, and machine learning and knowledge
discovery. It examines knowledge from a new perspective
and uses knowledge as a classification ability. The size of
classification ability is determined by the granularity of
knowledge. The uncertainty of knowledge is caused by the
large granularity of the composition domain knowledge,
and this granularity of knowledge will represent the classifi-
cation by the division of equivalence classes of equivalence
relations. The following are the advantages of rough sets:
the mathematical foundation is mature; no prior knowledge
is required; the operation is simple; and the theories for deal-
ing with other uncertain problems are strongly complemen-
tary. The following is the disadvantage of rough set: rough
set can only solve discrete data.

A rough set uses an information system as a description
object. An information system is a collection of objects
described by a set of multivalued attributes. Each object
and its attributes have a value as its descriptive symbol.
The information system can be represented by an informa-
tion table, the rows of the information table corresponding
to the research object, the columns corresponding to the
attributes of the object, each row containing the descriptors
representing the attributes of the corresponding object fea-
ture items, and the category information of the correspond-
ing objects. Rough sets can also represent classification rules
in decision information tables and attribute reduction based
on the importance and dependencies of attributes to gener-
ate decision rules for each class. The test data set is used to
calculate the confidence and gain of the candidate rule to
verify the extracted candidate rule as the final classification
rule. Before establishing candidate rules, the decision table
is divided into two groups in a random manner: a% of the
data is regarded as the training data group; 1-a% of the data
is regarded as the test data group. Figure 5 is a rough set
flow chart.

Firstly, the demand data is processed. Based on the sim-
ilarity definition in the algorithm definition, the equivalent
item is calculated for each demand item; based on the rough
set, the similarity threshold is calculated, and the initial
equivalence class is modified; and the validity index of the
cluster is calculated. Judge the quality of the clustering
results, and obtain the clustering results that meet the needs
of customers through repeated calculations.

2.5. Definition of Text Classification Method Based on
Granularity Calculation. The particle size calculation mainly
includes three parts: particles, grain layer, and grain struc-
ture. Among them, the particle is the most basic element
that constitutes the particle size calculation model and is
the primitive of the particle size calculation model. The grain
layer is the overall composition of all the particles obtained
according to the granulation criterion of a practical demand
and is an abstract description of the problem space. The
grain structure is the relationship structure formed by the
interconnections between the grain layers. The complexity
of the grain structure determines the complexity of the

Margin = 2/|| w||

< w,xi > +b = 0

Figure 4: Optimal classification surface in the case of two-
dimensional linear separability.
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problem solving. Granularity calculations can be solved in
two ways, namely, granulation and particle calculation.

Definition 1. Set a corpus D, where D contains m texts d;
that is, after each word of D is segmented, multiple feature
words w are obtained, and then each feature word w is
trained by Gensim library. The corresponding feature word
vector w is obtained, and the dimension is k-dimensional.
Set the word vector set obtained by the entire corpus W =
fw1,w2,⋯,wng. Based on the perspective of granular com-
puting, this set of word vectors is called the word vector
space.

Definition 2. For a word vector space, the feature word sim-
ilarity W = fw1,w2,⋯,wng based on the space is defined as

Rλ
W = wi,w j

� �
∈W ×W ∣ S wi,w j

� �
≥ λ

� 	
, ð10Þ

where Sðwi,wjÞ represents the similarity between the word
vector wi and wj; this paper uses the Euclidean distance to
measure the similarity; λ is a threshold, which satisfies 0 <
λ ≤ 1. It can be seen that the definition of the similarity of
the characteristic words is a special binary relationship.
Responsiveness and symmetry are satisfied, but the transfer
characterization is not necessarily satisfied, so it can induce
an overlay on the word vector space W.

It can be seen that the feature word similarity segmenta-
tion divides the whole word vector space into one feature
word class, which is equivalent to granulating the entire
word space. Each granulated word class maintains a high
similarity inside, and the similarity the definition is embod-
ied by the threshold λ, so the lambda value has a significant
influence on the final granulation result.

3. Experiment

3.1. Data Source. The experiment uses the TanCropusV1.0
Chinese corpus, firstly classifying the corpus into 12 text
granularity sets by class. Then, the stop words and 1-gram
words of 12 text granularity sets (5504 total) were removed,
and the characteristics of 12 text granularity sets were evalu-
ated by DF, GSS, ECE, and CHI. In a descending order,
select the top 20 features as the condition attributes for each
granularity set and calculate the purity of each granular set.

Select five from any of the 12 text granularity sets (e.g.,
G1, G4, G7, G8, and G11) to experiment; first, divide the five
text granularity sets into test sets and training sets in a ratio
close to 3 : 2, and select the characteristics of the training set
separately, select the top 20 features of each CHI evaluation
in the granularity set, and then “compress” the text set; that
is, remove the text with the same result after feature selec-
tion, and count the number of texts and missing text after
feature selection.

3.2. Experimental Platform

3.2.1. Skip-Gram Model Experimental Environment
Configuration. There are many practical and convenient
libraries. This article uses the Word2Vec in the Gensim
library to complete the training process of word embedding.
From the data preprocessing of the text to the completion of
the word embedding training, the environment of the whole
experimental process is shown in Table 2.

In this experiment, in addition to the user’s comment
data, I also added Wikipedia data as a library to train the
word embedding of each word. The reason for this is that
the corpus has a certain scale, and the effect of training is
more. Well, it can fully reflect the correct position of these
words in the vector space, so that a higher degree of word
embedding can be obtained.

3.2.2. Skip-Gram Model Parameter Configuration. When
using the Skip-Gram model to train the word embedding
of each word, it mainly involves setting two parameters: first
is the size c of the training window, and second is the length
of the word vector, that is, the k of the word embedding. In
theory, the larger the window c, the better the completeness
of the model, but if c is too large, it will lead to many irrele-
vant words being trained. Therefore, in the course of the
experiment, the random selection window is selected, and
the window size is generally less than or equal to 10. For
example, after determining the size of c, for a word, the dis-
tance R = rand ð1, cÞ is selected as the result of selecting the
R words before and after the word as the final generated pre-
diction result. Because of the corpus involved in this article,
each text contains only a few to dozens of words, and the
text is relatively short, so the size c of the window is set to 8.

3.3. Classification Algorithm Calculation

3.3.1. Information Granularity Rule Acquisition. Input:
information system S = ðU , A, V , f Þ

Output: rule set RUL

Text data set

Training
data set

Data
preprocessing

Decision
rule

acquisition

Decision
rule

Forecast
decision

result

Select
matching

rules

Select
matching

Data
reduction

dimensionality
reduction

Figure 5: Rough set flow chart.
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(Step 1) The first step is to divide the domain according
to the decision attribute value into different
information granularities G = fGd1

,Gd2
,⋯,Gds

g
.

(Step 2) Determine if impurities are included between
the particle sizes.

(Step 3) The third step is to perform attribute reduction
on each information granularity in G, set the
rule preamble length including the impurity
attribute, and obtain the intragranular rule
RUL.

(Step 4) Combine the rules between the granularities
RUL = ∪

GF∈G
RULGG

.

(Step 5) Output RUL

3.3.2. Information Granularity Attribute Reduction. Input:
information granularity Gi

Output: reduction attribute set REUDi

(Step 1) Calculate the coordination matrix Hi of Gi.

(Step 2) The second step is to find the most similar
samples xi, xj in Hi, determine the elements
Hi,j, delete other elements in sub Hi containing
subscript i (or j), and initialize the reduction
attribute subset Ri and the sample division
subset Xi.

Ri ⟵Hi,j,
Xi ⟵ xi, xj:

ð11Þ

(Step 3) The third step is to search for the sample xk
which is the most similar to Hij and simulta-
neously update the reduction attribute subset
Ri and the sample division subset Xi and delete
the other elements in the Hi subscript contain-
ing k.

Ri ⟵Hij ∩ xk,
Xi ⟵ Xi ∪ xk:

ð12Þ

(Step 4) Repeat step 3 until the length of Ri is less than
or equal to the specified threshold and add Ri
to REUDi, and if Gi = Xi, terminate the search.

(Step 5) Output the reduced attribute set REUDi.

4. Results

4.1. Feature Extraction Purity Analysis. The experiment uses
the TanCropusV1.0 Chinese corpus, firstly classifying the
corpus into 12 text granularity sets by class. Then, the stop
words and 1-gram words of 12 text granularity sets (5504
total) were removed, and the characteristics of 12 text
granularity sets were evaluated by DF, GSS, ECE, and
CHI. In a descending order, select the top 20 features as
the conditional attributes of each granularity set, and cal-
culate the purity of each granularity set. The results are
shown in Table 3.

As can be seen from Table 2, the text granularity set
obtained by DF and ECE for feature selection has a lower
average value of 48.75% and 47.92%, respectively, and when
ECE is used, the purity of a single text size set is up to 80%.
The minimum is 20%. The text granularity set obtained by
CHI feature selection has the highest average value, reaching
94.17%, wherein the single text granularity set has the high-
est purity of 100%, the lowest is 85%, and the six text gran-
ularity sets have a purity of 100%. It can be seen that among

Table 2: Data preprocessing and extraction feature experimental
environment.

Lab environment Environmental configuration

Operating system Centos6.5

CPU Intel Core I5-650 3.20GHz

RAM 8GB

Programming language Python3.6

Word segmentation tool ICTCLAS2016

Training tool Word2Vec

Table 3: The purity of the granularity of the text information
corresponding to the four feature extraction methods.

Granular set number DF GSS ECE CHI

G1 35% 65% 35% 100%

G2 80% 95% 80% 100%

G3 60% 90% 60% 95%

G4 30% 70% 30% 95%

G5 40% 50% 40% 85%

G6 70% 80% 60% 100%

G7 55% 75% 55% 100%

G8 60% 95% 60% 100%

G9 60% 85% 60% 90%

G10 30% 80% 30% 95%

G11 20% 30% 20% 70%

G12 45% 65% 45% 100%

Mean 48.75% 73.33% 47.92% 94.17%

Table 4: Word2Vec.

Tunable parameter Value

Number of iterations 20

Model selection Skip-Gram

Method selection HS

Context window 8

Sample value Le-4

Lowest frequency 5
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the four feature selection methods, the 12 feature granularity
sets have the same feature words in the top 20 feature words
obtained by DF and ECE, and the same top 20 feature words
obtained by CHI are the same. There are fewer feature
words, so CHI is more suitable as a feature selection method
for text granularity sets.

4.2. Influence of Vector Dimensions and Thresholds on
Experimental Results. This experiment mainly considers the
influence of the word vector dimension on the experimental
results. In this experiment, Wikipedia is used as the training
set, and the Word2Vec tool is used to train the word vector.
The setting of each parameter is shown in Table 4. The word
vector dimension is a multiple of 5 from 100 to 350. Experi-
ments are performed using Word2Vec+SVM to determine
the influence of the word vector dimension on the experi-
ment. The experimental results are shown in Figure 6.
Table 5 is a comparison table of experimental results.

From the above comparative experimental results, table
analysis is as follows:

(1) In the traditional machine learning model experi-
ment, linear SVM performs best, and the final text
classification accuracy can reach 85.46%. The reason
is analyzed: the objective function of the support vec-
tor machine model is to minimize the structural risk,
which greatly reduces the model’s requirements for
data volume and data distribution, so the perfor-
mance is the best when the number of samples is
small. Compared with the traditional machine learn-
ing algorithm, this method is more excellent in per-
formance, even higher than the best performing
SVM, which is nearly 8% higher in classification
accuracy

(2) In the three traditional convolutional neural network
model experiments, the best performance is the

CNN-non-static model. Moreover, the model is
nearly 3% higher in final classification accuracy than
the CNN-rand model. The reason is as follows: on
the one hand, the artificial random initialization fea-
ture representation can not be very abstract data
input distribution; on the other hand, the Word2Vec
trained word vector is used as the CNN input feature
in advance, and in iterative training, the input fea-
ture is keep up to date

4.3. Classification Accuracy Analysis. After text classification
for all 1918 test texts using the improved rough set text clas-
sification technique, the classification results of Tables 3 and
4 were obtained according to the evaluation methods given.
The comparison shows the following:

(1) For small-scale test sets, the correct number of
recalls and precision of texts have increased
significantly

(2) There are significant reductions in the number of
false recalls and nonrecalls in all test sets, such as
environmental, educational, and economic; the
wrong recall rate for computers and transportation
is even reduced to zero

0.76
100 150 200 250 300 350

0.765

0.77

0.775

0.78

0.785

Ac
cu

ra
cy

Word vector dimension

Figure 6: Accuracy rate results.

Table 5: Comparison of experimental results.

Model Accuracy (%)

Word embedding+linear SVM 85.46

Word embedding+LR 85.20

Word embedding+random forest 82.61

CNN-rand 88.52

CNN-static 90.36

CNN-non-static 91.79

Text method 93.25
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(3) The recall and F1 values of all test sets are increased.
The improved text classification technology reduces
the false recall rate of computer and traffic to zero.
Therefore, the recall rate of these two types reaches
100%

(4) The overall recall rate and precision rate of the
overall ten text categories are improved to varying
degrees

According to Bayesian theory, this is equivalent to the
introduction of prior knowledge, which guides the model
to converge to the optimal solution along a better direction
during the training process. The CNN model is character-
ized in that it does not require manual feature selection in
advance, which greatly reduces manpower consumption,
and the input features are continuously updated during the
training process, which indicates that the CNN text classifi-
cation process is a combination of feature selection and
training.

4.4. Text Test Results. During the test, the test set is divided
into five groups according to the category, and then the five
groups are matched with the rules in the rule base, and the
classification results are statistically analyzed. The results
are shown in Table 6.

It can be seen from Table 6 that the total number of texts
participating in the test is 891, of which 807 are correctly
classified and 84 are classified incorrectly. Since the test text
set does not contain the feature words in the rule base, 2 arti-
cles are lost (unable to be judged). The macro average accu-
racy of the five categories is 89.96%, the macroaverage recall
rate is Macro.r. 92.30%, and the macro average F1 is 91.11%.
The microaverage accuracy Micro_p of the five categories is
equal to the microaverage recall rate of Micro_r of 90.55%
and the microaverage F1 of 90.55%.

5. Discussions

According to the degree of similarity of the conditional attri-
butes between the particle sizes, the concept of particle size
purity is proposed. It is proved by experiments that the top
20 features obtained by CHI are evaluated as the conditional
attributes of each information granularity. Different from
the traditional method of attribute reduction by constructing
discernible matrix, this chapter constructs the attribute
matrix by deconstructing the decision matrix. According to
the search method proposed in this chapter, the five catego-

ries are trained to obtain attribute reduction sets, and 34
rules with rule precedence greater than or equal to 2 are
obtained. Experimental results show that these classification
rules have a high classification ability.

There are significant reductions in the number of false
recalls and nonrecalls in all test sets, such as environmental,
educational, and economic; the wrong recall rate for com-
puters and transportation was even reduced to zero; for the
overall ten text categories, the recall rate and precision rate
have been improved to different extents; for small-scale test
sets, the correct number of recalls and precision of texts have
increased significantly.

Linear SVM performs best, with a final text classification
accuracy of 85.46%. Compared with the traditional machine
learning algorithm, this method is more excellent in perfor-
mance, even higher than the best performing SVM, which is
nearly 8% higher in classification accuracy. In the three tra-
ditional convolutional neural network model experiments,
the best performance is the CNN-non-static model. More-
over, the model is nearly 3% higher in final classification
accuracy than the CNN-rand model.

Through three sets of comparative experiments, it can be
known that compared with the traditional machine learning
classification algorithm, the proposed method achieves bet-
ter results in classification effect; using word embedding to
initialize text features, compared with artificial randomiza-
tion, text feature initialization is more excellent in classifica-
tion effect; the method of this paper also achieves better
classification accuracy than the traditional best convolu-
tional network model. Finally, this chapter gives a detailed
conclusion analysis for the experimental parameter settings
and experimental results.

6. Conclusion

(1) In terms of feature dimension reduction, unlike the
existing methods of selecting features by evaluation
function, this paper proposes a new feature cluster-
ing method, which aggregates different feature words
by calculating the distribution distance between
features. To reduce the feature dimension, this
can prevent part of the sample caused by the fea-
ture evaluation function from being discarded
because it does not contain the selected feature.
The experiment also proves that the clustering
method can obtain higher classification accuracy
through SVM test

Table 6: Test results analysis table.

G1 G4 G7 G8 G11

Number of test texts 207 50 263 193 178

Correct match number 174 50 231 182 168

Error match number 32 0 32 11 9

Number of lost text 1 0 0 0 1

Recall rate 84.45% 100% 87.83% 94.30% 94.92%

Precision rate 86.14% 84.75% 89.53% 100% 89.36%
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(2) Using the Skip-Gram neural network language
model to train the word embedding of each word,
that is, the word vector of the feature word, construct
the word vector space based on the word vector of all
feature words, and then construct the relevant gran-
ulation relationship to the word vector space. As a
result of granulation and granulation, each feature
word in the word vector space has a feature word
class, also called feature word granule, and the fea-
ture words inside each feature word class maintain
a high degree of similarity, so the feature words in
the feature word class are selected to expand, and
the purpose of text expansion is achieved

(3) In terms of classification algorithm, this paper com-
bines the relevant theory of granular computing with
text classification. Firstly, the test text set is granu-
lated, which reduces the complexity of attribute
reduction in rough set. Second, for a single informa-
tion granularity, by constructing a synergistic matrix
and heuristic search attribute reduction set. The
experiment extracted 34 rules from 1811 training
samples. These rules were used to test 891 unknown
samples. The average macroaccuracy was 89.96%,
and the microaverage accuracy was 90.55%

(4) The experimental results show that the clustering
method can obtain higher classification accuracy
than other feature selection methods when using
SVM as the classifier. According to the correlation
principle of the rough set, feature selection is made
for each information granularity, the selected feature
is used as the condition attribute and the coordina-
tion matrix is constructed, and the most similar sam-
ple is heuristically searched to obtain the attribute
reduction set

The experimental results show that in the three tradi-
tional convolutional neural network model experiments,
the best performance is the CNN-non-static model. More-
over, the final classification accuracy of this model is nearly
3% higher than that of the CNN rand model.
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Wireless sensor network technology is widely used in various modern scenarios, and various industries have higher and higher
requirements for the performance indicators of wireless sensor networks. A reasonable and effective layout of wireless sensor
networks is conducive to the monitoring of environmental quality, various transactions, and status and transmits a large
number of sensing data to the data aggregation center for processing and analysis. However, the operation and development of
traditional wireless sensor networks are extremely dependent on the energy supply of the network. When the corresponding
supply energy is limited, the operation life of the corresponding wireless sensor network will be greatly reduced. Based on the
above situation, this paper proposes a nonuniform clustering routing protocol optimization algorithm from the energy loss of
cluster head and clustering form algorithm in wireless sensor networks. At the level of cluster head calculation in wireless
sensor networks, firstly, based on the adaptive estimation clustering algorithm, the core density is used as the estimation
element to calculate the cluster head radius of wireless sensor networks. At the same time, this paper creatively proposes a
fuzzy logic algorithm to further solve the uncertainty of cluster head selection, integrate the residual energy of cluster head
nodes, and finally complete the reasonable distribution of cluster heads and realize the balance of node energy consumption. In
order to further reduce the algorithm overhead of transmission between cluster heads and realize energy optimization, an
intercluster routing optimization algorithm based on the ant colony algorithm is proposed. The pheromone is updated and
disturbed by introducing chaotic mapping to ensure the optimal solution of the algorithm, and the optimal path is selected
from the perspective of energy dispersion coefficient and distance coefficient, so as to optimize the energy consumption
between cluster heads. The experimental results show that compared with the traditional algorithm, the proposed nonuniform
clustering routing protocol optimization algorithm prolongs the corresponding life cycle by 75% and reduces the total network
energy consumption by about 20%. Therefore, the algorithm achieves the purpose of optimizing network energy consumption
and prolonging network life to a certain extent and has certain practical value.

1. Introduction

A wireless sensor network is formed by a large number of
wireless sensors through reasonable layout. It is widely used
in national defense, military, industrial production, and
other activities. The traditional wireless sensor network
communication protocol mainly includes an application
layer, transmission layer, network layer, data link layer,
physical layer, energy management layer, mobile manage-
ment layer, and task management layer. In the correspond-
ing energy management layer, the wireless sensor network
realizes the management of system energy and prolongs

the service life of the system as much as possible. A wireless
sensor is a small unit constituting wireless sensor network,
which is mainly used for specific data acquisition, data pro-
cessing, data storage, and transmission of the monitored
environment. Its corresponding structure is usually small,
so its corresponding power supply part often uses small bat-
tery for power supply [1–3]. When the corresponding wire-
less sensor network is arranged in a harsh environment, the
timeliness of the corresponding battery replacement is weak,
resulting in the downtime of the wireless sensor network
once the battery energy in the environment is exhausted,
so the wireless sensor will not be able to collect, compress,

Hindawi
Journal of Sensors
Volume 2022, Article ID 4327414, 9 pages
https://doi.org/10.1155/2022/4327414

https://orcid.org/0000-0002-8924-6992
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4327414


and transmit data in a specific area; therefore, it will seri-
ously affect the whole wireless sensor network [4, 5]. There-
fore, based on the above analysis, the energy balance of
wireless sensor networks, the optimization of energy nodes,
and the maximization of network life cycle are important
problems that need to be solved urgently in wireless sensor
networks for the Internet of things [6]. How to optimize
the energy consumption of each node from the whole wire-
less sensor network, so as to optimize the energy consump-
tion of the whole network, realize the balance of energy
consumption of wireless sensor network, and avoid the
problem of excessive energy consumption of individual
nodes, so as to prolong the service life of the network, is very
important and meaningful.

From the routing protocol algorithm level of wireless
sensor networks, its main research contents focus on two
levels: hierarchical routing protocol and planar routing pro-
tocol [7]. The corresponding plane routing protocol mainly
takes the data as the center and continuously sends the cor-
responding data to the corresponding adjacent data nodes in
the form of broadcasting. Generally speaking, the plane
routing protocol is relatively simple, and its corresponding
application scenarios are mostly concentrated in the case of
a small number of nodes. It has no advantages in network
scalability, network delay, and energy consumption balance
[8, 9]. The corresponding hierarchical routing protocol is
mainly based on the idea of clustering. It divides the nodes
into cluster head nodes and conventional nodes. The corre-
sponding conventional nodes are mainly used to collect
sensing data and send it to the corresponding cluster head
nodes. The cluster head nodes are responsible for transmit-
ting the corresponding merged data to the base station for
processing [10]. Based on this conventional hierarchical
routing protocol, the corresponding data transmission
modes are divided into two modes: intracluster transmission
and intercluster transmission. On the problem of corre-
sponding cluster formation, the current main strategies
include clustering algorithm, uniform clustering algorithm,
and nonuniform clustering algorithm. The main purpose
of the corresponding clustering algorithm and uniform clus-
tering algorithm is to effectively balance the corresponding
load among clusters, so as to balance the energy consump-
tion of each cluster head. The corresponding nonuniform
clustering algorithm is mainly used to deal with the uneven
location distribution and energy distribution of network
nodes. Its classical nonuniform clustering algorithm includes
distributed competitive nonuniform clustering algorithm
and fuzzy logic nonuniform algorithm [11, 12]. However,
the above traditional wireless sensor network routing
protocol algorithms have more or less the randomness of
cluster head selection, the subjectivity of cluster head size
selection, and the corresponding routes between cluster
heads fall into the dilemma of local optimization rather than
global optimization. Therefore, the routing protocol algo-
rithm of wireless sensor networks with excellent perfor-
mance is very meaningful.

Based on the above analysis, the current wireless sensor
networks still have unreasonable energy consumption allo-
cation at the level of energy management. At the same time,

the traditional nonuniform clustering routing protocol algo-
rithm can not solve the current problem of reasonable
energy consumption allocation. Based on this, this paper will
start with the cluster head energy consumption and cluster-
ing algorithm of wireless sensor networks and propose a
nonuniform clustering routing protocol optimization algo-
rithm. Firstly, based on the adaptive estimation clustering
algorithm, the core density is used as the estimation element
to calculate the cluster head radius of wireless sensor net-
works. At the same time, a fuzzy logic algorithm is innova-
tively proposed to further solve the uncertain problem of
cluster head selection and integrate the residual energy of
cluster head nodes, The comprehensive factors such as node
density and corresponding node energy consumption finally
complete the reasonable allocation of cluster heads and real-
ize the balance of node energy consumption. In order to fur-
ther reduce the algorithm overhead of transmission between
cluster heads and realize energy optimization, this paper
proposes an intercluster routing optimization algorithm
based on the ant colony algorithm, which updates and per-
turbs the pheromone by introducing chaotic mapping, so
as to ensure the optimal solution of the algorithm, and
selects the optimal path from the perspective of energy
dispersion coefficient and distance coefficient, so as to
optimize the energy consumption between cluster heads.
The experimental results show that the proposed nonuni-
form clustering routing protocol optimization algorithm
for wireless sensor networks extends its corresponding life
cycle by 75% compared with the traditional algorithm, and
its corresponding total network energy consumption speed
is improved. Therefore, the algorithm achieves the purpose
of optimizing network energy consumption and prolong-
ing network life to a certain extent and has certain
practical value.

The chapters of this paper are arranged as follows:
Section 2 mainly analyzes the current research status of
clustering routing protocol algorithm for wireless sensor
networks for the Internet of things and points out the exist-
ing problems. In Section 3, the cluster head allocation prob-
lem will be analyzed and studied based on adaptive
estimation clustering algorithm and fuzzy logic algorithm.
At the same time, the intercluster head routing optimization
algorithm will be optimized based on the ant colony algo-
rithm, so as to optimize the energy consumption between
cluster heads, and finally realize the optimization of nonuni-
form clustering routing protocol algorithm in wireless sen-
sor networks. Section 4 will verify the algorithm and
analyze the experimental results. Finally, a summary of this
paper is made.

2. Related Research Work: Analysis of the
Research Status of Clustering Routing
Protocol Algorithm for Wireless Sensor
Networks for the Internet of Things

In order to solve the energy consumption problem of tradi-
tional wireless sensor networks, the current mainstream
energy management algorithms include random clustering
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routing protocol algorithm, uniform clustering routing pro-
tocol algorithm, and nonuniform clustering routing protocol
algorithm [13–15]. Based on the above three algorithms, a
large number of research institutions and researchers have
studied and analyzed them. This paper only discusses
uniform clustering algorithm and nonuniform clustering
algorithm. For the uniform clustering algorithm, relevant
Japanese scientists first proposed a hybrid energy-efficient
clustering protocol, which fully considers not only the resid-
ual energy but also the average value of the minimum
achievable energy consumption. The cluster heads with large
energy will compete to select clusters. The cluster heads
corresponding to the algorithm are evenly distributed and
support scalable data fusion, thus effectively prolonging the
data life cycle [16]. Relevant European researchers have pro-
posed a hybrid energy efficient clustering protocol with
fuzzy energy consumption characteristics based on the
hybrid energy-efficient clustering protocol. The correspond-
ing fuzzy energy consumption depends on the node density
and node centripetality. The cluster head can be determined
by comparing the corresponding fuzzy energy consumption.
The corresponding clustering speed of the algorithm is fast,
and the corresponding clustering is relatively uniform,
Therefore, the corresponding energy consumption is also
relatively uniform [17]. However, the uniform clustering
routing protocol algorithm has the phenomenon of large
energy consumption of nodes near the base station and pre-
mature downtime of nodes. Therefore, relevant researchers
proposed a nonuniform clustering routing protocol algo-
rithm to prolong the life cycle of wireless sensor networks
in the form of nonuniform clustering [18]. Relevant Asian
researchers have proposed an improved nonuniform
clustering routing protocol algorithm based on the tradi-
tional nonuniform clustering routing protocol algorithm.
The algorithm randomly selects candidate shots, competes
for the final cluster head within its own cluster radius by
comparing the residual energy, and carries out adaptive cal-
culation based on the calculation formula of nonuniform
clustering radius; the algorithm avoids the energy waste
caused by long-distance data transmission and further
improves the hot spot problem caused by excessive forward-
ing energy consumption of cluster heads [19]. Based on the
above analysis, the above algorithms have more or less prob-
lems, such as unreasonable selection of cluster heads and
excessive energy consumption during transmission between
cluster heads.

3. Analysis of Nonuniform Clustering Routing
Protocol Optimization Algorithm in Wireless
Sensor Networks

This section mainly starts with the cluster head energy
consumption and clustering algorithm of wireless sensor
networks and proposes a nonuniform clustering routing
protocol optimization algorithm. At the level of clustering
algorithm, it is mainly based on the adaptive estimation clus-
tering algorithm and takes the kernel density as the estima-
tion element to calculate the cluster head radius of wireless

sensor networks. At the same time, it further solves the
uncertain problem of cluster head selection based on fuzzy
logic algorithm and integrates the residual energy of cluster
head nodes; the comprehensive factors such as node density
and corresponding node energy consumption finally com-
plete the reasonable allocation of cluster heads and realize
the balance of node energy consumption. In order to further
reduce the algorithm overhead of transmission between
cluster heads and realize energy optimization, this section
proposes an intercluster routing optimization algorithm
based on ant colony algorithm, which updates and perturbs
the pheromone by introducing chaotic mapping, so as to
ensure the optimal solution of the algorithm, and selects
the optimal path from the perspective of energy dispersion
coefficient and distance coefficient, so as to optimize the
energy consumption between cluster heads. The principle
block diagram corresponding to the nonuniform clustering
routing protocol optimization algorithm of wireless sensor
networks analyzed in this section is shown in Figure 1:

3.1. Cluster Head Selection Optimization Algorithm Analysis.
Before the algorithm runs, three models of the algorithm are
established, which correspond to the network model, data
aggregation model, and node energy consumption model.
The corresponding network model is mainly the assumption
of wireless sensor network algorithm. The corresponding
data model is mainly to reduce the corresponding node data
redundancy. The corresponding model is an Iamodel mech-
anism. The length of the data packet after the aggregation of
the corresponding model is shown in Formula (1), where the
corresponding D represents the length of the data packet
after the data aggregation and the corresponding Lr repre-
sents the packet length received by the corresponding node.

LDATA = Lr1 + Lr2+⋯+Lr3 + Lrið Þ ∗ ε + LD: ð1Þ

At the level of corresponding energy consumption
model, the model used by this algorithm is the first-order
wireless communication model, and the corresponding
model principle block diagram is shown in Figure 2. From
the principle block diagram, it can be seen that the
corresponding node energy consumption includes transmis-
sion energy consumption and reception energy consump-
tion, the corresponding transmission energy consumption
includes a transmission circuit and transmission amplifier,
and the corresponding reception energy consumption
includes a signal receiving circuit. The corresponding math-
ematical calculation output energy consumption and receiv-
ing energy consumption is shown

Power L, dð Þ = L ∗ Powerelec + L ∗ d ∗ d, d < d0,

Power L, dð Þ = L ∗ Powerelec + L ∗ d4, d ≥ d0,
ð2Þ

L ∗ Powerelec = PR L,Dð Þ ð3Þ

Based on this calculation formula, the energy consump-
tion distribution formula corresponding to the cluster head
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node can be further obtained. The calculation formula is
shown in

Powerall = PowerR + PowerT + Powerroute + PowerDATA:

ð4Þ

When calculating the cluster head radius of the system
network, it is mainly estimated based on the kernel density.
The corresponding cluster head size mainly depends on the
density of node distribution, the dispersion of node distribu-
tion, and the relative residual energy of nodes. At the node
distribution density level, when the corresponding nodes

are densely distributed, the corresponding load of the cluster
head can be reduced by reducing the cluster head radius, so
as to avoid the rapid failure of the system cluster head. On
the contrary, for the local area with sparse node distribution,
the corresponding cluster head radius can be appropriately
increased; the dispersion of the corresponding cluster head
node will affect the radius of the cluster head node. When
the corresponding wireless sensor network system transmits
data to the cluster head node, the corresponding energy loss
is positively correlated with the distance to the cluster head
node. When the distribution of the corresponding cluster
head nodes is relatively discrete, the wireless sensor network
needs to consume a lot of energy to transmit to the cluster
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head node, at this time, the cluster head radius can be
appropriately reduced to realize the energy consumption of
data transmission in the cluster head. The amount of
residual energy of the corresponding cluster head node is
related to the cluster head radius. The larger the correspond-
ing residual energy is, the larger the corresponding cluster
head radius is. However, with the continuous consumption
of energy of wireless sensor network nodes, the correspond-
ing cluster head radius is decreasing. Therefore, based on the
analysis of the above influencing factors, the corresponding
node adaptive cluster head radius algorithm steps are
as follows:

Step1: the kernel density estimation is calculated based
on the above influencing factors. The corresponding estima-
tion function is shown in formula (5), where the corre-
sponding Li represents I data nodes in the wireless sensor
network and the corresponding k represents the normal ker-
nel function, which reflects the dispersion of the distribution
of data nodes.

Dispersion L/Power,Dð Þ = 1
M

� �
∗

ND 1ð Þ
DS 1ð Þ ∗ Power 1ð Þð Þð

� �
∗ k L − L1ð Þ

� �
,

⋯⋯⋯

Dispersion L/Power,Dð Þ = 1
M

� �
∗

ND 1ð Þ
DS Nð Þ ∗ Power Nð Þð Þð

� �
∗ k L − LNð Þ

� �
:

ð5Þ

Step 2: estimate the local bandwidth of the wireless sen-
sor network. The local bandwidth is still estimated by using
the relevant factors analyzed above. Adaptive bandwidth
estimation is performed after local bandwidth estimation.
The corresponding calculation formula of adaptive band-
width estimation is shown in formula (6), where the corre-
sponding y represents the sensitive factor factor. The larger
the corresponding sensitive factor, the more sensitive the
function estimated based on kernel density is.

Hi = Dispersion
L

Power
,D

� �� �−y

∗ py: ð6Þ

Step3: fit and estimate the cluster head radius based on
the adaptive bandwidth. At this time, the calculation for-
mula of the corresponding cluster head radius is shown in
formula (7). Control the corresponding cluster head radius
between the minimum cluster head radius and the maxi-
mum cluster head radius. It can be seen from the function
that the cluster head radius is inversely correlated with the
kernel density estimation function.

Radius 1ð Þ =H1 ∗ bandwidth,

⋯

Radius ið Þ =Hi ∗ bandwidth:

ð7Þ

Based on the above determination of cluster head radius,
this paper reconfirms the uncertain cluster head based on
fuzzy algorithm. The core algorithm is as follows: firstly,
we calculate the distance between each node of the sensor

network and the base station. The closer the corresponding
node is to the base station, the greater the probability that
it will become an important cluster head node. At the same
time, it is proved that the competitiveness of this cluster
head is strong. Therefore, based on this characteristic, fuzzy
rules are used to further deal with the uncertainty of compe-
tition between cluster heads. The fuzzy inputs used in this
paper correspond to the residual energy of cluster heads
and the distance from nodes to base stations, and the corre-
sponding fuzzy output variables are only limited to the abil-
ity of competing cluster heads. The logic block diagram of
the corresponding cluster head deterministic algorithm
based on fuzzy logic is shown in Figure 3. It can be seen from
the figure that the main two core mechanisms of the fuzzy
logic algorithm are fuzzification processor and defuzzifica-
tion processor, respectively, and the corresponding core
analysis module is fuzzy reasoning module.

Based on the above, we can further determine the cluster
head of wireless sensor network and optimize the selection
of cluster head.

3.2. Analysis of Energy Consumption Optimization Algorithm
among Cluster Heads. In order to further optimize the
energy optimization between cluster heads of wireless sensor
networks, this section optimizes the routing algorithm
between cluster heads of wireless sensor networks based on
ant colony algorithm, so as to reduce the output transmis-
sion energy consumption between cluster heads. This paper
mainly optimizes the transition probability formula in the
traditional ant colony algorithm. In the traditional algo-
rithm, only a single distance index is used as the heuristic
factor, which will essentially lead to the excessive consump-
tion of node energy between cluster heads. Therefore, this
section considers the transfer probability formula of the
ant colony algorithm from the front-end and back-end
levels. At the corresponding front-end level, the pheromone
heuristic factor and distance factor between cluster heads are
mainly considered. At the back-end, the balance degree of
cluster heads between nodes and the tolerance of the balance
degree are mainly considered. Combined with the factors of
the front-end and back-end, the corresponding transfer prob-
ability formula of the improved ant colony algorithm is shown
in formula (8), in which the corresponding B represents the
concentration heuristic factor of information elements, the
corresponding C represents the path heuristic factor of cluster
head transmission, and the corresponding W represents the
importance of the above two heuristic factors.

TP B, C,Wð Þ = w ∗ c ∗ bj 1ð Þ� �
c ∗ bi 1ð Þ 1+djb/∑dð Þ +⋯+

w ∗ c ∗ bj tð Þ
� �

c ∗ bi tð Þ 1+djb/∑dð Þ :

ð8Þ

Based on this, the principle and steps of the intercluster
energy consumption optimization algorithm based on the
improved ant colony algorithm are shown in Figure 4 below.
It can be seen from the figure that the details of the corre-
sponding algorithm are as follows:
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Step 1: initialize the parameters of the wireless sensor sys-
tem. The corresponding initialization information includes
initialization pheromone, node initial energy, heuristic factor,
and other parameters.

Step 2: perform iterative processing based on ant colony
algorithm on the corresponding source cluster head and
update it in time.

Step 3: constantly check whether there is a next hop
node to be selected in the adjacency table. If it does not exist
at this time, continuously expand the search radius and
update the adjacency status in time until it is found.

Step4: select the next hop node of the wireless sensor
network based on the improved transition probability
formula, record the corresponding update node and path
information, and update the local information.

Step 5: judge whether the number of iterations has been
reached. If not, repeat steps 2-4 until the algorithm is
terminated.

4. Experiment and Data Analysis

In order to verify the algorithm proposed in this paper, it is
simulated and verified based on MATLAB. The correspond-
ing verification experiments mainly include two cases: the
base station of wireless sensor network is located in the mid-
dle of the network and the base station of wireless sensor
network is not located in the middle of the network. In order
to further control the variables, the corresponding simula-
tion sensor is set to 200, and the traditional cluster head
selection mechanism is introduced into the cluster head
selection mechanism for comparative experiments. In the
algorithm evaluation index, this paper selects the wireless
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sensor network life and energy consumption efficiency as the
evaluation index.

Experiment 1. The base station of wireless sensor network is
located in the middle of the network.

Based on the comparative experiment between the algo-
rithm proposed in this paper and the traditional algorithm,
the corresponding node survival number experimental
results are shown in Figure 5. It can be seen from the figure
that the corresponding node failure rate of the algorithm
proposed in this paper is low, and the corresponding node
failure rate continues to slow down with the passage of time,
while the traditional algorithm is still relatively steep, so the
overall network life becomes longer.

The corresponding Figure 6 shows the corresponding
network average energy residual curve under the two algo-
rithms. From the figure, it can be seen that the algorithm
proposed in this paper has more residual energy than the
traditional algorithm. At the same time, the gap between
the residual energy is further widened with the passage of

time, which further highlights the advantages of this algo-
rithm at the level of node energy consumption balance.

Experiment 2. The base station of wireless sensor network is
not located in the middle of the network.

Based on the comparison experiment between the
proposed algorithm and the traditional algorithm, the
corresponding node survival number experimental results
are shown in Figure 7. It can be seen from the figure that
in this case, the corresponding node failure rate of the pro-
posed algorithm and the traditional algorithm is not differ-
ent, but on the whole, the failure rate of the proposed
algorithm is still slightly lower, At the same time, its corre-
sponding node failure rate decreases with the passage of
time, so the overall network lifetime still has advantages over
traditional algorithms.

The corresponding Figure 8 shows the corresponding
network average energy residual curve under the two
algorithms. It can be seen from the figure that the algorithm
proposed in this paper still has advantages over the
traditional algorithm in terms of the corresponding node
residual energy. At the same time, the gap between the resid-
ual energy and the traditional algorithm is further widened
with the passage of time. Therefore, it further highlights
the advantages of this algorithm in node energy consump-
tion balance.

In the verification of the corresponding intercluster head
routing algorithm, this paper makes an experimental analy-
sis on the energy efficiency between cluster heads based on
scenario 2. The experimental results also verify that the clus-
tering routing optimization algorithm under this algorithm
consumes less energy than the traditional algorithm in data
transmission between cluster heads, so the corresponding
wireless sensor network has better stability at this time.
According to the above experimental results, it can be fur-
ther analyzed that the corresponding uniform algorithm
and the traditional nonuniform algorithm have the problem
of excessive energy consumption. At the same time, it also
further proves the disadvantages of the uniform algorithm
in the nonuniform scene and the uncertainty problem of
the traditional nonuniform algorithm.
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Based on the above experimental results, it can be seen
that the proposed algorithm has obvious advantages over
the traditional algorithm.

5. Conclusion

This paper mainly analyzes and studies the current research
status of clustering routing protocol algorithms for wireless
sensor networks for the Internet of things, focuses on the
problems existing in nonuniform cluster routing protocol
algorithms, and optimizes and improves the traditional algo-
rithms for the corresponding energy management problems.
This paper uses the adaptive estimation clustering algorithm
and takes the kernel density as the estimation element to
realize the optimal selection of cluster heads and the
establishment of cluster head mechanism in wireless sensor
networks. At the same time, a fuzzy logic algorithm is inno-
vatively proposed to further solve the uncertain problem of
cluster head selection and integrate the residual energy of
cluster head nodes, and the comprehensive factors such as
node density and corresponding node energy consumption

finally complete the reasonable allocation of cluster heads
and realize the balance of node energy consumption. In
order to further reduce the algorithm overhead of transmis-
sion between cluster heads and realize energy optimization,
a routing optimization algorithm between cluster heads is
proposed based on the ant colony algorithm. The phero-
mone is updated and disturbed by introducing chaotic map-
ping, so as to ensure the optimal solution of the algorithm,
and the optimal path is selected from the perspective of
energy dispersion coefficient and distance coefficient; thus,
the energy consumption between cluster heads is minimized.
The experimental results show that compared with the tradi-
tional algorithm, the corresponding life cycle of the pro-
posed nonuniform clustering routing protocol optimization
algorithm for wireless sensor networks is prolonged by
75%, and the total energy consumption speed of the corre-
sponding network is improved. In the follow-up research,
this paper will focus on more factors affecting the selection
of cluster heads, control and deal with their factors, and
study the corresponding processing algorithms to realize
the global optimization of system network parameters, so
as to further reduce the energy consumption of wireless sen-
sor networks and prolong the life cycle of the system.
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Carbon neutral environmental protection is an important way to effectively control the rapid rise of global temperature, promote
the green transformation of energy utilization, and promote green, low-carbon, and other technological progress. It is a new
driving force for world economic development and growth. This paper explores the construction of wireless sensor model for
carbon neutralization and environmental protection from the perspective of the transformation of energy Internet of things.
This paper analyzes the development background and research status of energy Internet of things technology at home and
abroad and determines the overall design scheme of environmental monitoring Internet of things system. Then, we design the
overall scheme of wireless sensor model under the environment monitoring Internet of things system. An experimental test
platform was built to test the performance of the environmental monitoring Internet of things system. The test results show
that the wireless sensor can monitor and respond to physical impact, and the generated energy can realize wireless data
transmission of about 20m; the regional coverage and fixed-point Internet of things system can realize the real-time
monitoring of environmental parameters such as light, temperature, humidity, and dust, interact with the data and instructions
of the cloud platform normally, and work stably. The basic functions of the whole Internet of things system have been realized,
including the alarm function of passive wireless impact sensing, the cloud real-time monitoring function of environmental data
and the real-time sending function of cloud instructions, and the real-time monitoring of indoor and outdoor environment
under two working modes. The task objectives set in the early stage of the whole system are realized.

1. Introduction

Climate change has a profound impact on the earth’s envi-
ronment, which is a great challenge facing mankind [1]. In
order to cope with global climate change and realize the
progress of human civilization and the sustainable develop-
ment of the earth’s ecosystem, the 21st United Nations
Climate Change Conference adopted the Paris climate
agreement, which proposed to achieve the goal of “net zero
emission” of CO2 around 2050, that is, carbon neutralization
[2]. Broadly speaking, carbon neutralization refers to the
dynamic balance between carbon source systems such as
human fossil energy utilization, land use, and natural volca-

nic eruption carbon emission and carbon sink systems such
as earth’s carbon cycle system, marine carbon dissolution,
and biosphere carbon absorption. In a narrow sense, carbon
neutralization refers to the CO2 emission of an organization,
group, or individual in a period of time, which is offset by
forest carbon sink, artificial transformation, geological stor-
age, and other technologies to achieve “net zero emission”
[3]. Carbon neutralization is an important way to effectively
control the rapid rise of global temperature, promote the
green transformation of energy utilization, and promote
green, low-carbon, and other technological progress [4]. It
is a new driving force for world economic development
and growth [5]. Realizing carbon neutralization will improve
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the earth’s ecological environment on which human beings
depend and reduce environmental problems caused by
human activities [6]. In 2019, the World Health Organiza-
tion announced that air pollution and climate change ranked
first among the top ten health threats in the world [7]. It is
estimated that from 2030 to 2050, climate change will cause
about 250000 new deaths from malnutrition, malaria, diar-
rhea, and excessive temperature in the world every year,
and 7 million people will die prematurely from diseases such
as cancer, stroke, heart disease, and lung disease every year
[8]. Carbon neutralization will promote the transformation
of human energy system to green, low-carbon, and carbon-
free, realize the substitution of carbon-free new energy for
high-carbon fossil energy, and drive the growth of jobs and
GDP in the field of new energy industry [9]. It is estimated
that by 2050, the average annual investment in the field of
global energy low-carbon transformation will exceed US
$3.2 trillion, the cumulative investment will exceed US $95
trillion, and more than 100 million jobs will be provided
[10]. Carbon neutralization is the common goal and pursuit
of all mankind. The global cooperation mechanism with
consultation as the main body is the premise and guarantees
to achieve carbon neutralization [11]. In the process of
actively promoting carbon neutralization all over the world,
it is necessary to carry out carbon neutralization research
guided by scientific issues [12].

The automatic identification center established by MIT
proposed a radio frequency identification system-item load-
ing sensing equipment [13]. Through the application of RF
technology, it is connected with other objects to realize the
interconnection of objects and form an intelligent control
system [14]. Internet of things is another widely concerned
network in the network field after the Internet. It is based
on standards and has the ability of self-configuration and
management [15]. The Internet of things supports the direct
information interaction between people and things, and
wireless sensor networks only support the information
exchange between things, in order to provide users with
the environmental information they need [16]. Therefore,
wireless sensor network is the technical basis of the Internet
of things and a branch network of the Internet of things.
From the historical background of the emergence of wireless
sensor network technology, wireless sensor network has
experienced wireless data network, wireless ad hoc network,
and wireless sensor network [17]. The traditional environ-
mental detection method is to manually obtain various
material samples in the environment, such as air, water,
and soil, and test the collected samples on the instruments
in the laboratory [18]. Such a sample acquisition method
can only collect limited data, and the data is not reliable.
In order to meet people’s demand for various resource
monitoring in the future and maintain the sustainable devel-
opment of economy and environment, we need to obtain a
large amount of environmental information timely and
accurately [19]. Because of its own characteristics, wireless
sensor networks are different from traditional fixed net-
works. They have the characteristics of limited resources,
self-organization, dynamic network, wide scale, and high
density [20]. The characteristics of wireless sensor network,

such as single deployment, low cost, network self-configura-
tion, and no manual maintenance, make it suitable for the
field of environmental monitoring. Multiple nodes carrying
various sensors are distributed in the required monitoring
environment, and the nodes cooperate to complete the
remote monitoring task [21]. Although the research time
of wireless sensor network is very short, a large number of
sensor network research and application make its technol-
ogy develop rapidly. With the continuous exploration of
wireless sensor networks all over the world, the application
of wireless sensor networks has widely existed in all fields
of production and life [22]. It is the research focus and appli-
cation technical basis of wireless networks in the future.
Wireless sensor networks (WSNs), which combine sensor
technology, microelectronics technology, and wireless tech-
nology, are a powerful network. It has been widely used in
road traffic, military safety, environmental monitoring, intel-
ligent life, and other aspects. Today’s society is affected by
the technology and application of WSN [23]. Wireless
sensor networks play an important role in monitoring, such
as the concentration of carbon dioxide in the air, air humid-
ity, and light intensity. The monitoring of these indicators
can well reflect the results of carbon neutralization and
provide an important basis for the early realization of carbon
neutralization. This paper analyzes the development back-
ground and research status of energy Internet of things tech-
nology at home and abroad and determines the overall
design scheme of environmental monitoring Internet of
things system. Then, the wireless sensor network model is
applied to the detection of air quality in the environment
to detect the content of CO2 in the air more accurately,
which is of great significance to achieve the goal of carbon
neutralization as soon as possible.

2. Related Work

The Internet of things takes data networking as the essential
core, while the energy Internet of things has a large number
of users and devices, and the data collected by its measure-
ment and perception is very valuable. On the one hand,
the use of massive data enables the energy industry to fully
understand its own characteristics and provide new techni-
cal support means for low-carbon green development,
energy efficiency improvement, energy conservation and
consumption reduction, economic operation, and system
planning of the energy industry; on the other hand, data
analysis and processing based on deep learning, artificial
intelligence and other technologies can improve the produc-
tion efficiency of the energy system, provide better consumer
services for users, and provide more efficient decision
support for system operators. The Internet of things and
wireless sensor networks have been widely favored all over
the world. In 1991, the concept of “pervasive computing”
proposed by the United States involved perceptual technol-
ogy, and then, MIT first proposed the “Internet of things”
[24]. IBM announced the “smart earth” plan to the outside
world in November 2008. Immediately, the plan received
strong support from the government and jointly developed
smart grid and smart medicine [25]. Carbon neutralization
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means that enterprises, groups, or individuals calculate the
total amount of greenhouse gas emissions directly or indi-
rectly generated within a certain period of time to offset their
own carbon dioxide emissions through afforestation, energy
conservation, and emission reduction, so as to achieve “zero
emission” of carbon dioxide. As a new form of environmen-
tal protection, carbon neutralization has been adopted by
more and more large-scale events and conferences. Some
other developed countries have also set development goals
and taken a number of feasible measures to promote their
rapid development. In the field of agricultural environmen-
tal monitoring, data transmission technology and environ-
mental data acquisition technology have been developed
[26]. In terms of data transmission, there are two measures
to ensure the correctness of data transmission: the optimal
network protocol and the appropriate network deployment
[27]. The correctness of agricultural environmental data
transmission first needs the optimal network protocol. The
agricultural environment monitoring based on wireless
sensor network needs to deploy the network according to
the characteristics of the monitoring area. When wireless
sensor networks need a single network in a small-scale agri-
cultural monitoring environment, the physical layer and
data link layer of the network protocol are the same [28].
However, when wireless sensor networks need composite
networks in complex environments, different network layer
and application layer specifications are formulated due to
specific network protocols. It can be seen from the literature
that the fusion between networks requires standards to agree
on the communication between different networks [29].
According to different monitoring environments, the
research focus of routing algorithm is also different. It can
be seen from the literature that the protocols related to wire-
less sensor networks are appropriately tailored to meet the
characteristics of agricultural monitoring environment.
Second, select the appropriate topology to deploy the net-
work nodes to make the network reach the optimal state,
so as to transmit data reliably [30]. Wireless sensor networks
deployed in various regions as the experimental field of
project research have promoted the rapid development of
Internet of things related technologies. Gong and Jiang
[31] proposed a smart city Internet of things system for
monitoring indoor temperature, humidity, and CO2. It uses
PIC24F16KA102 chip as the main control and NRF24L01
RF module with 2.4GHz bandwidth as the transmitting
and receiving node to collect temperature, humidity, CO2,
and other sensing data, transmit it to PC through USB,
and transmit the data to mobile phone app through the
Internet, so as to obtain, save, and process environmental
data. Liu et al. [32] proposed a low-power Internet of things
system for long-term monitoring of outdoor environment. It
is composed of sensor node, gateway node, application
server, and back-end alarm equipment. The sensor node col-
lects temperature data through the main control and sends
the sensor data to the gateway equipment through CC1150
RF module; the gateway device collects RF data through
the 433 module and drives the GPRS module to transmit
the data to the application server through the main control
module; the application server stores and provides data

support for the back-end alarm device; the back-end alarm
device runs data query and alarm functions. Vijayalakshmi
et al. proposed a real-time environment monitoring Internet
of things system using solar energy self-power supply [33]. It
is composed of solar panel, power management module,
main control module, XBee RF module, and sensor module.
Solar panels generate electric energy during the day, provide
electric energy for system operation, and charge 50 f capaci-
tors; The main control module collects the information of
temperature, humidity, CO, CO2, and LDO sensors and
transmits the data through XBee module. The power con-
sumption of the whole system is about 4.907mW. At the
same time, the 50 F capacitor can be charged to 4.6V by
the solar module during the day; when the operating voltage
of the system is between 3.6V and 4.6V, the 50 F capacitor
can provide the power of the whole system for 12 hours at
night [34]. Muthukumaran et al. [35] put forward a cloud
service monitoring system for diabetes patients. In the sys-
tem, the sensor node layer is composed of two parts. One
part collects indoor environmental information, such as
temperature, humidity, time, location, and air quality, and
the other part collects patient information, such as heart rate
and body temperature; the gateway is responsible for local
data storage, data packaging, data push, and other functions;
the cloud service layer is responsible for cloud data storage,
data query, and other functions; the equipment terminal
can view the information of patients and rooms in real time.
The sensor node layer communicates through a 2.4GHz
radio frequency module; the sensor node and gateway trans-
mit data through WiFi module.

3. Research Methods and Key Technologies

3.1. Transformation of Energy Internet of Things. This paper
will explore the path description and research methods of
energy Internet of things transformation and discuss how
to use power system, Internet of things, and social factors
to strongly support energy transformation. In 2015, the pro-
portion of nonfossil energy power generation was 30%. The
schematic diagram of energy transfer path is shown in
Figure 1, showing the change curve of the proportion of
renewable energy in primary energy. Under the goal that
the proportion of nonfossil energy power generation will
reach 80% in 2050, there can be different paths to achieve
this goal, and different paths will have different effects on
the national economy. How to plan the energy transfer path
can take into account the constraints of coordinated
economic development and carbon emission, which is
worthy of in-depth research.

In many paths, the transformation task can be allocated
to each year by linear method; we can also increase the
amount of renewable energy as soon as possible, so as to
obtain carbon emission benefits as soon as possible and save
resources. However, due to immature technology and other
reasons, the investment will increase. Or use the opposite
method to accumulate experience at the beginning and
accelerate the pace of transformation when the technology
is mature. Therefore, among many paths, how to find a
feasible method to compare different paths and select the
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optimal path has become an urgent problem to be solved.
The proportion of nonfossil energy power generation is
used as the characteristic quantity of energy transforma-
tion, as shown in Figure 1. The time series trajectories of
different transformation curves are marked with typical
power functions. The power of the transformation curve
is represented by n, the linear transformation curve is a
special case where the power is equal to 1, and n repre-
sents the power of the transformation curve. R0 represents
the initial proportion of new energy, Rf represents the tar-
get proportion, t0 and t f represent the starting year and
target year, respectively. In year t, the proportion of new
energy can be expressed as

C tð Þ = C0 + A1 + A0
A1A0

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t1 − t0ð Þ2

2

r
, ð1Þ

C0 =
ðn
t=0

A0 1 + 2:3a%ð Þnt, ð2Þ

a = C tð Þ − C0
C tð Þ : ð3Þ

3.2. Key Technologies of Energy Internet of Things. The
network nodes in the energy Internet of things can ensure
the comprehensive monitoring of the external environ-
ment and improve the overall quality of data transmission.
In environmental monitoring, we need to improve the
security and stability of data transmission. Combined with
the actual characteristics of the Internet of things, we can
optimize the design of link layer data transmission and
enhance the security of data. We can also establish the
reliability analysis method of data transmission of the
Internet of things system and take corresponding manage-
ment measures to ensure the overall effect of data trans-
mission of the Internet of things. The Internet of things
system mainly includes three parts: application layer, per-

ception layer, and network layer. The sensing layer is com-
posed of various sensor devices, including reader, terminal
camera, and GPS. It can sense the external environment
and collect a variety of signals and physical information.
The network layer refers to the IOT network communica-
tion system, including information processing center and
intelligent control center, which can process information
quickly and timely.

A large number of microsensor nodes are arranged in the
monitoring area to realize the self-organizing network system
by means of wireless communication. Various microsensors
can be integrated to realize the real-time reception and trans-
mission of information. Wireless communication transmits
various data information, and the information obtained by
the sensor can also realize the development of integration,
miniaturization, and networking, as shown in Figure 2.Wire-
less sensor network integrates embedded computing, sensor
technology, wireless communication technology, and mod-
ern network technology, which can enhance the perception
ability of the whole device. It is an important prospect in
the field of Internet of things.

3.3. Construction of Wireless Sensing Model under Energy
Internet of Things Technology. Under the condition of
Internet of things technology, it is necessary to analyze
the application characteristics of ecological environment,
meet the overall needs of system architecture, and improve
the overall quality of service monitoring. Wireless sensor
nodes with self-organizing function are connected in the
form of wireless transmission, which can conduct three-
dimensional and comprehensive monitoring of the ground,
underground, and air environment, forming a 3D Internet
of things environment monitoring system, as shown in
Figure 3. The detection system uses Ethernet to monitor dif-
ferent indicators in the environment, such as temperature
and humidity. Then, it is transmitted to the remote client
through the network.

The core node design of the Internet of things needs to
be composed of control and information processing unit,
storage unit, and communication unit, and the distributed
power supply is used to provide support. Build a monitoring
system suitable for the ecological environment of different
villages and towns, analyze it combined with the Internet
of things node technology and ecological environment
sensing data, and develop a sensor module to meet the
monitoring of multi environmental parameters such as gas,
water, and soil. In order to improve the security and reliabil-
ity of data and information transmission in the Internet of
things, it is necessary to effectively control the nodes of the
whole data transmission, design specific methods such as
error recovery, congestion control, and flow control, estab-
lish sensor models, comprehensively optimize the deploy-
ment and coverage of regional sensor nodes, and take
corresponding management measures to ensure the quality
of information transmission.

The whole IOT monitoring system can realize two work-
ing modes to adapt to different application environments.

The situation in the working mode of the area cov-
erage monitoring system is as follows. As shown in
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Figure 1: Schematic diagram of energy transfer path.
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Figure 4, the regional monitoring system includes LAN
nodes, main control module, and data cloud platform.
It can carry out real-time environmental monitoring for
large areas, upload data to the data platform in real
time, and synchronously monitor the information of
each node (impact, temperature, humidity, light and
general ad data, etc.).

The working mode of the fixed-point direct connection
monitoring system is as follows. Based on the regional cover-
age monitoring system, the fixed-point direct connection
monitoring system removes the monitoring ability of multi-
node environment and retains the passive wireless impact sen-
sor node network. Its environmental data collection mainly
comes from the data collection of the main control module
(impact, temperature, humidity, light, dust, general AD data,

etc.). At this time, the monitoring range of fixed-point direct
monitoring becomes smaller, but the data acquisition fre-
quency increases, which is mainly applicable to scenes with
high data requirements. Its design architecture is shown in
Figure 5.

4. System Test and Analysis

This chapter mainly tests the environment monitoring
Internet of things system, including passive wireless
impact sensing module, area coverage monitoring system,
and fixed-point direct connection monitoring system, tests
and detects the overall function of the system, and verifies
the function of the whole system.
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4.1. Node Circuit Test. For the node circuit, it is necessary to
test the energy storage capacitance and the operation of the
control circuit. The energy storage capacitor is a 10 uF tanta-
lum capacitor. After receiving the DC voltage converted by
the impulse signal, its voltage test is shown in Figure 6. As
can be seen from the figure, the maximum output voltage
can reach about 7.2V, and the voltage shows an exponential
attenuation trend with time, which can realize the storage of
electric energy and meet the power supply of ultralow power
RF module. Since the back-end control circuit will turn on
when it is above 3.2V, the output voltage is the energy stor-
age capacitor voltage, and the voltage of 7.2V will burn the
ultralow power RF module chip, a voltage stabilizing diode
must be added at the output voltage to protect the RF chip.

Add the control circuit after the energy storage capacitor
and test its output voltage, as shown in Figure 7. When the
energy storage voltage of the energy storage capacitor increases

from 0V to 3.2V, the voltage of the control circuit is 0V; when
the voltage of the energy storage capacitor is greater than 3.2V,
the voltage of the control circuit changes with the voltage of the
energy storage capacitor; after that, the voltage of the control
circuit will always follow the voltage of the energy storage
capacitor to drop to about 1.6V, and then turn off the output.
The control time of the whole control circuit is about 40ms,
that is, the normal working time of ultralow power RF circuit;
the voltage output is 1.6V to 3.2V, closely following the voltage
change of the energy storage capacitor. The design function of
the control circuit is verified.

4.2. Overall Function Test. In the overall function test, the
fixed-point direct monitoring Internet of things system will
be tested in the field. Through the real-time monitoring of
the surrounding environment, the data of dust, temperature,
humidity, and illumination of the surrounding environment
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Figure 4: Schematic design architecture of regional coverage monitoring system.
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will be collected in real time to verify the working condition
and stability of the whole system. The monitoring time is
one hour, and the change curve of each environmental infor-
mation is obtained, as shown in Figure 8. The system works
stably, and all sensing data curves are displayed and saved in
real time. At the same time, it can be seen from the data that
the system can stably monitor all kinds of data information
in the outfield environment.

According to the above tests, the basic functions of the
whole Internet of things system have been realized, includ-
ing the alarm function of passive wireless impact sensing,
the cloud real-time monitoring function of environmental
data, and the real-time sending function of cloud instruc-
tions. The real-time monitoring of indoor and outdoor envi-
ronment has been realized under two working modes, and
the task objectives set in the early stage of the whole system

0

1

2

3

4

5

6

7

0 20 40 60 80 100

Vo
lta

ge
 (V

)

Time (S)

Voltage

Figure 6: Voltage signal of energy storage capacitor.

0 20 40 60 80 100

Time (S)

0

1

2

3

4

5

6

7

8

Vo
lta

ge
 (V

)

Voltage

Figure 7: Voltage signal diagram of control circuit.

7Journal of Sensors



0 10 20 30 40 50 60

Time (min)

3950

4050

4100

4150

4200

4250

4300

4350

4000

D
at

a P
oi

nt

Light intensity

(a)

0 10 20 30 40 50 60

Time (min)

PM2.5

160

180

200

220

240

260

280

D
at

a p
oi

nt

(b)

Figure 8: Continued.

8 Journal of Sensors



have been realized. The test results show that the environ-
mental monitoring Internet of things system can realize
the real-time acquisition and data transmission of passive
wireless impact sensing signals, use 10 uF tantalum capacitor
to store energy and complete about 20m RF data transmis-
sion with about 42 uJ energy supply; the completed area
coverage monitoring system uses five ZigBee sensor nodes
and master control nodes to collect a variety of sensor data
(temperature, humidity, and light) and interact with the data
instructions of ONENET cloud platform, with stable opera-
tion and reliable performance; the completed fixed-point
direct connection monitoring system can collect a variety

of sensing data and interact with the data instructions of
Alibaba cloud platform, with strong reliability and stable
operation. The system achieves the expected design and
functional objectives.

5. Conclusion

Internet of things technology can automatically analyze the
concentration, emission, and emission speed of toxic and
harmful substances in the natural environment. It can also
transmit data information to the environmental monitoring
and management department in real time, formulate
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scientific and reasonable pollution management strategies,
and ensure the rapid and timely treatment of pollution prob-
lems. Wireless sensor networks are widely used in environ-
mental monitoring. Atmospheric monitoring is mainly
online monitoring or mobile monitoring. Online monitoring
can realize synchronous monitoring and monitoring predic-
tion. Comprehensively analyze the future atmospheric envi-
ronment conditions, and install fixed monitoring equipment
at the discharge of pollution sources to form a distributed
network to comprehensively control specific pollutants. Var-
ious wireless sensor network devices can be used to collect
the data of sulfur dioxide and inhalable particles of nitrogen
oxides in the atmospheric environment in an all-round way
and use the network to transmit the real-time data to the
monitoring center to automatically analyze the environmen-
tal quality and clarify the overall effect of environmental data
processing. Aiming at the environment under the back-
ground of carbon neutralization, this paper carries out the
research on the technology of environmental monitoring
Internet of things system, focuses on the key technologies
such as multisensor terminal, local area network communi-
cation, wide area network communication, and data cloud
platform, and develops a complete set of Internet of things
system, which realizes the monitoring of dust, light, temper-
ature, and real-time monitoring of humidity and other envi-
ronmental parameters, and on this basis, support the
scalability of the system to meet the needs of different envi-
ronmental conditions. We have added relevant contents as
follows: today’s world is experiencing great changes that
have not been seen in a century. The ecological environment
is related to human survival and sustainable development,
which requires the unity and cooperation of all countries
to jointly meet the challenges. Carbon neutralization is a
consensus reached by mankind in response to global climate
change. Countries all over the world actively commit to
achieving the goal of carbon neutralization. Carbon substitu-
tion, carbon emission reduction, carbon sequestration, and
carbon cycle are the four main ways to realize carbon
neutralization, and carbon substitution is the backbone of
carbon neutralization.
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With the development of wireless communication technology, video and multimedia have become an integral part of visual
communication design. Designers want higher interactivity, diversity, humanization, and plurality of attributes in the process
of visual communication. This makes the process of visual communication have high requirements for the quality and real-
time data transmission. To address the problem of transmitting HD video in a heterogeneous wireless network with multiple
concurrent streams to improve the transmission rate and thus enhance the user experience, with the optimization goal of
minimizing the system transmission delay and the delay difference between paths, the video sender and receiver are jointly
considered, and the video transmission rate and the cache size at the receiver are adaptively adjusted to improve the user
experience, and a cooperative wireless communication video transmission based on the control model for video transmission
based on cooperative wireless communication is established, and video streams with self-similarity and long correlation are
studied based on Pareto distribution and P/P/l queuing theory, based on which an adaptive streaming decision method for
video streams in heterogeneous wireless networks is proposed. Simulation results show that the proposed multistream
concurrent adaptive transmission control method for heterogeneous networks is superior in terms of delay and packet loss rate
compared with the general load balancing streaming decision method, in terms of transmission efficiency and accuracy.

1. Introduction

Visual communication design is a planned, effect-oriented
design image generation and communication activity that
people carry out to achieve certain purposes (such as infor-
mation transmission, promotion, expression, and influence).
The design of design images and transmission methods are a
marginal discipline that integrates art, science, and technol-
ogy [1, 2]. It can be seen that visual communication design,
as the study of visual information transmission as the main
destination, plays a vital role in people’s lives. The term
“visual communication design” was popularized in the
1960s, and at the World Design Conference in Tokyo, Japan,
the participants recognized that print art design could no
longer cover new information dissemination media such as
images, so visual communication design was born, and it
was the expansion of media forms that gave design a new
connotation [3, 4]. With 50 years of design life, he has wit-

nessed the transformation of designer’s identity from “com-
mercial artist,” “graphic designer,” to “visual communicator”
[5]. The scope of design is expanding, the content and means
of design are enriching, and design activities are not limited
to a single fixed field, but a cross-cutting, multifaceted, and
comprehensive design practice and research are expanding.

The main function of visual communication design is to
convey information, which is conveyed by visual symbols,
unlike the abstract concept conveyed by language [6, 7].
The process of visual communication is designer’s process
of transforming ideas and concepts into the form of visual
symbols, while for the receiver, it is an opposite process.
Visual communication design is precisely the design that
uses visual symbols to communicate, the designer is the
sender of the information, and the receiver of the informa-
tion [8]. It can be seen that visual communication design is
a design that uses visual media as a carrier to convey infor-
mation to the public. Visual communication contains two
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levels of meaning: visual symbols and communication.
Visual symbols are the formal language composed of
graphics, words, colors, and other design elements, which
is the medium to carry information [9, 10]. Therefore, visual
communication design not only includes the meaning of
design level but also includes the process of information dis-
semination [11].

Real-time multimedia transmission usually has high net-
work bandwidth requirements, especially real-time HD
video services require strict end-to-end delay and delay jitter
requirements, while a single wireless access technology can-
not provide users with a better user experience due to lim-
ited communication capabilities and different working
methods [12–14]. Wireless heterogeneous network environ-
ment is an important feature of next-generation wireless net-
works, and there are many different heterogeneous wireless
networks, such as 5G, LTE, and WLAN. Multipath parallel
transmission systems, by aggregating the transmission per-
formance of multiple links, can effectively improve network
resource utilization, service transmission rate, and load bal-
ancing capability [15].

Reference [16] proposed an adaptive traffic distribution
strategy under the collaboration of wireless WAN and wire-
less LAN, which minimizes the system transmission delay
through internetwork load balancing and extends the com-
munication function of single-mode terminals to support
high-rate data streams. 1 queue, while a large number of
studies on network traffic presented in reference [17] show
that data packet arrivals do not obey exponential distribu-
tion and are not Poisson, but have self-similarity and long
correlation. Reference [18] also suggested that data packet
arrival and packet length obey exponential distributions are
not suitable for modeling different kinds of network traffic
and pointed out that heavy-tailed distributions are more
suitable for data packet arrival and data packet length. In
network performance analysis, data flows obeying the
heavy-tailed distribution have distinctly different character-
istics from those obeying the Poisson distribution. Reference
[19] points out that understanding the nature of traffic is
essential for the design of wireless networks and wireless ser-
vices and that the traditional model of network traffic (Pois-
son traffic) leads to underestimation or overestimation of
wireless network performance, and simulation results show
that the latency of real-time polling services and best-effort
services increases for self-similar traffic, and the request col-
lision probability increases for best-effort services compared
to Poisson traffic. The different types of network traffic pro-
posed in Reference [20] exhibit self-similarity characteristics,
and their performance characteristics are significantly differ-
ent from those of traffic that obeys typical Poisson or expo-
nential distributions. Reference [21] proposes a path traffic
allocation algorithm that satisfies the delay-constrained jitter
optimization, which allocates each path traffic proportion-
ally according to the maximum allowable inflow rate of the
path, while minimizing the delay jitter between paths. Refer-
ence [22] proposed a traffic adaptive allocation strategy in
heterogeneous networks, decomposing data flows into mul-
tiple flows and aggregating them at terminals, parallel data
transmission using M/M/1 queuing theory modeling, and

solving the optimization problem by Lagrange multiplier
method. However, recent research on the measurement of
network communication flows has overturned the tradi-
tional communication model based on Berzon theory, and
many papers have reported that modern data communica-
tion flows have self-similarity properties. Reference [23]
established an equivalent queueing theory model for the
end-to-end delay of concurrent transmission in heteroge-
neous multiaccess networks and obtained the theoretical
delay bound for concurrent transmission systems from this
model. However, the packet arrival is regarded as exponen-
tial distribution and the service process as Poisson distribu-
tion. References [24, 25] investigated the impact of self-
similar traffic in various wireless LAN scenarios using the
P/P/1 queuing model for the self-similar characteristics of
network traffic. Network services with self-similarity pose
new challenges to network design. Instead of smoothing
the network service, the multiplexing overlay of self-similar
services increases its burstiness, and the burstiness of time-
aggregated fractal services diminishes much more slowly
than Poisson services, so more resources need to be allocated
in network design to ensure the quality of service. For solv-
ing the problem of transmitting HD video in heterogeneous
wireless networks with multiple concurrent streams,
improve the transmission rate, enhance the user experience,
and minimize the system transmission delay and the delay
difference between paths; the main contributions are sum-
marized as follows: (1) based on Pareto distribution and P/
P/L queuing theory, video streams with self-similarity and
long correlation are studied. On this basis, an adaptive
stream decision method for video streams in heterogeneous
wireless networks is proposed. (2) GSO algorithm is used to
adaptively solve the number of visual transmission to reduce
the system delay and system burden; (3) experiments verify
the effectiveness and reliability of the visual communication
strategy based on cooperative wireless communication video
transmission.

In this paper, we address the above issues by first
expressing the meaning of visual communication and the
need of visual communication itself for interactivity, com-
munication, and diversity of interface display. Then, the link
between visual communication and wireless video transmis-
sion is developed, and the process of interaction and presen-
tation of visual communication with users is introduced.
Then, it focuses on minimizing the system link delay and
as well as the delay difference between paths as the optimiza-
tion objective; firstly, the system model is proposed, and a
mathematical model of concurrent video multistream trans-
mission control for heterogeneous wireless networks is
established to form an optimization problem of adaptive
video traffic distribution in heterogeneous wireless networks,
so as to obtain a more reasonable traffic distribution strategy
to ensure the quality of service. It also integrates the condi-
tions at the sender and receiver sides and adjusts the rate
at the sender side as feedback to improve the user experi-
ence. To solve this optimization problem, an artificial firefly
swarm optimization algorithm is used to solve the optimiza-
tion problem. Finally, we compare the effect of the proposed
algorithm with that of the visual communication and show
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that the visual communication has better performance with
the application of cooperative wireless communication
technology.

2. Visual Communication Design Architecture
Based on Wireless Communication
Video Transmission

2.1. Structure of Visual Communication Based on
Cooperative Wireless Communication. Visual communica-
tion design requires designers to put themselves in user’s
shoes as much as possible, reflecting the concept of
human-oriented design. At the level of humanized design,
designers need to consider the psychological feelings
brought by the form of content writing and presentation.
At the level of humanized design, designers mainly consider
the feelings brought by external factors such as platform
function, influence, and value. At the interpersonal design
level, designers mainly consider the relationship between
the microplatform, users, and the social environment. These
requirements also put higher demands on the video itself.
From the old noise-filled black and white images, to the cur-
rent high definition video and lossless sound quality. The
visual communication itself also requires a higher quality
and real-time video transmission.

As shown in Figure 1, visual users usually view video in
two ways: wired and wireless. Wired is usually in a fixed
place and location, connected to the video playback terminal
through optical fiber or network cable, which usually has a
larger bandwidth, faster transmission speed, and relatively
better video quality. The wireless way is usually the video
transmission in the process of moving, compared to the
wired transmission method; the video quality will be rela-
tively low. Video playback site by collecting the window of
the user to watch the video, with geographic location and
other information for fusion. The fused information is
handed over to the data server for collation and decision-
making to match the best visual communication patterns
for the user. The server hands these patterns and decisions
to the data organization server, which finds the information
to be displayed from the servers it manages for video, audio,
images, text, etc., and organizes and transmits it. And after
users receive it at different terminals, they all need to decode
it correspondingly to achieve the optimal display effect on
the corresponding terminal.

2.2. Principle of Wireless Cooperative Communication. Joint
source channel coding (JSCC) is considered as an effective
solution for the above-mentioned problem of reliable
transmission of video streams in wireless network environ-
ments [26]. However, the main problem of existing JSCC
approaches is that the network between the server and
the client is considered as a single transmission link,
which is more complicated in the multipath case [27].
Therefore, a simpler but equally reliable data transmission
method is needed for video transmission. Therefore, in
this paper, with the optimization objective of minimizing
the system link delay and the delay difference between
paths, we first propose a system model to establish a

mathematical model for concurrent video multistream
transmission control in heterogeneous wireless networks
and form an optimization problem for adaptive video traf-
fic distribution in heterogeneous wireless networks. In this
paper, collaborative infinite communication video trans-
mission method is designed in Figure 2. As is shown,
the self-similarity characteristics of video streams are
applied to the multistream concurrent distribution strategy
of heterogeneous networks. And the data packet arrival
interval and data packet size are modeled using a more
realistic self-similarity distribution to obtain a more rea-
sonable distribution strategy to ensure the quality of ser-
vice by better matching the actual time delay of video
streams. And considering the condition of the sender
and receiver side, the buffer length of the receiver side is
used as feedback to adjust the rate of the sender side to
improve the user experience. To solve this optimization
problem, an artificial firefly swarm optimization algorithm
is used to solve the optimization problem.

3. Collaborative Wireless Communication
Video Transmission Algorithm and
Implementation Framework

3.1. HD Video Transmission Model Based on Cooperative
Wireless Communication. The heterogeneous wireless net-
work video multistream concurrent transmission control
system model is shown in Figure 3. The HD video streams
are split at the video source side, and through adaptive split-
ting decision, the video streams are transmitted through dif-
ferent links and multiple heterogeneous wireless terminals;
multiple wireless networks work together and finally played
after the buffer is integrated at the video playback side. The
video source side uses H.264 to compress and encode the
video, and the 5G network is used for transmission [28].
Multiple users can use the available terminals in the vicinity
to complete the video service with concurrent transmission
of multiple streams. Heterogeneous single-mode terminals
from different users form virtual multimode terminals,
which use different standard networks, such as cdma2000,
WCDMA [29]. These cooperative terminals are aggregated
into an organic whole with enhanced capabilities, more
interfaces, and external collaboration through Wi-Fi net-
working controlled by terminal controllers, forming a user-
centered super terminal, i.e., virtual terminal, to achieve ser-
vice diversification and enhancement. The virtual terminal
can be used to realize service diversification and enhance
user experience [30].

Suppose there are K links between the transmitter and
the receiver, and the performance of each transmission path
varies, such as the packet loss rate and transmission delay of
different paths may be different. Assuming that the smallest
unit of service transmission is data packet, the transmission
rate of service on each path is adjusted by reasonably arrang-
ing the rate at which data packets leave the transmission. R is
the total data traffic; R1, R2, and R3 are the data traffic
divided into individual links; and D1, D2, and D3 are the
time delay of each link.
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A buffer with dynamically adjustable length is set at the
video playback end. The video received at the video playback
end is temporarily stored in the playback buffer, where
short-time rate and bandwidth mismatches can be absorbed
to mitigate video interruptions, and video data grouping can

be reordered in this playback buffer to absorb the delay jitter
between paths. The buffer forms a cache feedback loop
between the video playback end and the video source end,
and the video source can adjust the sending rate R according
to the buffer length at the video playback end, thus keeping
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the buffer length in a normal state and improving the user
experience.

Video traffic is self-similar and long-correlated, and long-
correlated traffic has a negative impact on network perfor-
mance, the most important result being that the queue length
distribution decays more slowly with self-similar traffic than
with short-correlated service sources (e.g., Poisson model). It
has also been shown that the self-similarity of traffic leads to
high buffer overflow rates, time lengthening, and persistent
periodic congestion, which directly affects the design, control,
analysis, and management of next-generation networks, while
the use of Poisson or Markov business models does not accu-
rately reflect the long correlation of actual traffic and can lead
to underestimation of the average packet delay or maximum
queue length in the analysis.

3.2. Truncated Pareto Distribution. The self-similarity of
traffic has a direct impact on the design, control, analysis,
and management of next-generation networks, and the
self-similarity of data flows is receiving increasing attention
in network performance analysis. Although the cause of
the service self-similarity process is not conclusively estab-
lished, the heavy-tailed distribution is a major cause of the
self-similarity process. The commonly used heavy-tailed dis-
tributions are Pareto, Weibull, and Log-normal. As shown in
reference [31], the video data group size obeys the truncated
Pareto distribution, and the arrival interval also obeys the
truncated Pareto distribution. By applying a more realistic
self-similar distribution to the data group arrival interval
and the data group size, we can obtain a delay that is more
consistent with the actual video stream.

The tail function of the Pareto distribution is:

P X > xð Þ = k
t

� �a

: ð1Þ

It is a hyperbolic function, which decays much more
slowly than the exponential function. In this paper, the
Pareto distribution is used to represent the video stream to
fully consider the self-similarity of the video stream. And
because x is infinite, the truncated Pareto distribution is used

instead of the Pareto distribution, and the actual truncated
Pareto distribution is used.

F xð Þ = P X ≤ x½ � = 1 − k/xð Þa½ �
1 − k/Lð Þa½ � , k ≤ x ≤ L, ð2Þ

where k > 0 is the position parameter and a is the shape
parameter.

Each concurrent link in a heterogeneous wireless net-
work video multistream concurrent system can be modeled
as a P/P/1 queuing model, and the whole system is a parallel
P/P/1 queuing model. The delay of a single link in a hetero-
geneous wireless network is the sum of the average waiting
time and the average service time.

D = tw + ts,

tw = ts
ρ

1 − ρð Þ ⋅
Ca

2

Cs
2 ,

ts =
8Ms

B
,

ð3Þ

where tw is the average waiting time, ts is the average service
time, and Ca

2 and Cs
2 are the squared variance coefficients

of the video stream data packet arrival interval and data
packet service time, respectively. ρ, Ms, and B represent the
transmission proportion, transmission volume, and total
transmission volume, respectively.

3.3. Adaptive Streaming Decision Based on GSO Method. The
adaptive streaming decision for video streams in heteroge-
neous wireless networks proposed in this paper is to design
the optimal streaming strategy to minimize the delay of the
system while minimizing the delay jitter in the difference
of each link. In concurrent transmission, the delay jitter of
data packets mainly comes from the difference in transmis-
sion capability between different wireless access
technologies.

The transmission delay of data packets on different paths
Di is not only related to the transmission capability of the

Video
source
code

Encoding

Wireless access technology 1

Wireless access technology 2

Wireless access technology 3

Terminal 1

Terminal 2

Terminal 3

Video
playback
terminal

Virtual terminal

Cache feedback

R1

R2

R3

R

D1

D2

D3
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paths but also related to the traffic allocation strategy
between the paths. When the transmission capacity of the
path is poor, allocating more traffic to it will lead to a sharp
increase in Di. When the transmission capability of the path
is good, increasing its transmission traffic appropriately does
not have a great impact on the transmission delay Di. By rea-
sonably allocating the traffic among the paths, the difference
in delay between the paths can be reduced, thus achieving
the purpose of reducing jitter.

Suppose there are K links between the sender and the
receiver, and the performance of each transmission path var-
ies, such as the packet loss rate and transmission delay of dif-
ferent paths may be different. Assuming that the smallest
unit of video service transmission is the data packet, the
transmission rate of video service on each path is adjusted
by reasonably arranging the rate at which the data packet
leaves the transmission.

The artificial firefly swarm optimization algorithm origi-
nates from the study of the behavior of fireflies in nature
such as luminous courtship and communication. It is a
swarm intelligence optimization algorithm, which is widely
used in resource scheduling. Its bionic principle is that it
uses individual fireflies in nature to simulate the points in
the search space, and the process of mutual attraction and
movement of individual fireflies is simulated as the process
of target seeking, and the superiority of the position of indi-
vidual fireflies is used to measure the objective function of
solving the problem, the iterative process of the feasible solu-
tion of the function in the process of optimization.

The GSO algorithm is mainly used to simulate the opti-
mal value of the solution function by operating on fireflies
through the equation of fluorescein value update in Equation
(4) and the equation of probability distribution in Equation
(5).

li tð Þ =max 0, 1 − ρð Þ · li t − 1ð Þ + γ · J xi tð Þð Þð Þf g, ð4Þ

Pj tð Þ =
li tð Þ

∑k∈Ni tð Þlk tð Þ , ð5Þ

where liðtÞ means fluorescein value in ith time. PjðtÞ means
probability distribution. The implementation process of the
GSO algorithm is as follows. Relative attraction between fire-
flies is defined:

β rð Þ = β0e
−γr2 : ð6Þ

β0 is its initial attraction, that is, the attraction when the
distance between two fireflies is 0, and r is the distance
between two fireflies. A firefly will move towards all fireflies
with higher brightness than itself, and its moving distance is
calculated by the following formula (7):

Xi ′ = Xi + β0e
−γr2 Xi − Xj

� �
+ α rand ð Þ, ð7Þ

where represents the position of a firefly with higher bright-
ness than the ith individual, and R represents the distance
between the ith firefly and the jth firefly. Rand ðÞ is a random

disturbance and is the step factor of the disturbance. Gener-
ally, the value of rand ðÞ is the uniform distribution within
the range of [-0.5, 0.5], or the value of standard normal dis-
tribution a of U (0, 1) is between [0, 1].

The GSO-based wireless video transmission path opti-
mization algorithm is shown in Figure 4. From the principle
of GSO algorithm, the running time of the adaptive triage
decision process is mainly consumed by the firefly position
update, and its time complexity is mainly determined by
the maximum number of iterations M and the number of
fireflies n. In one iteration, the frequency of firefly position
update operation is f = 1 + 2 + 3 +⋯+n = n × ðn + 1Þ/2,
and its time complexity is Oðn2Þ, so after M iterations, the
total time complexity of adaptive diversion decision is Oð
M × n2Þ, where M is the maximum number of iterations
and n is the number of fireflies.

4. Transmission Experimental Results

4.1. Experiment of HD Video Transmission Based on
Cooperative Wireless Communication. In this paper, the per-
formance of the proposed adaptive streaming strategy is
evaluated by extensive MATLAB simulation experiments.
Assuming three parallel transmission data with transmission
capacities of 4Mbit/s, 2Mbit/s, and 3Mbit/s, respectively,
the initial population size of the artificial firefly swarm opti-
mization algorithm is 20, and the maximum number of iter-
ations is 300. In this simulation, the video sender rate
changes from 2Mbit/s to 6Mbit/s. The adaptive shunting
decision proposed in this paper is compared with the general
load balancing shunting decision The proposed adaptive
streaming decision is compared with the general load balan-
cing streaming decision. The general load-balanced stream-
ing decision is shown in Equation (6):

Ri = R
Ra,i

∑3
j=1Ra,j

i = 1, 2, 3ð Þ: ð8Þ

Figure 5 shows the variation of the packet loss rate of the
system with the transmission rate. It can be seen that the
delay and delay jitter-based splitting strategy proposed in
this paper has lower packet loss rate than the general load
balancing splitting strategy, but the difference between them
gradually decreases as the network load increases, and the
packet loss rate is close when the sender rate increases to
5.5Mbit/s and 6Mbit/s. This is because the optimization
effect decreases with higher network load. At the sender rate
of 3Mbit/s, the packet loss rate of the proposed splitting
strategy is 10.6% lower than that of the general load balan-
cing splitting strategy.

Figure 6 shows that the delay of the proposed splitting
strategy is reduced by 4.67%, 5.89%, and 10.12% mode com-
pared to the general load balancing splitting strategy, real-
time multimode transmission mode, and classic video trans-
mission. When the sender rate gradually increases, the delay
in both streaming strategies increases significantly because
the traffic load is close to the available resources, which will
lead to unstable system performance, especially when the
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sender rate exceeds 4Mbit/s, a single wireless access technol-
ogy cannot meet the requirements because of the limited
communication capacity, so single-mode heterogeneous ter-
minals from different users are expanded into user-centric
superterminals through LAN networking centered super-

terminals with enhanced capabilities, i.e., virtual terminals,
which can aggregate link resources and improve user
experience.

Figure 7 shows that the delay with P/P/1 queuing theory
is larger than the former compared with that with M/M/1

Randomly generate the initial population of fireflies
𝛼i (1,2,..., n)

Calculate the fluorescence brightness of each firefly
based on f (𝛼i)

Determine the light absorption factor and other
parameters. i = 1

Get the optimal value and the
corresponding parameter, the

corresponding parameter is the best 
allocation vector 

Substitute the optimal allocation vector
𝛼i (1,2,..., n) into equation (7) and

equation (8) to get the allocated traffic
on each linkAccording to the equation (7) update firefly i 

to firefly j move

Update the attractiveness of the firefly and
fluorescence brightness in accordance with

the new position

Sort all fireflies brightness and find the current
optimal value

j = j+1

i = i+1

k<M

i<n

j<i

Figure 4: GSO-based wireless video transmission path optimization algorithm.
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queuing theory, and the difference increases with the
increase of sending rate. This is because the self-similarity
of video streams affects the delay, and more resources need
to be allocated to ensure the quality of service, so using the
P/P/1 queuing theory, which is more consistent with the
self-similarity of video streams, for the streaming decision
can provide a better experience to users.

4.2. Experiment of Visual Communication Design Based on
Collaborative Wireless Communication Video Transmission.
Common indicators of visual communication design are as
follows: (1) video-based: video-based design is an inevitable
trend for the future development of visual communication
design. Through the new digital media technology and com-
munication medium, it makes the design content richer, the
information more communicative and innovative, and
makes the visual communication design a new visual form.
(2) Humanization: in the era of digitalization, visual com-
munication design bids farewell to the traditional flat paper
printing and wants to bring a new experience to customers
visually, starting from meeting their visual needs, which is
the embodiment of the concept of humanization of visual
communication design [32]. (3) Diversity: nowadays, elec-
tronic technology and digital media are developing rapidly,
and the design field is expanding [33]. In the field of civilian
design, visual language presents people with different
expressions, graphic that is flat, image that is dynamic
three-dimensional, and what they pursue is a broad interna-
tional vision to make the design with superb quality, so as to
express the inner language logic. (4) Multisensory interface
user trust: nowadays, the widespread use of mobile APP
makes many designers and developers start to pay attention
to the trust relationship between users and the product, the

so-called user trust, which is what we usually known as “user
viscosity”. (5) Integrated: visual communication design itself
is a discipline containing a variety of fields, modern visual
communication discipline is no longer simply graphic
design graphics, it is through the visual design performance
and other media to convey to the audience, and the distinc-
tive characteristics of the times and the connotation of the
times are reflected in its performance.

In this study, two hundred subjects, all divided into two
groups, were selected to watch 10 different videos and to rate
the visual communication effect of the videos after watching
them, using a ten-point scoring method. This study used the
self-compiled “Questionnaire on the Performance Effect of
Visual Communication Design.” The questionnaire includes
five dimensions: video, humanization, diversity, multisen-
sory interface user trust, and synthesis. The internal consis-
tency coefficient of this questionnaire was 0.969, and the
split-half reliability was 0.820, and the reliability of the total
scale was good. The data were collected from the partici-
pants of the test and then entered and analyzed. Correlation
analysis was used to explore the correlation between the
training conditions, research quality, and psychological
development of master’s students in Jiangsu Province. As
shown in the radar (Figure 8), the subjects, without knowing
what technology was used for the video, generally perceived
that the video using collaborative wireless communication
transmission was more visually communicative than the reg-
ular transmission video. Specifically, of the five main aspects
of video communication, the three aspects of visualization,
multisensory interface user trust, and synthesis were signifi-
cantly better than traditional video transmission methods.
The user-friendliness and diversity aspects have also been
improved to a certain extent. By further analyzing the
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user-feeling part of the questionnaire, we can learn that users
generally believe that the video quality and fidelity of video
transmission based on cooperative wireless communication
have been significantly improved, which makes users’ view-
ing experience more comfortable and thus feel more
humane and more able to discover the diverse contents of
the video.

5. Conclusion

This paper improves the expressiveness of visual communi-
cation design based on wireless communication video trans-

mission technology. In order to improve the aspects of
diversity, interactivity, and trustworthiness in the visual
communication process, the proposed heterogeneous net-
work HD video multistream concurrent transmission con-
trol consists of two stages: adaptive streaming decision and
receiving buffer length feedback adaptively adjusting the rate
at the sender side. The adaptive streaming decision obtains a
streaming decision method by minimizing the system delay
while minimizing the delay jitter. The buffer length feedback
adaptive adjustment of the sender rate is a joint video source
side and video playback side, and the sender rate is adap-
tively adjusted by the buffer length of the playback side.
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Figure 7: P/P/1 and M/M/1 transmission delay.
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The simulation results show that the proposed video adap-
tive streaming decision reduces the delay by 4.67% com-
pared with the general load balancing streaming decision
method, and the delay increases based on P/P/1 queuing
theory compared with M/M/1 queuing theory, and the dif-
ference increases with the increase of the sender side rate,
indicating that the self-similarity of video streams affects
the delay, and more resources need to be allocated to ensure
the quality of service, so using the P/P/1 queuing theory,
which is more consistent with the self-similarity of video
streams, for the streaming decision can provide a better
experience to users. Compared with the general load-
balanced streaming decision method, the proposed stream-
ing decision method in this paper has certain superiority in
terms of delay and packet loss rate. Finally, experiments on
the visual communication effect are conducted based on this
algorithm. The experimental results show that the visual
communication based on collaborative wireless communica-
tion video transmission has a certain improvement over the
usual visual communication effect, especially in the two
aspects of multisensory interface user trust and synthesis.
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Finance, as the core of the modern economy, supports sustained economic growth through financing and distribution. With the
continuous development of the market economy, finance plays an increasingly important role in economic development. A new
economic and financial phenomenon, known as financial intervention, has emerged in recent years, which has created a series of
new problems, promoting the rapid increase both in credit and investment and causing many problems on normal operation of
financial bodies. In the long run, it will inevitably affect the stability and soundness of the entire economic and financial system. In
order to maximize the effect of financial intervention, in response to the above problems, this article uses a series of US practices in
financial intervention as the survey content, combined with the loan data provided by the US government financial intervention
department, and mines the data of the general C4.5 algorithm of the decision tree algorithm. Generate a decision tree and convert
it into classification rules. Next, we will discover the laws hidden behind the loan data, further discover information that may
violate relevant financial policies, provide a reliable basis for financial intervention, and improve the efficiency of financial
intervention. Experiments show that the method used in this article can effectively solve the above problems and has certain
practicability in fiscal intervention. With stratified sampling, the risky accuracy rate increased by 10%, probably because
stratified sampling increased the number of high-risk samples.

1. Introduction

The United States is considered to be the world’s most free
market [1], but no country in the world has a free market
economy that is completely laissez-faire and free from gov-
ernment regulation, and the United States is no exception
[2]. In fact, American government intervention in the econ-
omy is to ensure that the market can operate more healthily
and that market players can compete more fairly and freely
[3]. The financial system of the United States is a financial
system dominated by the capital market. Because of the nor-
mative system, well-developed financial institutions and
financial instruments have formed a developed capital mar-
ket by virtue of the world’s leading international monetary
status of the United States dollar [4]. The market should
be determined by the laws of the market, not determined
and controlled by administrative orders [5]. The free compe-
tition of market entities under equal conditions is very
important. Antimonopoly is because monopoly harms free

market competition [6]. Unified financial legislation is
because fraud and misleading harm the free market compe-
tition. The way the United States handles the economic crisis
shows that [7], administrative intervention is an effective
way for the country to emerge from the crisis, and practice
has proved this. Government intervention in the economy
is inevitable for the development of market economy [8]. It
is also a good remedy for “market failure” and “market
self-defeat” in the process of the development of market
economy [9–10]. Market mechanism and government inter-
vention have their own time and space [11–12], which can-
not be ignored and replaced [13]. A government should
perform its coercive intervention management function in
the economy during dramatic market changes and economic
crises [14] with the purpose of curbing the damage to society
caused by harmful behaviors resulting from dramatic market
changes and economic crises [15].

The most basic characteristics of data mining include a
large amount of data [16], which is to discover unknown
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and hidden information, extract valuable information, and
use this kind of information to make important decisions
[17–20]. Data mining is the process of extracting useful
information from data and using it to make more appropri-
ate decisions. The key to data mining can be divided into
three parts: data, information, and decision-making [21].
Data is the basis of all mining [22], but it is only when we
mobilize them or convert them into useful information that
they are most valuable [23–25]. It is not enough to simply
obtain information [26], and it is not what data mining
requires [27]. The information obtained in the decision-
making application is the ultimate goal of obtaining infor-
mation. Therefore, the ultimate goal of data mining is to
extract useful information from data to improve the effi-
ciency of decision-making and make more appropriate deci-
sions. In the past few years, data mining has been used in
many industries to help senior managers make important
and appropriate decisions. For example, different data min-
ing methods can be used in the banking industry to solve
and help the difficulties encountered in the business process
of bank cards, credit, etc. Use these advanced computer
technologies to enhance or improve their decision-making
security and efficiency.

The financial market is producing huge amounts of data.
Analyzing these data, explaining valuable information and
helping to make financial decisions are great opportunities
and challenges for data mining. The essence of many finan-
cial theories is to study how to construct a prediction model
which is in line with the reality and minimize the prediction
error. However, traditional financial analysis and theory, the
prediction models used are often established on some harsh
assumptions, and the form is a model of some simple math-
ematical expressions. Although this model is simple, it has
good interpretability and comprehensibility, but it damages
the accuracy of prediction to some extent. Data mining tech-
nology has broken this limitation in some respects. Through
the analysis of the characteristics of financial data, we can see
its advantages more clearly. Data mining technology is pro-
duced under the background that the database cannot pre-
dict the development trend of data, and its concept was
first proposed at the 1989 International Joint Conference
on Artificial Intelligence (IJCAI). Its significance is the pro-
cess of extracting hidden and potentially useful information
and knowledge from a large amount of incomplete and
noisy, ambiguous, and random practical application data.
Data mining is a new information processing technology.
Its main function is to extract, transform, analyze, and
model a large amount of data in the database. The process
of data mining is also called the process of knowledge dis-
covery. This is a broad academic subject.

In this paper, when studying the problem of financial
intervention strategies, the existence of various irregular
noises in the data can cause serious interference to the
experiment. In order to avoid this situation and realize the
hidden laws of data, this paper adopts an effective two-way
cohesive information entropy data analysis method to estab-
lish a relevant model, which can discover the hidden infor-
mation and patterns in financial data and help government
financial departments to make correct intervention deci-

sions. Under the support of information entropy theory, a
simulation model based on two-way clustering is proposed
for simulation. After extensive analysis and theoretical dem-
onstration, the results show that the multichannel clustering
algorithm has obvious effect on improving the accuracy of
data analysis, which provides a strong scientific basis for
the formulation of the financial intervention policy of the
modern American government. In view of the fact that tra-
ditional clustering algorithms can only deal with single attri-
bute data and cannot deal with the clustering problem of
mixed attribute data well, and that most of the current clus-
tering algorithms of mixed attribute data are sensitive to ini-
tialization and cannot deal with arbitrary shape data, a
spectral clustering algorithm of mixed attribute data based
on information entropy is proposed to deal with mixed type
data. Firstly, a new similarity measurement method is pro-
posed. The traditional similarity matrix is replaced by the
combination of the Gaussian kernel function matrix com-
posed of numerical data in spectral clustering algorithm
and the influence factor matrix composed of new informa-
tion entropy-based classification data. The new similarity
matrix avoids the conversion and parameter adjustment
between numerical attribute and classification attribute data.
Then, the new similarity matrix is applied to spectral cluster-
ing algorithm to process arbitrary shape data, and finally, the
clustering results are obtained.

2. Proposed Method

2.1. Basic Technology of Data Mining. Following years of
development, it has been gradually matured the data mining
technology. There are commonly used data mining tech-
niques and algorithms such as decision trees, neural net-
works, rough sets, association rules, cluster analysis,
regression analysis, genetic algorithms, and rough set algo-
rithms. Here, the focus will be on clustering analysis, associ-
ation rules, and regression analysis algorithms in line with
the application area of this paper. Figure 1 is a display of sev-
eral common data mining methods.

2.1.1. Cluster Analysis. Among them, cluster analysis plays a
role in data mining in the following aspects: First, prepro-
cessing steps for other algorithms, and then, these algo-
rithms are generated into new clusters and processed;
second, to analyze each cluster, mainly to analyze specific
clusters; and third, explore and process some relatively inde-
pendent data. However, it is often ignored when mining
some relatively independent data.

(1) Split Method. If a database containing n data objects or
tuples is provided, the analytical method can construct c
data partitions, and each partition has its own representative
cluster “c < n”. As a general rule, divisive criteria (such as
distance) are used to make objects in the same cluster “sim-
ilar” and to make objects in different clusters “different.” It is
mainly used to find spherical clusters. These are mostly used
for small- and medium-sized databases. For the purpose of
better management and processing of data in clusters, some
new partitioning methods are urgently needed.
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(2) Stratification. The hierarchical method decomposes the
collection of specific data objects hierarchically. According
to whether the hierarchical decomposition is bottom-up or
bottom-up, the hierarchical clustering technique can be
divided into agglutination and segmentation. The disad-
vantage of hierarchical clustering is that it cannot be
restored after the steps are completed, so the errors are
corrected.

2.1.2. Association Rules. Association can be divided into
simple association and time association. The most com-
monly used association rule algorithm is the Apriori algo-
rithm proposed by R. Agrawal. Even using candidate
itemsets to search for frequent itemsets, mining itemset
with frequent Boolean correlation rules is the most influ-
ential algorithm.

(1) Find all frequency sets that are at least the same as
the predefined minimum supported frequency

(2) Use the frequency set found in the first step to gen-
erate the target rule, and generate all the rules that
only include the setting items. There is only one cor-
rect part of each rule. The definition of the interme-
diate rule is used here

Apriori algorithm will generate more candidate sets and
may need to scan the database repeatedly. This is where the
Apriori algorithm is insufficient.

2.1.3. Regression Analysis

(1) Simple Linear Regression Analysis. It is possible to deter-
mine the linear equation with a high correlation between the
dependent vector a and the independent variable B if they
are found to be highly correlated, with a view to making all
data points as close in approximation to a straight line as
possible. The model can be expressed as follows.

A = x + yB: ð1Þ

Association rules

A B C D

Ø

AB AC AD BC BD CD

BCD

ABCD

ACDABDABC

Rough set algorithm

S={}

S={P1}

S={P1, P3}

S={P1, P3}{P1, P2, P3}

{P1, P3}{P1, P2}

{P1} {P2} {P3}

Data mining techniques and
algorithms

Decision tree Neural Networks

X

Rough set

R(X)-

-

BND(X)

R(X)

regression analysisCluster analysis

Genetic algorithm

Figure 1: Several common data mining techniques.
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(2) Multivariate Linear Regression Analysis. What we usually
see more often is that a single dependent variable corre-
sponds to multiple independent variables. This corre-
sponding mode is called regression. Its performance is as
follows:

Y = a + b1X1 + b2X2 + b3X3+⋯+bkXk: ð2Þ

a represents the intercept, and b1, b2, b3,⋯, bk repre-
sents the correlation coefficient.

(3) Analysis of Nonlinear Regression Data. For linear regres-
sion problems, the sample points fall on or near a straight
line in space, so a linear function can be used to represent
the corresponding relationship between independent vari-
ables and dependent variables. However, in some applica-
tions, the relationship between variables is in the form of
curve, so it is impossible to express the corresponding rela-
tionship between independent variables and dependent var-
iables by linear functions, but it needs to be expressed by
nonlinear functions.

2.2. Decision Tree Algorithms. It is closer to the objective
function. Both leaf node classification and instance classifi-
cation are performed mainly at the basis of the arrangement
of nodes. On each node corresponding to one possible case,
a root of a tree node is started; its attributes are measured;
then, the node is changed according to its corresponding
value.

2.2.1. ID3 Algorithm. On the basis of the ID3 algorithm that
the attribute selection metric is the information gains when
selecting on the best attribute as each node. And the measure
is based on the pioneering work of C.E. in the study of infor-
mation value or information theory by scientists of C.E. the
Shannon:

We first compared the growth of each type of informa-
tion. To choose the attribute from which the highest infor-
mation is gaining (for example, maximum extraction
compression) one of the tree points.

The second step is to branch according to the different
values of the root node and then establish the lower nodes
and branches for each branch.

The third step is to repeat the first and second steps and
stop branching when the data contained in the subset are of
the same category.

In this way, a decision tree can be obtained and used to
classify test samples.

For the calculation description of information gain
value, let D be a set of training data and define m different
Cini = 1n2n⋯ ,mn. The expected information for a given
training data classification is given by the following formula:

inf o Dð Þ = −〠
m

i=1
Pi log2 Pið Þ: ð3Þ

Note that the logarithmic function bottoms 2 because of
information binary encoding.

Now, suppose you want to divide the tuples in D by
attribute A, where attribute A has Vfa1, a2, a3,⋯, aVg
values according to the observation of training data.
Therefore, attribute A divides D into v subsets fD1,D2,
D3,⋯,DVg, where the tuples in Dj have the same value
aj on attribute A. However, these partitions may contain
tuples not from the same class but from different classes,
that is, impure. After this partition, how much informa-
tion is needed for the accurate classification of the gener-
ated tuples, which can be measured by the following
formula:

Info Að Þ = 〠
V

j=1

Dj

�� ��
Dj j Info Dj

� �
: ð4Þ

Among them, item jDjj/jDj denotes the weight of the j
th partition, and Info ðAÞ denotes the expected informa-
tion needed to classify the components of D by attribute
A. The information gain obtained by branch on attribute
A can be described as:

Gain Að Þ = Info Dð Þ − info Að Þ: ð5Þ

The advantages of ID3 algorithm are as follows:

(1) The basic principle of the algorithm is clear

(2) The classification speed is faster

(3) Practical example learning algorithm

Its shortcomings are as follows:

(1) There is a bias problem. The number of feature attri-
butes affects the amount of information

(2) A problem with training data will make the results
different and more sensitive to noise

(3) The probability of error is proportional to the
increase of category

2.2.2. C4.5 Algorithm. An early machine learning algorithm
and a common algorithm for constructing decision tree clas-
sifiers became the basis of many decision tree algorithms
later.

(1) The information gain rate is used as attribute selec-
tion measure to solve the problem of bias

(2) It can discretize attributes with continuous values
and deal with incomplete data

(3) Pruning at the same time in the process of tree
construction

With the extension of information gain, benefit ratio can
solve the drawback of ID3. In the assumption that a variable
is selected as a partitioning attribute, with a higher informa-
tion gain of the variable than the information gain of its
other variables is needed. The definition formula of
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segmentation information is as follows:

SplitInfo Að Þ = −〠
V

j=1

Dj

�� ��
Dj j × log2

Dj

�� ��
Dj j

 !
: ð6Þ

The ratio of the increase in information is mainly com-
pared with the total amount of information in some seg-
ments. The formula is as follows:

GainRatio Að Þ = Gain Að Þ
SplitInfo Að Þ : ð7Þ

2.2.3. CART Algorithm. Classification and Regression Tree
(CART) is a technique for generating binary decision trees.
In fact, its principle is dichotomy recursive segmentation
technology. In order to produce subnodes, it divides two
sample subsets; that is, only two subnodes are generated,
so finally, a simple binary decision tree is obtained.
Unlike ID3 and C4.5, which are based on information
entropy splitting technology, CART chooses the best
grouping variables and splitting points based on gini coef-
ficient and variance and chooses the attributes with the
minimum gini coefficient as the current test attributes.
If the gini coefficient value is smaller, the more reason-
able the segmentation is, and the higher the purity of
the sample set is.

If the training tuple set D contains records of m catego-
ries, then the gini index is determined as follows:

Gini Dð Þ = 1 − 〠
m

i=1
P2
i : ð8Þ

Calculate the sum of m classes, where Pi is the probabil-
ity that any record in D belongs to Ci class and is expressed
by jCi,Dj/jDj. If D is divided into D1 and D2, the gini coef-
ficient of this division is

Gini Dð Þ = D1j j
Dj j Gini D1ð Þ + D2j j

Dj j Gini D2ð Þ, ð9Þ

where jDj is the number of samples in D and jD1jjD2j is
the number of samples in D1 and D2, respectively.

The CART algorithm terminates splitting and stops con-
structing decision tree if the following conditions exist.

(1) The data records contained in leaf nodes belong to
the same category

(2) The number of samples covered by a branch is less
than a threshold set by the user in advance

3. Experiments

3.1. Selection of Experimental Platform. Through this paper,
SPSSC lementine 12.0 is elected as the data mining platform
in conjunction for the actual research work. For the mining

platform, the selection of the platform is mainly based on the
following six aspects:

(1) Clementine has the functions of classification and
prediction, association analysis, time series analysis,
and clustering. It provides a variety of methods, such
as neural network, decision tree and regression tree,
linear regression, logistic regression, self-organizing
network, and fast clustering

(2) Clementine has an interactive and visual user inter-
face, which combines intuitive user graphics inter-
face with a variety of analysis techniques. It is a
very easy software for users to build models by con-
necting nodes, and data mining model can be built
without programming. So that users can put more
energy into the application of data mining to solve
specific business problems, rather than the use of
software

(3) Clementine has an open database interface that pro-
vides rich data access capabilities for access to files
and relational databases. It also provides the ability
to input data processing and output data settings

(4) Clementine provides two ways to build models. In
the simple mode, the user does not need to make
any settings; the system will build the model accord-
ing to the default settings; in the expert mode, the
user can adjust the parameters in the model accord-
ing to his own needs, so that the model achieves the
best results

(5) Provide powerful publishing capabilities to export
data mining models or entire data mining processes
to embedded systems

(6) Provide complete data flow management and project
management functions. The former can effectively
manage the data flow, data mining model, and min-
ing results in the work area. The latter can effectively
manage the entire project; users can manage related
project files according to different stages of data min-
ing and can effectively manage data mining projects
according to data flow, nodes, data mining models,
results, and other methods

3.2. Data Acquisition. With this paper, the data are obtained
from the financial data of 1500 relevant firm clients of a
commercial bank, averaged over the years 2015 to 2018.
The attributions in the financial information data tables
provided by the bank are in the transaction database based
attributes, so conversion of attributes is performed to form
18 attributes that reflect the financial indicators for a firm,
as shown in Table 1. Firstly, according to the relevant
indicators of enterprises and the actual situation of enter-
prises in 2018, the experts of financial institutions define
the risks of enterprises as high, higher, medium, and
low. Among them, the enterprises with high risk are those
that will fail from 2017 to 2018; the enterprises with high
risk are those that will produce credit default; the
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enterprises with medium risk are those that have no
default but have deteriorating financial situation, and the
enterprises with low risk have good financial situation
and no credit default. At each tree construction, a ran-
domized method was used. For verification of the stability
of a decision tree classification, a total of 5 experiments
were conducted. At each training dataset, 1200 data were
randomly selected with the tree from the original dataset
as training data, which was randomly selected with 12
attributes from 18 alternatives.
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Figure 2: Comparison of classification accuracy of multiple random decision trees.

Table 3: Comparing table of accuracy of C4.5 algorithms.

Verification
times

High
risk%

Higher
risk%

Medium
risk%

Low
risk%

1 35.24 60.62 65.29 72.75

2 37.43 62.12 66.98 73.01

3 34.67 64.98 71.61 76.37

4 38.65 65.45 70.92 76.02

5 31.36 63.37 68.76 78.09

Average 35.34 63.46 68.94 74.57

Table 2: Comparison table of classification accuracy of multiple random decision trees.

Verification times High risk% Higher risk% Medium risk% Low risk%

1 53.21 71.66 78.23 88.79

2 54.43 72.12 77.98 89.01

3 48.67 74.98 81.61 89.37

4 58.65 75.45 78.92 86.02

5 51.36 73.37 78.76 88.09

Average 53.34 73.46 78.94 88.57

Table 1: Randomly selected with 12 attributes from 18 alternatives.

Number Attribute Calculation formula

1 Asset-liability ratio Total liabilities/total assets

2
Net profit margin of operating

income
Major business profit/major business income

3 Return on assets
Net profit/(total shareholders’ equity + total shareholders’ equity in the previous period)∗

2

4 Fixed asset ratio Total fixed assets/total assets

5 Liquidity ratio Total current assets/total current liabilities

6 Quick ratio (Total current assets - net inventory)/total current liabilities

7 Interest guarantee multiple (Net profit + income tax + financial expenses)/financial expenses

8 Total asset turnover rate Main business income/(total assets + total previous assets)∗2

9 Inventory turnover Main cost/(net inventory + net previous inventory)∗2

10 Receivable turnover rate Main business cost/(accounts receivable + last accounts receivable)∗2

11 Receivable turnover rate Main business income/(accounts receivable + last period accounts receivable)∗2

12 Cash ratio of main business income Cash flow/main business income from operational activities

13 Inventory current liability ratio Net inventory/total liquidity liabilities
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4. Discussion

4.1. Accuracy Comparison

(1) In order to compare the data, we counted the prog-
ress of a large number of random decisions, making

the data comparison between them obvious, and the
comparison results are shown in Table 2 and
Figure 2.

We can see that the classification accuracy is informative
for bank risk prediction by the confirmation of bank person-
nel and based on the data presented through the graph.
However, the algorithm has relatively low classification
accuracy for high risks. The main reason is that the number
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Figure 3: Comparisons of accuracy of C4.5 algorithms.

Table 4: Accuracy comparison between random decision tree algorithm and C4.5 algorithm.

High risk% Higher risk% Medium risk% Low risk%

Stochastic decision tree algorithm 52.63% 70.15% 78.89% 82.51%

C4.5 algorithm 37.26% 60.94% 65.75% 68.21%
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Figure 4: Comparing the accuracy of stochastic decision tree algorithm with that of C4.5 algorithm.

Table 5: Comparison table of stratified sampling accuracy of
multiple random decision trees.

Verification
times

High
risk%

Higher
risk%

Medium
risk%

Low
risk%

1 71.41 77.32 83.29 89.78

2 72.43 76.12 84.98 90.01

3 71.67 78.98 87.61 90.37

4 70.65 79.45 78.92 89.02

5 72.36 79.37 85.76 88.09

Average 71.34 78.46 85.94 89.57

Table 6: Accuracy comparison table of stratified sampling and
random sampling.

High
risk%

Higher
risk%

Medium
risk%

Low
risk%

Stratified
sampling

71.25% 78.59% 85.12% 88.91%

Random
sampling

51.69% 71.20% 79.21% 86.57%
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of data with high risk in the training data set is small, result-
ing in insufficient training of this kind of branch.

(2) Accuracy analysis of C4.5 algorithm, as shown in
Table 3 and Figure 3.

The classification accuracy of the algorithm for high risk
is relatively low. The main reason is that the number of data
with high risk in the training data set is small, which results
in insufficient training of this kind of branch. Table 4 is the
accuracy comparison table between the random decision
tree algorithm and the C4.5 algorithm.

According to Table 4, the accuracy comparison chart
between the random decision tree algorithm and the C4.5
algorithm is obtained, as shown in Figure 4.

From Figure 4, we can see that the accuracy of random
decision tree method is about 10% higher than that of
C4.5. In order to improve the accuracy of high risk, 300 high
risk data were added to the training data set. The original
random sampling is replaced by stratified sampling. The
original data are stratified according to the high, higher,
medium, and low risk. Random sampling is used for each
level to ensure the number of training data with high risk.
The following Tables 5 and 6 and Figures 5 and 6, respec-
tively, show the stratified sampling accuracy comparison
table of multiple random decision trees, the comparison
table of stratified sampling and random sampling accuracy,
the comparison of stratified sampling accuracy of multiple
random decision trees, and the stratified sampling.

We can see that the accuracy of high-risk increases to
10% after stratified sampling, which is mainly because strat-
ified sampling increases the number of high-risk samples.
Then, the accuracy of decision tree classification is related
to the number of training data samples. By having a larger
sample size, the more accurate the decision tree of
classification.

5. Conclusions

With the continuous progress of computer theory and tech-
nology, more and more computer data processing and anal-
ysis methods are combined with financial intervention work
efficiently and organically, which has brought revolutionary
innovation to the theory, mode, and method of financial
intervention work. Especially the introduction of data min-
ing technology, it brings new ideas for financial analysts,
improves the efficiency and quality of financial intervention,
and plays an increasingly important role.

(1) On the basis of introducing the background of topic
selection, process steps, and application fields of data
mining and focuses on the commonly used algo-
rithms of data mining

(2) Based on the theory of information entropy and
through theoretical proof, this paper proposes an
objective and fair method to evaluate the clustering
effect and applies this method to solve practical
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problems and achieves better practical results. Due
to incomplete data and partial distortion in raw data
acquisition, the accuracy of the model is affected to a
certain extent. Further work is to increase the num-
ber of experimental samples, fully tap the potential
useful information; add some derivative variables to
make the results of analysis more objective and con-
vincing; the results of analysis are more comprehen-
sive and have greater practical value

(3) This paper analyses and studies the classification
technology of decision tree in data mining, especially
the application of C4.5 algorithm to loan data of a
credit cooperative, establishes decision tree and clas-
sification rules, builds audit analysis model, and
facilitates financial analysts to find problems and
find clues to financial problems
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Under the smart engineering system (SES), there is a huge demand for evaluating the efficacy of a large-scale networked intelligent
perception system (IPS). Considering the large-scale, distributed, and networked system characteristics and perception task
demands, this paper proposes a conceptual system for IPS efficacy evaluation and, on this basis, designs the architecture of the
efficacy evaluation system. A networked IPS model is constructed based on domain ontology, an index system is quickly
established for efficacy evaluation, the evaluation methods are assembled automatically, and adaptive real-time organization
strategies are generated for networked perception based on efficacy estimate. After exploring these key technologies, a
prototype system is created for the service-oriented integrated efficacy evaluation platform and used to verify and integrate
research results. The research provides support for the efficacy evaluation theories and methods of large-scale networked IPS.

1. Introduction

In recent years, many advanced information technologies
have emerged and evolved quickly, including the Internet
of things (IoT), artificial intelligence (AI), cloud computing,
and big data. In the meantime, many complex issues have
surfaced in urban public governance, public safety, industrial
manufacturing, agricultural production, and ocean, such as
energy, environmental protection, traffic and tourism, emer-
gency management, production-service process, disaster
prevention, and mitigation [1–6]. To mitigate or solve vari-
ous problems, advanced information technologies are com-
bined with physical entities and other resource elements
through overall planning and optimal allocation. The opti-
mization of advanced information technology is a very
cutting-edge research problem. Many researchers have done
research in this field, such as the related theories, methods,
and technologies of three-way decision-making, and have
made a lot of achievements in this problem. The synergy
between them gives birth to smart engineering systems
(SESs) of different modes, which improve the level of smart

services. Typical SESs include smart cities, intelligent trans-
portation, smart factories, intelligent agriculture, and wis-
dom oceans [7–13]. A three-way decision has also played a
great role in some fields [14–16].

The current research on SES construction mostly focuses
on the top-level design and decision application of the
system, as well as the key technologies like information
processing, storage, transmission, and perception [17–19].
However, there are not many in-depth studies on the efficacy
of the intelligent perception system (IPS), which is based on
performance and function. Few scholars have considered if
the perception ability of IPS could satisfy the demand of per-
ception tasks. There are still many indescribable difficulties
in the mathematical description of intelligent sensing sys-
tems. We cannot use a very accurate formula to describe
the problem, which leads to the accuracy of the intelligent
sensing system.

During SES construction, the large-scale complex net-
worked IPS with various sensors and multiple functions
faces severe challenges, such as diverse perception tasks
and objects, high requirement on perception ability, and
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complicated perception environment. The IPS must mea-
sure, differentiate between, and track many objects accu-
rately in a wide range. The huge amount of data perceived
by the system carries obvious features of the big data,
namely, complex data relationships, various types, fast stor-
age/reading, and low application value density. IPS is char-
acterized by a large amount of data and too complex
information. It must be processed twice before it can be used
as computable data to participate in efficiency evaluation.

How to evaluate the efficacy of the large-scale networked
IPS under the SES becomes an unavoidable problem with
theoretical, methodological, and technical challenges,
because this is hard to format the question, and the theoret-
ical, methodological, and technical challenges also have
some need for research. The evaluation of perception effi-
cacy is the guide for the construction of the large-scale net-
worked IPS and the theoretical basis of system capacity
measurement, because it exists throughout the lifecycle of
such systems from planning and demonstration, design,
research, and development (R&D) to testing and use, associ-
ates closely with specific conditions and tasks, and takes root
on system functions and performance [20, 21].

Therefore, it is a fundamental and practical issue to
explore the theories and techniques for the large-scale net-
worked IPS efficacy evaluation under the SES. To construct
high-quality large-scale networked IPS, this paper systemati-
cally investigates every aspect of efficacy evaluation environ-
ment, ranging from architecture, conceptual system, model
base, index system, and method base to integrated platform
construction.

2. Research Roadmap

Our research is based on relevant theories, technologies, and
methods of system science and complex systems engineer-
ing, computer science, information science, IoT, cloud
computing, mobile Internet, big data, service-oriented tech-
nology, and evaluation theories and methods. Driven by
the demand for efficacy evaluation of the large-scale net-
worked IPS, this paper designs the architecture of efficacy
evaluation environment based on the conceptual system of
efficacy evaluation and makes breakthroughs on such key
techniques as the modeling, index system, and evaluation
method of the IPS, as well as adaptive generation of percep-
tion strategy based on efficacy estimate. In this way, an inte-
grated prototype system is established for efficacy evaluation
to verify and integrate the research results. The technical
roadmap of the research is shown in Figure 1.

3. Methodology

3.1. Conceptual System of the Large-Scale Networked IPS
Efficacy Evaluation

3.1.1. Conceptual System of Efficacy Evaluation. There is not
yet a unified definition for the connotation or denotation of
efficacy. But it is generally agreed that the core of efficacy lies
in three elements, namely, condition, time, and task, as well
as their associations. The term efficacy was originally pro-

posed for evaluating the demand for weapon systems. Later,
the concept gradually extends from military application to
the social economy system.

From the perspective of methodology, efficacy evaluation
was initially implemented through probability statistics and
military operation research and went through such stages
as the coupling between qualitative and quantitative evalua-
tions and simulation-based system evaluation. Currently,
efficacy evaluation is service-oriented and big data-based,
involving human-machine integration, which lays the theo-
retical and methodical bases for the large-scale networked
IPS efficacy evaluation under the SES.

Considering the IPS performance, functions, and use
efficacy of the large-scale networked IPS, the efficacy of the
system is conceptualized as the comprehensive measure-
ment of the ability to complete a specific task under given
conditions, time, and environment, contraposing the task
demand of the large-scale networked IPS and according to
the capability bases like technical performance, functions,
and application scenarios. The system efficacy can be calcu-
lated by

SE = P ∗ A ∗U , ð1Þ

where P is the measure of system performance, i.e., the
capacity of the system under 100% utilization of system
availability and ability; A is the measure of system availabil-
ity, i.e., the degree of the system completing its expected
functions during the application; and U is the measure of
system applicability, i.e., the demonstration of system capa-
bility in executing the perception task. P, A, and U are inde-
pendent of each other. These measures can be characterized
by mathematical methods such as the index method and
probability method. The index method and the probability
method can be easy to describe the problem and get results
as soon as possible, but the index method is not good at
complex problems in the cost.

Based on different phases of the lifecycle of the net-
worked IPS including the demonstration, design, R&D, test-
ing, and use, the efficacy evaluation essentially needs to
adopt unified, standard, and universal measures to evaluate
each subefficacy and combine the series of subefficacy evalu-
ations into a composite efficacy by a certain logical rule or
from the bottom up.

For a given perceptual task, the composite efficacy can be
calculated from several interconnected and mutually con-
strained efficacy elements, for example, analytic hierarchy
process (AHP), fuzzy comprehensive evaluation method,
gray whitening weight function method, and TOPSIS
method, including the networked perception model, charac-
terization index, and assessment and environment methods.
Figure 2 shows the relationship between the efficacy ele-
ments, and the task is very complex, and each element can
take charge of different tasks. Hence, that can be explained
according to different questions.

The connotation representation system for the net-
worked IPS efficacy is tailorable. It can be dynamically
adjusted according to the specific phase and objective. Effi-
cacy indices are generally used in the actual application
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phase of the networked IPS. The actual efficacy of the system
needs to be tested and evaluated under complex scenarios
[22]. Considering the principles and strategies for hierarchi-
cal decomposition of complex systems, i.e., wholeness, hier-
archy, and completeness, the networked IPS efficacy is
decomposed into a perception resource layer, a technical
performance layer, an application function layer, a capability
layer, a task layer, and a perception task requirement layer
(Figure 3).

The understanding and demand of system efficacy
evaluation vary with the task boundaries, environmental
conditions, and the focuses and perspectives of subjects.
Therefore, the criteria, method, and index system must be
developed properly for system efficacy evaluation.

3.1.2. Composite Efficacy Index Model for Networked IPS.
Drawing on the theory of index method, the composite effi-
cacy of the networked IPS can be modeled by

SE = P ∗ A ∗U = Pi′
� �wi

∗ Ai′
� �wj

∗ Ui′
� �wk

n o
∗ Ki

=
Pi

P0

� �wi

∗
Ai

A0

� �wj

∗
Ui

U0

� �wk
� �

∗ Ki,
ð2Þ

where SEi is the composite efficacy index, which is a dimen-
sionless relative value; Pi′, Ai′, andUi′ are subefficacy indices
of system performance, availability, and applicability,
respectively; wi, wj, and wk are the weights of subefficacy
indices (wi +wj +wk = 1), which depend on the specific
purpose and change with task conditions; Ki ði = 1, 2, 3, 4,
and 5Þ is the task conditions of the whole lifecycle, i.e.,
planning and demonstration, design, R&D, testing, and
use; Pi, Ai, andUi are the actual system performance, avail-
ability, and applicability, respectively; and P0, A0, andU0
are the ideal system performance, availability, and applica-
bility, respectively.

3.2. Service-Oriented Architecture and Flow of Networked IPS
Efficacy Evaluation. System efficacy evaluation involves mul-
tiple interconnected elements: effectiveness evaluation sce-
nario, model system, index system, methodology system
data system, and display control. Among them, the sensor
model and the networked IPS model should be constructed
based on domain ontology. The effectiveness evaluation sce-
narios cover task, objectives, and environment. In addition,
the networked IPS model supports the system data service;
the method base provides on-demand restriction of evalua-
tion methods. Figure 4 shows the set of elements in the net-
worked IPS efficacy evaluation. Obviously, the efficacy
evaluation environment is compatible with the hardware-
in-the-loop state of sensors, i.e., in support of semiphysical
simulation or full physical simulation.
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Figure 1: Technical roadmap.
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Based on the theories and methods of complex systems,
efficacy evaluation theories and techniques, web service tech-
nical framework, and ontologies and semantic network the-
ories and methods, this paper designs a service-oriented
integrated efficacy evaluation system, which consists of four
layers: a resource layer, a service layer, an application sup-
port layer, and an application layer (Figure 5).

The resource layer provides the platform with basic sup-
ports like data, models, methods, and instances. This layer
mainly drives all the resources in the system and visualizes
them for object management. On the resource layer, the var-
ious bases could be distributed or concentrated. But all of

them are centered on services, providing support for the
implementation of web services.

The service layer, which is built on the resource layer,
integrates the basic technical means of efficacy evaluation,
offers the management tools and interface components for
resources (e.g., data, models, algorithms, and knowledge),
and encapsulates and calls businesses.

The application support layer encompasses the basic
functional components and modules required for construct-
ing the efficacy evaluation system and provides the applica-
tion layer with consistent interfaces, thereby simplifying
service development. The component technology of this
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layer helps to manage the various business components on
the superior layer and dynamically reconfigure any business
components.

According to the requirements of the evaluation task, the
application layer utilizes application support tools and
adopts the task-based management strategy. This layer is
mainly responsible for decomposing a task into the func-
tional combination of several business components and calls
the dedicated resources and services of the system to gener-
ate actual efficacy evaluation modules.

The evaluation task is executed in the following process:
First, the system provides the user with a service interface,
calls different services or service portfolios as per user
demand for evaluation, and optimizes the called service
portfolio to generate the job to be executed. Once generated,
the job is decomposed, organized, scheduled, and controlled
by our architecture, and the final result is fed back to the
user. Under the architecture, the job scheduling module
receives all the generated jobs and decomposes each job into
multiple parallel subjobs via the parallel job controller. Then,
the intelligent scheduling module assigns one or more vir-
tual resources on the platform to each subjob and controls
the execution of each subjob. The entire flow is illustrated
in Figure 6.

3.3. Sensor and Networked IPS Modeling Based on Domain
Ontology. Domain ontology, an important type of ontology,
can provide unique concepts and their relations, the basic
principles, and the activities in specific fields. The technical
realization of ontologies relies on advanced ontology lan-
guages [23]. Currently, several ontology languages are avail-
able, such as XML-based ontology exchange language (XOL)
and the web ontology language (OWL) derived from OIL
and DAML+OIL (XML: extensible markup language;

DAML: DARPA agent markup language; DARPA: US
Defense Advanced Research Projects Agency; OIL: ontology
inference layer).

The field ontology of a single sensor should be built
based on clear domain concepts and their relationships.
One of the key technical paths for building a macro language
library is to establish a standard description of the sensor
model by domain ontology.

The single sensor model can be formally depicted as

Si = Id, Name, Category, Function, Inputs, Outputs, Task, andQosf g,
ð3Þ

where Id, Name, Category, Function, Inputs, Outputs, Task,
and Qos are identifier, name, sensor type, functional
description, inputs, outputs, task, and quality of service,
respectively, and i is the system scale. Multiple Si can be
combined by the actual logic of time and space and formed
into a stereo regional ocean perception system.

Figure 7 shows the domain ontology of the networked
IPS, which describes the concepts and their logical relation-
ships covered by the system. The domain ontology of the
networked IPS lays the basis for sharing the knowledge of
accurate model depiction and facilitates the unified control
of the relevant data.

With the networked IPS modeling as the goal, the
knowledge in relevant fields is acquired, described, and rep-
resented by the features of domain ontology of sensors: con-
ceptualized, clear, formalized, and shared. The modeling
involves multiple construction techniques for the model
chain, namely, standard description of sensor model, model
verification, model combination, model query, model
matching, model management, and model generation.
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The networked IPS model can be formally depicted as

NSi = Id, Name, Number, Function, Coverage, Accuracy, Task, andQosf g,
ð4Þ

where Id, Name, Number, Function, Coverage, Accuracy,
Task, and Qos are identifier, name, number of sensors, func-
tional description, coverage, data accuracy, task, and quality
of service, respectively.

Networked control, as the key and focus of the net-
worked IPS modeling, is established based on the following
technologies such as sensor networking, information distri-
bution, information fusion, state/situation awareness,
resource scheduling, and network control. The elements of
networked control include networking objects, structure,
objectives, means, and strategies. The state/situation aware-
ness modeling of the networked IPS mainly requires the
description framework and formal modeling method of
state/situation awareness knowledge and the knowledge
characterization and reasoning technologies for state/situa-
tion awareness elements.

The various problems in networked perception, namely,
information processing mechanism and flow, data recording
and analysis, and system index evaluation, can be solved by
accessing multisensor signals and data, functional reorgani-
zation, time-space integration, networked control, and net-
worked data processing. As shown in Figure 8, networked
control modeling is aimed at establishing the following
models: functional reorganization model, multisensor con-
trol strategy model, perceptual task model, control model,
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interface module, the first mock exam model, information
fusion processing model, comprehensive situation model,
data recording and analysis model, evaluation model, etc.

The model query mainly uses semantic technologies,
such as model content analysis/interpretation, knowledge
extraction/expression/learning, and reasoning mechanism,
to match the information in model resources with the user’s
demand for model information, with the aim of better satis-
fying the query demand.

During the modeling of sensors and the networked IPS
based on domain ontology, multiple roles are generally
involved including perception business modeling personnel,
model development personnel, model management person-
nel, flow planning personnel, and users.

3.4. Rapid Construction of Indices, Automatic Assembly of
Methods, and Parameter Acquisition. The EIS for networked
IPS efficacy is the basis for depicting and characterizing the
attributes of networked perception. Following the principles
of building a scientific, complete, and measurable EIS, the
efficacy evaluation is divided into performance evaluation,

function evaluation, and efficacy evaluation (associated with
specific tasks), in view of the different roles of efficacy eval-
uation in different stages of the networked IPS construction.
The EIS of networked IPS efficacy covers index value mea-
surement, index weighting, sensitivity analysis, index evalu-
ation, parameter acquisition, etc.

Currently, efficacy is generally evaluated qualitatively,
quantitatively, or through both qualitative and quantitative
approaches. The mainstream qualitative evaluation method
is expert consultation, while the popular quantitative evalu-
ation methods are system effectiveness analysis (SEA) [24],
test statistics, and information entropy method. The combi-
nation of qualitative and quantitative approaches has been
adopted more frequently than qualitative evaluation or
quantitative evaluation. The combined approaches include
the analytic hierarchy process (AHP), fuzzy analysis, multi-
attribute decision-making, gray evaluation, and cloud cen-
troid method.

Each evaluation method applies to a specific range of
issues. Since a single method has limited applicability, it is
important to automatically assemble methods to improve
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evaluation efficiency and quality. Which method to choose
depends on the evaluation task, given conditions, and dis-
tribution of efficacy parameters. This is the only way to
obtain evaluation results that are satisfactory, scientific,
and practical.

For the established EIS of networked IPS efficacy, the
data could be collected in real time or not in real time
during semiphysical simulation or full physical simulation.
The data storage system would save multisource system
data into the database and offer data storage, sorting, call-
ing, query, and screening. The preprocessing of evaluation
data is designed around the EIS. By removing abnormali-

ties, redundancies, and noises and filling the missing
terms, the quality of the collected system data reaches
the requirement of the evaluation system. During data pro-
cessing, the original data are fused, and the precise values
of the data are obtained through time-space unification,
correlation analysis, and cluster analysis. The processed
data are ready to be called by the solving module of the
evaluation model.

3.5. Real-Time Generation of Networked IPS Organization
Strategy Based on Efficacy Estimate. According to the efficacy
estimates of the network IPS obtained from different

Process design tools Service registry Process execution
engine

Service
development

Functional 
testing

Performance
testing

Service
generation

Service
deployment

Service
registration

Process
editing

Task
decomposition

Combinatorial
planning 

Service
matching

Service
publishing

Service
index

Process
operation

Connection
analysis

Business analysis tools

Requirement
analysis

Business
decomposition 

Business
description 

Integrated efficiency evaluation platform for service-oriented architecture

Service development
environment

Management and
maintenance tools

Figure 10: Components of service-oriented prototype platform for integrated system efficacy evaluation.

Camera

AIS Receive

Wireless transmission

Solar eneray

Radar

Lighting trotection

Snap line

Bayonet water area

Name, Goods & Speed

Figure 11: Intelligent sensing system of regional marine fishery environment.

8 Journal of Sensors



Efficiency index of regional marine
fishery environment intelligent

perception system

Information
perception capability

Maxi
mim
obser
vation
range

Maxi
mum
perce
ptual

accura
cy

Trans
mission

band
width

Trans
mission
dekay

Big
data

storage
capaci

ty

Nomb
er of

conne
cted

sensors

Types
of

obser
vation
eleme

nts

Types
of

typical
proces

sing
algorit
hms

Types
of

decisi
on

suppo
rt

Decisi
on

respo
nse

time

With
user

securi
ty

authe
nticati

on

Encry
pted

distrib
ution
and

sharing
capabi

lity

Safety
early
warni

ng
delay

Respo
nse

time

Worki
ng

state
control
capabil

ity

System
recov
ery

time

Infot
mation
proces

sing
respo
nse

time

Target
display
batches

Core
perce
prion
vatiab

le

Sensor
netwo
rking
capabi

lity

Infor
mation
update
cycle

Information
transmission capability

Information storage
and processing

capability

Decision support
capability

Information
security capability

Remote operation
and maintenance

capability

Figure 12: EIS design of regional marine fishery environment IPS.

Account Management
Evaluation Index

Primary Index
Secondary Index

Delete Second IndexAdd New Second
Index

Seq.

1

&

Primary Index Second Index

Information perception (0.45) Maximum observation range

Information perception (0.45) Number of connected sensors

Information perception (0.45) Types of observation elements

Information perception (0.45) Core perception variable

Information perception (0.45) Sensor networking capability

Information perception (0.45) Information update cycle

Information perception (0.45) Maximum perceptual accuracy

Figure 13: Prototype system of effectiveness evaluation of intelligent perception system in the regional marine fishery environment.

9Journal of Sensors



perception tasks, ] perception efficacy and organization
strategy are optimized iteratively, such that the most feasible
networked perception strategy is introduced to the network
intelligent perception strategy plan base.

During networked perception, the application effects of
networked perception strategy are recorded in real time, per-
ception efficacy and organization strategy are optimized iter-
atively, and the autonomous learning and automatic
adaptation technologies are supplemented continuously. In
this way, the networked perception strategy is improved,
and more perception knowledge and empirical schemes are
saved in the strategy plan base, providing an abundance of
strategies for the networked IPS in different scenarios. Then,
it is possible to generate perception strategies for different
perception tasks (Figure 9).

4. Design Service-Oriented Efficacy
Evaluation Platform

The system design is guided by perception demand, top-
level design, comprehensive integration, domain knowl-
edge, and real-world situation. According to the proposed
novel architecture for efficacy evaluation, the findings of
the networked IPS model base, index system, and method
base are combined to build a service-oriented prototype
platform for integrated system efficacy evaluation. The pro-
totype platform is adopted for the technical realization, ver-
ification, and optimization of the findings above to solve
the technical problems in real R&D, thereby enhancing
the perception ability of the large-scale networked IPS in
different scenarios.

Referring to the overall structure of mature platforms,
the components of the service-oriented prototype platform
for integrated system efficacy evaluation are designed from
the perspective of system engineering. The functional mod-
ules of the platform include business analysis tools, service
development environment, management and maintenance
tools, process design tools, service registry, and process exe-
cution engine (Figure 10).

Figure 11 shows the regional marine fishery environ-
ment IPS under wisdom ocean. The system is aimed at col-
lecting observations of marine objects and environment by
using multiple instruments such as radar, photoelectric sen-
sor, and automatic identification system (AIS). The main
technical indices of the system include the multigranular ste-
reo perception ability of marine environment, objects, and
activities within 40 km, which adopt information from dif-
ferent sensors, and different information is transformed into
stranded format data, which can be used to calculate the
ability to receive and process the information from multi-
source sensors: 5 radars, 6 photoelectric sensors, and 5 AISs.

Based on our results on index design, method assembly,
and efficacy prediction, this paper chooses information per-
ception capacity, information transmission capacity, infor-
mation storage and processing capacity, decision-making
support capacity, information security capacity, and remote
operation and maintenance capacity as primary evaluation
indices and breaks them down into secondary indices
(Figure 12). On this basis, a prototype platform of service-

oriented integrated efficacy evaluation is developed to verify
our research findings (Figure 13).

The research results can apply to the overall demonstra-
tion, design, joint debugging, and efficacy evaluation of the
large-scale networked IPSs under the SES, such as smart city
IPS and wisdom ocean IPS.

5. Conclusions

This paper mainly explores the efficacy evaluation of the
large-scale networked IPS under the SES. The efficacy evalu-
ation research starts from and is supported by the concep-
tual system, which mainly consists of the connotation or
denotation, meaning, flow, criteria, and environment of effi-
cacy evaluation. The evaluation architecture is studied to
guide the top-level design of efficacy evaluation, so as to sat-
isfy the demand for efficacy evaluation of the large-scale
networked IPS under the SES. The model base, as the foun-
dation and core of efficacy evaluation environment, depicts
and illustrates the attributes, features, and laws of sensors
and the networked IPS. Our model base mainly includes
the single-sensor model and the networked IPS model, both
of which are developed based on domain ontology, as well as
model organization and management technology. In addi-
tion, the keys of efficacy evaluation environment, i.e., EIS
and evaluation methods of efficacy, are investigated in detail.
On this basis, the various elements of the efficiency evalua-
tion system are synthesized into a service-oriented inte-
grated physical efficacy evaluation platform, which
encompasses such components as task scenes, model base,
index base, method base, and display control. The physical
platform provides an important tool to verify and realize
our efficacy evaluation strategy, enhance the capacity of the
networked IPS, and support the construction of such a sys-
tem. The future research will further verify our system
through semi- and full physical simulations and provide a
computing environment in support of the efficacy evaluation
of the large-scale networked IPS under the SES.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] S. L. Yang, “Intelligent manufacturing of high-end equipment
in industrial internet era,” Wisdom China, vol. 2019, no. Z1,
pp. 72–74, 2019.

[2] B. Tarchoun, A. B. Khalifa, S. Dhifallah, I. Jegham, and M. A.
Mahjoub, “Hand-crafted features vs deep learning for pedes-
trian detection in moving camera,” Traitement du Signal,
vol. 37, no. 2, pp. 209–216, 2020.

[3] L. Chao, H. Lei, and S. Yunkui, “Deployment framework for
distributed applications in cloud computing,” Computer Tech-
nology and Development, vol. 28, no. 6, pp. 12–16, 2018.

10 Journal of Sensors



[4] X. L. Zhang, J. H. Yang, X. Q. Sun, and J. P. Wu, “Survey of
geo-distributed cloud research progress,” Ruan Jian Xue Bao/
Journal of Software, vol. 29, no. 7, pp. 2116–2132, 2018.

[5] X. Li, C. Lin, and X. P. Xu, “A target tracking model for enter-
prise production monitoring system based on spatial informa-
tion and appearance model,” Traitement du Signal, vol. 36,
no. 4, pp. 369–375, 2019.

[6] D. S. Miao, “‘Shili’, ‘shili’ system engineering and science of
‘shili’,” Journal of Systems Science, vol. 27, no. 1, pp. 32–40,
2019.

[7] Y. Hou, Z. J. Cao, and S. L. Yang, “Cloud intelligent logistics
service selection based on combinatorial optimization algo-
rithm,” Journal Europeen des Systemes Automatises, vol. 52,
no. 1, pp. 73–78, 2019.

[8] Z. B. Xu, Z. Y. Fen, X. H. Guo, D. J. Zeng, and G. Q. Chen,
“Frontier topics of management and decision-making driven
by big data,” Management World, vol. 11, pp. 158–163, 2014.

[9] G. M. Suleiman, M. K. Younes, M. Ergun, and K. A. Omari,
“Effect of transportation parameters on traffic accident in
urban areas comparison study of ANFIS with statistical analy-
sis,” International Journal of Safety and Security Engineering,
vol. 11, no. 2, pp. 129–134, 2021.

[10] J. Hua, L. Deng, and C. Z. Zhang, “Evolutionary mechanism of
public participation in the social stability risk assessment of
large construction project decision based on self-organization
theory,” Journal of Systems Science, vol. 25, no. 2, pp. 46–50,
2017.

[11] D. R. Li, Y. Yao, and Z. F. Shao, “Big data in smart city,” Geo-
matics and Information Science of Wuhan University, vol. 6,
pp. 631–640, 2014.

[12] Y. Wang, “Moving vehicle detection and tracking based on
video sequences,” Traitement du Signal, vol. 37, no. 2,
pp. 325–331, 2020.

[13] A. G. Zhang, W. Q. Fan, and Y. Y. Zhang, “Cloud computing
model for intelligent transportation systems: a case study of
Shenzhen,” Urban Transport of China, vol. 17, no. 3, pp. 48–
52, 2019.

[14] J. Liu, H. Li, and B. Huang, “Convex combination-based con-
sensus analysis for intuitionistic fuzzy three-way group deci-
sion,” Information Sciences, vol. 574, no. 1, pp. 542–566, 2021.

[15] F. Tao, Y. Zuo, and L. Xu, “IoT-based intelligent perception
and access of manufacturing resource toward cloud
manufacturing,” IEEE Transactions on Industrial Informatics,
vol. 10, no. 2, pp. 1547–1557, 2014.

[16] J. Liu, H. Li, and X. Zhou, “An optimization-based formulation
for three-way decisions,” Information Sciences, vol. 495,
pp. 185–214, 2019.

[17] W. J. Yu, Y. Li, Y. G. Xu, and J. Wang, “Design of cyber—phy-
sical system architecture for smart factory,” Modern Electron-
ics Technique, vol. 40, no. 5, pp. 151–154, 2017.

[18] S. J. Li, “Research on a two - way drive mechanism for intelli-
gent agricultural development,” Science and Technology Man-
agement Research, vol. 39, no. 10, pp. 85–90, 2019.

[19] X. Y. Jiang and D. L. Pan, “Suggestions on the development of
the Smart Ocean in China,”Marine Information, vol. 1, pp. 1–
6, 2018.

[20] G. S. He and J. Li, “Top-level design framework for national
marine informatization,” Marine Information, vol. 1, pp. 11–
16, 2018.

[21] J. Cheng and C. Z. Du, “An investigation of wisdom city sys-
tem engineering,” Journal of CAEIT, vol. 3, pp. 234–238, 2014.

[22] Z. J. Lu, X. Liu, Y. G. Qin, Y. Pan, J. G. Guo, and S. Huang, “An
adaptive multi-sensor management method for cooperative
perception,” Journal of CAEIT, vol. 12, no. 4, pp. 353–358,
2017.

[23] Z. P. Tong and X. Liu, Integrated Electronic Information Sys-
tem—Mainstay of Information Warfare (Second Edition),
National Defense Industry Press, Beijing, 2008.

[24] N. Ma, X. Wang, and E. Hu, “Evaluation of input-output effi-
ciency of medical postdoctoral research (work)station based
on DEA model,” Forum on Science and Technology in China,
vol. 3, p. 9, 2021.

11Journal of Sensors



Research Article
Intelligent Measurement and Monitoring of Carbon Emissions for
5G Shared Smart Logistics

Ailing Zhang ,1 Sha Li,1 Lin Tan,1 Yingchao Sun,2 and Fuxiao Yao1

1Shandong Vocational and Technical University of International Studies, Rizhao Shandong 276800, China
2Qingdao Administrative Service and Public Resources Trading Center, Qingdao, Shandong 266071, China

Correspondence should be addressed to Ailing Zhang; ailing.zhang@cumt.edu.cn

Received 23 November 2021; Revised 17 December 2021; Accepted 21 December 2021; Published 12 January 2022

Academic Editor: Gengxin Sun

Copyright © 2022 Ailing Zhang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the upgrading of logistics demand and the innovation of modern information technology, the smart logistics platform
integrates advanced concepts, technologies, and management methods, maximizes the integration of logistics resources and
circulation channels, and effectively improves the efficiency of logistics transactions, but its energy consumption problem is
particularly prominent. The study of intelligent measurement and monitoring of carbon emissions in smart logistics is of great
value to reduce energy consumption, reduce carbon emissions in buildings, and improve the environment. In this paper, by
comparing and analyzing the accounting standards of carbon emissions and their calculation methods, the carbon emission
factor method is selected as the method to study the carbon emissions of the smart logistics process in this paper. The working
principle of each key storage technology in the smart logistics process is analyzed to find out the equipment factors affecting
the carbon emission of each storage technology in the smart logistics process, and the carbon emission calculation model of
each key storage technology is established separately by using the carbon emission factor method. Meanwhile, according to the
development history of energy consumption assessment, the assessment process of different stages from logistics storage energy
consumption assessment to smart logistics energy consumption assessment is analyzed, and based on this, a carbon emission
energy consumption assessment framework based on 5G shared smart logistics is constructed. This paper applies the supply
chain idea to define the smart logistics supply chain, constructs a conceptual model of the smart logistics supply chain
considering carbon emissions, and at the same time combines the characteristics of the smart logistics supply chain to analyze
the correlation between the carbon emissions of the smart logistics supply chain and the related social, environmental, and
economic systems.

1. Introduction

Smart logistics marked by modern information technology
has become an important grasp of the supply-side structural
reform of the logistics industry, which can effectively inte-
grate social resources, reduce labor costs, meet the personal-
ized needs of consumers, and realize the wisdom of the
logistics industry upgrade; energy is the engine and power
of human economic development but also an important sup-
port for modern social civilization. Historically, with the
development of human society and lifestyle changes, all the
energy required by humans is increasing [1]. The integration
of intelligent carbon emission measurement and monitoring
in the process of 5G shared smart logistics ensures the high-

est utilization of resources, the least impact on the surround-
ing environment, and the greatest overall benefits in the
entire life cycle of smart logistics, including product design,
product logistics, component assembly, product use, end of
life, recycling, and relogistics.

In this paper, the narrow definition of shared intelligent
logistics energy consumption assessment refers to the assess-
ment of the degree of energy consumption by integrating the
whole life cycle of shared intelligent logistics of products into
the service industry, with the whole life cycle of services as
the mainline; its broad definition refers to the assessment
of the energy consumption of shared intelligent logistics in
each stage of the whole life cycle of services and the waste
emissions, time spent, and energy flow involved in the
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dynamic tracking, and the assessment is aimed at high-quality
and low-consumption logistics process, energy-saving and
emission reduction process, and optimal remaining service life
to improve the production efficiency and material utilization
[2]. The assessment process of energy consumption such as this
lacks research on the comprehensive assessment of energy con-
sumption of logistics services throughout the life cycle with the
assistance of IoT, big data, digital twin, and other high technol-
ogies, and its assessment methods are typically characterized by
singularity assessment, process assessment, and fragmentation
assessment. Among them, singularity refers to the singularity
of the energy consumption assessment method, and the core
of the assessment method is mainly the establishment of math-
ematical models and simulation and calculation based on
energy consumption data, etc.; process refers to the fact that
the assessment process has a certain time interval and cannot
reflect the instantaneous energy consumption of this logistics
service comprehensively; fragmentation refers to the fact that
the current energy consumption assessment mainly considers
the output energy consumption of machinery in the physical
space alone or in the information. The modeling, simulation,
and prediction of each phase of logistics are cut off in the
information space, and there is a lack of efficient collaboration
between the whole life cycle of logistics services and energy
consumption assessment in the information space and a lack
of interaction and integration of physical space and
information space [3]. By increasing the investment in
ecological compensation, the whole supply chain is changed.
Due to the compensation policy and capital investment, the
carbon emission of the production link is reduced through
green raw materials, order-based production, and energy-
saving manufacturing, the carbon emission of the storage link
is reduced through green packaging and energy-saving storage
and direct sales by manufacturers, and the carbon emission of
the recycling wisdom is reduced through the optimization of
transportation methods and transportation paths. The total
carbon emission of the smart logistics supply chain will be
reduced by optimizing the transportation method, optimizing
the transportation path, and reducing the recycling of smart
materials. By comparing and analyzing the accounting stan-
dards of carbon emissions and their calculation methods, the
carbon emission factor method is selected as the method to
study the carbon emissions of the smart logistics process in this
paper. The working principle of each key storage technology in
the smart logistics process is analyzed to find out the equip-
ment factors affecting the carbon emission of each storage tech-
nology in the smart logistics process, and the carbon emission
calculation model of each key storage technology is established
separately by using the carbon emission factor method. This
paper also analyzes the influencing factors of carbon emissions
in the logistics process through the study of carbon emissions
of storage technologies in the process of shared smart logistics
and provides some basis for the development of energy-saving
and emission reduction measures in shared smart logistics.

2. Related Work

The smart logistics platform emerges under the two-way
drive of the changing demand for logistics services and the

update of modern information technology such as the
Internet, big data, and cloud computing, which provides
intelligent modern logistics services to users by integrating
groups related to logistics services such as cargo owners,
vehicle owners, and storage enterprises. Kuru and Ansell
constructed a basic framework of a big data cloud
computing-based smart logistics platform consisting of a
supply subsystem, demand subsystem, and supervision
subsystem [4]. Piovesan et al. proposed to integrate and fuse
modern information technology such as cloud computing
with traditional logistics information systems and build a
“smart cloud logistics” platform system with intelligent
decision-making and automatic distribution to solve the
logistics problems of e-commerce [5]. The literature [6] out-
lines the functional planning, target planning, and system
framework design of the intelligent logistics platform and
gives specific implementation methods. The literature [7]
analyzed the construction needs of logistics platforms under
cloud computing and constructed a logistics platform frame-
work and functional components of logistics platforms con-
sisting of a cloud platform layer, cloud application layer, and
cloud management layer. Logistics platforms were classified
according to national, provincial, municipal, and regional
levels, and the operation modes and functions of different
types of platforms were analyzed. The literature [8] analyzed
the operation mechanism of the smart logistics platform
based on the bilateral market theory, detailing the platform’s
incentive mechanism, pricing mechanism, and other opera-
tional mechanisms. Lu et al. [9] proposed a functional struc-
ture model of a regional logistics information platform and
analyzed the role played by the platform in liaising with
the government and enterprises. [10] proposed a conceptual
model of a smart logistics distribution platform. Matthew
[10] proposed a conceptual model of a smart logistics and
distribution platform, analyzed the value creation process
of the platform stakeholders, and pointed out that the logis-
tics and distribution platform will become a new solution to
the logistics and distribution problem. The literature [11]
evaluated the business model of traditional logistics infor-
mation platforms based on the unconfirmed measure of
information entropy and other methods, and the results
showed that the traditional logistics information platform
business model has a single profit model, insufficient stan-
dardization of logistics information, and other problems.

The assessment of energy consumption is a key aspect of
green logistics, which requires the integration and fusion of
energy consumption data in the virtual and physical space
to be considered based on the whole life cycle energy
consumption data to provide services and applications for
energy consumption assessment. As the traditional method
of energy consumption assessment ignores the external envi-
ronment, equipment performance, processing and transpor-
tation, and internal environment of materials in use process
at different stages of logistics services, it cuts the virtual space
and physical space of the assessment process, making it
difficult to interact and connect data and information in real
time, resulting in the current energy consumption assess-
ment mainly considering the output energy consumption
of machinery in the physical space alone or cutting the
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information space. The modeling, simulation, and predic-
tion of each stage of logistics services are not available, and
there is a lack of efficient collaboration between the whole
life cycle of logistics services and energy consumption assess-
ment in the information space, as well as a lack of real-time
interaction and integration between the physical space and
the information space, while the carbon emission measure-
ment and assessment based on shared intelligent logistics
have greater advantages. Evans and Horak introduce a
new global optimization algorithm and propose a green
logistics-themed service portfolio as well as multiple data
integration and sharing techniques, which provide the
conditions for data integration to form a green BOM [12].
The literature [13] researched and developed a new energy
estimation framework for calculating energy consumption
in the product life cycle and various production processes,
which can be extended to different logistics domains and cus-
tomized for users. Literature [14] developed a new energy
estimation framework for calculating energy consumption
in the product life cycle and various logistics processes and
proposed a requirement for a computational framework for
evaluating energy consumption for full product life cycle
integration with CAD/CAM systems. Aamir et al. illustrate
how simplified design, modeling, and simulation can support
the study of life cycle assessment frameworks by reviewing
case studies that provide preliminary estimates for material
consumption data [15]. The literature [16], on the other
hand, presents a methodology for measuring energy effi-
ciency and ecological footprint metrics for product design,
modeling, and estimating the total energy consumption of a
product based on its various logistical characteristics. Using
a probabilistic approach, the literature [17] proposed an
energy consumption method on a sequence of relogistics
processes. Anser et al. developed a modular simulation
model describing a multivariate production system under
heterogeneous energy inputs after considering the interde-
pendencies in the production process [18].

3. 5G Research Hypothesis for Value
Creation in Shared Smart Logistics

3.1. Building 5G Shared Smart Logistics Based on the
Ecological Value. The intelligent logistics enterprise is the
main body of logistics value creation, which provides logis-
tics services for customers through basic activities to achieve
profitability and thus create economic value. The realization
of economic value is often accompanied by the destruction
of the ecological environment, leading to the reduction of
ecological value, which is one of the drawbacks of traditional
logistics development. Then, while creating economic value,
it is necessary to maintain the ability of the enterprise to cre-
ate ecological value, make the two develop in coordination,
and consider the economic value of forest land resources.

Taking the conflict between value and ecological value as
an example, the path to internalizing external economy into
the coordinated development of both forest land owners’
benefits is elaborated from the perspective of the public
easement, and the path to the coordinated development of
logistics economic value and ecological value is to build a

smart logistics system. From the perspective of packaging,
smart logistics recommends the packaging size suitable for
goods through intelligent packaging technology, uses envi-
ronmentally friendly materials and electronic face sheets,
and implements the promotion of shared express boxes to
reduce the waste of logistics packaging, improve the effi-
ciency of packaging utilization, and realize green packaging
to improve the ecological value creation ability of enterprises
in the packaging link. From the perspective of transportation
and distribution, the route is optimized through advanced
logistics technologies such as big data and cloud computing
to improve the efficiency of transportation and distribution
such as vehicle scheduling and cargo monitoring, increase
the actual loading rate of vehicles, reduce cargo and energy
consumption, and increase the ecological value of the compa-
ny's transportation and distribution links , so as to realize
green transportation and distribution. From the perspective
of warehousing, the intelligent warehousing system optimizes
warehousing space and inventory and handles special items
appropriately to avoid out-of-home situations. From the per-
spective of warehousing, a series of automated and mecha-
nized equipment is used to load, unload, and sort goods,
improve logistics efficiency, reduce labor costs, enhance the
ecological value of the enterprise in the process of loading
and unloading, and realize green loading and unloading. From
the perspective of distribution processing and information
service, we improve the efficiency of distribution processing
through process optimization and intelligent management
and collect, filter, analyze, and utilize logistics information to
improve the overall operational efficiency of logistics and real-
ize green distribution processing and information service to
improve the ecological value creation ability of enterprises in
distribution processing and information service [19]. The pro-
cess of ecological value creation of intelligent logistics enter-
prises is shown in Figure 1.

The increase in economic value is the basic goal pursued
by every enterprise, and the only way for logistics enterprises
to achieve the increase in economic value is to improve their
service quality, to improve customer satisfaction; in addi-
tion, the ability to save resources, on the one hand, can
reduce the operating costs of enterprises and, on the other
hand, can reflect the social responsibility of logistics enter-
prises and establish a good corporate image. The establish-
ment of the corporate image can lay the foundation for
long-term development in the future and can continue to
bring economic value added to the enterprise. The formation
of cost control advantages for the entire logistics industry
has epoch-making significance, and intelligent logistics
enterprises through the wisdom of technology achieve the
optimization of the logistics business process, reduce the
work pressure of managers at the same time, and reduce
the management costs. Strengthen the effective docking
between government departments and between government
and enterprises to improve the efficiency of policy imple-
mentation and implementation; the level of specialized orga-
nization scale in the hub city has a low significance on the
impact of comprehensive logistics service capacity in the
hub city. However, with the expansion of the logistics
demand market, the cost of energy consumption of logistics
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enterprises is also rising year by year. The cost control
advantages pursued by the intelligent logistics enterprises
do not only stop at the reduction of management costs but
also stop at the consumption of source costs. In addition,
the reduction of the cost of intelligent logistics enterprises
to save more liquidity for the development of the enterprise
itself, which is conducive to intelligent logistics enterprises to
invest more funds in the research and development and
application of technology, and the development and success-
ful application of new technologies will further reduce the
cost of enterprises and promote the formation of cost con-
trol advantages, thus constituting a virtuous circle.

Smart logistics enterprises occupy a place in the market
competition under cost control advantages and innovative
technology research and development to achieve more value
creation; the reduction of enterprise costs brings more intu-
itive feelings to customers—the reduction of perceived costs
and the increase in perceived value, which in turn improves
customer satisfaction with smart logistics enterprises [20].
Both the enterprise itself and the customer, through the con-
struction of the cost control advantage, thus realize the value
creation of both sides. The cost control advantage can
promote the enterprise value creation ability through the
indirect role, while the information platform advantage can
pull the enterprise value creation through the direct role;
secondly, the low-value creation ability is closely related to
the business ability; the stronger the business ability, the
stronger the enterprise value creation ability, so the business
ability advantage is the key to support the enterprise value
creation; finally, the operating environment advantage not
only promotes the formation of other advantages but also
provides a guarantee for the improvement of the overall value
creation ability of the enterprise. Through the cultivation of
cost control advantage, information platform advantage, busi-

ness capability advantage, and operation environment advan-
tage, the value addition of enterprise ecological value, brand
value, customer value, and economic value will be gradually
realized. The construction of an information platform is the
key to building the competitive advantage of intelligent logis-
tics enterprises, since both the enterprise and other stake-
holders in the supply chain rely on the convenience brought
to them by the platform [21]. First of all, the information plat-
form crosses the spatial obstacle; the original idle logistics
resources are integrated and used to improve the overall sup-
ply chain and service efficiency, which includes logistics facil-
ities and equipment, logistics network and the community,
schools, convenience stores, and other social resources
together. Secondly, information sharing becomes the most
important function of the information platform. Through
the information platform, all participants in the supply chain
cooperate and transfer information among enterprises, which
alleviates the original “information island” phenomenon
among enterprises and helps to improve the overall efficiency
of the supply chain and the efficiency of enterprise services,
thus realizing value addition. In addition, customers can also
experience better logistics services with the help of the infor-
mation platform, such as real-time understanding of the status
of cargo transportation, real-time updating of transportation
information, and door-to-door pickup of goods, to meet the
diversified needs of customers and ultimately achieve the goal
of customer satisfaction, improve the competitiveness of
enterprises in the market, and promote value addition.

3.2. Regression Model Construction for Shared Smart
Logistics. The fuzzy Borda method adopted in this paper is
a method of evaluating single evaluation methods after com-
bining the final scores and rankings derived from each eval-
uation method based on multiple single evaluation models.
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Figure 1: 5G shared intelligent logistics ecovalue creation.
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In this paper, entropy and gray correlation methods are
mainly selected to evaluate and calculate six smart logistics
enterprises, respectively, and finally, the fuzzy Borda method
is used to combine the entropy and gray correlation methods
to combine the two evaluation results and finally combine
them into a new evaluation model. Virtual space energy
consumption-related data specifically includes logistics unit
energy consumption simulation data, product logistics
energy consumption prediction data, enterprise energy con-
sumption prediction data, logistics energy consumption pre-
diction data, product life cycle energy consumption data, etc.

The concept of entropy is derived from thermodynamics,
and it is a measure of the degree of disorder in a system
[22]. It can be used to determine the degree of dispersion of
an indicator by calculating the magnitude of the entropy value.
The smaller the entropy value is, the greater its dispersion
degree is and the greater the weight of the indicator in the
comprehensive evaluation. The specific steps are as follows.

(1) Construction of the data matrix

Define the matrix as

a11 ⋯ a1n

⋮ ⋱ ⋮

am1 ⋯ amn

0
BB@

1
CCA: ð1Þ

Xij is the value of the jth indicator of the ith evaluation
object, where i ∈ ð1,⋯,nÞ, j ∈ ð1,⋯,mÞ

(2) Calculate the weight of each evaluation object in
indicator j

Kij =
∂2Ω/∂x∂y

∑n
i=1∑

m
j=1xiyj

+ C, ð2Þ

where Kij is the weight of the jth indicator, C is the correc-
tion term, and Ω is the rate of change of the total indicator.

(3) Calculation of entropy values for each indicator

η = −μ〠
n

i=1
KijΩij − κ Mij

�� ��, ð3Þ

where η is the entropy value andMij is the coefficient matrix.

(4) Calculation of indicator weights

φj =
Lj ⋅ ∑

n
i=1xij

∑m
j=1Lj

, ð4Þ

where φj is the indicator weight and Lj is the information
redundancy.

(5) Calculate the composite evaluation score for each
evaluation subject

gn xð Þ = lim
a⟶0

1
an

〠φj Lj − aKij

� � n

k

 !
−1ð Þk + C, ð5Þ

where MðxÞ is the electrical resistance of the fiber itself, pðxÞ
is the electrical conductivity, φ is the longitudinal length of
the fiber, and A is the cross-sectional area of the fiber. The
cross-sectional area A of the prepared rGO fibers varies very
little during the tensile deformation process and has rela-
tively little effect on the resistance value. The electrical con-
ductivity pðxÞ will vary somewhat depending on the rGO
coating effect, and the preparation process will be influenced
by the ratio of GO solution and the number of times the
fibers are impregnated in the GO solution. rGO fibers will
remain stable in electrical conductivity after forming and
can be considered constant. Thus, the magnitude of the
resistance of the ego fiber itself is mainly influenced by the
longitudinal length φ, and within a certain range, the resis-
tance value will increase regularly with the production when
the fiber is stretched. The above equation only roughly
describes some of the factors that cause changes in the
resistance of rGO fibers; when the stretching range is too
large, the change in resistance does not necessarily show a
perfectly linear pattern.

The capacitance is given by the following expression,
where Cγ is the capacitance in the ion equivalent circuit,
Cμ is the capacitance per unit area, and A is the area directly
opposite to the ends of the capacitor.

Cγ = Cμ ⋅
ð
A ⋅M xð Þdx: ð6Þ

Here, the capacitance of the semiconductor layer at z
position in the direction and width dz is defined, and the
expression is

Cγ zð Þ = Cμ ⋅
ð
A ⋅M xð ÞM zð Þdxdz + Cx0: ð7Þ

After applying a positive gate voltage to an organic elec-
trochemical transistor, a dedoping mechanism is used to
describe the carrier concentration in the semiconductor
layer: cations from the electrolyte are injected into the semi-
conductor film (here the cations are the charges on this side
of the organic semiconductor layer for the equivalent capac-
itance in the ionic circuit), and each cation injected into the
semiconductor layer fills a hole, which is the hole density Kρ.
According to this mechanism, the expression for the hole
density Kρ in the organic semiconductor layer is given by

Kρ x, yð Þ = φ〠
y∈γ

〠
x∈χ

p x, yð Þ ⋅ ln p x, yð Þ + Ax + Cy½ � + λ: ð8Þ

Therefore, the doping state is different at each part of the
semiconductor layer in the direction x, so here the hole
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density at each part of the Kρall semiconductor layer is
defined as a function of x:

Kρall =
Kρ x, yð Þ
M xð Þ =

φ∑y∈γ∑x∈χ p x, yð Þ ⋅ ln p x, yð Þ + Ax + Cy½ � + λ

φ∑x∈χ p2 xð Þ ⋅ ln p xð Þ½ � + Ax
:

ð9Þ

The distribution capacity of the hub city has no signifi-
cant impact on the scale level of the city’s specialized organi-
zation, the current logistics network is highly scattered
(“fishing net” distribution), various modes of transport coor-
dination are not enough, logistics hubs in promoting indus-
trial division of labor and supply chain synergy integration
are not enough, and it is difficult to play the logistics hub
agglomeration advantage. Logistics policy has no significant
impact on the scale of the city’s specialized organization; on
the one hand, the number of relevant policies is insufficient,
for the scale of the organization, agglomeration develop-
ment, logistics service capacity, and other policies cannot
meet the current requirements of the development of the
hub city; on the other hand, the policy is not strong enough;
strengthen the effective interface between government
departments and government and enterprises, and improve
the policy implementation and efficiency. On the one hand,
the scale level of logistics organizations in hub cities is not
highly specialized; on the other hand, the scale level of logis-
tics organizations in hub cities has not formed an efficient
docking channel with logistics service capacity, resulting in
a low degree of positive influence.

As shown in Figure 2, the cluster supply chain is a prod-
uct of the combination of industrial cluster theory and sup-
ply chain management, characterized by locality and output,
and is a supply chain operation mechanism that expands
horizontally based on a single type of supply chain. New
business models and service modes in the logistics industry
gradually emerge, as well as financing difficulties, excessive
transport loads, backward infrastructure construction, and
other issues. Cluster supply chain collaboration focuses not
only on business cooperation between upstream and down-
stream enterprises in a single supply chain but also on infor-
mation resource collaboration between different enterprises
in different types of supply chains, so it has the characteristics
of both horizontal and vertical integration of supply chains.

The core enterprises are the basis for the formation of
individual supply chains, while the synergy between a huge
amount of individual supply chains constitutes a more com-
plex supply chain synergy network. Under its leading posi-
tion in the industry, the core enterprise attracts upstream
and downstream enterprises with certain capabilities in adja-
cent geographic areas to form a vertical supply chain struc-
ture. Its strong appeal may come from its strong capital
reserve, strong business strength, outstanding resource inte-
gration ability, etc. This results in a certain degree of compe-
tition among core enterprises in different types of supply
chains in a certain region, which negatively affects the effec-
tive synergy of clustered supply chains.

4. Intelligent Carbon Emission Measurement
and Monitoring for 5G Shared
Smart Logistics

The carbon emission assessment framework for 5G shared
smart logistics is shown in Figure 3, including the physical
entity layer and perception layer in physical space and
database layer, assessment layer, and optimization layer in
virtual space. Among them, the physical entity layer is the
level of feedback and corresponds to the virtual model; the
perception layer is used to collect and perceive the service
process and energy consumption data of logistics services;
the database layer is a collection of databases used to hold
multisource heterogeneous data; the evaluation layer
includes the process of classification, cleaning, processing,
and storage of perceived data, as well as the transformation
of ECBOM and the evaluation of energy consumption. The
optimization layer effectively realizes the optimization of
the carbon emission assessment process and results and
gives feedback to the physical devices in physical space in
real time.

Traditional extraction of elements of physical space
entities focuses on high fidelity with virtual models in a static
state in an ideal environment, i.e., under conditions of
ambient temperature, humidity, air circulation, rapid human
reflection, constant rotational speed at rated power, and nor-
mal machine operation. However, real physical space entities
are subject to large external influences, making it difficult to
ensure the accuracy of prediction results and actual output.
With the application of 5G smart sharing technology to the
product life cycle, the physical space entity attributes and
energy consumption will be mapped into the virtual space
with high fidelity and complexity and in real time, thus greatly
improving the accuracy of carbon emission assessment.

The sensing layer of carbon emission assessment for 5G
shared smart logistics is the collection and acquisition of
multisource heterogeneous service process data and energy
consumption data based on sensing devices, communication
networks, IoT, and manual inputs. Different types of data
are acquired in different ways, which can be divided into
the perception of fixed data, perception of dynamic data,
and complex perception. Among them, the perception of
fixed data refers to the acquisition of data such as horizontal
and vertical location information in physical space, national
standard data, etc., which are fixed for a long time during
logistics services, often through scene recognition, SLAM
(simultaneous localization and mapping) perception and
localization, intelligent collection, manual input, etc. Sensing
of dynamic data refers to the flowing data that changes over
time throughout the life cycle of logistics services and active
monitoring and tracking of data through collaborative control
of multiple devices based on the Internet of things, for exam-
ple, energy consumption data, waste emission data of machin-
ery and equipment, wear and tear of tools, and changes in
temperature; in addition to this complex sensing aimed at pro-
viding more intelligent, swift, and high-quality logistics ser-
vices, most of them use expert system energy consumption
assessment data fused with traditional mathematical model
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data to obtain more accurate and reasonable data. The effec-
tive sensing and integration of massive heterogeneous, multi-
dimensional, and multisource data provide data source
access methods for the application of digital twin technology,
real-time mapping, and carbon emission assessment.

The database layer is the database support for carbon
emission assessment for 5G shared smart logistics, which is
the process of storing energy consumption-related data
involved in the life cycle of logistics services on the cloud
platform and is also a collection of all-sided, multiheteroge-
neous, and complex databases. This database layer is roughly
divided into five parts: the collection of physical space data,
the collection of virtual space data, the collection of service
system data, the collection of fusion data, and the collection
of other data. The collection of physical space data is derived
from the collection and storage of real-time data in physical
space, ephemeral data calls, subjective fuzzy data, etc.; the
collection of virtual space data is a collection of models with
high-fidelity mapping to physical entities based on the
behavior, geometry, rules, etc. of physical space elements;
the collection of service system data is a collection of data
for energy consumption analysis, energy consumption
assessment, and data management within the service system;
the collection of fusion data is a collection of data for energy
consumption analysis, energy consumption assessment, and
data management within the service system. The traditional
methods of energy consumption assessment ignore the
external environment, equipment performance, processing
and transportation, and internal environment of materials

in the use process at different stages of logistics services,
which cut the virtual space and physical space of the assess-
ment process, making it difficult to interact and connect data
and information in real time, resulting in the current energy
consumption assessment mainly considering the output
energy consumption of machinery in the physical space
alone or cutting off in the information space. Modeling, sim-
ulation, and prediction of each phase of logistics services
lack efficient coordination of the whole life cycle of logistics
services and energy consumption assessment in the informa-
tion space. The collection of fusion data is a collection of
intelligent, multifaceted, and real-time evaluation processes
based on objective energy consumption, which requires
certain learning and self-decision capability to complete
high-quality and low-consumption product logistics pro-
cesses under certain energy consumption standards. This
kind of fusion data is also stored in a distributed manner
as part of the twin data; the collection of other data is the
intellectualized expression of connection rules, interface
types, feedback mechanisms, network protocols, optimiza-
tion algorithms, etc. between different levels. Physical space
energy consumption-related data specifically includes logis-
tics unit energy consumption data, logistics service energy
consumption data, interenterprise logistics data, product life
cycle energy consumption real-time data, material attribute
data, water, electricity, and gas and other real-time con-
sumption data, physical space data, human resource data,
storage space data, and time-scale data; virtual space energy
consumption-related data specifically includes logistics unit
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energy consumption simulation data, product logistics
energy consumption prediction data, enterprise energy con-
sumption prediction data, logistics energy consumption pre-
diction data, product life cycle energy consumption data,
etc.; service system-related data includes real-time energy
consumption monitoring service data, energy consumption
management service data, product life cycle green design
service data, etc.; fusion data includes historical energy con-
sumption optimization data, energy consumption model
association fusion data, etc.; other data includes energy con-
sumption source model data, intelligent optimization algo-
rithm data, energy consumption evaluation rule data, etc.

5. Experimental Verification and Conclusion

The system dynamic simulation model of the carbon emis-
sion system of the smart logistics supply chain can simulate
and predict the operation of the system under different pol-
icies and contexts and provide a decision basis and data ref-
erence for the low-carbon development of the smart logistics
supply chain. By comparing the simulation results of carbon
emissions and analyzing the extent of the resulting system
changes, the best strategy to reduce carbon emissions of

the smart logistics supply chain system can be explored.
The relevant experimental analysis in this section will define
the current state of carbon emissions of the smart logistics
supply chain before the change of influencing factors as the
basic model, which will be used as the reference value for
comparing the simulation results. Combined with the actual
situation of the smart logistics supply chain and the related
research status, the simulation analysis of the change of the
carbon emission factors of the smart logistics supply chain will
be carried out in four aspects: increasing the ecological com-
pensation and treatment investment, reducing the unit energy
consumption, reducing the carbon emission of the packaging
link, and transforming the transportation structure.

The system dynamic simulation model of the carbon
emission system of the smart logistics supply chain can sim-
ulate different policies and situations to provide a basis for
decision-making to reduce carbon emissions in the smart
logistics supply chain. The analysis of the changes of system
dynamic elements can not only give the development trend
under different situations but also clearly understand the
specific amount of changes, which is one of the important
advantages of system dynamics for simulation. From
Figure 4, it can be seen that the production link, the storage
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link, and the transportation link are the key links that gener-
ate more carbon emissions, so the change analysis of the
main adjustable factors that generate carbon emissions will
be carried out from these three links to simulate the change
analysis of carbon emissions. Based on the actual results of
the research and the main problems of this supply chain,
the detailed question will analyze the change of factors in
four aspects, such as the change of energy in the production
chain, the change of storage, the change of transforming
transportation structure, and the change of increasing eco-
logical compensation investment. As shown in Figure 4,
the changes of each influential element of the logistics chain,
such as the use of energy-saving logistics equipment and
electrical appliances, while increasing the use rate of clean
energy, the use of environmentally friendly raw materials,
and the use of environmentally friendly simple design to
achieve the effect of improving the utilization rate of
marginal materials, improve the production capacity to
ultimately reduce the overall carbon emissions or to reduce
the carbon emissions per unit of intelligent logistics product.

To achieve the overall goal of energy saving and emis-
sion reduction, we can start from the perspective of increas-
ing investment in volatile gas and carbon dioxide control
and ecological compensation, through increasing investment

in ecological compensation, so those producers can con-
sciously reduce their internal carbon emissions, balance the
increased costs within the industry due to the increased
use of green equipment and green materials, or give some
material or policy compensation to those who participate
in energy saving and emission reduction in the smart logis-
tics supply chain. By investing ecological compensation
funds, the government will promote institutional and energy
reforms, such as the adoption of green raw materials and
energy-efficient equipment; order-based production, saving
production materials and reducing production waste and
inventory redundancy, thus increasing the turnover rate of
storage capacity; and transportation, through the vehicle
management system to optimize transport routes and distri-
bution vehicles to run more efficiently, reducing the carbon
emissions of this link. In the long run, sales of products with
low-carbon emissions will increase, and government subsi-
dies will allow companies to produce low-carbon and green
smart logistics without cost concerns, which will encourage
people to start consuming more and more low-carbon prod-
ucts. Increase ecological compensation investment which is
from the side or fundamental to change the carbon emis-
sions of the smart logistics supply chain; from Figure 5, it
can be seen that, through the government’s ecological
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compensation investment, enterprises will have more part of
the capital investment, which is invested in production or
procurement or transport links or storage links, which can
bring a great effect of emission reduction. By increasing eco-
logical compensation investment, the whole supply chain is
changed, due to the compensation policy and capital invest-
ment, the carbon emission of the production link is reduced
through green raw materials, order-based production, and
energy-saving manufacturing, the carbon emission of the
storage link is reduced through green packaging and
energy-saving storage and direct sales by manufacturers,
and the carbon emission of the transportation link is
reduced by optimizing transportation methods, optimizing
transportation routes, and reducing the recycling of the
smart materials to reduce the carbon emission of the trans-
portation link; the total carbon emission of the smart logis-
tics supply chain will be reduced.

The transport sector is a key sector, so it is important to
control carbon emissions from transport. Figure 6 shows the
analysis of carbon emissions from transport, in which the
difference in carbon emissions between different modes of
transport can be analyzed, and the least carbon-emitting
mode of transport can be used and the price of energy can
be increased through a carbon tax to reduce carbon emis-
sions from transport. One of the main focuses of the trans-
port chain should be on optimizing the transport structure.
There are many irrational transportation processes caused

by the irrational process of the smart logistics supply chain,
which increases the carbon emission of the smart logistics
supply chain. Reduce the intermediate links and ineffective
transportation, and adjust the unreasonable process, to realize
the low carbonization of the transportation link of the smart
logistics supply chain; promoting the use of clean energy is
an important strategy to realize the low carbonization of the
transportation link. Clustered supply chain collaboration
focuses not only on business cooperation between upstream
and downstream enterprises in a single supply chain but also
on information resource collaboration between different
enterprises in different types of supply chains, so it has the
characteristics of both horizontal and vertical integration of
supply chains. The smart logistics supply chain involves many
large and small transportation processes, and the focus of the
transportation link should also be on improving transporta-
tion services and optimizing distribution routes. Incomplete
transportation services and low quality are a major problem
in the development of the intelligent logistics industry. The
application of intelligent logistics transportation outsourcing
should be promoted, regardless of the distance, it will be
handed over to professional logistics companies for transporta-
tion, and vehicle scheduling will be carried out by professional
logistics companies and professional vehicle information man-
agement systems. This can be scientific and reasonable, reduce
waste in the transportation process, and achieve carbon reduc-
tion. The effect of reducing emissions to promote the use of
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clean energy is also an important choice for the low carboniza-
tion of the intelligent logistics supply chain.

Transportation, storage, and production link energy and
other factors together change, these three links are more
carbon emission links, and transportation link adjustment
elements are the mode of transport and products with the
transport put to improve the full rate, which is the way of
change in transport using the same way as the previous
section, for storage factors set to the impact of multiple
elements: the number of cycles of packaging materials,
storage space, lighting equipment, and the results of changes
in a variety of elements. Similar to the results of changes in
increasing ecological compensation investment, because
they are the process of optimizing the overall various key
links, with the cost of inputs being different, there will still
be some differences in the results; the comprehensive change
impact analysis is shown in Figure 7. The influence factors of
the three high carbon emission rings, namely, production,
warehousing and packaging, and transportation, are inte-
grated, and the change is made comprehensive, and the
impact of the change is greatly increased, which can reduce
the carbon emission of the three links at the same time
and optimize the whole smart logistics supply chain and
indeed achieve the effect of reducing the overall carbon

emission. The carbon emissions of the production and trans-
portation of the smart logistics supply chain account for 48%
and 34% of the carbon emissions of the whole supply chain,
respectively, indicating that measuring and controlling the
production and transportation of the smart logistics supply
chain are the focus of the whole smart logistics supply chain
carbon emission measurement, and optimizing the produc-
tion process is also the key to controlling carbon emissions.
Therefore, enterprises should improve energy efficiency, use
clean production technology while promoting technological
innovation, adopt low energy-consuming production equip-
ment, and implement low-carbon production to create low-
carbon smart logistics.

The control of carbon emission of the smart logistics
supply chain should pay attention to the development strat-
egy. First of all, we should achieve precise control in the
measurement link, choose suitable carbon emission mea-
surement tools, and determine the scope of reducing differ-
ent greenhouse gas emissions under different environmental
performances; adjust the resource structure, transform the
development model of the smart logistics industry, and realize
green and low-carbon management of the smart logistics sup-
ply chain; accelerate product upgrading, comprehensively pro-
mote the variety of smart logistics, and comprehensively
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promote quality and standard improvement; choose low-
carbon emission mechanization equipment to optimize the
layout of facilities; and implement government subsidies to
regulate the contradiction between the consumer and the sup-
plier through the government subsidy mechanism, to achieve
a common fight against carbon emission problems among
all parties in the supply chain.

6. Conclusion

The logistics industry has entered the track of green develop-
ment, but it is still in the primary stage. With high pollution
and high carbon emission, clean production and low-carbon
development are the only ways for the logistics industry, and
the study of the carbon emission of the smart logistics supply
chain has important theoretical and practical significance for
green development and low-carbon economy. To reduce the
high-energy consumption and high-carbon emission of the
smart logistics industry, the smart logistics supply chain
insists on the road of green manufacturing and green
production and faces and solves the carbon emission prob-
lem of each link together for intelligent development which
is the inevitable trend of logistics development. Because
intelligence is a typical feature of intelligent logistics, it will
continue to improve with the development of artificial
intelligence technology, automation technology, and infor-
mation technology and the degree of intelligence. This is
not only limited to the current level. So with the develop-
ment of the times, intelligent logistics will continue to be
given new content.

In this paper, the carbon emission measurement model of
the more intelligent logistics supply chain is reasonable and
effective through construction. Using the supply chain idea
to define the wisdom logistics supply chain, construct a con-
ceptual model of the wisdom logistics supply chain consider-
ing carbon emissions, and at the same time combine the
characteristics of the wisdom logistics supply chain, analyze

the association between the carbon emissions of the wisdom
logistics supply chain and the related social, environmental,
and economic systems, and conclude that the influencing fac-
tors of the wisdom logistics supply chain are mainly energy
consumption, production process, process technology, and
industrial-scale aspects from the procurement. The model of
carbon emission measurement of a smart logistics supply
chain is built from five aspects: procurement, production,
packaging, storage, and transportation, which enriches the
theory of the smart logistics supply chain and provides a refer-
ence for carbon emission measurement of smart logistics
enterprises. The carbon emission control strategies for each
link of the smart logistics supply chain are of practical
guidance value. Through the analysis of factor changes, it is
proposed that using clean materials and energy-saving equip-
ment instead of the original materials and equipment is an
important way to reduce carbon emissions; optimizing the
transportation link and using various information systems
are important methods to improve the unreasonable reduc-
tion of purchasing times and single purchase volume, thus
improving the unreasonable transportation situation. Optimi-
zation of packaging process and storage function, packaging
process design, use of skilled labor, and good storage manage-
ment are important means to reduce carbon emissions in
packaging and storage.
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Based on the principle of cluster wireless sensor network, this article introduces typical routing protocols in wireless sensors, and
wireless sensor network protocol in detail analyzes their advantages and disadvantages and addresses their shortcomings. First, in
the clustering network, a uniform clustering protocol with multiple hops in the circular network is proposed. The circular network
is divided into rings of equal width, and clusters of equal size are set on different rings. Secondly, the ordinary nodes on each layer
of the ring send the collected data to the auxiliary intelligent nodes in the cluster in a single-hop manner, and the auxiliary
intelligent nodes located on the outer ring transfer the data to the auxiliary intelligent nodes located on the adjacent inner ring.
Finally, on the basis of studying the clustering network protocol, this paper proposes a new clustering routing algorithm, a
multihop adaptive clustering routing algorithm. The simulation results show that the algorithm can effectively extend the life of the
network, save network energy consumption, and achieve network load balance. At the same time, the initial energy of the auxiliary
intelligent node is set according to the energy consumption of the ordinary node and the relative distance between the auxiliary
intelligent node and the base station on each layer of the ring. The theoretical and simulation results prove that, compared with the
clustered network and auxiliary intelligent nodes, the clustered network can extend the life of the network.

1. Introduction

Wireless sensor networks (WSNs) are composed of a large
number of sensor nodes, which are deployed in the target area
to be monitored. These nodes cooperatively perceive and pro-
cess the information in the monitoring area; that is, they can
be used to obtain the information of the objective physical
world [1]. Therefore, it has been widely used in military, envi-
ronmental, and habitat monitoring and forecasting, smart
home, fire detection, machinery monitoring, industrial and
agricultural control, remote control of dangerous areas, and
urban transportation in many fields in recent years. Therefore,
WSNs have become a current research hotspot in the com-
puter field [2–5]. A routing protocol is one of the current
research hotspots of WSNs. Because the routing protocols
applicable to traditional wired and wireless networks cannot
be applied to the topology of WSNs, it is necessary to design
appropriate new routing protocols for WSNs. A wireless sen-

sor network is composed of a large number of sensor nodes,
a multihop self-organizing network system formed by wireless
communication, and its purpose is to cooperatively perceive,
collect, and process information in the network area and send
it to observers [6]. A wireless sensor network has many advan-
tages such as fast and flexible networking, has high research
value and very broad application prospects, and has attracted
great attention from academic and industrial circles [7–9].

Abujubbeh et al. [10] pointed out that the robustness of
the system can be improved through the multipath routing
algorithm. Data packets are forwarded in the multipath path
through the routing algorithm and reconstructed at the receiv-
ing end through the forward error correction technology. Kou
[11] presents a mesh multipath routing protocol, in which
selective forward transmission of data packets and end-to-
end forward error correction decoding technology are applied
in the protocol, and the mesh multipath search mechanism
suitable for sensor networks can be used. Compared to the
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data packet replication or limited flooding method, this
method consumes less system resources (such as channel
bandwidth and power). Singh and Saini [12] assume that the
task of the sensor network is to provide security protection
for senior politicians. In terms of specific technical implemen-
tation, Nkomo et al. [13] assume that sink always works nor-
mally and is always safe. To meet the necessary calculation
speed andmemory capacity, the sink power meets the require-
ments of encryption and routing; the communication mode is
point-to-point, and the security of data transmission is guar-
anteed through end-to-end encryption; the radiofrequency
layer always works normally. In order to reduce or eliminate
the noise in the analog measurement value, the sensor data
with higher accuracy can be obtained. Chéour et al. [14]
deployed in the actual environment need to consider packag-
ing issues. Different packaging forms are used according to
different monitoring tasks. The sensor nodes used to collect
light information need to be transparent and sealed, while
the nodes that collect temperature and humidity information
need to have gap for the temperature and humidity sensor to
collect data. Sun et al. [15] proposed a DEEC protocol suitable
for heterogeneous wireless sensor networks where nodes have
initial energy differences based on clustered networks. This
protocol takes the remaining energy of each node as much
as the average energy of the current node when calculating
the node threshold. Taking the ratio into account, as a factor
that affects the election of auxiliary intelligent nodes, the
greater the remaining, the higher the probability of being
elected [16–19]. At the same time, nodes are divided into mul-
tiple levels. Each level of node has its own threshold calcula-
tion formula TðiÞ. The network life is longer. In the research,
the researchers found that after multihop routing transmis-
sion, the nodes closer to the sink bear a greater data fusion
load and consumemore energy, so the nodes near the sink will
die prematurely and produce the so-called around the sink
[20–22]. Some scholars use the remaining energy, expected
energy consumption, the distance from the auxiliary intelli-
gent node to the base station, and the number of nearby nodes
as weights and find the optimal dynamic network structure by
balancing the weights of these factors and propose a self-
organizing network based on genetic algorithm The clustering
algorithm GASONeC, when the sink node is far from the sen-
sor, it is preferable to formmore clusters to save energy. Com-
pared with other methods, GASONeC greatly prolongs the
network survival time and shortens the average response time
of the algorithm [23–25].

Aiming at the problem of WSN’s stable period and half
of the node death period being too short, this paper uses
the distance between the node and the sink and the distance
between the node and the auxiliary intelligent node as
parameters to modify the node threshold. When electing
the remaining auxiliary intelligent nodes, the threshold cor-
rection factor is used to appropriately increase the election
probability of nodes that are far away from the existing aux-
iliary intelligent nodes to balance the energy consumption of
auxiliary intelligent nodes and extend the stable period of
WSN and half of the node death period. By optimizing the
auxiliary intelligent node election process, it is ensured that
the optimal number of auxiliary intelligent nodes can be

elected in each round of auxiliary intelligent node elections,
and the zero cluster situation can be avoided in the later
stage of network operation, and the stability of the election
can be improved. Compared with the genetic algorithm,
the CMACP algorithm nearly doubles the fitness value
through local search, effectively extending 55.66% of 100%
coverage time and 28.87% of network life. Whether it is a
uniform and uniform distribution of sensor nodes and
MTP or a random distribution, the CMACP algorithm can
extend the WSN survival time, stabilize period of network
operation, and ensure good coverage.

2. Design of Auxiliary Intelligent Art System
Based on Clustered Wireless Sensor Network

2.1. Hierarchical Distribution of Wireless Sensors. Wireless
sensors are powered by batteries with limited energy. The goal
of extending the lifetime of the entire WSN as much as possi-
ble is an important topic that requires continuous exploration
and research. The energy consumption of the sensor mainly
occurs in the communication phase, especially the energy con-
sumption of the auxiliary intelligent node (cluster head, CH
for short) in the clustered network is very large. A good rout-
ing protocol can effectively schedule node communication and
reduce communication failure rate and communication inter-
ference, thereby improving energy utilization and extending
network life. Figure 1 shows the hierarchical distribution of
wireless sensors.

In the actual environment, the sensor will die due to
exhaustion of energy or other unpredictable external factors,
or other members will join the WSN, which will cause the
number of sensors and topology in the WSN to dynamically
change. So, WSN should adapt to SN to enter and leave
dynamically. In addition, the reliability of WSN also depends
on dynamics.
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A large number of sensor nodes are randomly deployed in
or near the monitoring area (sensor field), which can form a
network through self-organization. The data monitored by a
sensor node is transmitted hop by hop along other sensor
nodes. During the transmission, the detected data may be
processed by multiple nodes, routed to the sink node after
multiple hops, and finally reach the management node
through the Internet or satellite. The user configures andman-
ages the sensor network through the management node,
releases monitoring tasks, and collects monitoring data.
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The processing capacity, storage capacity, and communi-
cation capacity of the aggregation node are relatively strong.
It connects the sensor network and external networks such
as the Internet to realize the communication protocol conver-
sion of the two protocols. At the same time, it releases the
monitoring tasks of the management node and forwards the
collected data to the outside. The sink node can either be a sen-
sor node with enhanced functions, sufficient energy supply,
and more memory and computing resources, or it can be a
special gateway device with no monitoring function but a
wireless communication interface.

x − y
a1

� �2
−

x + y
a2

� �2
= 1,

t ′ = r•cos θ, r•sin θ, r•tan θ1 − t½ �:
ð3Þ

The protocol stack also includes an energy management
platform, a mobile management platform, and a task manage-
ment platform. These management platforms enable sensor
nodes to work together in an energy-efficient manner, forward
data in the sensor network where the nodesmove, and support
multitasking and resource sharing.

2.2. Clustering Network Routing Algorithm. In the clustering
network routing protocol, each node broadcasts the data it
received from the previous neighbor route to all its neighbor
nodes (except the node that sent the data) until the data
reaches the final destination node or does not reach the final
destination node. However, the maximum number of route
hops restricted during datagram transmission has been
reached.

In order to overcome the implosion, overlap, and blind
use of resources of traditional routing protocols, the SPIN
protocol introduces two key technologies: innovative negoti-
ation and resource adaptation. Based on the SPIN protocol,
the data distribution protocol SPMS is proposed for node
and link failure. The implementation process is divided into
three stages: interest diffusion, initial gradient establishment,
and data transmission. There are many data-centric algo-
rithms that are improved based on this algorithm. Table 1
shows the routing description of the clustered network.

The basic idea of the algorithm is the clustering process
is carried out periodically, and the auxiliary intelligent node
is randomly selected with equal probability, and the node
bootstraps as the auxiliary intelligent node according to its
own probability value. Because the auxiliary smart nodes
are burdened heavily, after one round of execution, the pro-
tocol restarts the cluster establishment process, so that each
sensor node can load average energy consumption in the
network, thereby reducing network energy consumption
and improving the overall network survival time.

The clustering network needs to periodically perform the
cluster reconstruction process during its operation. Each
round is divided into two phases: cluster establishment and
data transmission phase. Because the cluster reconstruction
process consumes a lot of energy, in order to reduce the
extra cost of cluster reconstruction, in general, the duration
of the data transmission phase should be much longer than
the cluster establishment phase. Figure 2 shows the topology
of the clustered network routing algorithm.

Each node may receive multiple data packets from differ-
ent auxiliary intelligent node nodes. According to the signal
strength of the received data packets, the auxiliary intelligent
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Figure 1: Hierarchical distribution of wireless sensors.
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node with the strongest broadcast signal as its auxiliary intel-
ligent node was selected and sent to join information. The
reason is that the greater the strength of the signal received
by the node, the shorter the distance between the node and
the auxiliary intelligent node, and the least energy consumed
during communication. When all nodes in the network have
selected their own auxiliary intelligent node, they will join
the corresponding cluster and become a member node of
this cluster. Then, the member node will notify the auxiliary
intelligent that it has become a member of this cluster.

The data of a certain time interval is related to the data of
the adjacent time interval. During this process, the receiving
end of the cluster head will remain active and used to receive
join messages from member nodes. In wireless sensor net-
works, the energy of nodes is limited and there is generally
no energy supplement. Therefore, routing protocols need
to use energy efficiently. At the same time, the number of

sensor network nodes is often very large, and the nodes
can only obtain local topology information. Routing proto-
cols in different applications may be very different, and there
is no universal routing protocol.

2.3. Auxiliary Intelligent Cluster Analysis. When the auxil-
iary intelligent cluster structure in the network is formed,
the auxiliary intelligent node has calculated the TDMA time
slot table and has broadcast to the member nodes and then
enters the stable stage of data transmission, and the node
starts to send according to the allocated TDMA scheduling
time slot data. That is, only send the collected data to its
own auxiliary intelligent node in its own time slot.

It is also related to the historical data at the same time of
the previous day or the previous week. After a round of data
transmission is completed, the cluster head node will merge
the redundant data sent by the received member nodes and

Table 1: Clustering network routing description.

Index number First-level indicator Second-level indicator Third-level indicator

1 Clustering capability

0.07 Current ratio

0.27 Clustering complaint rate

0.33 Clustering network rate

2 Clustering service ability

0.15 The freshness of agricultural products

0.24 The time rate of network

0.21 Information transmission accuracy

3 Information technology capabilities
0.09 Technical network rate

0.11 The utilization rate of refrigerated trucks
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Clustering Clustering
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Cost Routing Cost Routing Cost Routing

Node Energy Node Energy Node Energy Node Energy

Cluster Phase Cluster Phase Cluster Phase Cluster Phase
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Transmission Transmission

NetworkNetwork

Process
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Process

Process Process

Process

Process Process

Process

Process Process

Figure 2: Clustering network routing algorithm topology.
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then send it to the base station. In this process, the long-
distance communication between the auxiliary intelligent
node and the base station will consume a lot of energy. The
nodes send metadata (that is, the data describing the attributes
of the data collected by the sensor node, meta-data) instead of
the collected data for negotiation. Since the size of metadata is
smaller than the collected data, it consumes relatively little
energy to transmit metadata. Before transmitting or receiving
data, each nodemust check its own available energy status. If it
is at a low energy level, some operations must be interrupted,
such as acting as a data transfer station (router) and stopping
data forwarding operations.

Data fusion technology can be combined with multiple
protocol levels of sensor networks. Figure 3 is a pie chart of
auxiliary intelligent clustering. In the application layer design,
distributed database technology can be used to gradually filter
the collected data to achieve the effect of fusion; in the network
layer, many routing protocols incorporate data fusion mecha-
nisms to reduce the amount of data transmission.

It saves energy by reducing the transmission conflict and
header overhead of the MAC layer without losing time perfor-
mance and information integrity. Data fusion technology has
been widely used in the fields of target tracking and automatic
target recognition. The first is the cost of delay. In the process
of data transmission, finding routes that facilitate data fusion,
performing data fusion operations, and waiting for the arrival
of other data for fusion may increase the average delay of the
network. The second is the cost of robustness. Compared with
traditional networks, sensor networks have higher node failure
rates and data loss rates. Data fusion can greatly reduce data
redundancy. But, losing the same amount of data may lose
more information, so relatively speaking, it also reduces the
robustness of the network.

2.4. Art System Compilation Design. During the compilation
process of the art system, due to the energy limitation of sensor
nodes and the large network coverage area, the network is suit-
able for adopting the routingmechanism of art compilation and
transmission. The wireless communication bandwidth of the
sensor node is limited, usually only a communication rate of
several hundred at most. Due to changes in node energy, high
mountains, buildings, obstacles, and other topography and nat-
ural environments such as wind, rain, and thunder, wireless
communication performance may change frequently and com-
munication interruptions frequently occur. In such a communi-
cation environment and the limited compilation capability of
nodes, special consideration should be given to meeting the
communication requirements of wireless sensor networks when
designing a network compilation mechanism. It can be seen
that the energy consumption of the wireless compiling module
in the sending state is the largest, and the energy consumption
in the idle state and the receiving state is close, slightly less than
the energy consumption in the sending state. Figure 4 shows the
distribution of compilation nodes in the art system.

In each art system compilation subgroup, the auxiliary
intelligent node is responsible for managing the common
member nodes of the cluster and shares part of the manage-
ment tasks of the WSN bottom layer. This layered structure
is conducive to the large-scale deployment of sensor nodes

and has a good network dynamic adaptability and scalability.
Most of the energy of the sensor node is consumed on the
wireless communicationmodule. Sensor nodes consumemore
energy when transmitting information than when performing
calculations.

The wireless compiler module always monitors the exis-
tence of the wireless channel in the idle state, checks whether
there is any data sent to itself, and shuts down the communi-
cation module in the sleep state. The member nodes in the
cluster use TDMA technology to cut nonoverlapping time
slots and can be shut down or hibernated to save energy
during idle periods (such as assisting the intelligent node in
the data processing and sending phase). The AD analog-to-
digital conversion module realizes the conversion of analog
to digital, which is convenient for the postprocessing unit to
perform operations; the processing unit is mainly composed
of a micro, low-power embedded microprocessor and mem-
ory and is responsible for the data storage and operation of
the entire node and forwarding. The data from other nodes
is the function control center and data computing center of
the node. In addition, because the environmental data col-
lected between adjacent nodes has greater repetition and
redundancy, the use of data fusion technology in the process-
ing unit is conducive to reducing network traffic; the radiofre-
quency module is responsible for conversations and data
transmission with other nodes or base stations, according to
electromagnetic waves. The disposable microbattery provides
energy for the stable operation of the node.

3. Results and Analysis

3.1. Data Screening of Clustered Wireless Sensor Network.
The test scenario is as follows: 200 nodes are evenly distrib-
uted in a circular area with a radius of 50m. The circular
area is divided into rings of equal width, and a certain num-
ber of higher energy is deployed in an appropriate position
in each divided ring. When the number of auxiliary intelli-
gent nodes on the second layer ring is gradually increased,
the life cycle of the network also gradually increases, and
the slope of the curve of 4~ 6, 6~ 8, and 8~ 10 is greater than
that of the later stages.

It is difficult to accurately predict the flow of traffic in an
area. Because as the number of auxiliary intelligent nodes on
the second-level ring increases, R1 will decrease accordingly,
that is, the farthest distance between ordinary nodes and
auxiliary intelligent nodes will decrease, thus reducing the
number of ordinary nodes sending to the cluster head. The
clustering network algorithm simulation environment uses
MATLAB 8.1 platform, and N = 100 sensor nodes are ran-
domly deployed in a site of 100 × 100m2. Through simula-
tion comparison, it is found that the value of mouth is 2,
and the value of p is 4; the result is the most ideal. Figure 5
shows the energy consumption distribution of clustered
wireless sensor networks.

When the clustering network protocol is running, most
of the nodes in the network die quickly. The reason is that
the clustering network protocol does not consider the het-
erogeneity of nodes. The node will still have a lot of energy
remaining and can no longer be fully utilized, thus causing
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a waste of energy. The centralized algorithm clustering net-
work can obtain a more balanced distribution of auxiliary
intelligent nodes than ordinary networks, and the energy
consumption of nodes in the network can be balanced to a
certain extent, but the clustering network also does not con-
sider the heterogeneity of node energy. The clustering net-
work sets the auxiliary intelligent node to a higher energy,
which can make full use of the high energy of the auxiliary
intelligent node. When the transmission distance is farther,
the energy consumed by wireless communication is greater,

and it shows an exponential growth trend as the distance d
increases.

At this time, the node closer to the sink node should be
selected as the auxiliary intelligent node as much as possible,
so that the energy consumption of wireless transmission can
be saved by shortening the distance, and the communication
distance is controlled at d. The clustering network algorithm
modifies the threshold of the node according to the distance
between the sensor node and the sink node and the distance
between the node and the auxiliary intelligent node, so that
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the node closer to the sink node has a greater probability of
becoming the auxiliary intelligent node to shorten the commu-
nication distance. The node that is closer to the auxiliary intel-
ligent node has a smaller probability of being elected as the
auxiliary intelligent node, avoiding too small clustering inter-
vals and causing too many multihop transmissions of data,
thereby saving the energy consumption of radio transmission.

3.2. Auxiliary Intelligent Art System Simulation. This exper-
imental platform is built on Acer laptops with Core i5-
3230M Core CPU, 4GB DDR3 memory, and Windows 8
operating system. MATLAB is used as the simulation plat-
form. In terms of simulation parameter setting, 200 wireless
sensor nodes are distributed in 200∗200 second. The auxil-
iary system is an object-oriented network simulation simula-
tor that uses C++ to write specific protocols, but in order to
increase flexibility, its front end uses an OTcl interpreter.

Because the data is affected bymany factors, such as spatial
correlation, time dependence, and external environmental
factors, the kernel of the auxiliary system simulator defines a
variety of classes, which are hierarchical, which is called the
compiled class structure, and the corresponding similar class
structure in the OTcl interpreter is called the interpreted class
structure. Before network simulation, wemust first analyze the
levels involved in the simulation. At the first level, the existing
network elements of the auxiliary system can be used to realize
simulation without modifying the auxiliary system itself.
However, if there are no network elements required for simu-
lation in the auxiliary system, you need to add the required
network elements to expand the NS.

Figure 6 shows the distribution of clustered wireless sen-
sor network elements. It can be seen that the number of
rounds appearing in the clustering network are 415, 645,
796, and 917, respectively. It can be seen that the number
of rounds appearing in the clustering network are 695, 783,
832, and 1026, respectively. In addition, the period from
the beginning of the simulation to the appearance of the
clustered network is called the network stability period.
The stable period is an important indicator to measure the
stability coefficient of the network. The number of surviving
nodes of the improved algorithm in the same round is more
than that of the other three algorithms. This is because the
algorithm in this paper adopts a mixed working mode of
multiple auxiliary intelligent nodes, and the selected auxil-
iary intelligent nodes are optimized for high energy and per-
form their own duties, effectively alleviating the information
transmission load between clusters and reducing the com-
munication energy consumption and burden of auxiliary
intelligent nodes. The energy consumption of the nodes in
the network is balanced, so that the working time of the
nodes becomes longer. The other three algorithms have dif-
ferent degrees of defects in the election of auxiliary intelli-
gent nodes, the distribution of auxiliary intelligent nodes,
and the balance of energy consumption. As a result, the sur-
vival time of nodes cannot be effectively extended.

3.3. Analysis of Experimental Results. In the clustering network
and wireless sensor network algorithm, the resource con-
sumption is imbalanced due to the random definition of the
cluster head. When the number of failed nodes gradually
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increases, the failure rate of the nodes is higher. The clustering
network and the wireless sensor network algorithm proposed
in this paper both apply K-means to the formation process
of the WSN logical structure and obtain clustering with rela-
tively balanced load between clusters, and the wireless sensor
network algorithm solves the problem of the number of clus-
ters. It can be seen that the failure time of the first node in
the wireless sensor network algorithm is the latest.

It can be seen that in the first round, the distribution of
nodes on the clustered network and the wireless sensor net-
work is roughly the same, because the network has just
started to operate, and the factors affecting the election of
auxiliary intelligent nodes are not very different at this time.
At the same time, due to the randomness of the clustering
network’s auxiliary intelligent node election, the first round
of clustering network is roughly equivalent to the effect of
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the wireless sensor network, but the performance of the clus-
tering network will not be as stable as the network runs.
Figure 7 shows the random distribution of wireless sensor
network nodes.

In the stable period, half of the surviving node period,
and the entire network life cycle, the improved clustering
network algorithm in this paper is significantly higher than
other algorithms in the stability of assisting intelligent node
election. Especially when there is no node death during the
stable period, the clustered network can elect 5 optimal
numbers of auxiliary intelligent nodes in each round of net-
work operation, and its average value is 5 and the variance is
zero during the stable period.

Spatial correlation means that the inflow of each area var-
ies with the outflow data of neighboring areas. The perfor-
mance is the same as the ideal situation. It can be seen that
the stability of the clustered network is significantly higher
than that of the other three. Before the algorithm runs itera-
tively, the initial fitness values of the two are almost the same.
After 40 population iterations, regardless of the average fitness
or the maximum fitness, the algorithm with a local search
algorithm has a better fitness value than the genetic algorithm.

Figure 8 shows the distribution of node coverage in the
wireless sensor network. It can be seen that the clustering
network node starts to die in 58 rounds, and the slope of
the curve in rounds 60-120 is higher than the curve slope
of the clustering network-NS, indicating that its nodes die
faster than the clustering network-NS. Until the end of the
simulation 200 rounds, there are still a small number of
nodes in the clustered network. The clustered network
extends the network survival time by more than 40%. It
can be seen that in the first 60 rounds of network operation,
the number of data packets received by the two algorithms
assisted by the intelligent node is roughly the same.

The outflow of this area also affects the inflow of adja-
cent areas. This is because the data packets received by the
assisted intelligent node are mainly from cluster members.
Afterwards, it is obvious that the amount of data packets
received by the clustered network is higher than that of the
clustered network, and the gap is gradually widened. It can
be seen that the number of data packets received during
the entire operation time of the network using the clustering
network is nearly 13% higher than that of the clustering
network. It can be seen from the above that the clustering
network increases the data transmission volume of the net-
work, and it also reflects from one aspect that the clustering
network reduces the energy consumption of the network.

4. Conclusion

In this paper, an energy-efficient clustering protocol is pro-
posed in the wireless sensor network. The selection of the aux-
iliary intelligent node and the sending node is based on the
average remaining energy of the nodes in the network and
the average energy and relative distance of the member nodes
in each cluster. Since the energy load of the auxiliary intelligent
node is greatly reduced, there is no need to perform a global
cluster reconstruction, which avoids a large amount of addi-
tional energy overhead. Therefore, the algorithm can not only
balance the energy consumption of auxiliary intelligent nodes
and ordinary nodes, but also avoid the huge extra cost caused
by global cluster reconstruction. Aiming at the problem of
WSN lifetime and coverage optimization, this paper proposes
a composite cultural gene clustering protocol based on cultural
gene algorithm and node wake-up strategy. The algorithm first
runs the cultural genetic algorithm to initialize the nodes that
need to be activated and plan adjacent redundant nodes. The
genetic algorithm and the local search algorithm obtain the
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optimal initial node distribution through multiple iterations.
With the operation of the network, when a node loses its
coverage target due to exhaustion of energy, the wake-up
scheduling strategy compensates for the coverage loophole by
calculating and activating the optimal adjacent redundant
node. The analysis results show that the improved algorithm
effectively reduces the energy consumption of the network
and prolongs the survival of the network cycle. Simulation
experiments show that, compared with genetic algorithm,
CMACP has higher adaptability. It can better extend the
100% coverage period and network lifetime and improve the
WSN’s ability to control the coverage of the sensing area.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Acknowledgments

The study was supported by “Shandong Province Social
Science Planning Research Project, China; project: Moral
Education of Female Visual Symbols in Chinese Folk Art,
(Grant No. 18CWYJ20)”.

References

[1] T. Mahmood, J. Li, Y. Pei et al., “An intelligent fault detection
approach based on reinforcement learning system in wireless
sensor network,” The Journal of Supercomputing, pp. 21–30,
2021.

[2] A. Arshad, Z. Mohd Hanapi, S. Subramaniam, and R. Latip, “A
survey of Sybil attack countermeasures in IoT-based wireless sen-
sor networks,” PeerJ Computer Science, vol. 7, article e673, 2021.

[3] S. Roy, N. Mazumdar, and R. Pamula, “An energy optimized
and QoS concerned data gathering protocol for wireless sensor
network using variable dimensional PSO,” Ad Hoc Networks,
vol. 123, article 102669, 2021.

[4] O. Kanoun, S. Bradai, S. Khriji et al., “Energy-aware system
design for autonomous wireless sensor nodes: a comprehen-
sive review,” Sensors, vol. 21, no. 2, p. 548, 2021.

[5] G. Ahmed, X. Zhao, M. M. S. Fareed, M. R. Asif, and S. A.
Raza, “Data redundancy-control energy-efficient multi-hop
framework for wireless sensor networks,” Wireless Personal
Communications, vol. 108, no. 4, pp. 2559–2583, 2019.

[6] R. Sivaranjani and A. V. S. Kumar, “Energy-efficient routing
based distributed cluster for wireless sensor network,” in Inno-
vative Data Communication Technologies and Application,
pp. 489–497, Springer, Cham, 2020.

[7] S. Roy, N.Mazumdar, and R. Pamula, “An optimal mobile sink
sojourn location discovery approach for the energy-
constrained and delay-sensitive wireless sensor network,”
Computing, vol. 12, no. 12, pp. 10837–10864, 2021.

[8] L. Liu, “Tennis assistant referee system based on intelligent
sensor network and data understanding,” in 2021 5th Interna-

tional Conference on Computing Methodologies and Commu-
nication (ICCMC), pp. 67–70, Erode, India, 2021.

[9] D. Ramotsoela, A. Abu-Mahfouz, and G. Hancke, “A survey of
anomaly detection in industrial wireless sensor networks with
critical water system infrastructure as a case study,” Sensors,
vol. 18, no. 8, p. 2491, 2018.

[10] M. Abujubbeh, F. Al-Turjman, and M. Fahrioglu, “Software-
defined wireless sensor networks in smart grids: an overview,”
Sustainable Cities and Society, vol. 51, article 101754, 2019.

[11] J. Kou, “Intelligent sensing system of human physiological
detection based on biosensor and WSN–A review,” in 2020
International Conference on Inventive Computation Technolo-
gies (ICICT), pp. 647–650, Coimbatore, India, 2020.

[12] S. Singh andH. S. Saini, “Intelligent ad-hoc-on demandmultipath
distance vector for wormhole attack in clustered WSN,”Wireless
Personal Communications, vol. 122, pp. 1305–1327, 2022.

[13] M. Nkomo, G. P. Hancke, A. M. Abu-Mahfouz, S. Sinha, and
A. J. Onumanyi, “Overlay virtualized wireless sensor networks
for application in industrial internet of things: a review,” Sen-
sors, vol. 18, no. 10, p. 3215, 2018.

[14] R. Cheour, S. Khriji, D. El Houssaini, M. Baklouti, M. Abid,
and O. Kanoun, “Recent trends of FPGA used for low-power
wireless sensor network,” IEEE Aerospace and Electronic Sys-
tems Magazine, vol. 34, no. 10, pp. 28–38, 2019.

[15] W. Sun, M. Tang, L. Zhang, Z. Huo, and L. Shu, “A survey of
using swarm intelligence algorithms in IoT,” Sensors, vol. 20,
no. 5, p. 1420, 2020.

[16] P. Bezerra, P. Y. Chen, J. A. McCann, and W. Yu, “Adaptive
monitor placement for near real-time node failure localisation
in wireless sensor networks,” ACM Transactions on Sensor
Networks (TOSN), vol. 18, no. 1, pp. 32–41, 2022.

[17] M. Ndiaye, G. P. Hancke, and A. M. Abu-Mahfouz, “Software
defined networking for improved wireless sensor network
management: a survey,” Sensors, vol. 17, no. 5, p. 1031, 2017.

[18] S. Ahmed, M. A. Khan, A. Ishtiaq, Z. A. Khan, and M. T. Ali,
“Energy harvesting techniques for routing issues in wireless
sensor networks,” International Journal of Grid and Utility
Computing, vol. 10, no. 1, pp. 10–21, 2019.

[19] X. Liu, J. Yu, F. Li, W. Lv, Y.Wang, and X. Cheng, “Data aggre-
gation in wireless sensor networks: from the perspective of
security,” IEEE Internet of Things Journal, vol. 7, no. 7,
pp. 6495–6513, 2019.

[20] S. Pundir, M.Wazid, D. P. Singh, A. K. Das, J. J. Rodrigues, and
Y. Park, “Intrusion detection protocols in wireless sensor net-
works integrated to internet of things deployment: survey and
future challenges,” IEEE Access, vol. 8, pp. 3343–3363, 2019.

[21] N. Sharma, I. Kaushik, V. K. Agarwal, B. Bhushan, and
A. Khamparia, “Attacks and security measures in wireless sen-
sor network,” in Intelligent Data Analytics for Terror Threat
Prediction: Architectures, Methodologies, Techniques and
Applications, pp. 237–268, Wiley Online Library, 2021.

[22] H. S. HK, P. Kumar, D. Anil, and N. Smitha, “An efficient and
robust reliable data aggregation in wireless sensor networks,”
in 2021 Second International Conference on Electronics and
Sustainable Communication Systems (ICESC), pp. 1052–1057,
Coimbatore, India, 2021.

[23] M. Zamini and S. M. H. Hasheminejad, “A comprehensive
survey of anomaly detection in banking, wireless sensor net-
works, social networks, and healthcare,” Intelligent Decision
Technologies, vol. 13, no. 2, pp. 229–270, 2019.

10 Journal of Sensors



[24] N. Javaid, Z. Ahmad, A. Sher, Z. Wadud, Z. A. Khan, and S. H.
Ahmed, “Fair energy management with void hole avoidance in
intelligent heterogeneous underwater WSNs,” Journal of
Ambient Intelligence and Humanized Computing, vol. 10,
no. 11, pp. 4225–4241, 2019.

[25] M. O. Osifeko, G. P. Hancke, and A. M. Abu-Mahfouz, “Arti-
ficial intelligence techniques for cognitive sensing in future
IoT: state-of-the-art, potentials, and challenges,” Journal of
Sensor and Actuator Networks, vol. 9, no. 2, p. 21, 2020.

11Journal of Sensors



Research Article
Monitoring and Analysis of Physical Exercise Effects Based on
Multisensor Information Fusion

Xinliang Zhou 1 and Shantian Wen 2

1School of Physical Education, Xihua University, Chengdu, Sichuan 610039, China
2School of Physical Education, Huzhou University, Huzhou, Zhejiang 313000, China

Correspondence should be addressed to Shantian Wen; wst@zjhu.edu.cn

Received 2 November 2021; Revised 10 December 2021; Accepted 15 December 2021; Published 10 January 2022

Academic Editor: Gengxin Sun

Copyright © 2022 Xinliang Zhou and Shantian Wen. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

In this paper, multiple sensors are used to track human physiological parameters during physical exercise, and data information
fusion technology is used to extract useful information for monitoring and analyzing the effects of physical exercise. This paper
explores the interaction and developmental dynamics of multisensor information fusion technology and physical exercise data
monitoring based on the interrelationship and interpenetration between the two. The design ideas and principles that should
be followed for the software designed in this study are discussed from the perspective of the portable design of measurement
instruments and the perspective of multisensor information fusion, and then, the overall architecture and each functional
module are studied to propose a scientific and reasonable design model. The general methodological model to be followed for
the development of this resource is designed, and the basic development process of the model is explained and discussed,
especially the requirement analysis and structural design, and how to build the development environment are explained in
detail; secondly, based on the course unit development process in this model, we clarify the limitations of the system through
meticulous analysis of the measurement results, which provides a solid foundation for the next step of system optimization.
Finally, with a focus on future development, we elaborate on the potential possible role and development trend of multisensor
information fusion in the future period. In this paper, we propose to apply the multisensor data fusion algorithm to the
monitoring, analysis, and evaluation of the effect of physical exercise, by collecting multiple human physiological parameters
during physical exercise through multiple sensors and performing data fusion processing on the collected physiological
parameters to finally evaluate the effect of physical exercise.

1. Introduction

The method of tracking single sensor measurement data can
no longer meet the growing requirements, and people have
begun to explore the use of multiple sensor measurement
data combined to maximize the extraction of useful infor-
mation contained in the measurement data to achieve the
tracking of moving targets [1]. When using measurement
data from multiple sensors for target tracking, the measure-
ment data provided by each sensor may have different char-
acteristics, such as the sampling time, sampling location,
data expression form, sampling frequency, and confidence
level of each sensor to obtain the data, and the position of
each sensor in the data fusion process is also different [2].

How to effectively fuse the measurement data from multiple
sensors to obtain tracking performance that cannot be
achieved by a single sensor has become the focus of research
and attention in multisensor data fusion technology in the
field of target tracking. Due to the rich information provided
by many sensor data in the system that needs to be extracted
and utilized, to better process the sensor data, combining
intelligent theory with information fusion technology is an
inevitable trend in the development of sensor information
fusion technology. The development of multisensor infor-
mation fusion technology has a wide range of applications
in areas such as intelligent transportation, robotics, space
navigation, and even military aspects. Nowadays, informa-
tion fusion is increasingly used in life, and scholars around
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the world pay high attention to the development of multi-
sensor information fusion technology. In data monitoring,
it has also changed from a traditional single sensor to a mul-
tisensor composite [3].

Multisource information fusion technology, through the
collection of multiple information sensors for multiple confir-
mations of different sensor systems, can be more conducive to
improving the reliability of the sensor system and the ability to
detect; conducive to improving the quality and credibility of
the system’s detection data and information; and conducive
to improving the system’s ability to perceive idiosyncratic data
and data logical reasoning, accelerating the accuracy and
response speed of the system, and improving the system’s
detection reliability; according to the data information pro-
vided by sensors of different information sources, through
data fusion, it can improve the system’s information
decision-making and analysis capabilities, shorten the sys-
tem’s information response delay time, reduce the information
ambiguity, and help to improve the system’s information
detection and processing performance [4]. Commonly used
multisensor data fusion methods are the weighted average
method, Kalman filter method, Bayesian estimation method,
evidence inference method, fuzzy logic inference method,
and artificial neural network method. Neural networks have
strong nonlinear processing capability and meet the needs
and technical requirements of multisensor data fusion. In the
process of processing multisensor data fusion, the neural net-
work model is used, and the learning algorithm inside learns
the training samples, and eventually, through continuous
learning, the neural network model is obtained, and then,
the network model is used to obtain the signal processing
capability, test the test samples, test the performance of the
fusion model, and realize the fusion processing of multisensor
data [5]. Among the many methods of data fusion, artificial
neural networks have unique advantages in terms of the oper-
ating environment, information category, and applicability
and a wide range of data fusion. Therefore, the research of
applying neural networks for multisensor data fusion has
received attention from various aspects of the world.

At this stage, in most Chinese young people, fast-paced
daily life, work, and increased psychological pressure result
in most Chinese young people’s bodies in a state of subhealth
and the emergence of some common chronic diseases; if this
continues, without strengthening physical exercise and effec-
tive prevention, the physical condition of young people will
become worse and worse, not conducive to the development
of society. According to statistics, the number of deaths due
to chronic diseases is increasing year by year, and they come
rapidly, which for most of the Chinese aged people will cause
huge socioeconomic and psychological pressure to their fami-
lies in the light and even endanger their own lives in the heavy
cases. Therefore, for the younger generation, it becomes espe-
cially important to exercise scientifically and effectively in fast-
paced daily life [6].

A sports monitoring system based on multisensor infor-
mation fusion is constructed in this project, which combines
with IoT technology to achieve the monitoring of body tem-
perature, blood pressure, EMG, and pulse during human
exercise. The adaptive dynamic programming (ADP) data

theoretical algorithm is applied in this human physical exer-
cise monitoring system to fuse the physiological parameters
obtained from the multisensors in the sensing layer of the
system to realize the monitoring and judgment of the user’s
physical exercise condition.

2. Current Status of Research

With the rapid development of science and technology,
there have been great advances in electronic technology,
wireless communication technology, and biosensor moni-
toring. Health monitoring devices are developing towards
integration, intelligence, multifunctionality, and portability
[7]. The new health monitoring equipment has more com-
prehensive functions and monitors a wider range of human
physiological parameters, and the structure and size of the
whole equipment are more miniaturized. The core idea of
the Bayesian filtering algorithm is to calculate the corre-
sponding probability value according to the input data of
the known sensor. According to the uncertainty of sensor
measurement, it is expressed as conditional probability. Each
sensor is estimated by Bayesian filtering, and finally, the cal-
culated probability is calculated. The distribution combines
a joint posterior probability distribution function. At this
stage, the existing portable intelligent monitoring devices
are mainly intelligent bracelets and intelligent clothing. A
smart clothing company in Shenzhen, China, has developed
a new type of smart clothing. This kind of clothing uses a
self-developed flexible sensor, which has many different
functions and soft models and can have certain deformation
and other advantages [8]. It also has bioelectricity, pressure,
and other sensor functions and can transmit bioelectric sig-
nals, pressure values, and respiratory frequency signals gen-
erated by human activities and obtain resting ECG/heart rate
data, body posture parameters, and respiratory rate parame-
ters. It can view the data via a mobile app and what measures
should be taken for the current situation.

A smart company has developed a range of smart exer-
cise clothing, with different kinds of clothing having differ-
ent functions. Some garments can keep the body at a
constant temperature, while others can make working out
safer and reasonably efficient [9]. It also connects to your
phone via Bluetooth and gives a more reasonable fitness plan
based on data analysis. At present, smart monitoring equip-
ment still has some shortcomings that need to be resolved,
such as relatively high cost, short battery life, poor adaptabil-
ity, and relatively simple functions and appearance struc-
tures [10]. Both can be made into the human body daily
clothes to wear, can also be made into jewelry, and can also
be made into smart helmets, smart glasses, and many other
types. At present, manufacturers domestically and interna-
tionally have been using a variety of advanced technology
to develop more advanced wearable clothing to meet the
requirements of people’s use.

The process of information processing is a core part of
multisensor physical exercise monitoring through actual
data reception, data processing with comparative analysis
with existing knowledge and experience, and rational output
results based on all acquired information [11]. Currently,
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there are algorithms for information fusion such as fuzzy
algorithms, neural networks, mutual correlation algorithms,
and specific relational equations. The neural network algo-
rithm is considered one of these information fusion algo-
rithms with better accuracy in multisensor fire detection
and is widely used by people in various fields. Compared
with the traditional single sensor, these processing methods
have obvious essential differences in the processing methods
of the detection signal. It is now more common to classify
according to the processing level and level of fusion, which
is divided into three levels: information layer fusion, feature
layer fusion, and decision-making layer fusion. Neural net-
works are a class of physiologically based intelligent bionic
models that simulate the working principles of the human
brain to deal with problems, consisting of a large number
of processing units in a nonlinear adaptive dynamic system
with good self-adaptability, self-organization, and strong
learning, associative fault tolerance, and anti-interference
capabilities [12]. The advantages of this technology are
reflected in the fields of pattern classification recognition
and nonlinear curve fitting. The neural network is a research
hotspot in the field of artificial intelligence development.
When the neural network is applied to multisensor data
fusion, the first step is to select a suitable neural network
model, and the selection criteria are the requirements of
the fusion system and the characteristics of the sensors,
including the topology of the network, neuron characteris-
tics, and learning rules [13]. It is also necessary to establish
connections between the input and sensor information and
between the output and the system decision and then deter-
mine the assignment of weights based on the acquired sen-
sor information and the corresponding system decision
information to complete the training of the network [14].
When the sensor is accurate, we can correctly determine
the health of the human body. If the accuracy of the sensor
is insufficient, it will greatly affect the recognition of the
human health and may even cause undesirable conse-
quences. Therefore, special attention should be paid to the
accuracy and stability of the sensor. After training the neural
network which can then participate in the actual fusion pro-
cess, the data obtained from the sensors are first processed
appropriately by the process and then used as the input to
the neural network, which is processed by the neural net-
work and finally sent to the processing to interpret it as
the system-specific decision behavior; the BP neural network
is currently the most widely used network. Many researchers
are currently working on neural networks in the field of mul-
tisensor data monitoring with satisfactory results.

3. Design of a Physical Exercise Monitoring
System with Multisensor Information Fusion

3.1. Design of a Multisensor Physical Exercise Monitoring
System. In the multisensor information system, the multisen-
sor information has a variety of manifestations, huge informa-
tion capacity, complex correlations between various types of
multisensor information, and high requirements for the time-
liness of information acquisition and processing, which
requires an effective method to collect and process multisensor

information acquired by multilevel sensors in the multisensor
system, and through the coordination and performance com-
plementarity amongmultisensors, to quickly and effectively to
derive a comprehensive and correct understanding of the sur-
veillance (detection target) object [15]. The research design of
this paper is a monitoring system of human physiological
parameters for physical exercise, which is mainly used for
real-time monitoring of physical exercise in the daily life of
families and individuals and real-time feedback of the physio-
logical parameters of human movement. After an in-depth
understanding and study of the functions to be achieved and
the technical theoretical knowledge required, the overall struc-
ture and functions of the system are systematically designed
and studied. The system is divided into three parts: informa-
tion acquisition, information judgment, and information dis-
play as shown in Figure 1.

The system establishes a hardware architecture based on
a Wi-Fi network, uses an embedded Wi-Fi microcontroller
as the processing core of the system, and uses Java program-
ming language to design and develop a software application
platform for the remote health monitoring systems. The sys-
tem detects four basic physiological parameters of the
human body: pulse, heart rate, blood pressure, and body
temperature from multiple information sources, and com-
bines the concept of data fusion to give a judgment of
whether the human body is in a healthy state. At the same
time, the system also designs the functions of remote real-
time monitoring of body indicators, intelligent heart rate
monitoring and first aid, and automatic storage of health
data according to actual needs [16]. Excessive sweating and
insufficient rehydration can also lead to dehydration and
affect health. In the case of heavy sweating, conditions such
as thirst, oliguria, fatigue, muscle cramps, and heat cramps
may occur. In severe cases, symptoms of heat stroke may
occur and may even be life-threatening. Data on basic
human physiological parameters of the user (pulse, EMG,
blood pressure, and body temperature) are collected through
wearable devices that are in contact with the body. After
obtaining the data, they are sent to the processor and simply
classified. The various physiological indicators of the user
collected by the human body indicator sensor collection ter-
minal are processed by the Wi-Fi module and then uploaded
to the server in real time through the Wi-Fi wireless net-
work; i.e., in this system, the Wi-Fi module acts as both
the communication module and the only processor in the
system. To address the binding and identification of data
information, a unique ID is assigned to each registered user
on the server side, and users can view their information
related to this vital sign signal through the smart mobile
terminal-based app. If the physiological indicators are out
of the preset range, the system will display the correspond-
ing alarm information and the alarm will be automatically
alerted. At this time, the user can choose to store the abnor-
mal physiological indicator information in the database for
future analysis.

xm −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 +m2

p

xm
≤ e: ð1Þ
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This paper discusses a multilevel multisensor information
acquisition system, which mainly completes the collection and
acquisition of detection data from radar sensors, photoelectric
sensors, and ground sensors, and performs the necessary data
preprocessing. The multisensor information acquisition sys-
tem is the basis for application-specific surveillance informa-
tion systems for fusion processing, information monitoring,
and information dissemination, providing them with raw sur-
veillance data information. The information quality provided
by multilevel multisensor directly affects the quality and per-
formance of multisensor information fusion output. Multisen-
sor systems in surveillance information systems are often
covered according to partitions, which form multisensor
information acquisition systems. Multilevel multisensor sys-
tem partitioning is shown in Figure 2.

A fiber optic radiation temperature sensor can be used to
measure the body temperature signal and output the AD value
of the measured body temperature. A fiber optic absorption
probe has the obvious advantages of small size, high accuracy,
small interaction with the electromagnetic field, and high sen-
sitivity, but the measurement range is relatively narrow.
Because the measurement of a specific part of the human body
can be obtained from this part of the human body tempera-
ture, the measurement range has small impact on the accurate
measurement of body temperature, so you can choose the fiber
optic radiation temperature sensor to measure body tempera-
ture. Since the fiber optic diameter is small and malleable,
multiple probes can be used to measure body temperature in
different parts of the body, constituting a multisource temper-
ature measurement system. The body temperature acquisition

module is selected from Huaqiang Electronics manufacturer’s
V1.1 body temperature acquisition sensor [17]. After compar-
ing with other sensors in terms of accuracy, stability, size, sen-
sitivity, and other aspects, this temperature acquisition
module has certain advantages. The operating characteristic
of this temperature acquisition module is that the voltage
decreases as the temperature increases. The typical feature of
this acquisition module is that it is sensitive to temperature
and can be accurate to two decimal places, which is especially
suitable for small changes in the human body temperature
range under the influence of various conditions, and the tem-
perature range is exactly in line with the human body temper-
ature range. This section conducts an overall test of the
physical exercise system and compares the stability, reliability
of the system, and the accuracy of the physiological data col-
lected by the system. Using the nonlinear fitting ability of neu-
ral network, through the nature of the data correlation
between sensors in the multisensor system, the accurate pre-
diction value is used to diagnose whether the sensor is faulty
and the fault location and to repair the data of the faulty sen-
sor. The linear range of voltage change is 30-4 degrees/voltage
2.127-1.193V, and the temperature characteristic curve is
shown in Figure 3.

Pulse check is an auxiliary test used to check the nor-
mal functional status of the circulatory system. The human
circulatory system is responsible for transporting various
nutrients and waste products in the body, and the blood
acts as a carrier in a never-ending work. During the cardiac
cycle, periodic pulses of dilation and vascular return occur
because of alternating ventricular systole and diastole. The
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Figure 1: Structure flow of the physical exercise monitoring system.
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pulse rate changes significantly when the body is in poor
condition, especially when critically ill. Changes in the
pulse rate are also used by doctors as an important indica-
tor in the diagnosis of a condition. A pulse check includes
the examination of the rate, rhythm, strength, and wave-
form of the pulse. In this article, the pulse test uses a pulse
sensor to detect the pulse and output a digital signal value.
The probe of the sensor is applied to the skin surface where
the arterial beat is strong and a certain pressure is applied.

The micropressure material in the probe picks up the pres-
sure signal of the pulse beat, and an electrical signal change
is generated, which is first amplified and then processed by
the adjustment circuit to obtain the complete waveform of
the pulse beat, which further gives a set of pulse signals
synchronized to the pulse beat. Piezoelectric and piezoresis-
tive pulse sensors are mainly used in clinical applications
for the pathological analysis of cardiovascular diseases such
as atherosclerosis.
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Figure 2: Schematic diagram of the partitioned coverage of a multisensor system.
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3.2. Multisensor Data Fusion Processing. Data preprocessing
is an important prerequisite for multisensor data fusion.
Due to the relatively large variation in the range of varia-
tion of various physiological parameters during exercise,
unprocessed raw data from sensors often have missing data,
misleading data, data not in line with common sense, and
other problems, resulting in data analysis being not easy.
To analyze the data reasonably, we usually must perform
preprocessing operations on the raw data to normalize the
raw sensor data. The specific applications of multisensor
information fusion technology in the military field mainly
include marine surveillance and air-to-air and surface-to-
air defense systems. The marine monitoring system mainly
detects, tracks, and identifies military targets. Air-to-air and
surface-to-air defense systems mainly detect, track, and
identify enemy aircraft, missiles, and air defense weapons.
After normalization of the original data, the data will be
stored in plain text form after preprocessing, which is con-
venient for subsequent programming. The multisensor
information is collected through the multisensor data col-
lection interface, and the collected multisensor information
is distributed to the upper-level monitoring center using the
multisensor information distribution service, thus complet-
ing a system with two or more levels of multisensor infor-
mation collection. The types of multisensor information in
the system mainly include radar information, optoelec-
tronic information, ground sensor information, and naviga-
tion and positioning information, and the multisensor
information acquisition system acquires various types of
multisensor information in real time by adapting different
types of sensor acquisition interfaces, as shown in Figure 4.

For the “surveillance information system + RS + GPS +
GIS,” the core problem of research and solution is that it
should make full use of the complementary or redundant
multisensor in the time and space domain to carry out the
relevant coordination, data processing, and synthesis of mul-
tisource information. There is no clear boundary between
various sensor information sources, multisensor systems,
integrated situational systems, information fusion, and aux-
iliary decision support systems in the whole surveillance
information system, and there is information coupling and
feedback between various systems [18]. Therefore, the mul-
tilevel multisensor information acquisition system can
obtain two or more levels of multidimensional surveillance
target information. At present, in this field, multisensor
information fusion technology is mainly used to fuse the
information collected by each sensor in the smart car, to
determine the road position, the roadblock ahead, the speed
limit, and other information of the smart car, and then,
according to the information in the system, the correspond-
ing rules can realize autonomous driving of smart cars.

y xi
� �

= v0′ − 〠
n

i=1
κi x

i� �2
: ð3Þ

In the target environment, a single sensor can only cap-
ture a certain type of information of the target environment
and cannot form a complete description of the target envi-
ronment. And the information fusion mode of a single sen-
sor is also relatively low level, simply imitating the process of
processing primary information in the human brain, and
cannot extract the effective information needed for the target
environment. With heterogeneous multiple sensors, the type
of information collected for the target environment is differ-
ent due to the different sensor types. Therefore, this rich
source of information and information collection is followed
by a multisensor information fusion technique that can
more fully extract the valid information in the target envi-
ronment, resulting in a more comprehensive and accurate
description of the target environment. Each multisensor
information fusion mode has its advantages and disadvan-
tages. The multisensor data fusion algorithm is applied to
the monitoring and analysis of the effect of physical exercise,
a variety of human exercise physiological parameters are col-
lected through the multisensor data network, and the col-
lected human physiological parameters are subjected to
data fusion calculation, and finally, the physical exercise
effect is obtained. For example, the data-level fusion mode
has the advantage of a more comprehensive amount of orig-
inal information, which is what feature-level fusion lacks,
and the less computational information processed by
feature-level fusion is also an advantage that data-level
fusion does not have. Therefore, in the process of fusing spe-
cific target environment information in specific application
areas, the advantages and disadvantages of each mode can
be combined and different multisensor information fusion
algorithms can be used flexibly at different levels, thus
improving the ability to accurately describe the target
environment.

Tracking of moving objects requires filtering out noise in
noise-containing data and minimizing or even eliminating
the effect of noise on the tracking system to obtain an opti-
mal estimate of the target’s motion state. The Kalman filter-
ing algorithm is the most classical and commonly used
target tracking filtering algorithm, if the tracking system sat-
isfies the linear and Gaussian white noise condition, using
the minimum variance criterion to estimate the tracking
object motion state recursive processing method. The Kal-
man filter algorithm not only calculates the optimal estimate
of the tracking object’s motion state at a given moment but
also calculates the error covariance matrix. A theoretical
framework for optimal tracker design is provided for track-
ing problems with known target system equations and
observation equations. The method of tracking the measure-
ment data of a single sensor can no longer meet the increas-
ing requirements. People have begun to explore the
comprehensive utilization of the measurement data of mul-
tiple sensors to maximize the extraction of useful informa-
tion contained in the measurement data to achieve
tracking of moving targets. However, practical target track-
ing systems are often nonlinear, and the traditional Kalman
filtering algorithm cannot handle nonlinear tracking prob-
lems well. The nonlinear filtering of target tracking, i.e., the
estimation of the posterior probability distribution of the
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moment state under the observation sequence condition, is
expressed by the formula, where the optimal method to deal
with the nonlinear tracking filtering problem is to obtain the
posterior probability distribution of the target motion state;
however, obtaining the exact posterior probability distribu-
tion requires a large amount of data, which cannot be real-
ized in the practical application system, and some
suboptimal approximation methods which have been pro-
posed for these commonly used nonlinear target tracking fil-
tering algorithms are discussed below.

ck =
ð
p zk+1 xkjð Þp x1:k+2 zkjð Þd, k = 1, 2,⋯: ð4Þ

Many classical filtering and fusion ideas originate from
Bayesian filtering methods, such as particle filtering, Kalman
filtering, and other algorithms which are specific implemen-
tations of Bayesian filtering algorithms. Multisource infor-
mation fusion technology, by collecting multiple
information sensors to confirm different sensor systems
multiple times, can be more conducive to improving the reli-
ability and detection capabilities of the sensor system; it is
conducive to improving the quality and credibility of the
system detection data and information degree and is condu-
cive to improving the system’s ability to perceive specific
data and data logical reasoning, speed up the accuracy and
response speed of the system, and improve the detection
reliability of the system. The core idea of the Bayesian filter-
ing algorithm is to calculate the corresponding probability
values based on known sensor input data, represent the
uncertainty of sensor measurements in terms of conditional
probabilities, make Bayesian filtering estimates for each sen-
sor, and finally synthesize the calculated probability distribu-
tions into a joint posterior probability distribution function.

The environmental features detected by the prior model are
characterized by computing the sensor fusion weights
derived from the distribution function. Bayesian filtering is
characterized by the fact that all estimates are based on
probability distributions rather than specific values, and
the goal of the Bayesian filtering algorithm is to combine
the state probability distributions of the previous moment
to estimate the current moment state quantities based on
the control and observation model. Also, Bayesian filtering
is a general term for a large class of methods, an abstract
expression, and a concrete implementation of the Kalman
filter fusion algorithm. The Kalman filter algorithm is based
on the prerequisite that an accurate mathematical model is
known. At this stage, the fast-paced daily life, work, and
increased psychological pressures of most Chinese young
people have caused most Chinese young people’s bodies to
be in a subhealthy state and have some common chronic dis-
eases. If this goes on, they will not strengthen physical edu-
cation. With exercise and effective prevention, the physical
condition of young people will get worse and worse, which
is not conducive to the development of society. However,
building accurate mathematical models for nonlinear target
tracking systems is difficult. In practical target tracking sys-
tems, it happens that the target state model and observation
model do not match the actual system, which is a case of
partial prior knowledge uncertainty of the target model from
the estimation theory point of view. To solve the problem of
mismatch between the mathematical model established in
the target tracking system and the actual system, the adap-
tive Kalman filtering algorithm is generated. Adaptive Kal-
man filtering uses the information carried by the newly
acquired measurement data to change the Kalman gain
matrix and the system noise of the target tracking problem
online to seek an approximation of the optimal filtering
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Figure 4: Network structure model of multilevel multisensor information acquisition system.
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and to solve the mismatch between the system modeling and
the actual motion of the target.
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Multisensor is the basis of information fusion, multisen-
sor information is the object of processing of information
fusion, and integrated processing is the core of information
fusion; multisensor information fusion is performed by
combining the advantages of multiple single sensors, reason-
ably mining the use of the detected fire characteristic infor-
mation and fusing the spatially and temporally
complementary or redundant information according to cer-
tain criteria to obtain a unified conclusion about the
observed object. Information fusion can be classified by its
fusion structure, algorithms, techniques, etc. [19]. The neu-
ral network is a research hotspot in the field of artificial
intelligence development. When the neural network is
applied to multisensor data fusion, the appropriate neural
network model must first be selected. The selection criteria
are the requirements of the fusion system and the character-
istics of the sensor, including the network, the topological
structure, neuron characteristics, and learning rules etc. At
the same time, it is also necessary to establish a connection
between input and sensor information and between output
and system decision-making and then determine the distri-
bution of weights according to the acquired sensor informa-
tion and corresponding system decision-making
information to complete the training of the network. There
are clear and fundamental differences in the way these pro-
cessing methods treat the detection signal compared to tra-
ditional single sensors. Nowadays, it is more common to
classify them by the level and hierarchy of processing of
fusion, which is divided into three levels: information-level
fusion, feature-level fusion, and decision-level fusion. The
information fusion level system focuses on how to analyze
and process the multisensor detection information at differ-
ent processing stages. The higher the fusion level, the less
detail is required for the original information, but the corre-
sponding level of abstraction is also higher.

K X1,X2ð Þ = XT2

1 , X2
� �h iℓ

: ð6Þ

Time synchronization of different sensors in the multi-
sensor fusion process is very important, but the basis of time
synchronization is to ensure that each sensor uses the same
clock source and the information to be collected in the same
moment of data. Because the sensor clocks used generally
have drift errors and each clock source has a different drift,
initial moment timestamp alignment is required in the mul-
tisensor fusion process, but with a period of operation, the

aligned timestamps will still be misaligned by drift. The
timestamp synchronization method used in this thesis is to
design a hardware pulse generator to unify the trigger pulses
of all sensors, and each pulse trigger can correct and elimi-
nate the clock source drift, as shown in Figure 5.

4. Performance Results of a Multisensor
Physical Exercise System

The importance of body temperature to the human body is
self-evident, and special attention should be paid to the
monitoring of human body temperature when monitoring
the health condition of the human body. When the system
is running, check that the whole system is in normal connec-
tion, open the upper computer software interface, and sup-
ply power to the whole system. In the port setting interface
of the upper computer LabVIEW, select the COM port and
baud rate values to ensure that the Arduino is successfully
connected to LabVIEW. The user enters information such
as name, gender, age, mobile phone, landline, and notes in
the information input interface, places the sensor on the
appropriate acquisition site, and clicks start, and the system
collects and reads the data and displays the acquired data
and waveform graph in the data display interface. The data
analysis interface will show the specific situation of human
health. When detecting the body temperature signal, a fiber
optic radiation temperature sensor can be used to measure
the body temperature signal and output the AD value of
the measured body temperature. The optical fiber absorption
probe has obvious advantages such as small size, high accu-
racy, small interaction with electromagnetic fields, and high
sensitivity, but the measurement range is relatively narrow.

By testing the overall operation of the system, the test
obtained that the system can operate stably and continu-
ously, indicating that the system is normal. After that, the
stability and accuracy of the sensors are tested. The accuracy
and stability of the sensor are extremely important for the
whole health monitoring system. When the sensor measure-
ment is accurate, we can correctly determine the health of
the human body; if the accuracy of the sensor is not enough,
it will greatly affect the identification of human health condi-
tions and may even cause adverse consequences. Therefore,
special attention should be paid to the accuracy and stability
of the sensor. Body temperature usually refers to the internal
temperature of the human body. In daily life, mercury ther-
mometers are commonly used to measure the axillary body
temperature, which is normally in the range of 36-37 degrees
Celsius. Body temperature is susceptible to various internal
and external factors, so body temperature can vary slightly
within the normal range, usually by no more than 1 degree
Celsius, and this change is not harmful to human health.
Due to the relatively large variation range of various physio-
logical parameters during exercise, the unprocessed raw data
of the sensor often appears: data missing, disordered data,
and data inconsistent with common sense, which makes
data analysis difficult. To analyze the data reasonably, we
usually need to preprocess the raw data to standardize the
raw data of the sensor. For example, in a physiological state,
the body temperature is at a low value in the morning and
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will rise slightly in the afternoon. Suddenly entering a hot
environment or emotional stress can also cause a slight
increase in body temperature. There are also slight differ-
ences in body temperature by age; for example, children
have a slightly higher body temperature compared to adults,
while older people have a slightly lower body temperature.
The relative constancy of body temperature is one of the
important basic conditions for maintaining normal life
activities in the human body.

The information revealed by the human heart rate reflects
the health of the human heart. The heart rate is the number
of times the heart beats in a minute, and there are two different
states. Quiet heart rate is the size of the human heart rate when
in a quiet state, and the normal adult heart rate value range is
generally 60-100 beats. The maximum heart rate of a person
refers to the maximum number of times the heart beats in a
minute. The heart rate of adults is generally between 60 and
100 times/min, most people are in the 60-80 times/min, and
women generally have faster heart beat than men; for children,
the heart rate may be higher generally in the 100 times/min or
more; for the elderly due to the aging of the body organs, the
heart rate will have a certain degree of reduction. It can be seen
in heavy physical work for long periods and athletes. Athletes
have a slower heart rate than the average adult, typically around
50 beats per minute. In the quiet state, there are some differ-
ences in the heart rates of adults and athletes, as shown in
Table 1.

Most of the sweat is water, and this also contains min-
erals such as sodium, potassium, chloride, magnesium, cal-
cium, and phosphorus. The Kalman filter algorithm can
not only calculate the optimal estimation of the motion state
of the tracking object at a certain moment but also calculate
the error covariance matrix. It provides a theoretical frame-
work for optimal tracker design for the tracking of known
target system equations and observation equations. The
most ions in sweat are sodium and chloride, with some

amount of potassium and calcium ions also present. People
sweat a lot during some strenuous physical activity, and it
is mainly sodium ions that are lost with sweat. The body
relies on sodium and chloride ions to regulate fluids and
body temperature, and these two ions are important to the
body. Although sweating is a physiological regulation, heavy
sweating and insufficient rehydration will also lead to dehy-
dration and affect your health. A relatively large amount of
sweating may produce conditions such as thirst, low urina-
tion, fatigue, muscle cramps, and heat cramps. In severe
cases, symptoms of heatstroke may occur and may even be
life-threatening [20]. When the body exercises vigorously,
it also loses large amounts of mineral ions after losing large
amounts of sweat. The pH balance in the body is then
affected to some extent, the pH level changes and the body’s
sweat ratio is lower than normal. The importance of sweat
for the human body cannot be overstated, and it also reflects
the health of the body to some extent. The measurement of
human health can also be done by collecting and monitoring
the sweating of the body and the ion concentration of sweat.
The ion concentration in human sweat also reflects some of
the health information of the human body, as shown in
Figure 6.

This section provides an overall test of the physical exer-
cise system, comparing the stability and reliability of the sys-
tem as well as the accuracy of the physiological data
collected by the system. The nonlinear fitting capability of
the neural network is used to diagnose whether a sensor is
faulty and the fault location by the nature of data correlation
between sensors in a multisensor system using accurate pre-
dictive values and repairing the data from the faulty sensor.
The role of the BP neural network in the sensor fault diagnosis
structure proposed in this chapter is to fuse the correlation
data between individual sensors, and the fault diagnosis relies
on the prediction value errors of these fusion models to deter-
mine the fault of the system and to recover the faulty sensor
data. For the three typical forms of sensor faults detected by
the simulation experiments, the data fusion sensor fault diag-
nosis model proposed in this paper can accurately detect the
faults and remedy them effectively, which proves that such a
sensor diagnosis model is effective. It ensures that the system
can operate continuously and stably in actual use, the mea-
sured physiological data are accurate and reliable, and the
human exercise physiological parameters obtained after multi-
conditional judgment are correct.

The average value of the athlete’s reaction to action is
46.82ms. The IAAF’s starting reaction limit is 100ms. The
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Figure 5: Multisensor time synchronization comparison
schematic.

Table 1: Heart rate in different exercise states.

Status Kids Females Male The elderly

Normal 99 77 100 90

Slow walking 102 73 92 55

Rush walking 110 85 70 74

Jogging 96 94 81 57

Running 96 75 66 73

Vigorous exercise 100 66 80 50
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average value of the athlete’s reaction to action accounts for
46.82% of the starting reaction limit. The starting reaction
limit includes the reaction to action, so the error of judging
whether an athlete fouls a foul is also 46.82%. Athlete’s reac-
tion to action has an important influence on whether the
athlete’s starting reaction exceeds the limit and fouls. When
reacting to the action, the fastest is the 8th track in the men’s
100m final with a time of 15ms, and the slowest is the 4th
track in the first group of the men’s 200M preliminaries
with a time of 143ms; the difference between the two is
128ms. This shows that under the current electronic starting
monitoring system, if the actual reaction time of two athletes
is the same, then the first reaction time is 128ms faster than
the latter’s starting reaction time. Therefore, under the same
conditions, the former has a starting reaction time compared
to the latter. The possibility of overlimit fouls has increased
significantly.

5. Results of Multisensor Information
Fusion Applications

Multisensor information fusion has a wide range of applica-
tions, and its specific applications in the military and civilian
domains are briefly described below. In the military field,
certain geographic locations or military activity areas are
restricted by various factors, making it impossible for mili-
tary personnel to make accurate judgments about the target
environment. The emergence of multisensor information
fusion technology is a good solution to this dilemma. Apply-
ing multisensor information fusion technology to this field
can achieve accurate detection, precise positioning, tracking,
and identification of the target environment, thus providing
military commanders with more reliable battlefield informa-
tion for effective judgment of the next military operation.
The specific applications of multisensor information fusion

technology in the military field are mainly marine surveil-
lance, air-to-air and ground-to-air defense systems, etc.
The ocean surveillance system mainly detects, tracks, and
identifies military targets. The air-to-air and ground-to-air
defense system mainly detects, tracks, and identifies enemy
aircraft, missiles, and air defense weapons. At present, the
main applications of sensors include marine defense, anti-
submarine warfare, detection of stealth aircraft, artillery,
electric warning, tracking enemy military actions, and pre-
venting biochemical attacks as shown in Figure 7.

Multisensor information fusion technology is mainly
used to fuse and reason with the information collected from
video sensors, sound sensors, etc. in the robot and then com-
bine it with the robot’s own implanted operating program to
perform the target task to complete the prespecified work in
the field of intelligent transportation. At present, in this field,
multisensor information fusion technology is mainly used to
fuse the information collected from each sensor in the smart
car, to determine the road location, roadblocks ahead, speed
limits, and other information of the smart card, and then
realize the autonomous driving of the smart card according
to the corresponding rules in the system [21]. Multisensor
information fusion technology is mainly through the infor-
mation collected by infrared sensors, microwave sensors,
etc., to detect the location of the hidden weapons or drug sit-
uation fusion analysis and finally get the fusion results to
determine the site conditions. At the same time in this field,
multisensor information fusion technology can also be an
effective fusion of the information collected from the face,
fingerprints, voice, etc., to improve the identification and
authentication of the suspect, greatly improving the effi-
ciency of crime-solving.

In the past medical diagnosis, surgeons often used visual
inspection, thermometers, or stethoscopes to aid in diagno-
sis. More advanced and effective medical sensing
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technologies have now emerged, such as ultrasound imag-
ing, localization, and identification of tumors. The use of
information collected by these sensors and the effective
fusion of this information has made modern medical diag-
nosis much more accurate and efficient.

6. Conclusion

Internet of Things (IoT) technology is rapidly booming and
has become a newly developed norm in the process of mod-
ern people achieving information management in their daily
lives. The integration of Internet data applied in wireless
medical and health services is also increasing. Due to the
high intensity of life and work pressure in modern society,
people have less and less time to participate in physical exer-
cise, and increased people are in a subhealthy or even
unhealthy state. Therefore, how to carry out physical exer-
cise scientifically and effectively is gaining increased atten-
tion. In this paper, we propose to apply the multisensor
data fusion algorithm to monitor and analyze the effect of
physical exercise and collect multiple human exercise phys-
iological parameters through a multisensor data network
and calculate the collected human physiological parameters
by data fusion to finally derive the effect of physical exercise.
Data fusion technology is a hotspot of research and attention
in the field of multisensor target tracking, and multisensor
target tracking data fusion technology has a broad develop-
ment prospect. In general, it seems that there are still many
problems that need to be studied. In this paper, for the pro-
posed multilevel multisensor information acquisition solu-
tion, a three-level information acquisition system from the
front-end multisensor to the monitoring station, the surveil-
lance subcenter, and the surveillance center is realized by
successively simulating access and accessing multisensor

information. Finally, a demonstration and verification envi-
ronment was built according to the system testing require-
ments, and the system testing was completed to
demonstrate the software operation effect. The experimental
results show that the system design is reasonable and feasi-
ble, and the software and algorithm research results are
effectively usable, which solves the problems of multisensor
information acquisition interface diversity and is not easy
to expand in multilevel surveillance and achieves the pur-
pose of the research. The research in this paper is only an
initial phase of work, and many aspects deserve deeper
research and improvement. At the same time, the research
work in this paper is only a part of multisensor target track-
ing data fusion, which needs to be further improved in
future research work.
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In this paper, we use machine learning algorithms to conduct in-depth research and analysis on the construction of human-
computer interaction systems and propose a simple and effective method for extracting salient features based on contextual
information. The method can retain the dynamic and static information of gestures intact, which results in a richer and more
robust feature representation. Secondly, this paper proposes a dynamic planning algorithm based on feature matching, which
uses the consistency and accuracy of feature matching to measure the similarity of two frames and then uses a dynamic
planning algorithm to find the optimal matching distance between two gesture sequences. The algorithm ensures the
continuity and accuracy of the gesture description and makes full use of the spatiotemporal location information of the
features. The features and limitations of common motion target detection methods in motion gesture detection and common
machine learning tracking methods in gesture tracking are first analyzed, and then, the kernel correlation filter method is
improved by designing a confidence model and introducing a scale filter, and finally, comparison experiments are conducted
on a self-built gesture dataset to verify the effectiveness of the improved method. During the training and validation of the
model by the corpus, the complementary feature extraction methods are ablated and learned, and the corresponding results
obtained are compared with the three baseline methods. But due to this feature, GMMs are not suitable when users want to
model the time structure. It has been widely used in classification tasks. By using the kernel function, the support vector
machine can transform the original input set into a high-dimensional feature space. After experiments, the speech emotion
recognition method proposed in this paper outperforms the baseline methods, proving the effectiveness of complementary
feature extraction and the superiority of the deep learning model. The speech is used as the input of the system, and the
emotion recognition is performed on the input speech, and the corresponding emotion obtained is successfully applied to the
human-computer dialogue system in combination with the online speech recognition method, which proves that the speech
emotion recognition applied to the human-computer dialogue system has application research value.

1. Introduction

In recent years, with the storm of artificial intelligence
sweeping through, intelligent technologies have emerged in
various fields, and the innovation of human-computer inter-
action has also received the attention of many scholars,
many of whom have begun to research and design more nat-
ural ways of human-computer interaction. And human
interaction methods used to transmit information have been
many elementalized, but the most basic ways are dialogue,
eyes, body movements, etc. They are the most natural inter-
action methods formed by humans in social development,

and they are also the most consistent with human behavioral
habits. Thus, speech and gesture are widely recognized by
scholars as important means of natural human-computer
interaction. And as an older interaction method than speech,
the human gesture is relatively simple and can be better
understood by computers compared to the complexity of
speech. The use of manual gestures in human-computer
interaction has been researched and developed over a long
period [1]. Human-computer interaction systems and dia-
logue systems are service-oriented systems that directly use
voice for interaction. With the gradual maturity of HCI sys-
tems and the gradual application of speech emotion
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recognition in people’s lives, there is a more urgent need to
make machines intelligent to understand human emotions
[2]. The intensities of the peaks and valleys of the spectrum
are estimated by the average values of the small neighbor-
hoods near the maximum and minimum values, rather than
the exact maximum and minimum values.

The application of speech emotion recognition to the
human-computer dialogue system, on the one hand, can
make the dialogue system through the human voice as input
and understand the emotion it contains and communicate
with humans rich in emotion, giving human-computer dia-
logue system humanized and intelligent interaction charac-
teristics [3]. On the other hand, medical service systems,
call centers, car systems, and other applications based on
speech emotion recognition systems can help people to
improve the efficiency of work and efficiently solve the prac-
tical problems encountered by people. Therefore, speech
emotion recognition has an important theoretical research
value and its application research value in human-robot
interaction. Humans and robots use force control to achieve
like curtain wall installation work. Besides, human-robot
collaboration technology is also applicable to the field of
medical rehabilitation, such as limb rehabilitation training
for some patients with cerebral thrombosis or some other
limbs that need to be recovered [4]. Due to the increasing
emergence of aging countries, robots that assist in the lives
of the elderly have emerged to facilitate the care of these
elderly people. Various entertainment robots are beginning
to use new human interaction methods to appeal to the cus-
tomer base [5]. Robotics-related technologies have gradually
started to enter the world of common people and into the
lives of most people close to them. Because of this, our
requirements for robots are becoming increasingly stringent.
Due to the close contact between humans and machines, the
contact method must be stable and safe, and it is better to
have certain self-help recognition ability so that it can
respond in time to emergencies and ensure reasonable, effec-
tive, and safe interaction between humans and machines.

Hand gesture recognition is based on human hand
movements; the human hand is very flexible; according to
the change of gestures to simulate the image or syllables to
form a certain meaning or words, it is a body language
between people and communication and exchange of ideas
and is “an important auxiliary tool of audible language,”
for the hearing impaired and other specific. For people with
hearing impairment, it is the main communication tool and
has a wide range of applications and prospects [6]. In indus-
trial production, robot teaching is a tedious and complex
task, and controlling robot movement through gestures can
simplify the process of teaching and operating industrial
robots, which is of great value. This can make the classifica-
tion process simple and can get good classification perfor-
mance. It is relatively simple to extract frames through a
fixed extraction frequency or interval, and it is a commonly
used method in video retrieval. With the emergence of
Kinect body-sensing devices, its sensitive body-sensing tech-
nology can obtain the depth image of the human body,
through gesture recognition, to understand the ideas of the
operator, to effectively operate some industrial equipment

to carry out and learn through gesture signaling to teach
the robot how to move. In this way, it can ensure the safety
of carrying out some dangerous work, reduce the risk factor,
simplify the number of operations, and improve
productivity.

In Section 2 of this paper, the relevant research and
research background of this paper are introduced. Section
3 describes the machine learning algorithm used in this
paper. Section 3 constructs the human-computer interaction
system, Section 4 analyzes the results of this paper, and Sec-
tion 5 concludes the paper.

2. Related Work

There have also been many achievements in the application
and control of robotic human-robot interaction; for exam-
ple, Active Media Robotics’ Centibots, related to robot orga-
nization, task assignment, and other technologies, have
grown to teams of more than 100 robots choreographed to
work together in the military field of reconnaissance, track-
ing and mapping through real-time control [7]. Many sys-
tems based on the various functions of this body-sensing
device have been developed by developers. For example,
body language recognition is done based on some basic
image processing techniques to discriminate the movements
of the human body detected by the camera [8]. In traditional
gesture recognition systems, many technical difficulties for
segmenting and locating hand positions have not been
solved, and the systems have poor real-time performance
and low robustness and basically cannot capture gestures
and output correct results in real time, so until the emer-
gence of body-sensing systems, traditional gesture systems
still can only do rough recognition [9]. As an early human
interaction method, gestures are still widely used as a com-
munication tool. In the long social practice, hand gestures
constantly update their specific meanings and can express
human thoughts more vividly due to the good flexibility of
the hand. Therefore, with the continuous development of
artificial intelligence, gesture recognition has gradually been
combined with machine devices and becomes one of the
effective ways for computers to understand human lan-
guage [10].

From the current robot interaction methods, most of the
research only focuses on a single perception mode, which
firstly limits the diversity of robot interaction means and
contents and secondly makes the interaction process single
and tedious and the interaction experience poor [11]. There-
fore, how to fuse multimodal perceptual information to pro-
vide faster, more efficient, and more diverse interaction
experiences is one of the current research hotspots [12].
The sixth generation of robots integrates three new sensory
categories of the cosensory model of dialogue engine, full-
duplex speech, and real-time vision. In the test site, Xiaobing
can conduct real-time parallel interaction through vision
and speech, and visual information and speech information
are associated and shared in real-time during the interaction
process [13]. Multiple interaction methods complement and
integrate to form a complete interaction system. The gesture
interaction technology is through the camera to capture the
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gesture interaction process and, then through computer
vision and other technologies to analyze the image, to
achieve gesture recognition [14]. This gesture recognition
is more natural and convenient to use, with simple equip-
ment and a good user experience. Earlier vision-based ges-
ture interaction is mainly based on the marker approach,
i.e., by pasting or painting different colors or shapes on the
hand like markers and recognizing the markers by visual
means thus realizing gesture recognition.

The second is to design a set of static gesture commands
to control handwriting operations, including basic com-
mands such as start, stop, erase, and save. Liang et al. used
the optical flow-based motion detection method to segment
the hand region, but the optical flow method is only able to
detect moving targets, so the method is only effective when
the hand is in motion [15]. And when the camera is also
moving, the optical flow detection will be unable to segment
the situation. Parvathy et al. used color histogram informa-
tion to model the background information and then used
the background difference method to detect the hand region,
which is computationally simple and can only be applied to
scenes with stable illumination and fixed cameras [16]. In
general, a gesture recognition model is a machine learning-
based classifier, which can classify gestures into correspond-
ing classes by using sample data for learning [17]. According
to the motion characteristics of hand gestures, gesture recog-
nition can be divided into static gesture recognition and
dynamic gesture recognition, where dynamic gesture recog-
nition mainly contains the trajectory motion of hands and
arms, so it can also be called trajectory gesture recognition.

3. Machine Learning Algorithm Design

3.1. Gesture Recognition Algorithm. Skin color is a distinctive
feature of the human body; with the development of com-
puter vision technology, skin color segmentation is widely
used in face recognition, gesture recognition, etc. Skin
color-based gesture segmentation algorithms are simple
and better in real-time and are not affected by changes in
the shape of the gesture target, and the technology is more
maturely developed. It mainly includes a histogram model
as well as a classifier based on pattern recognition. The his-
togram model transforms the color space into a set of histo-
gram bins, which correspond to the color orientation, and is
usually divided into two types: the external lookup table
method and the Bayesian method; the pattern recognition-
based classifier can generalize the data and adopt the method
of approximating the complex nonlinear input-output rela-
tionship [18]. The advantage of the threshold model is that
the algorithm is simple and suitable for systems with high
requirements for real-time, but its accuracy of detecting skin
tones is low; the parametric model usually does not contain
luminance information, reducing the error caused by illumi-
nation interference, but its accuracy depends on the choice
of color space and the shape of skin tone distribution.

The background image B is created from the image
acquired by the camera, and the differential image D is
obtained by using the current frame image f to do the differ-
ential operation with the background image B, as in equation

(1). The differential image D is binarized, where T denotes
the appropriate threshold value for segmenting the back-
ground and foreground during target detection.

D x, yð Þ = f x, yð Þ + B x, yð Þj j: ð1Þ

The time-averaging model is averaged based on the con-
nected frame images, where the low-frequency components
in the image sequence are selected as the background
images. Let Btðx, yÞ and f tðx, yÞ be the background image
and the image frames at time t. Update the Btðx, yÞ following

Bt x, yð Þ = αBt−1 x, yð Þ − 1 − αð Þf t x, yð Þ: ð2Þ

Firstly, the first frame and second frame images are
treated as background image Bðx, yÞ and target image Tðx,
yÞ, respectively, and secondly, the possible gesture regions
are obtained by an edge segmentation method for edge
extraction of target image Tðx, yÞ. Through the static gesture
detection method designed in this article, determine the ges-
ture category, and then execute the corresponding control
command. Next, the target image is used to generate the
mask map Maskðx, yÞ and then to detect the previously
obtained possible gesture regions. If more than 2/3 of the
pixel points in the region are distributed within the skin tone
range, we set the value of the pixel points in the range to 1
and the rest to 0. Finally, the background map is updated
according to the following equation (3), and the pixel points
with the value of 1 are kept and the pixel points with the
value of 0 are replaced with the corresponding point pairs
of the target image.

Bt x, yð Þ =
Bt−1 x, yð Þ, if Mask x, yð Þ = 0,

Tt−1 x, yð Þ, if Mask x, yð Þ = 1:

(
ð3Þ

The values of the background pixel points can be
described by a Gaussian model, as shown in equation (3).
This method is suitable for more stable environments.

p xð Þ = 1ffiffiffiffiffiffi
2π

p
σ
exp

x − μð Þ2
2σ2

" #
, ð4Þ

where μ represents the mean and σ represents the standard
deviation. Whenever a new image frame is acquired, the
pixel point is firstly judged. If the pixel point satisfies equa-
tion (4), it can be determined that the pixel point is a back-
ground point; otherwise, it is a foreground point. In practical
applications, the background may be changing, so the back-
ground model, which is the parameter, is updated.

μi+1 = α + 1ð Þμi − axi+1,

〠
i+1

= α + 1ð Þi〠
i

+ α xi − μið Þ xi+1 − μi+1ð ÞT , ð5Þ

where the mean value of Gaussian distribution before μi the
update is xi+1, μi+1 the mean value of Gaussian distribution
after the update is μi+1, the covariance matrix before the
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update is denoted by ∑i, and the covariance matrix after the
update is ∑i+1 denoted by, xi+1 is the pixel point value at i + 1
, α is the learning rate, and the value of α is between 0 and 1,
which directly affects the background update speed. α is too
small to cause the background update speed to be too slow,
and the static objects in the background will be mistaken
as gesture targets; α is too large to cause the too large causes
the background update speed to be too fast, moving object
targets will be considered as background, and the noise effect
increases. In the grayscale image ∑i+1 is σ2, in the color
image, the color components of each pixel point are inde-
pendent, so the ∑i+1 reduction is diag ½σ2R, σ2

G, σ2B�.
3.2. Speech Recognition Algorithm. Speech energy, resonant
peak frequency, fundamental frequency, and mel-frequency
cepstrum are used by some researchers because of their
effectiveness in distinguishing certain emotional states. To
elicit different emotions, rhythmic features such as speaking
intensity, vocal gate parameters, fundamental frequency,
pitch, and volume can be used. According to the results of
previous studies, spectrum and rhythm are the two types
of features that carry the most emotional information [19].
The rhyme continuum has features such as energy and pitch
and contains most of the emotional information of the dis-
course. In addition, the combination of spectral and rhyme
features is also believed to improve the performance of emo-
tion recognition systems because they both contain emotion
information.

The most used spectral features for various sentiment
recognition systems are linear predictive coefficients (LPCs),
mel-frequency cepstral coefficients (MFCCs), and linear pre-
dictive cepstral coefficients (LPCCs). For example, Linear
Predictive Coding (LPC) is a digital method for encoding
analog signals. LPC works by predicting the next value of a
signal based on the information it has received in the past,
forming a linear pattern. The main goal of LPC is to obtain
a set of prediction coefficients that minimize the mean
square error Em.

Em =〠
i

e2m n2
� �

: ð6Þ

e2m½n2� is a frame of the speech signal and the order of the
LPC analysis. LPC coding typically provides satisfactory
high-quality speech at a low bit rate and provides an accu-
rate approximation of speech parameters. While LPCC can
be considered a more traditional feature of speech, LPC con-
tributes to the overall recognition of emotion, as shown in
Table 1.

Ensure that the system meets user needs. The focus of
the test is whether the driver’s gestures can accurately com-
plete the instructions to the in-vehicle system. The main test
contents are the opening of the system application, the real-
ization of functions in the specific application, and the cor-
rect rate of gesture recognition. Rhythmic features, also
known as acoustic features, are extracted over a longer
region than the typical frame and are therefore also known
as “hypersegmented” features. Commonly extracted rhyth-
mic features include pitch, energy, articulation rate, pause,

spectral tilt characteristics, and duration. The contours of
rhythmic features (indicating smooth, rising, or falling
slopes), obtained in SER studies, generally include mini-
mum, maximum, median, and interquartile ranges. Pitch
can be measured as a change in frequency. The time between
two consecutive vocal fold vibrations is called the pitch
period, and the number of vibrations in a unit time is called
the fundamental frequency or pitch frequency.

A ið Þ = lim
M⟶∞

1
2M

〠
M

n=−M
x n2
� �

x n2 + i
� �

: ð7Þ

Gaussian mixture models are alternatively generated
probabilistic models, which mean that for a particular word,
a multivariate Gaussian density model representing all
frames can be formed with a strong fit. Like HMM, GMM
as a statistical model, GMM can also be expressed in math-
ematical terms. Let PGMMðxtÞ be the nth frame of the word x,
the probability of generating a GkðxtÞ frame using GMM can
be calculated as in

PGMM xtð Þ = 〠
S

k=1
C2
kGk xtð Þ: ð8Þ

S is the mixing number, Ck is the probability of the kth
mixing, and Gk is a multivariate Gaussian density function
with a mean vector and covariance matrix. Compared to
HMMs, GMMs are more efficient in the overall modeling
of multimodal distributions and thus have advantages in
training and testing. Using GMMs in SER, the global prop-
erty is the main concern [20]. However, due to this property,
GMMs are not suitable when the user wants to model the
temporal structure. It has been widely used in classification
tasks. Although the salient local features based on the refer-
ence frame have only 256 dimensions, the result is better.
The reasons for this gap can be summarized as the following
two points.

In practice, the Fourier transform is calculated by divid-
ing a longer time signal into shorter segments of equal
length and then calculating the Fourier transform separately
on each shorter segment, which reveals the Fourier spectrum
for each small segment. One then usually plots the changing
spectrum as a function of time, called a spectrogram or
waterfall plot. In the discrete-time case, the data to be trans-
formed can be decomposed into blocks or frames (they usu-
ally overlap each other to reduce special handling at the
boundaries). Each block is Fourier transformed, and the
complex results are added to a matrix that records the mag-
nitude and phase at each point in time and frequency.

STFT x n½ �f g m,wð Þ ≡ 〠
∞

−∞
x n½ �w n +m½ �ejwn: ð9Þ

In this case, m is discrete and ω is continuous; however,
in most typical applications performed on a computer using
the Fast Fourier Transform STFT, the two variables are dis-
crete and quantized. As m increases, the window function w
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slides to the right. For the result of the obtained frame x½n�
w½n +m�, the computational Fourier transform is per-
formed. The resulting STFTX is a function of time m and
frequency w. The raw spectral contrast feature estimates
the intensities of the spectral peaks and troughs and their
differences in each subband, and to ensure the stability of
the feature, the intensities of the peaks and troughs of the
spectrum are estimated from the average of the small neigh-
borhoods around the maximum and minimum values,
respectively, rather than the exact maximum and minimum
values.

Peakk = ln
2
αN

〠
αN

i=1
xk,i′

( )
,

Valleyk = ln
2
αN

〠
αN

i=1
xk,i+1′

( )
:

ð10Þ

N is the total number in the kth subband, k ∈ ½1, 6�. The
value of α can be different, in the interval 0.02 to 0.2 which
will not have a great effect on the classification result. The
most basic ways are dialogue, eye expressions, body move-
ments, etc. They are the most natural way of interaction
formed by human beings in the development of society,
and they are also the way of interaction that most conforms
to human behavior habits. After the K-L transformation, the
feature vectors are mapped into the orthogonal space and
the covariance matrix if mapped in the new feature space
using a diagonal approach, which makes the classification
process simple and gives good classification performance.
Frame extraction by fixed extraction frequency or interval
is a simpler method and is a common approach in video
retrieval. However, this random extraction is baseless and
there is no guarantee whether the extracted keyframes con-
tain key information of motion. Combined with the environ-
ment in which this paper is used, the dynamic gesture
operation process needs to be fast and concise, and the
integrity of the information cannot be guaranteed by using
the sampling method.

4. Human-Computer Interaction
System Construction

4.1. Gesture Recognition System Design. Because the robot is
widely used, most scenarios have their specific production
environment and assembly process, and the production
environment of different industrial plants is more complex
and different for all kinds of gestures and movements [21].
The basic task of the system software is gesture recognition
and human-robot interaction. Gesture recognition needs to
complete data acquisition, data processing, data recognition,
and other points of the function. Human-computer interac-
tion needs to design interactive gestures and complete the
control of upper-layer applications. Thus, according to its
basic task, the system software has the following functional
requirements. By calling the underlying camera device, the
user’s gesture data is collected and saved in a video format.
With the gradual maturity of human-computer interaction
systems and the gradual application of voice emotion recog-
nition in people’s lives, there is an even more urgent need for
machines to intelligently understand human emotions. The
gesture data needs to be processed in two ways, firstly, to
extract the ROI of the region of interest of the gesture, crop
the picture of the region of interest, and save the ROI param-
eters of the region of interest. The second is to annotate the
2D node coordinates of the gesture according to the gesture
node model and save the annotated 2D node coordinate
data.

The aerial handwriting module is a simple gesture inter-
action application, which mainly consists of the following
two basic functions: first, to identify fingertip points and
use fingertip point trajectories to achieve aerial font writing;
second, to design a set of static gesture commands for con-
trolling handwriting operations, including basic commands
such as start, stop, erase, and save. Static gestures are judged
multiple times to prevent miscalculation, and a single static
gesture is kept constant for 10 consecutive frames before
the current operation is executed. After entering the hand-
writing mode, first, start the improved KCF tracker designed
in this paper to track the gesture, use the tracking result
region as the gesture region, extract the gesture mask image
using the hybrid GMM skin tone extraction Bye’s correction

Table 1: Spectral characterization.

Extract
characteristics

Advantage Shortcoming

MFCC Popular features. Poor noise resistance.

LPCC Helps to capture the voice perception of the human ear.
For different emotions (especially anger and sadness), the

coefficient values usually overlap.

ZCR
Delta and double-delta values can improve recognition

accuracy.
The ZCR value tends to vary greatly, depending on the

amount of noise present.

Shimmer Indicates common features of voice content.
Emotions such as anger and disgust often exhibit similar

jitters and flickers.

LFPC
The observed LFPC value is not relevant, so the diagonal

covariance of its value can be used as the feature input of the
classifier.

Most studies only compare LFPC with MFCC and LPCC.
The nonlinear changes of the speech signal are not

considered.

DSCC Simple calculation. Anger and disgust often exhibit similar jitters and flickers.
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proposed in this paper, and then use the convex packet
detection to obtain the fingertip point of the gesture, and this
paper uses a single fingertip point to achieve over-the-air
handwriting. If the position of the fingertip point does not
change in 20 consecutive frames or no fingertip point is
detected inside 10 consecutive frames, then reenter the static
gesture detection state, determine the gesture category by the
static gesture detection method designed in this paper, and
then execute the corresponding control command.

Based on the simple experimental system established for
the human-robot collaboration model, the data acquisition
flow chart shown in Figure 1 was constructed in this paper
to show the acquisition of the data clearly and explicitly.
First, the six-dimensional force sensor used in the system
and the AC servo motor representing the robot are initial-
ized, and to achieve consistent information about the end
position of the collected robot, it is necessary to make the
handle at the end have the operation of zeroing the opportu-
nity home. Just as expressed above, the process of data
acquisition is carried out using the impedance control
method for the robot in the one-degree-of-freedom
human-robot collaboration system.

In this simple human-robot collaboration system,
because there is only one direction of motion space, so just
collect the data in this direction, one of the six-
dimensional pressure sensors used in this paper for the
acquisition of interactive force information, and the infor-
mation of the robot is mainly the three-position, velocity,
and acceleration. In this paper, we mainly analyze the robot

velocity information, which is calculated from the encoder
acquisition. These data are built on the variable damping
impedance control method to collect the data. Humans
and robots use force control to achieve installation work like
curtain walls. In addition, human-machine collaboration
technology is also applicable to the field of medical rehabil-
itation, such as physical rehabilitation training for some
patients with cerebral thrombosis or other patients whose
limbs need to be recovered. In this paper, the mass matrix
and damping matrix of the robot are set as m = 0:02, b = 15
, f h = 2N . According to the data acquisition flowchart in
Figure 1, the data acquisition is repeated several times, and
finally, 900 sets of data are obtained for the training of the
one-degree-of-freedom human-robot collaboration system,
and 100 sets of data are randomly collected as the data test
data in each of the three data acquisition sessions.

4.2. Speech Recognition System Construction. A 1D CNN can
be very effective when valid features are obtained from a
shorter (fixed-length) segment of the overall dataset and
the position of the feature in that segment is not relevant.
1D CNNs are suitable for analyzing any kind of signal data
(e.g., audio signals) over a fixed-length period. Another
application is natural language processing. The key differ-
ence between the 1D and 2D CNN approaches is the dimen-
sionality of the input data and how the feature detector (or
filter) slides over the data.

In Algorithm 1, an example application of a 1D CNN is
presented; the set consists of 8 parts, each represented by a
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Figure 1: Flow chart of data acquisition.
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vector. The feature detector always covers the complete 2
vectors, where the height of the detector determines the
number of all vectors to be considered in the training pro-
cess. Assuming a height of 2, the feature detector will tra-
verse the data 7 times. Using a 1D CNN can extract
features from an entire dataset of a fixed-length segment
very efficiently [22]. If the user’s intent is simply to say hello,
thank you, goodbye, etc., there is no need to extract slot
value information. Using Rasa Core for session management
and behavior decision of the dialogue system, different
behaviors are returned to reply for different user intents,
e.g., if the user intends to greet, then reply to self-introduc-
tion/feature introduction; if the user intends to chat and
communicate, then call the Turing bot interface to commu-
nicate with the user; if the user intends to move an object,
but no location of the object to be moved or target location,
the text is returned asking the user for information about the
slot value that needs to be filled.

When using an existing preliminary dialogue model,
users can train online with the bot, and new dialogue scenar-
ios generated during the dialogue are added to this file, con-
tinuously enriching the model data and enhancing the
robustness of the dialogue system.

System testing is used to check whether gestures can
achieve specific functions, analyze problems, and provide
feedback to system developers to ensure that the system is
meeting user needs. The focus of the test is on whether the
driver’s gestures can accurately complete the instructions
to the in-vehicle system. The main test contents are the
opening of the system application, the implementation of
the functions in the specific application, and the correct rate
of gesture recognition. Due to funding issues, the system
tested in a simulated environment with an Android operat-
ing system and a laptop camera for image acquisition and
transmission to the central operating platform.

The Android system uses Java language to develop pro-
grams and has complete hardware device support, providing
developers with an open and highly free development plat-
form. In addition, Android provides developers with rich
interface controls, which facilitate the development of user

interfaces, while using the same design language to ensure
the consistency of application interfaces. Due to the rapid
development of telematics technology in recent years,
Android-based in-vehicle devices and related applications
have a great market share. The Android platform is highly
developable and has low development cost; therefore, major
automobile manufacturers are developing in-vehicle devices
on the Android platform.

5. Analysis of Results

5.1. HCI Performance Results. After the gesture sample
library is established, 1000 samples of 10 dynamic gestures
are trained and recognized; the process is as follows: 100
samples of each dynamic gesture are divided into a training
set and test set: the training set is to train the set model and
adjust the model parameters, and the test set is to test the
accuracy of the trained model and determine whether the
trained model has been trained. The contact method must
be stable and safe, and it is best to have a certain degree of
self-recognition ability, so that emergencies can be dealt with
in a timely manner, and a reasonable, effective, and safe
interaction between man and machine is ensured. In this
paper, 50 samples are selected as the training set of the
HMM-NBC model, and the remaining samples are used as
the test set of this model. Firstly, the motion trajectory
HMM model and the gesture HMM model are trained,
and the parameters in the HMM need to be set. In this
paper, the number of hidden states S is set to 9, and the
observed state value M is set to 10 in the gesture HMM
model; for the motion trajectory HMM model, the S value
is set to 9 and the M value is set to 12. When the HMM
model is initialized, the training of the HMM model can be
started, and when the 10 dynamic gestures are trained, the
dynamic gestures are input to the test set to complete the
recognition of dynamic gestures, and the experimental
results are shown in Figure 2.

The recognized text information is sent to the Rasa dia-
logue system in the form of a service; the dialogue system
understands the text information and extracts the user’s

Input: depth map sequence I = ½I21, I22,⋯, I2N �
Step 1. the initial feature point extraction
Use SURF algorithm to detect key points.
Step 2. Forward search
Initialize the reference frame of frame 1, AF

1 = 1
For Ii = I21 : I

2
N do.

If AF
1 ≠ 1 then RF

i = I
end
Step 3. Backward search
Consistent with the forward search step, get the backward reference frame
Two-way search area fusion to obtain the final saliency area
Valleyk = ln f1/α∑αN

i=1xk,i+1′ g
Step 4. Feature selection and descriptor extraction
Use S to filter out invalid points, and extract HOG and HOF feature descriptions in a square area centered on key points S∗i = SFi ∩ SBi .
Output: extracted feature points and location information and feature description

Algorithm 1: Significance feature extraction algorithm based on bidirectional reference frame search.
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intention, extracts the entity slot information needed to
reply to the intention, and acts accordingly to return the
reply text; the speech synthesis API is called to realize text-
to-speech and plays the reply to the user through the
headset.

The multimodal expression sequences are extracted, and
fusion is performed to extract multiple feature descriptions,
while the spatiotemporal probability distribution of the fea-
tures is modeled using the 3D hidden shape model after-
ward; the main steps include the establishment of the
target description table and the implicit shape model, where
the target description table is an index entry for all features,
while the implicit shape model implicitly describes the spa-
tiotemporal distribution information of the features. In the
recognition phase, after extracting all features, the spatio-
temporal locations of all frames are voted in combination
with the 3D implicit shape model to compose the alignment
cost matrix, and finally, the dynamic programming algo-
rithm is used to find the optimal path. It is the body lan-
guage used to communicate and exchange ideas between
people. It is an “important auxiliary tool for audio language.”
For certain people such as hearing impaired, it is the main
communication tool and has a wide range of applications
and prospects.

The two-way search-based saliency features focus on
static information and analyze the saliency region of the cur-
rent frame through contextual information and use it as a
benchmark to filter out invalid feature points. The main idea
is to use contextual information to extract the saliency
region of the current frame and limit the feature extraction
to the key region of the gesture, which improves the effec-
tiveness of the features while increasing the feature density
and then improves the characterization ability of the fea-
tures, as shown in Figure 3.

After switching to the over-the-air handwriting module,
the system software starts the timer and begins to monitor
the gesture changes, and Figure 3 identifies the start-up ges-
ture through the gesture detection method in this paper.

After that, the system enters the over-the-air handwriting
phase, and Figure 3 identifies the fingertip movement trajec-
tory through the gesture tracking method and fingertip point
recognition method in this paper. The software system flips
the picture left and right after entering the handwriting so
that the writing trajectory is displayed normally. The param-
eter model usually does not contain brightness information,
which reduces the error caused by light interference, but its
accuracy depends on the choice of color space and the shape
of the skin color distribution. After detecting the condition
of handwriting termination, the system software reenters
the detection session, and Figure 3 identifies the erase ges-
ture and stop gesture by the gesture detection method in this
paper. By iteratively adjusting the feedforward forces and
reference points in the reference model, as well as informa-
tion on the steady-state achieved when the robotic arm
interacts with the external object, the elasticity coefficients
and geometric boundary locations of the external object
are estimated using weighted least squares. In addition, we
propose a novel learning law for updating the learning of
weights in ELM that ensures fast convergence of the match-
ing error between the closed-loop system and the reference
model.

5.2. Interaction Results. The most important and basic step
in building the application of speech emotion recognition
to human-computer dialogue is speech emotion recognition;
the speech emotion recognition model recognizes the input
speech and obtains the corresponding emotion labels. The
human-computer dialogue model is constructed and
trained, and the speech is used as the input of the human-
computer dialogue model, combined with the speech recog-
nition, and added emotion labels as the real input of the
human-computer dialogue, and the ECM human-computer
dialogue gets the corresponding emotional response. The
front-end acquires speech recognition text and sentiment
labels and inputs them into the human-computer dialogue
model and uses the acquired text and sentiment as the driver
to obtain sentiment-rich responses.

Due to the excessive size of the training set, the number
of features obtained is too large to use all the training sample
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features to train the random forest model. Therefore, in this
chapter, partial training samples are used; i.e., features are
extracted using some of the samples to obtain the lexicon,
and later, all sample features are used to vote to obtain the
spatiotemporal probability distribution of individual words.
To ensure uniformity in category sampling, the number of
samples for each category in the lexicon clustering process
is the same. To ensure that the spatial location is not dis-
turbed by human movement, the proposed algorithm
extracts the face center as the reference center and corrects
the human movement bias. In practical applications, the
background may be changing, so the background model,
that is, the parameters, is updated.

The DTW algorithm based on consistent voting can fuse
a variety of features, such as the MFSK features used in this
chapter and the significant local features based on reference

frames. The results are shown in Figure 4. From the table,
the MFSK features are expressive but their results are poor,
while the significant local features based on reference frames
have only 256 dimensions but their results are better. The
reasons for this gap can be summarized as the following
two points. The MFSK features adopt a uniform feature
extraction and selection strategy for background and fore-
ground, which invariably introduces many invalid features
and causes a greater impact on the frame matching process.
The MFSK only focuses on the motion part and static
actions, especially those in the hold phase, which causes a
poor impact in the context of dynamic time planning algo-
rithms. From the data in Figure 4, the combination of the
two features can effectively complement the features, and
from the results, the validation set is improved by 8.87%,
and the test set is improved by 7.91%, which is a more obvi-
ous improvement and shows the effectiveness of the fusion
multiple modal.

To test the predictive effectiveness of the BP-based neu-
ral network model established above for identifying and pre-
dicting collaborators’ intentions, the test samples collected in
the impedance control in three sections were used. With 300
sets of test data, the predicted and true value data of cooper-
ator intention based on the BP neural network were
obtained as shown in Figure 5. The trained BP neural net-
work model can predict the desired velocity well. To clarify
the advantages of the BP network, the prediction results of
the radial basis network are compared with it in this paper,
and the same sample data and test data are also used to
obtain the prediction results of the radial basis neural net-
work in this paper.

According to previous research results, frequency spec-
trum and prosody are the two types of features that carry
the most emotional information. The prosodic continuum
has the characteristics of energy and pitch and contains most
of the emotional information of the discourse. In addition,
the combination of spectral features and prosodic features
is also considered to improve the performance of emotion
recognition systems, because they all contain emotional
information. For the process of human-robot collaboration,
the actual robot’s tracking speed lags significantly behind
the operator’s desired speed, which is because the system
uses impedance control, and the robot only responds to
the operator’s information when it receives it during the
control process thus having a delay, but this delay character-
istic limits the human-robot synchronization requirement
we expect in the human-robot collaboration process, making
the robot in the human-robot collaboration system in a pas-
sive. The robot in a human-robot collaboration system is in
a passive following state.

6. Conclusion

A collaborator intention recognition method based on a
fuzzy clustering BP neural network model is proposed based
on the shortcomings of the experiment. Drawing on the
characteristics of human-human cooperation, it is necessary
to endow the robot with a certain cooperation experience
before recognizing the human intention. Because of the
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random and variable characteristics of collaborator inten-
tion, this paper takes the collaborator-robot dynamic collab-
oration information as the basis for intention estimation,
uses impedance control for sample data collection, con-
structs a suitable network model, and achieves the prediction
of human motion information by first undergoing offline
training and then online for predicting the collaborator’s
intention. The contour of the prosody feature (representing
a steady, rising or falling slope), generally obtained in the
SER research, includes the minimum, maximum, median,
and interquartile range. The pitch can be measured by the
change in frequency. The data such as end velocity and
interaction force of the robot in the human-robot collabora-
tion system were analyzed experimentally, and the results
showed that the control method based on fuzzy clustering
and BP neural network prediction can accurately learn to
predict the intention information of the collaborator and
improve the synchronization of human and robot motion
in contact human-robot collaboration. The spatiotemporal
structure information of each modal feature is modeled
using a three-dimensional hidden shape model, while the
features are later mapped to a uniform probability space by
consistency voting to form a probabilistic estimate of the
spatiotemporal distribution of each frame of action, which
is used to construct an alignment cost matrix. In addition,
a probability-based upper bound finding method is pro-
posed to reduce the unnecessary matching process and
accelerate the computational process, which makes DTW
applicable to large-sample multicategory gesture classifica-
tion tasks.
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In this paper, the reliability of data transmission in social networks is thoroughly studied and analyzed using wireless sensor
network topology technology. This paper, based on the introduction of sensor network reliability analysis-related technology,
combined with the characteristics, and needs of the sensor network itself, focuses on the study of the reliability analysis of the
sensor network under the state of perturbation scheme. Based on the idea of making full use of data changes to respond to the
sensor state, this paper takes the actual monitoring data of the wireless sensor network as the research object, selects the
temporal correlation and spatial correlation of the measured environmental data as the reliability index by extracting the
features of the wireless sensor network data, and proposes the Evidential reasoning rule- (ER-) based wireless sensor network
data reliability assessment model based on Evidential reasoning rule (ER) is proposed. The data are mined, analyzed, and
quantified from the perspective of content popularity, and the interest indicators of nodes on data under content popularity
are analyzed to derive stable interest quantification values. Combined with the network properties, i.e., node autoassembly
community, we analyze the data dissemination characteristics of social networks in wireless sensor network topology
environment and derive the upper and lower bounds of data transmission capacity under node interest-driven and its variation
on network performance. Social relationships among nodes affected by social attributes are considered; in turn, the data
forwarding behavior of nodes is modeled using data transmission probability and data reception probability; finally, the data
forwarding process is analyzed and a closed expression for the average end-to-end transmission capacity is derived in turn.

1. Introduction

With the development of technology, social networking
applications such as Weibo, YouTube, and Twitter provide
people with convenient ways to communicate. Traditional
social media content is mainly in the form of pictures, arti-
cles, and so on. In recent years, with the development of
cloud computing, the Internet of Things, and other technol-
ogies, various new social network applications represented
by new media methods such as interactive live streaming
and real-time meetings have started to appear in the users’
view [1]. In such applications, users are more sensitive to
the access delays of various new media. At the same time,
the popularity of smart mobile devices has brought hun-
dreds of millions of users to join social networking applica-
tions for real-time communication, and the amount of data
generated by them has exploded, making it increasingly

important to maintain a reasonable load balance of storage
systems to ensure good system performance. Although tradi-
tional social networking applications use cloud computing
platforms to place user data in a way that can provide better
storage services for massive amounts of user data, cloud data
centers are generally far away from users, which makes it
difficult to ensure users’ high real-time requirements for var-
ious new social media [2]. With the development of wireless
technology, the availability, coverage, and performance of
wireless communication are rapidly improving, and it has
become a necessity of modern life, which can effectively
complete the various demands made by network users and
is suitable for various long-range and short-range wireless
transmissions. In addition, the shared and open nature of
wireless propagation channels, which cannot simultaneously
satisfy the service requests of many users, leads to lower
communication quality and increases the complexity of
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wireless transmission, while secure data transmission
becomes a challenging issue in wireless communication.

Wireless sensor networks benefit from the technical sup-
port brought by the rise of sensor technology, embedded
computing technology, distributed information processing
technology, and wireless communication technology, com-
bining features such as high sensing, computing and com-
munication capabilities, low cost, low power consumption,
multifunctionality, small size, and short-range wireless com-
munication, making it of interest to various industries [3].
Although traditional social network applications using cloud
computing platforms to place user data can provide better
storage services for massive amounts of user data, cloud data
centers are generally far away from users, and it is difficult to
ensure that users are more comfortable with all types of new
social media in real-time requirements. The flexibility, fault
tolerance, and rapid deployment of sensor networks make
it widely used in environmental, food, and industrial fields,
and it is considered one of the most important technologies
of the twenty-first century. The ten emerging technologies
with the most far-reaching impact in the future and wireless
sensor networks are in the first place. The pervasiveness of
wireless sensor networks determines its broad application
prospects, and it can be evaluated as the most important
technology in the twenty-first century, which is enough to
represent its huge potential. A wireless sensor network by
many inexpensive sensors randomly installed in the area to
be observed, in the form of a multihop self-organizing net-
work system, with only a small cost to the complex monitor-
ing area for real-time monitoring, mastering the regional
environment of each attribute data. Wireless sensor net-
works become a medium for indirect connection between
users and the objective world, extending the way people
and nature interact.

Wireless sensor network (WSN) reliability is the premise
to ensure the normal operation of the network and is the
basis for improving the performance of the network. WSN
reliability not only is a key indicator of the network design
but also ensures the normal operation of the network and
management and maintenance of an important basis [4].
In the WSN, the sensor individual computing power, storage
resources, and battery capacity are limited; sensor communi-
cation line bandwidth is limited, the transmission rate is low,
there is mutual interference between signals, and transmis-
sion signal with the communication distance is constantly
reduced; sensors are vulnerable to adverse weather, electro-
magnetic radiation, and other environmental factors; WSN
is vulnerable to passive eavesdropping, active intrusion,
denial of service, and other network attacks from the Inter-
net [5]. For WSN reliability, research focuses on the diffi-
culty of research in today’s academic community and still
has not formed a completer and more mature theoretical
framework. Therefore, this study has important theoretical
and practical value.

2. Related Works

Many types of research have been done to address the wire-
less sensor network reliability issues, such as proposing a

method based on automatic fault tree generation from the
perspective of analyzing sensor failures to evaluate the reli-
ability and availability of wireless sensor networks when fail-
ures occur on network devices. A reliability assessment
method based on a hierarchical confidence rule base is pro-
posed to analyze WSN reliability assessment from both
internal faults and external attacks [6]. A detection method
based on time series data of sensor networks is proposed
to determine the source of faults using calculating the degree
of difference between the test data and the normal interval.
Object-oriented colored Petri nets are used as a modeling
tool for heterogeneous wireless sensor networks, and a new
quantitative method for the reliability assessment of hetero-
geneous wireless sensor networks is proposed. The above
method has good analysis results for sensor failures, i.e.,
when the data changes drastically; however, satisfactory
results cannot be achieved for insignificant data fluctuations.

According to research on WSN-based communication
networks, the reliability of WSNs is mainly studied in terms
of routing problems, reliable transmission problems, and
network connectivity problems. A reliable method for evalu-
ating WSNs in a malware environment is considered to
guarantee the effectiveness of WSN data transmission. After
comparing the reliability and performance of different rout-
ing algorithms for WSNs, a dynamic routing algorithm is
proposed to achieve end-to-end reliable transmission. The
problem of data reliability in event-driven WSNs is investi-
gated [7]. Considering network connectivity, an uncertainty
random spectrum is established to evaluate the survivability
of mobile WSN. To meet the user’s needs for WSN trans-
mission reliability assessment, a task-oriented transmission
path-based WSN transmission reliability assessment model
is proposed. To address the inefficiency of transmitting mul-
timedia data over WSNs, the WSN packet congestion con-
trol protocol is modified and a lightweight reliability
mechanism is proposed. A reliability-improving cooperative
communication data collection scheme is designed to
achieve improved network communication reliability with-
out degrading the network survival cycle.

One of the major characteristics of nodes in wireless sen-
sor networks is that they have limited energy, and in the pro-
cess of practical applications, the nodes are centrally
powered by batteries. From the existing research, the early
research on wireless sensor networks mainly focused on
energy saving, that is, to ensure the normal and stable oper-
ation of wireless sensor networks by extending the life cycle
of the network as much as possible by practical means [8].
The sharing and openness of wireless communication chan-
nels cannot meet the service requests of many users at the
same time, resulting in lower communication quality and
increasing the complexity of wireless transmission. At the
same time, secure data transmission in wireless communica-
tion has become a challenging issue. However, the opera-
tional characteristics of the wireless sensor network itself
can easily reduce the reliability of its transmission, so it is
necessary to ensure the reliability of its transmission under
the premise of energy saving. When applied to the monitor-
ing of hazardous sources, because the node energy is limited
and the node deployment location is not easy to replace the
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battery, so it is necessary to ensure the balance of net energy
during the monitoring process. In addition, it is necessary to
avoid excessive use of a node prematurely exhausting energy
and affecting data transmission. [9]. The birth of emerging
technologies is usually associated with the context of a par-
ticular era, and the same is true for wireless sensor network
technology. Today, many fields are in dire need of new tech-
nologies to help them evolve rapidly and achieve higher effi-
ciency with as few human and material resources as possible.
And many frontier fields of technology are usually closely
related to IoT, and many research topics related to IoT have
emerged, such as smart bracelets, smart homes, smart hotels,
smart transportation, and smart manufacturing [10]. Not
only that, wireless sensor network technology plays an
extremely important role in diverse fields such as environ-
mental monitoring, emergency rescue, natural disaster
warning, and industrial and agricultural automation.

3. Wireless Sensor Social Network Data
Transmission Reliability Model Design

3.1. Reliability Transmission Techniques. For the data for-
warding process, not only the forwarding efficiency but also
the stability needs to be considered. To ensure that data is
received by the destination node stably and reliably, the trust
degree among nodes needs to be considered when selecting
relay nodes. Generally, the more frequent nodes with similar
interests interact with each other, indicating a high trust
degree and a more intimate relationship between them;
therefore, the trust degree is crucial to the reliability of data
forwarding [11]. To accurately quantify trustworthiness, this
paper uses similarity and interaction degrees, which reflect
the similar interests and frequency of interactions between
nodes, respectively. To accurately measure the similarity
between nodes, common neighbor nodes are used as the
same or similar interest of two nodes; the main reason is that
the more common neighbor nodes of two nodes, the closer
they are in the network, which can ensure the reliability of
data forwarding. The similarity sim is used to denote the
proportion of the number of common neighbor nodes of
two nodes i and j, in which, to ensure transmission effi-
ciency, then the selected node should have better forwarding
ability than the carrying node, which means the influence
degree of node j should be greater than that of node i. Sec-
ondly, to ensure the stability and reliability of data forward-
ing, then the selected node has a strong enough relationship
with the carrying node, which means the trust degree of
node j and node i should be greater than the average trust
degree of node i and its neighbors; in addition, nodejof the
destination node relationship is better than that of the carry-
ing node, which means that the trust between node j and
destination node D is greater than the trust between node i
and destination node D, as shown in the following equation:

simij =
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

di + dj

q : ð1Þ

Task reliability is defined as “the ability of a product to

perform a specified function within a specified task profile.”
The definition of task reliability shows that task reliability is
determined by the prescribed task profile; i.e., task reliability
is related to the rules for determining task success or failure,
the task time, and the stress conditions experienced by the
product in chronological order during the task period and
the environmental conditions, and task reliability reflects
the success of the product in completing the task [12].
Therefore, when assessing mission reliability, it is only nec-
essary to count the failures that occur during the mission
period that jeopardize mission success. When judged from
a “maintenance” perspective, any event or condition that
causes a product to be repaired is considered a failure. This
is the criterion for identifying faults that correspond to basic
reliability. Such a failure may or may not affect the comple-
tion of the product’s task. If considered from the point of
view of “mission accomplishment,” only the state or event
that affects mission accomplishment is considered a fault
or a fatal fault. This is the criterion for fault discrimination
that corresponds to task reliability. The scope of failure in
the former is greater than and includes the latter. Task pro-
file means “A chronological description of the events and
environment experienced by a product during the time it
takes to complete a defined task.” One or more task profiles
should be developed for each product that accomplishes one
or more tasks. The task profiles include the elements shown
in Figure 1.

This chapter considers a large-scale high-conflict WSN
environment, which consists of hundreds of sensor nodes
that are divided into different levels of clusters from high
to low by a hierarchical clustering algorithm, where the
nodes within each cluster send the sensed data information
to a cluster head node generated through an election, and
finally, the cluster head node forwards the collected data
information of all the nodes within the cluster to the aggre-
gation node through a multihop nodes. Different clusters
can cause conflicts in the process of data transmission,
resulting in the loss of data information, and the failure of
the node responsible for forwarding can also cause the loss
of data information. To facilitate the study, it is agreed that
the WSN network model has the following properties.

(1) High-density characteristics, with no isolated nodes
under initial conditions

(2) The base station is unique and has no energy
limitations

(3) The initial energy of the sensor nodes is all, and the
energy cannot be increased

(4) Sensor nodes have some data fusion capability and
are uniquely identified

(5) Sensor nodes have localization capability

The structural model diagram of the network is shown
below, the sensor node sends the sensed data information
to the cluster head node of that cluster, the cluster head
divides the packet into several subpackets based on the local
routing table information and transmits the subpackets to
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the aggregation node through the intermediate node in a
concurrent multipath manner, the aggregation node receives
the subpackets from the same cluster and performs a simple
data fusion, and if it forms the complete original packet,
then all the subpackets of that cluster on the transmission
line are automatically dropped, as shown in Figure 2.

The fault diagnosis of WSN contains two parts of work,
fault detection and fault type judgment, for the workflow of
the fault diagnosis model [13]. In fault detection, the sensor
data is analyzed to find the abnormal data present; in fault
type judgment, the prerequisite attributes of sensor data
are extracted and the fault type of sensor data is found
through a hierarchical BRB model. In WSN when a sensor
node fails, it generates a large amount of abnormal data that
deviates from the normal value, and the comparison of nor-
mal and abnormal data can achieve fault detection in WSN.
The flexibility, fault tolerance, and rapid deployment of sen-
sor networks make it widely used in the environment, food,
industry, and other fields. It is considered one of the most
important technologies in the 21st century. Among the ten
emerging technologies with the most far-reaching impact
in the future, wireless sensor networks rank first. The uni-
versality of wireless sensor networks determines its broad
application prospects, and it can be evaluated as the most
important technology in the 21st century, which is enough
to represent its huge potential. To achieve reasonable fault
detection requires clustering analysis of sensor nodes, simi-
larity comparison of data between sensor nodes within a
cluster, and when the cumulative deviation of sensor data
exceeds the reservation threshold within a certain time, the
current sensor node is possibly faulty. Through fault detec-
tion, WSN abnormal data is found and it is difficult to dis-
cover the fault type directly from the sensor data when the
fault type is determined, so the data is characterized. The
prerequisite attributes of the data can be extracted by data
correlation features, including temporal correlation, spatial
correlation, and attribute correlation. A hierarchical BRB

model structure is proposed on how to reasonably utilize
these prerequisite attributes to construct a BRB model while
solving the rule explosion problem of the BRB model due to
too many prerequisite attributes and improving the detec-
tion accuracy of the BRB model. The basic structure of the
layered BRB system uses the output results of the current
layer of BRB as the input of the next layer of BRB models,
thus realizing the conversion of a complex BRB model into
multiple simple BRB models.

Ai−1
I − a tð Þ

i

Ai
i − Ai−1

I

= l: ð2Þ

Wireless sensor networks can provide versatile applica-
tions and great benefits for smart cities and intelligent trans-
portation systems. There are various types of services and
applications in wireless sensor networks, such as real-time
traffic monitoring, security information exchange, and seis-
mic activity monitoring. Open wireless networks, social net-
works, and smart grids allow other users to easily join the
system. This sharing model makes these wireless networks
vulnerable to various attacks, converting them to internal
attackers in case the attacker captures them internally and
affects the normal operation of the network. Our approach
develops availability weights based on statistical representa-
tions of internal malicious nodes and incorporates them into
optimization problems that can be widely used in many
practical scenarios [14].

During the work of wireless sensor networks, affected by
various factors, the data collected by the sensor nodes may
be different from the real environmental information and
inevitably interspersed with noise. For this phenomenon, it
is assumed that the reliability changes of sensor nodes due
to different factors are expressed through the uncertainty
of monitoring data, such network blockage will cause some
node data loss, and node energy deficiency will cause data
distortion. Therefore, this paper analyzes the node data reli-
ability from the perspective of monitoring data changes.
Combined with the data reliability assessment model of
wireless sensor networks based on evidence-based inference
rules, the possible problems in practical engineering are
summarized as follows: Problem 1—WSN data reliability
assessment index construction problem. In this paper, the
reliability of wireless sensor networks is mainly assessed by
analyzing the monitoring data of wireless sensor networks,
and it is especially important to construct reasonable and
credible assessment indicators. The following indicator sys-
tem model is established.

S = x1,x2,⋯, xnð Þ, ð3Þ

where S denotes the indicator system, xi denotes the ith indi-
cator, and I denotes the number of indicators.

3.2. Data Transmission Reliability Model Design for Wireless
Sensor Social Networks. The basic structure of the data reli-
ability assessment model for wireless sensor networks con-
sidering perturbation is based on evidence-based inference
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Figure 1: Contents of the mission profile.
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rules with the model mentioned in Section 3.1. Firstly, the
assessment index system is constructed, and the index data
are unified by a rule-based approach to identify the frame-
work; after that, the weights and reliability of the index data
are calculated, and the data reliability is assessed by
evidence-based inference rules, compared with the afore-
mentioned model, the assessment considering perturbation.
The model also requires a random variation of the data to
simulate the impact of the perturbed environment on the
sensor data, and the impact of the perturbation on the orig-
inal data is analyzed by calculating the perturbation factor
and setting the maximum perturbation error to indicate
the adaptability of the sensor to that perturbed environment.
The data reliability assessment method of sensor node based
on evidence inference rule in the perturbed environment
uses ER rule to fuse the information of indicator data and
parameters based on the standardization of indicator data
as well as its weight and reliability and calculates the data
reliability of sensor node at a certain moment, and the fol-
lowing will analyze the implementation process of ER rule
in detail for the calculation formula of ER rule. Suppose a
node collects a total of T data, each information contains I
indicators, and the evidence after data normalization can
be expressed as the following confidence distribution form.

ei = Hn, Pj

� �
, n = 1, j = −1

� �
: ð4Þ

After analyzing the sensor node data reliability by ER
rules, the real-time state of sensor node reliability can be
observed, but the perturbation of the sensor node by external
factors is not considered; however, the analysis of the sensor
operating mode reveals that it is inevitably disturbed by var-
ious factors. In this subsection, based on the above-proposed
sensor node data reliability assessment model considering
perturbations, the nodes are evaluated for reliability to sim-

ulate the operating state of the nodes affected by different
factors by adding perturbation variables to the nominal tra-
jectory and setting perturbations of different strengths, with
the perturbation variables representing the actual data of the
sensor nodes relative to the perceived information in the
unperturbed environment. Two laws are met: the generation
of perturbations is random and irregular, and the generation
of perturbation variables conforms to the characteristics of
normal distribution. Analyzing the perturbation factors
affecting the index data, the accuracy of temperature data
is easily affected by network fluctuations and environmental
confrontation. In this paper, we simulate four types of per-
turbed environments (weak network fluctuations and weak
environmental confrontation, weak network fluctuations
and strong environmental confrontation, strong network
fluctuations and weak environmental confrontation, strong
network fluctuations, and strong environmental confronta-
tion), and the corresponding perturbation strengths are
0.015, 0.030, 0.045, and 0.060, respectively. After adding
the perturbation, the data of each indicator changes, as
shown in Figure 3.

However, data transmission is not guaranteed immedi-
ately after the nodes meet, because the resource-limited
channel may be busy and the nodes can use the channel to
complete data forwarding only when the channel becomes
idle. Therefore, the idle waiting time of the channel after
two nodes meet until they start transmitting data needs to
be analyzed. Different from the general waiting rule, this
paper uses the channel in the order of the priority of the
nodes’ influence, which is because the nodes with higher
influence have a higher probability of carrying high-value
data, which can make the channel resources more efficient.
During data transmission, the channel will show two states:
first, the channel is idle, when node i sends data directly to
node j; second, the channel is busy, when node i needs to
wait for the channel to become idle before competing with

Intermediate node

Cluster
head node

Cluster
head node

Cluster
head node

Sink 

Figure 2: Model diagram of a packet structure.
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other nodes for the channel. Therefore, there are two issues
to consider: whether the channel is busy or not and the wait-
ing time when the channel is busy [15]. In general, whether
the channel is busy or not is related to two factors, namely,
the channel bandwidth and the number of nodes competing
for the channel, which are exponentially related to the prob-
ability of the channel being busy, because channel competi-
tion decreases significantly with each doubling of the
bandwidth at low bandwidths, while the number of nodes
competing for the channel is the opposite.

R tð Þ = 〠
Ny

u=t
L It : Iuð Þ + 1: ð5Þ

When a cluster head node fails, if there is no other
redundant node for continued transmission, then, the data
of that node may be lost and will reduce the reliability of
the network. If a normal node reselects another cluster head
node for data delivery, it is not only a complex process for
the nodes in the failed cluster, but it is also a nontrivial task
for the clusters that wish to join to deal with the newly
joined nodes. For example, cluster head nodes (routers)
and sink nodes (coordinators) take the backup redundancy
of cluster head nodes so that the overall reliability of the
cluster head nodes is the best, thus improving the reliability
of the whole monitoring system. At this point, when a clus-
ter head fails, it is no longer considered a single failed body,
but as a group of 1 cluster head node. When an individual
node in the node group fails, a redundancy mechanism is
used, and another link can be selected for the transmission
of information, ensuring the connectivity of the communica-
tion link. When a cluster head node fails, another backup
cluster head node takes over the work, which not only
reduces the overhead of route finding but also reduces the
complexity of controlling other cluster head nodes [16].

Assuming that the number of redundancies of cluster head
nodes is k = 1, 2, 3,⋯, 10, the relationship between cluster
head node reliability and the number of redundancies is pro-
portional, the more the number of redundancies, the higher
the reliability of cluster head nodes will be, when the number
of redundancies is 2, and the reliability of cluster head nodes
is significantly improved, when the number of redundancies
reaches 3. However, it is not better to have more redundancy
because the actual deployment needs to consider the budget,
and the cluster head nodes are more expensive. When the
number of redundancies reaches 3 or more, the reliability
of the cluster head is almost the same and does not improve
significantly, as shown in Figure 4.

We assume that the source node has no prior knowledge
of the abnormal behavior of the node that is working. We do
not assume the policies, targets of failure behavior, or move-
ment patterns of malicious nodes. We assume that the type
of misbehavior, such as internal component failure or exter-
nal failure, is not known in the network. To characterize the
impact of node misbehavior on multiple types of transmis-
sions, each source must collect information about the impact
of misbehavior in the urban network. When sensor node I
provides multiple types of services to the receiving node
through multihop communication, there exist some candi-
date forwarding nodes based on node i’s knowledge of the
available neighbors. Each sensor node tries to maximize its
revenue by sending feedback signals, and the “resource
price” determines the cost of consuming these limited
resources for the competing services. Therefore, each node
charges a resource price and then allocates a certain number
of resources to be made available to users. For various types
of services or applications, each source is associated with a
utility function that reflects how much of a quality of service
(QoS) benefit the source receives as measured by the allo-
cated transmission rate. Here, the network model in a dis-
tributed framework for candidate node selection and rate
allocation of sources is shown in Figure 5.

4. Wireless Sensor Network Topology
Reliability Assessment

4.1. Reliability Assessment. The network may be affected by
various factors such as component failure, traffic changes,
and routing methods; during the operation, the complexity
and randomness of the network present a great challenge
to network reliability analysis, and it is difficult to establish
an analytical model for network reliability assessment; there-
fore, many researchers use simulation or statistical approach
to analyze the network reliability [17]. The simulation
method is the main way of current and even future network
reliability assessment, by constructing a network reliability
model, setting up a model of random parameters in the net-
work such as tasks, failures, and maintenance, simulating the
state changes in the network, and then statistically analyzing
the corresponding reliability parameters. At present, there
exist two main types of simulation methods: Monte Carlo
and state machine. The Monte Carlo method is a probabilis-
tic statistical method to obtain results by random sampling.
Based on the results of the analysis of the actual problem,
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random events are constructed to describe the probabilistic
process, and the solution of the problem is obtained by sam-
pling and calculating the random events. The process of con-
structing a reliability evaluation model of a network based
on network topology, network protocols, and business pro-
cesses by simulating the current common network perfor-
mance simulation tools such as OPNET, NS2, and
OMNESE is a Monte Carlo method.

Ne =

w
r
>

ffiffiffi
5

p
r

2 ,

w
2r ≤

ffiffiffi
5

p
r

2 :

8>>><
>>>:

ð6Þ

Input random parameters such as network traffic and
fault distribution are sampled and calculated to obtain the
relevant reliability parameters. For complex discrete events
in networks, state machines are used to describe network
changes and analyze the transfer process of network states
to assess network reliability. Among the state machine-
based modeling approaches, Petri nets, which simulate
discrete-event dynamic systems, are commonly used model-
ing tools. Petri nets can depict multiple logical relationships
and events in the system such as resource sharing, competi-
tion, and conflict in synchronous as well as asynchronous.
However, when modeling large-scale complex network sys-
tems, general Petri nets are prone to the “state combination
explosion” phenomenon. To address this problem,
researchers have proposed various advanced models of Petri
nets such as Coloring Petri Nets (CPN), Stochastic Petri
Nets (SPN), and Object-Oriented Petr Nets for modeling.
Aiming at the problem of low efficiency in transmitting mul-
timedia data on WSN, the WSN data packet congestion con-
trol protocol was modified, and a lightweight reliability
mechanism was proposed. A scheme of collaborative com-
munication data collection with improved reliability is
designed, which can improve the reliability of network com-
munication without reducing the network life cycle. Redun-
dancy is usually used in wireless sensor networks to improve

reliability; however, energy saving and high reliability are
two conflicting goals, so it becomes a challenge to integrate
high reliability and low energy consumption for transmis-
sion task assignment in wireless sensor networks [18]. The
goal of this chapter is to minimize the energy consumption
of transmission task assignment in wireless sensor networks
with the deadline of the task and the reliability of the task as
a constraint.

To achieve this goal, a centralized reliable and efficient
transmission task assignment strategy for wireless sensor
networks is proposed, in which the task is taken as the mal-
efactor object and the transmission task assignment process
is executed by the sink node after the required network
information is collected; based on the global network state
information, the wireless sensor network transmission task
assignment problem is transformed into a nonlinear
mixed-integer programming problem. Many researchers
have researched the transmission task allocation problem
of wireless sensor networks. Since WSN nodes are
resource-constrained, one of the main objectives of task
assignment in this environment is to minimize energy con-
sumption and thus maximize the system operational life-
time. Therefore, the objective of traditional wireless sensor
network transmission task allocation is mainly focused on
energy saving. Among the methods for solving the task
assignment problem, the exact solution methods such as
integer programming, branch-and-bound method, and enu-
meration method cannot meet the real-time requirements;
while the dynamic planning-based heuristics are more effi-
cient to solve, but they all use a local search strategy based
on greedy strategy, so the obtained task assignment scheme
may not be the optimal one, as shown in Figure 6.

In this paper, the message retransmission technique is
used in the backbone transmission part to ensure reliable
data transmission. A scheme is proposed for message deliv-
ery using hop-by-hop broadcasting and copying multiple
copies of the same message with improved reliability, using
wireless broadcasting to increase the packet delivery rate
per-hop and to obtain the required reliability at minimum
cost, and finally deriving the optimal policy used to distrib-
ute the required reliability at each hop point to obtain the
required end-to-end reliability for any given. This approach
can reduce the probability of packet loss, but because repli-
cating multiple copies and sending them entails significant
energy consumption, especially in large networks. To avoid
duplication of messages, a new decentralized technique
called Geographic Forwarding Rules (GFRs) is proposed to
reduce the number of broadcast messages in mobile self-
organizing networks by dividing the network into virtual
regions using the location information of the nodes and
avoiding duplication of messages between regions.

4.2. Simulation Verification and Analysis of Results. To be
able to clearly illustrate the factors influencing the transmis-
sion capacity and to verify the accuracy of the proposed
analysis process, an empirical dataset was used, which was
completed by 100 volunteers during the INFOCOM06 con-
ference, each of whom carried a mobile terminal with a Blue-
tooth interface and the trajectories of these volunteers and
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the contact records, which can reflect the mobile character-
istics of the nodes and their social relationships. The dataset
is used by several laboratories at home and abroad and has
high authority [19]. In this paper, we use the MATLAB sim-
ulation platform to compare and analyze the difference
between the theoretical numerical results and simulation
numerical results, and the THR and SML appearing in the
later figures indicate the theoretical results and simulation
results, respectively. The operating characteristics of the
wireless sensor network itself can easily reduce the reliability
of its own transmission, so on the premise of ensuring
energy saving, it is also necessary to ensure the reliability
of its transmission. When applied to the monitoring of haz-
ardous sources, because the energy of the node is limited and
the location of the node is not easy to replace the battery, it is
necessary to ensure that the network energy is balanced dur-

ing the monitoring process, affecting the transmission of
data. In this section, we analyze the relationship between
the transmission capacity S and the number of network
nodes N , the number of hops H, the packet loss rate P,
and the delay T , respectively, and also analyze the relation-
ship between the packet loss rate and the delay to better
understand the trend between these variables. The simula-
tion parameters are set as shown in Table 1.

According to the small world theory, any two nodes in
the network can communicate with the help of a limited
number of nodes, and the number of these collaborating
nodes is generally 2-6, so this section first analyzes the effect
of the number of network nodes N on the transmission
capacity S at different hop counts (H = 2,H = 4,H = 6).
From the results, it can be found that the transmission
capacity increases with the increase in the number of net-
work nodes at different hop counts, but the overall transmis-
sion capacity under 4 hops is higher than under 2 and 6
hops; this is because the data has the best transmission per-
formance only when the number of hops is within a certain
range; too high or too low is not good for data forwarding. In
addition, as the number of nodes increases, the transmission
capacity grows faster under 4 hops. Two-hop transmission
capacity increases slowly and decreases to a certain extent
when N ≥ 120. This is because the network nodes increase
to a certain level and fewer relay nodes make the total time
required to transmit data grow, resulting in a decrease in
transmission capacity. Finally, the numerical results of the
simulation and theoretical analysis match with an average
error of 12%.

λuij=Wuij /du1
: ð7Þ

Keeping the communication distance constant and
increasing the number of nodes within the network, we
can see that the traditional chance routing algorithm starts
to have node failures about 1 minute into the simulation,
relying solely on the geographic location information of
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neighboring nodes and sink nodes to determine intermedi-
ate forwarding nodes [20]. In this case, it is considered that
the closer the sink node within the transmission range, the
better the path. This will result in the frequent use of a node
as an intermediate node for data forwarding during the ini-
tial process of the network until the node fails with energy
exhaustion, while many nodes will have energy redundancy
and the energy will not be utilized after the overall failure
of the network. With the improved chance routing algo-
rithm, the network energy consumption can be evenly dis-
tributed to neighboring nodes, which increases the network
survival time until the surrounding nodes are depleted of
energy before they fail centrally at 14 minutes, basically
reaching the maximum network survival time, as shown in
Figure 7.

Due to the backbone role of the cluster head node in the
network, in this paper, the cluster head node is evaluated as a
separate component and both upstream and downstream
transmission processes are divided into two phases using
the cluster head node as the boundary and modeled in a
stepwise manner to facilitate the application and extension
of the reliability assessment model. Wireless sensor networks
have complementary and redundant relationships in space
and time between the information sent out by multiple
sources when monitoring the same event or parameter.
Many source nodes in a cluster topology send sensing infor-
mation to the cluster head node, which determines whether
the sensing task is completed based on comparison with a
threshold value. In the uplink transmission phase of mesh-
type (mesh) topology, multiple source nodes transmit the
sensed information to the sink node, so this phase is a mul-
tisource single-homed network. For the same task in a mul-
tisource environment, it is not required that every packet
sensed by each source node be successfully received by the
sink node. Unlike the cluster topology where the sensed
packets are prone to data fusion at the cluster head, the mesh
topology is less efficient in performing data fusion at the
intermediate nodes of the network. For modeling, it is
assumed that the data sensed by the source nodes in the
mesh-type topology is not subjected to data fusion. To accu-
rately measure the similarity between nodes, the common
neighbor node is regarded as the same or similar interest
of two nodes. The main reason is that the more common
the neighbor nodes of two nodes, the closer their relation-
ship in the network can ensure data forwarding. The similar-
ity simij is used to represent the proportion of the number of
common neighbor nodes of two nodes i and j.

5. Conclusion

The reliability of wireless sensor networks (WSNs) is one of
the important indicators of network quality of service and
requires system planning and a series of designs and verifica-
tion to achieve reliability goals. Existing studies have mainly
investigated the basic reliability of the network in terms of
the connectivity of the network, the capacity of the network,
and individual performance parameters such as delay and
packet loss. However, these parameters are difficult to assess
the comprehensive capability of the network when running
services, which requires an overall evaluation and design of
the mission reliability of the network. Task reliability is
closely related to the task profile, functional requirements,
state mode, and system configuration of the network; as
the WSN continues to expand, the association relationships
between nodes within the network become more complex
and the system operation states increase, leading to
increased difficulty in the analysis and design process of
WSN task reliability. Task reliability is a comprehensive
reflection of various characteristics of the network; therefore,
the analysis and design of task reliability of WSNs are a dif-
ficult point that needs to be broken. In this paper, the hier-
archical clustering protocol is designed from the
perspective of saving energy consumption of WSN, and the
reliable data transmission protocol is designed to ensure reli-
able data transmission, but the idea is not perfect, and there
are still many topics to be improved or to be studied in the
field of WSN.
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Table 1: Simulation parameter settings.

Simulation parameters Reference Actual value

Number of nodes 80-150 120

Communication module Bluetooth ZigBee

Network area 1000,1000 1000,1000

Subchannel rate 100 103

Node cache space 20-50 30
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Figure 7: Transmission capacity versus network nodes.
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With the rapid development of the Internet in recent years, people are using the Internet less and less frequently. People publish
and obtain information through various channels on the Internet, and online social networks have become one of the most
important channels. Many nodes in social networks and frequent interactions between nodes create great difficulties for
privacy protection, and some of the existing studies also have problems such as cumbersome computational steps and low
efficiency. In this paper, we take the complex environment of social networks as the research background and focus on the key
issues of mobile wireless sensor network reliability from the mobile wireless sensor networks that apply to large-scale, simpler
information, and delay tolerance. By introducing intelligent learning methods and swarm intelligence bionic optimization
algorithms, we address reliability issues such as mobile wireless sensor network fault prediction methods and topology
reliability assessment methods in industrial application environments, the impact of mobile path optimization of mobile
wireless sensor networks on data collection efficiency and network reliability, reliable data transmission based on data fusion
methods, and intelligent fault tolerance strategies for multipath routing to ensure mobile wireless sensor networks operate
energy-efficiently and reliably in complex industrial application environments.

1. Introduction

With the deep development of Internet technology and
computer technology, the emergence of social networks has
changed the traditional way of human socialization, and
social networks have gradually become the main place for
people’s daily activities (entertainment and communication,
online shopping, community Q&A, online education, etc.),
and there are more and more participants in social networks,
and information is spread in social networks at an unprece-
dented speed [1]. Through social networks, we can commu-
nicate in-depth with our friends in the form of sending
messages, sharing content, etc. Due to its convenience and
easy-to-use characteristics, social networks have become
more and more common in people’s lives and work under
the environment of increasingly mature network technology.
At the same time, with the rapid development of the
network, the privacy issues therein are gradually attracting
widespread attention. The wireless sensor network is an

intelligent network that transmits data in the form of prox-
imity multihop self-organization and collaboration and
cooperation between nodes by deploying various types of
sensor nodes to the monitoring area [2]. The network
integrates information sensing, wireless communication,
embedded computing, distributed information processing,
and other technologies, the nodes preprocess the collected
data and send it to the aggregation nodes in the form of
multihop self-organization, and the aggregation nodes then
transmit the collected information to the monitoring centre,
which performs appropriate processing and finally feeds the
processed data back to the decision-makers and transmits it
to the required users. The physical links and capacities are
mapped to traffic paths during the evaluation process, which
can concisely reflect the performance degradation of the
network. When evaluating the network performance
reliability, the probability that the information from the
source node reaches the destination node within the speci-
fied time is used as the timely reliability of this network,
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the probability that the routing buffer overflows is used as
the criterion to evaluate the network congestion, and the
ratio of the packet received at the receiver side to the trans-
mission at the sender side can also be used as the complete
reliability of this network.

Privacy data in social networks mainly includes user’s
identity information, login information, friend information,
the content published on the social network platform, and
the dissemination of information. The root cause of privacy
security risks in social networks is that the private data of
data owners are distributed on social networking platforms
without the direct physical control of data owners, which
may cause data leakage and allow users who do not have
access rights to view the content published by data owners
or even users who maliciously steal information to view it.
Studying how to combine data publishing methods with
privacy-preserving techniques and prevent leakage of sensi-
tive user information has become a serious challenge for
current social networking services [3].

The reliability of WSNs (wireless sensor networks) is an
important indicator for assessing network performance and
can be classified into different categories based on different
criteria. From the perspective of application requirements,
dependability assessment can be divided into coverage-
based and connectivity-based reliability; according to the
different methods used for reliability analysis and calcula-
tion, reliability assessment can be divided into conditional
probability, Markov chain, block diagram method, Monte
Carlo simulation method, binary decision diagram, fault tree
analysis, etc.; in addition, from the definition of division, it
can be divided into task-based reliability and lifetime
distribution-based reliability [4]. In this paper, we propose
to carry out research on mobile wireless sensor network reli-
ability problems and conduct an in-depth and systematic
study in mobile wireless sensor network reliability assess-
ment and optimization by introducing intelligent optimiza-
tion algorithms and swarm intelligent bionic optimization
methods, to address mobile wireless sensor network node
hardware and network failure prediction methods, network
reliability assessment methods for mesh, tree, and ribbon
topologies, mobile path optimization on data collection
efficiency and network reliability, reliable data transmis-
sion based on data fusion methods, and intelligent fault
tolerance of multipath routing and other reliability issues,
to provide an effective way to build a reliable mobile wire-
less sensor network suitable for the complex environment
of social networks.

2. Related Work

The privacy and security of users in social networks is a
pressing issue that is directly related to their safety in real
life. Currently, researchers have carried out some research
work on privacy metrics in social networks, but the research
is still relatively lagging compared to industrial networks.
The reliability of WSNs is mainly studied in terms of the
failure problem of nodes and energy problem.

The problem of random failure of nodes is considered in
the distributed WSN in the literature [5] for the analysis of

the WSN feasibility. In the literature [6], a wireless sensor
network consisting of a Sink node and n sensor nodes is
considered and the reliability of the network is evaluated
using probabilistic analysis. The concept of common cause
failure is introduced in the literature [7], and a Monte Carlo
simulation-based approach is proposed to calculate the reli-
ability of the wireless sensor network. The Markov model is
introduced in the literature [8] to evaluate the reliability of
sensor nodes. A binary decision graph algorithm is proposed
in the literature [9] to address the reliability of WSNs in a
common cause failure environment. Common cause failure
is defined as the phenomenon of simultaneous failure of
multiple components in the network; for example, multiple
sensor nodes in the network will fail simultaneously during
an avalanche; previous WSN reliability analyses assume that
sensor nodes are independent of each other and do not con-
sider the effective correlation of sensor nodes; this analysis is
not comprehensive; the literature [10] transforms the binary
decision diagram into an ordered bifurcated decision dia-
gram (OBDD) to consider the common cause events, which
has been of great help to later scholars in their research. The
literature [11] proposed the use of a survey questionnaire to
count multiple metrics, through which users who may differ
significantly in their privacy-preserving behaviours are
selected to count their scores and then validate the validity
of these metrics. In their study, they analyze the correlation
between the scores of the survey metrics and two established
privacy-preserving behaviours. Ultimately, they conclude
that these metrics are a reliable and valid web management
tool that can be used in research on online privacy metrics.
In the literature [12], a dual objective function was con-
structed with the goal of shortest transport distance and
highest security, and an adaptive random selection algo-
rithm and a time adjustment algorithm were added to the
ALNS heuristic to solve the transport path and improve
the security of the transport path. The literature [13] com-
bines the road class and road traffic influence factors in the
actual dynamic road network and uses an improved ant
colony algorithm to explore the optimal path that meets
the requirements of travellers. The literature [14] proposes
an algorithm to improve the reliability of paths between
customers and target users in social networks, which uses a
reverse ant colony algorithm with an improved pheromone
update strategy in it, thus ensuring load balancing and
shorter user waiting time. In the literature [15], path reach-
ability, optimal path selection, and TOP-K path query are
studied with graph data, and the objective and subjective
weights of each attribute of the path are derived using infor-
mation entropy technique and subjective assignment
method for the case of mixing different types and character-
istics of attributes such as deterministic and uncertainty in
complex multiattributes, and then, the two weights are
analyzed comprehensively to calculate each path’s combined
score and reduce the search space when optimizing the path
query by graph decomposition and hierarchical shrinkage
techniques. In terms of network routing, literature [16] pro-
posed a general method to solve multiconstrained path
queries by minimizing the nonlinear cost function to deter-
mine whether the found path is feasible and by minimizing
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the main cost function to explore whether there are still
better paths, thus ensuring QoS quality. The literature [17]
proposes a difference-oriented path multiplex selection algo-
rithm (CMT-DPS), where when the difference between
paths is relatively large, paths of poorer quality are not
selected to participate in data transmission, which improves
the overall throughput and reduces the transmission delay to
some extent. The software-defined network (SDN) path
selection algorithm with dual impact factors based on the
actual quality of experience (QoE) is proposed in the litera-
ture [18], which ensures link quality and load balancing by
real-time state acquisition and dynamic adjustment of
weights, while also applying the ant colony algorithm to
improve the transmission rate.

3. Data Reliability Study of Wireless Sensor
Networks for Social Network Optimization

3.1. Data Reliability Study of Wireless Sensor Networks. The
basic reliability and mission reliability of a wireless network
are the “one and two sides” of the product reliability work,
“one” means that the main body of basic reliability and mis-
sion reliability implementation is the product design itself,
“two sides ‘one’” means that the main body of basic reliabil-
ity and task reliability is the product design itself, and “two
sides” means that basic reliability and task reliability are
two objectives that should be taken into account in product
design, and one is indispensable. From the definition of basic
reliability and task reliability, we know that the difference
between them is as follows: (1) The time definition is differ-
ent. The scope of “specified time” in the definition of
mission reliability is defined by the mission profile cycle.
The “specified time” in the definition of basic reliability is
defined by the full life cycle profile, which generally includes
multiple task profiles. (2) The scope of failure statistics is
different. When evaluating task reliability, only those failures
that affect the “completion of the task” in the definition of
task reliability are considered, and those failures that do
not affect the completion of the task are not considered.
However, when evaluating basic reliability, it is necessary
to consider all the failures that need to be repaired during
the whole system life cycle, and the scope of failures in basic
reliability statistics is larger than that of mission reliability.
(3) The final impact on product use is different. Basic reli-
ability is related to maintenance coverage, and basic reliabil-
ity ultimately affects the availability of equipment and the
cost of maintenance coverage [19]. The continuous type of
Weibull distribution and other distributions is closely
related, and the range of values of shape parameters of Wei-
bull distribution reflects the product failure characteristics,
so the Weibull distribution is also quite widely used, while
mission reliability affects the performance of the system’s
mission-related applications and is a key factor in determin-
ing whether the product can perform its mission success-
fully. (4) For different calculation models, mission
reliability firstly establishes mission profiles based on
mission descriptions, and for different missions, a system
may have multiple mission profiles, based on which multiple
mission reliability models are generated. In contrast, when

calculating the basic reliability of a system, a system corre-
sponds to only one reliability calculation model.

The theoretical bases of traditional research on net-
work reliability assessment can be divided into three
types: mathematical analysis methods based on graph
theory and probability theory, simulation methods that
simulate random events, and field experiment methods
based on real scenarios. Figure 1 shows the theoretical
bases and research methods of traditional network reli-
ability assessment methods.

Connectivity reliability is the first proposed network
reliability metric and is classified into active and passive net-
works based on the presence or absence of specified source
points in the network. The classical analytical algorithms
for computing network connectivity reliability include state
enumeration, exclusion principle, disjoint sum, factoriza-
tion, graph transformation, and delimitation methods. These
algorithms usually assume that the links have only two
states, fault and normal, and that the probabilities of link
failures in the network are independent of each other.
Network reliability design needs to consider redundancy
design, fault management and prevention, data manage-
ment, node and link trustworthiness, environment, destruc-
tion resistance, security, and other factors. The capacity of a
link is limited at the time of transmission, and the capacity
reliability refers to the probability of success in transmitting
the required capacity between the two ends of the link after
setting the maximum capacity for each link, as shown in the
following equation:

P θ ∣ kð Þ =
Ð
α ⋅ θ − μð Þ/σdθ

kr
: ð1Þ

This type of algorithm adds capacity constraints to the
consideration of topological connectivity, and this network
model has evolved into the “random flow network model”:

limitC = 1
n

3:36 + ςð Þ3 + C0: ð2Þ

Based on this model, researchers have proposed a series of
computational methods. The capacity reliability assessment
model is based on known conditions, such as node and link
reliability information (e.g., reliability), node and link capac-
ity information, network topology, and transmission capacity
requirements, to solve for the probability of the existence of a
connectivity path that satisfies certain capacity requirements
for some set of nodes [20]. The connectivity reliability assess-
ment classification is shown in Figure 2.

Performance reliability focuses on the traffic on the net-
work path, and the physical links and capacity are mapped
to the traffic path during the evaluation process, which can
concisely reflect the performance degradation of the net-
work. When evaluating the network performance reliability,
the probability that the information from the source node
reaches the destination node within the specified time is
taken as the timely reliability of this network, the probability
that the routing buffer overflows is used as a criterion to
evaluate the network congestion, and the ratio of packet
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reception at the receiving end to the amount sent at the
sending end can also be used as the complete reliability of
this network. Although the above three types of network
reliability assessment of connectivity reliability, capacity reli-
ability, and performance reliability can reflect the different
functional requirements, metric range, and network perfor-
mance of the network, it is difficult to give the comprehen-
sive capability of the network when it is running a task.
The problem of a comprehensive assessment of task-
centric network reliability can be formulated as follows:

Y = ∩
n

i=1
Xi + ∩

r

i=1
Ui + c: ð3Þ

Many different types of lifetime distributions are used in
reliability engineering, classified as discrete and continuous.
Discrete distributions include mainly binomial, geometric,
and Poisson distributions, and discrete distributions include
mainly exponential, Weibull, normal, and log-normal distri-
butions. The exponential distribution of continuous type is
the most important type of distribution in reliability statis-
tics and is almost exclusively used to describe the reliability
of electronic equipment. The failure rate in the exponential

distribution is constant and independent of time. Since the
beginning of reliability studies, the exponential distribution
has been the most widely used, and it has a large number
of advantages such as simplicity of calculation, ease of esti-
mation of parameters, and additivity of the failure rate,
and when the failures of the components in a system satisfy
the exponential distribution, its system also satisfies the
exponential distribution. The continuous type of Weibull
distribution and other distributions are all more closely
related, and the range of values of the shape parameter
of the Weibull distribution reflects the failure characteris-
tics of the product, so the Weibull distribution is also used
quite widely [21]. In this paper, the two typical
continuous-type distributions that are most widely used
for sensor life distribution are chosen as exponential distri-
bution and Weibull distribution. The exponential distribu-
tion is shown in equation (4), and the Weibull distribution
is shown in equation (5):

F xð Þ = λe−λx, x > 0,
0, x ≤ 0,

(
ð4Þ

Start Existing
Analysis?

View Existing
Analysis

View
Summary

Charts/Graphs 

Create
Analysis

Existing
Scenarios?

Create New
Scenario

Performance
Data

Other APM
Workflows

Scenarios
View, Modify,

or Copy
Scenarios

Diagram the
System

Define Risks
and

Resource
Usage

Define Actions
And

Resource Usage

Resources

Risks Actions

Revise?

Acceptable
Performance?

Manage
Performance

Recommendations

Review
Simulatian

Results

Run
Simulation

Align Actions
with

Global Events

Create Global
Events

End View Report

Global
Events

No

Yes

No

Yes

Yes

No

No

Yes

Figure 1: Classification of network reliability assessment methods.
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F xð Þ =
re−x + μx, x > 0,
0, x ≤ 0:

(
ð5Þ

For WSN reliability studies, the star network topology
is simple, with two-way communication between the
sensor nodes and the Sink (or base station), but no com-
munication path is established between the nodes. In addi-
tion, the data information from the sensor nodes can be
sent directly to the base station, so the failure of the nodes

can directly affect the normal operation of the WSN. All
these advantages are good for assessing the reliability of
WSNs, and the study of WSN reliability fruits of star
network topology also has great reference value for later
study of other network topologies. Therefore, in the
WSN reliability study in this paper, the wireless sensor
network topology is a star network.

The network reliability design needs to consider redun-
dancy design, fault management and prevention, data
management, node and link trustworthiness, environment,
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resilience to destruction, security, and other factors. The
following aspects should be considered in focus: (1) Redun-
dancy design. Focus on considering the redundancy of key
equipment and links. Decentralized deployment of multiple
key devices in the same area to achieve load sharing and
decentralized multiple means and multiple routing protocols
are implemented on the transmission path. (2) Network pro-
tection mechanisms. For example, reliable routing protocols,
hot backup protocols, route binding protocols, and auto-
matic protection switching protocols are commonly used
network protection mechanisms. (3) Fault-tolerant design.
That is, the network is robustly designed so that it can still
work properly or partially work in case of some errors or
failures. The transmission path is selected by considering
the remaining energy of neighboring nodes, data trans-
mission distance, and network load balancing to reduce
the chance of individual path overheating, reduce the
probability of too many shared nodes, balance the
network energy consumption, and improve the data trans-
mission success rate and network lifetime. The main
methods are fault limiting, fault detection, fault shielding,
retry techniques, fault diagnosis, reorganization, recovery,
reconfiguration, etc. (4) Congestion control. Through
analysis or reliability simulation test to find out the “bot-
tleneck” of network traffic, taking effective congestion
control strategy can increase network resources and
reduce user demand from two aspects to consider to solve
the congestion problem. (5) Online maintenance guaran-
tee design, that is, without interrupting the network oper-
ation, the maintenance, and protection of the network.
Commonly used methods include hot-plug replacement of
hardware and online upgrade of software. (6) Simulation-
assisted design, through the network reliability simulation
test method, the network completeness, resistance to destruc-
tion, availability, recovery, reliability of the auxiliary analysis,
and design.

3.2. Data Transmission Reliability Analysis of Wireless Sensor
Networks for Social Network Optimization. In the PPSSN
model, there is a data owner (DO), a DO server, an attribute
management server (AMS), an access user, and a social net-
work platform (SNP). The DO server encrypts and stores the
DO’s buddy list, queries the encrypted list when the user
requests access to the data, and returns the buddy relation-
ship data, which shares the DO’s overhead but does not
affect the security of the data. After receiving a user’s access
request, the attribute management server (AMS) requests a
buddy relationship from the DO, determines the buddy rela-
tionship from the data returned by the DO, and distributes
the private key to the access requestor. The social network
service platform SNP is the data distribution platform for
users. Visitor V is a user of the social network platform
and needs to obtain the appropriate access rights to access
the data on the SNP when viewing the data published by
the DO. When a visitor requests access to the data, he/she
first needs to send a request to DO and can access the SNP
data only after passing the authentication of AMS and DO
and receiving the private key. Users who are not DO friends
can only access the data that was last published on the SNP,

and illegal users who are identified by AMS as social
networks cannot access any DO publication data.

According to the extended complex network model of
social networks, the concept of multiconstraint path pattern
matching is proposed, i.e., finding matches in the data graph
that match the pattern graph. Based on the multiconstraint
optimized path selection algorithm, the multiconstraint edge
matching algorithm is executed for each edge in the pattern
graph, and the query results obtained are connected in the
order in the pattern graph to form answers that match the
user’s query conditions. To improve the execution efficiency
and connection efficiency, a probability-based sampling esti-
mation algorithm is introduced to accelerate the execution
of the path matching algorithm and also to provide guidance
for the mapping query result connection algorithm [22]. The
algorithm can be applied to pattern matching in areas such
as location-based social networks, spatial crowdsourcing,
and recommender systems.

Since the wireless communication link quality sequence
characterized by the signal-to-noise ratio is characterized
by the superposition of smooth and noisy sequences, the
time series prediction model lacks accuracy for the predic-
tion of sequence values. Therefore, in this paper, according
to the complex environment of the energy grid, and com-
bined with the characteristics of wireless communication
link quality S/N sequence, a prediction algorithm based on
LSTM for the confidence interval of communication link
reliability is proposed, and the structure diagram is shown
in Figure 3.

In this paper, we measure the attribute similarity
between two users by determining whether the attribute
content is the same. When matching whether the attribute
contents are the same, the birthday attribute is matched only
to the year, and the address and hometown are matched only
to the city, and then, the result of whether these nine attri-
butes match is defined as a nine-dimensional vector. In this
vector, if the attribute contents are the same, the corre-
sponding element has a value of 1; otherwise, the value is
0. The reason for considering names and avatars is that if
the avatars and names of two accounts are very similar or
identical, there is a high probability that they represent a
particularly close relationship, usually a couple or the same
user with multiple accounts. In determining whether avatars
are similar, this paper chooses to use the perceptual hashing
algorithm because avatar files are usually small. In existing
studies on attribute inference, user identity linking, and link
inference, the most basic approach is based on the principle
of homogeneity, i.e., the information between users and their
surrounding friends is similar, and the closer the friends, the
higher the degree of similarity, so that the target user’s
undisclosed information can be inferred from the informa-
tion disclosed by surrounding friends. Connectivity reliabil-
ity is the first proposed network reliability index, which is
divided into active and passive networks according to the
presence or absence of specified source points in the
network. The classical analytical algorithms for computing
network connectivity reliability include state enumeration,
exclusion principle, disjoint product sum, factorization,
graph transformation, and delimitation method. These
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algorithms usually assume that the links have only two
states, fault and normal, and the probabilities of link failures
in the network are independent of each other. The most
direct and effective way of this is to compare the attribute
information filled in the profile of the user. Based on the
above principles, this paper argues that the same attribute
information between the target user and his friends is very
likely to reveal the user’s private information, and even if
the target user himself does not disclose this information, a
malicious attacker can still infer the target user’s information
based on the attribute content of the largest number of the
same friends around. The closeness between any two par-
ticipants also has similar properties as trustworthiness:
self-reflexivity, asymmetry, dynamism, complexity, and
transferability (not to be elaborated here). There is no
subjectivity and it possesses objectivity, as the closeness
is based on the interaction behaviour of the participants
and can be analyzed by data mining techniques. In addi-
tion to this, it is also decaying, showing a tendency to
decay as the path length increases.

When considering the spatial relationships and social
identities of the participants, the following search process

needs to be executed: the first step: all the nodes in the net-
work need to be traversed to find the nodes that satisfy the
location information and text information; the second step:
among these nodes, find the paths in the network that meet
the multiple constraints according to the multiple con-
straints specified by the user using one of the nodes as the
source node and the other node as the target node. But with
the increase in the number of nodes, the first step becomes
very difficult, so the algorithm proposed above is no longer
good enough to solve the optimal path selection problem
for multiple constraints based on geographic location, and
the search space is reduced based on location information
and text information for solving the optimal path selection
problem for multiple constraints regarding spatial con-
straints and social constraints. To speed up the filtering of
geolocation information and text information, spatial text
indexes need to be created for participants in social
networks. Spatial text indexing can be classified as spatial
indexing, text indexing, and hybrid indexing. Depending
on the priority of spatial and text indexes, they can be clas-
sified as text-first and spatial-first. Text-first usually uses
the inverted file as the top-level index and then arranges
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each posting list in the inverted list by a spatial structure,
which can be an R-Tree, a grid, or a space-filling curve.
And spatial-first usually uses the spatial structure as the
top-level index, with leaf nodes (or grid cells) containing
inverted files or bitmaps of the object’s textual information.
There is also a tight combination of both indexes so that
both types of information can be trimmed from the search
space during the search.

4. Experimental Verification and Conclusion

The dataset used in this paper contains 2626 objects, each
record contains the participant’s sequence number, nick-
name, key text information extracted from the tweet, and
the participant’s spatial geographic location information
(latitude and longitude). The constraint values of trust,
closeness, and reputation of the participants are randomly
generated through the WS small-world model. The specific
generation process is as follows: (1) the network contains
N (N randomly taken as 150, 300, 450, 600, 750, and
1050) nodes, and each node connects m edges (m randomly
taken as 1~8) with its nearest m nodes; (2) an edge is added
between a randomly selected pair of nodes with probability
pr (pr randomly taken as 0.1~0.8), and any two different
nodes have at most one edge between them, and each node
cannot be connected to itself. The above procedure was
repeatedly performed, and 24 subdatasets were synthesized.
In the simulation experiments, the trust, closeness, and
reputation values between participants were randomly
generated, and to better model the decay of closeness in
social networks, the decay factor was set to δ = 1:5, and the
source participants specified the bound values of trust, close-
ness, and reputation as f0:05, 0:001, 0:3g. The privacy data
in social networks mainly includes users’ identity informa-
tion, login information, friend information, and the content
published on social network platforms and information
dissemination. The purpose of setting the parameters in this
way is to allow more paths to satisfy the constraints. The
weights of trust, intimacy, and reputation in the path quality
function are f0:25, 0:25, 0:5g, highlighting the importance of
reputation in trust assessment.

The IR-Tree-MBS algorithm is compared with the H_
MCOP algorithm and the MBS algorithm, respectively.
The three algorithms perform the same path query condi-
tion three times on each of the 24 randomly generated
subdatasets, and each query needs to be repeated three times
for averaging. Comparing the path quality and path query
efficiency found by the algorithms, Figure 4 shows the com-
parison results of path quality.

The R-Tree-MBS algorithm and the MBS algorithm have
similar path lookup quality because both algorithms use the
same lookup strategy and objective function. The path qual-
ity of both algorithms is no worse than that of the H_MCOP
algorithm, which is because the IR-Tree-MBS algorithm,
MBS algorithm, and H_MCOP algorithm all treat the path
found as optimal when it has the maximum path quality
and is a feasible solution, which leads to similar pathfinding
quality when finding certain paths (e.g., on datasets 9 and 15
in Figure 4). When there is a maximum path quality and it is

not a feasible solution, the H_MCOP algorithm stops
searching according to the minimum cost and starts search-
ing according to the minimum objective function g λðpÞ < 1.
This leads to the phenomenon that the H_MCOP algorithm
cannot find the near-optimal solution or even actually has a
feasible solution but H_MCOP returns no feasible solution,
while the MBS and IR-Tree-MBS algorithms can find
approximately optimal solutions.

From Figure 5, we can see that the H_MCOP algo-
rithm and the MBS algorithm have higher execution effi-
ciency when the network size is not large and the
network structure is relatively simple, while the IR-Tree-
MBS algorithm is relatively poor. This is because the IR-
Tree-MBS algorithm needs to create IR-Tree indexes of
the nodes in the network first when it is executed, which
consumes about 1-5 seconds. The discrete distribution
mainly includes binomial distribution, geometric distribu-
tion, and Poisson distribution. The discrete distribution
mainly includes exponential distribution, Weibull distribu-
tion, normal distribution, and log-normal distribution.
When the network size is small, the algorithms MBS and
H_MCOP algorithms for the direct query have higher effi-
ciency. However, as the network size increases and the
complexity of the network structure increases, the effi-
ciency of the H_MCOP algorithm and MBS algorithm
gradually decreases, while the IR-Tree-MBS algorithm has
good stability. The reasons include two aspects: (1) the
IR-Tree-MBS algorithm utilizes the characteristics of the
IR-Tree structure and does not query the path directly
but performs distance pruning and keyword pruning first,
narrowing the search scope to a certain extent, which is
not considered by the H_MCOP algorithm and the MBS
algorithm; (2) the IR-Tree-MBS algorithm does not need
to be like the H_MCOP algorithm to compute g λðpÞ > 1
during the forward search, especially when λ tends to ∞,
resulting in a larger time overhead.
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Figure 4: Comparison of path quality finding results of different
algorithms on different datasets.
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From Figure 6, we know that as the number of network
polling increases, the total energy consumption of the net-
work increases regardless of whether it is 100 nodes or 200
nodes, and the increase in energy consumption is greater
for the AODV-SMS route recovery protocol, followed by
AODV-SMS (PSO), and AODV-SMS (ABC-PSO) has the
least energy consumption. And it is also seen that as the
number of sensing nodes in the network increases, along
with it, the density of the whole network increases, the
AODV-SMS route recovery method has a single transmis-
sion path and the sensing nodes that die faster during the
source node transmission are generally in the common
node, the transmission path where the common node is
located, and the location near the destination node Sink.
At the same time, as the density of sensing nodes increases,
the probability of using the same transmission path increases
greatly, and the energy consumption of the common node
on the same transmission path is very large, which is prone
to premature “death” phenomenon, resulting in data loss
and data transmission link interruption. The AODV-SMS
(ABC-PSO) multipath routing recovery mechanism
proposed in this paper considers the remaining energy of
neighboring nodes, data transmission distance, and net-
work load balancing in the process of the data transmis-
sion path which reduces the chance of individual path
overheating, decreases the probability of too many shared
nodes, balances the network nodes, balances network
energy consumption, and improves data transmission
success rate and network lifetime.

As can be seen from Figure 7, the energy utilization of
the algorithm proposed in this paper is much higher than
that of the AODV-SMS routing protocol, mainly because
the adopted AODV-SMS (ABC-PSO) route recovery strat-
egy interrupts the original data transmission path as the Sink
moves; it searches for the nearest transmission path near the

original path and considers the network energy consump-
tion equalization, which makes the energy consumption of
our proposed route recovery strategy lower than that of
other methods. When considering the spatial relationships
and social identities of participants, the following search
process needs to be performed: Step 1: all nodes in the net-
work need to be traversed to find nodes that satisfy the loca-
tion information and text information; Step 2: among these
nodes, one of them is used as the source node and the other
as the target node to find paths in the network that meet the
multiple constraints according to the multiple constraints
specified by the user. Although the swarm intelligent optimi-
zation algorithm AODV-SMS (ABC-PSO) consumes a
portion of energy to optimize the data transmission path,
considering the remaining energy of neighboring nodes,
data transmission distance, and network load balancing,
the proposed multipath transmission route recovery strat-
egy can make full use of the information provided by
the original path to quickly recover an efficient and reli-
able transmission path, providing faster global convergence
for network optimization.

As can be seen from Figure 8, the end-to-end transmis-
sion delay of the AODV-SMS protocol at a low number of
nodes (100 nodes) is higher than the original. AODV-SMS
(PSO) and AODV-SMS (ABC-PSO) multipath routing
recovery path mechanisms are slightly larger. Mainly
because the data transmission congestion is not serious in
the case of the low number of nodes, the difference in trans-
mission delay between AODV-SMS (PSO) and AODV-SMS
(ABC-PSO) multipath transmission route recovery mecha-
nisms is not significant, and the end-to-end delay of the pro-
posed algorithm is smaller than that of the AODV-SMS
method. It is also observed that as the number of sensing
nodes increases, the multipath route recovery mechanism
of AODV-SMS (PSO) and AODV-SMS (ABC-PSO)
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algorithms increases the number of transmission paths to
the destination node, while the new transmission paths are
constructed with comprehensive consideration of transmis-
sion AODV-SMS (ABC-PSO) routing recovery protocol

showing a better packet transmission delay time than other
routing recovery strategies. Packet transmission delay takes
less time, and there is an increasing difference between them.
This is enough to show that the larger the network size, the
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greater the delay and transmission path length spent by
the source node to transmit to the destination node, which
better reflects the advantage that the multipath route
recovery strategy proposed in this paper can consider the
remaining energy of the neighboring nodes of the trans-
mission link and the communication distance and the
network load balance, select more suitable communication
nodes to form a better alternative path, and make the net-
work energy consumption have more balanced distribution
and the longest lifetime.

5. Conclusion

With the convenience of people communicating with each
other in the information age, social networks have been
created and gradually become popular. Due to their conve-
nience and easy operation, social networks have become
deeply involved in people’s lives and work in the context of
increasingly mature network technology. At the same time,
the issue of privacy in social networks has also gradually
aroused people’s concern. The root cause of the private secu-
rity problem in social networks is that the private data of the
data owner is spread on the social network platform without
the direct physical control of the data owner, so it may cause
the leakage of the data, which makes the users who originally
do not have the access permission or even the users who
maliciously steal the information to view the content
published by the data owner.

In this paper, by studying the network reliability prob-
lem differently from the general study of reliability content
(network failure rate, fault diagnosis, fault repair, etc.), we
conduct a comprehensive study of network performance
(network energy consumption, load balancing, transmission
delay, network connectivity, reliability, etc.). By introducing
intelligent optimization methods and artificial intelligence

algorithms, we address reliability issues such as basic
research on mobile wireless sensor network fault prediction
and network reliability assessment methods, the impact of
mobile path optimization on data collection efficiency and
network reliability, reliable data transmission based on data
fusion methods, and intelligent fault tolerance algorithms
for multipath routing to reduce fault interference and net-
work energy consumption, improve network efficiency, and
increase network connectivity, availability, and reliability
and extend the network survival cycle as the objectives to
ensure energy-efficient, efficient, and reliable operation of
mobile wireless sensor networks in complex application
environments. The discrete distribution mainly includes
binomial distribution, geometric distribution, and Poisson
distribution. The discrete distribution mainly includes expo-
nential distribution, Weibull distribution, normal distribu-
tion, and log-normal distribution. In the key issuance
process of attribute encryption, the management of user
rights is jointly implemented by the data owner and the
attribute management server, which not only reduces the
overhead of the data owner but also avoids collusion attacks
between the attribute management server and illegally
accessed users. To weigh the usability of data distribution
and the security of information privacy protection, users
are classified and designed to achieve access control for
different users with different privileges. In addition to this,
the caching mechanism of the buddy data is designed to
improve and optimize the original scheme and reduce the
decryption overhead. The model improves query efficiency,
reduces the system overhead, and enhances privacy security.
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In this paper, wireless sensor network technology is applied to an English-assisted reading system to highly simulate and restore
the context and improve the performance of all aspects of the English-assisted reading system to optimize the English-assisted
reading system. The product designed in this paper is based on wireless sensor network technology with Linux as the core
operating system and supports POSIX (Portable Operating System Interface Standard) standard application development
interface; QT is used as the component and framework of the system to support many applications. Based on player open-
source multimedia audio and video technology, optimized and tailored for the hardware platform, it well supports multimedia
learning and entertainment functions; this paper also adopts open-source database technology based on SQL (Structured
Quevy Language) and Berkeley DB, using them as a platform for data storage and access, supporting a million-level thesaurus
and high-speed, example sentence search. In this paper, we describe the user’s personalized needs by creating interest models
for the user, recommending the text content, and reading order that can help with understanding through the interest models
and reading articles and expanding the recommended text range by making expansions to the reading content through
references and related articles to further help the user understand the text. Based on the above work, this paper implements an
assisted reading system; finally, a multihop self-organizing network system is formed through a wireless sensor network to
make the rigid and boring English reading easy and interesting.

1. Introduction

In recent years, with the continuous development of com-
munication technology, wireless communication methods
have gained more attention with their advantages of conve-
nience and efficiency. Multimedia technology-assisted
English reading teaching is a common teaching tool, which
has a certain positive effect on improving the effectiveness
of language learning and teaching quality. Reading, as the
main and most important means of language input, plays
an important role in language learning and has always been
the focus of English teaching. How well students perform in
reading determines to a large extent how well they learn
English [1]. In high school English teaching, reading is
undoubtedly one of the most important learning contents
and skills, and it takes up a considerable amount of weight
in the English Advanced Placement exam papers. In English
learning, students’ reading ability also directly affects their

learning and training of other English skills, so the basic
position of reading should not be underestimated. There-
fore, improving student’s English reading ability is one of
the priorities of high school English teaching. However, in
the actual English reading teaching, grammar and vocabu-
lary teaching is still the main content of high school English
reading class, and teachers pay much more attention to lan-
guage knowledge than to language skills [2]. This way of
teaching also makes high school students in the process of
English learning do not pay attention to the learning and
training of reading skills, resulting in the wrong concept of
good English learning which is to remember more words
and grammar errorless, which is not difficult to explain the
phenomenon that students achieve high scores in English
but can not read an English article.

Psychological research shows that certain stimuli in the
environment can cause people’s orientation response, thus
arousing people’s attention and making them interested.
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Multimedia technology combines text, graphics, color,
sound, video images, and other information together,
graphic and sound, which can activate students’ perceptual
organs and attention and fully mobilize students’ learning
interest. The goal of language learning is to cultivate the
communicative ability, and the cultivation of communica-
tive ability first requires a large amount of input of real lan-
guage materials and, then through repeated practice and
practical application, gradually transformed into the
learners’ inner language ability [3]. The specific steps for
establishing an interest model are as follows: (1) users pro-
vide relevant information, including majors, courses,
hobbies, and published or downloaded articles; (2) perform
word segmentation, keyword extraction, deduplication,
weighting, and other operations on the information to
obtain a keyword set; (3) get the insertion position, get the
nearest common ancestor node of the keyword and the node
in the interest model in WordNet, and add it to the interest
model; and (4) repeat step 3. Multimedia equipment playing
audio and video materials can create a real language environ-
ment, which is conducive to the development of communica-
tive activities in the classroom and the cultivation of students’
sense of language. In English learning, the role of reading is
irreplaceable and the level of English is inseparable from the
amount of reading. Reading is also the most basic way of
learning for students; learners can constantly improve their
sense of language, increase their vocabulary, and improve their
English reading comprehension and oral communication
skills in reading materials; we all know the important role of
vocabulary in English reading level, and reading is one of the
effective means to memorize words, without relevant English
language environment; it is ineffective to memorize words by
rote. In the reading classroom, if we continue to use the
unchanging traditional teaching method, it is far from enough
for students to improve their sense of language and vocabu-
lary; therefore, the necessity of using multimedia technology
reasonably in English reading teaching is especially important.

The age of artificial intelligence demands a distinct per-
sonality and a very creative mind for each person. The differ-
ence in creativity reflects the difference between people, and
for this reason, using all the advantages of artificial intelli-
gence, we can pay attention to the personalized development
of students and the differential teaching of students, so that
each student does not fall behind [4]. Artificial intelligence
facilitates teachers to understand the dynamics of information
from individual students and provides more scientific and
accurate personalized tutoring. The development of micro-
learning, flipped classrooms, big data analytics tools, and
many other forms have given rise to a variety of intelligent
interactive teaching systems that are gradually making digital
teaching a reality. This real-time feedback and assessments
provide intelligent suggestions for teachers to implement pre-
cise teaching strategies, effectively improving classroom teach-
ing effectiveness and student learning efficiency.

2. Related Works

The research on the ability of multimedia technology to
assist in foreign language teaching began in the United

States. Because of the rapid development of information
technology in the United States, the research related to mul-
timedia technology in teaching and learning started in the
United States in 1963 and was applied in a practical work.
From the 1990s to the present, information technology in
education has been developed rapidly worldwide, so the aux-
iliary function of multimedia technology in teaching has
been widely recognized and fully used in the teaching of var-
ious subjects [5]. The use and development of multimedia
technology in the field of education have had a development
history of several decades, and the research on multimedia in
language teaching has been conducted for quite some time.
The earliest systematic research on multimedia-assisted
teaching can be traced back to the American audiovisual
educational psychologist Dale, who studied the use of audio-
visual media in actual teaching and the teaching effects
brought about by them [6]. The most famous of these is
the “Tower of Experience” theory. He divided the sources
of human learning experiences into ten levels according to
different levels of abstraction and grouped these ten levels
into three major categories. Among these ten levels, there
are multimedia elements such as text, sound, and images.
However, scholars have researched multimedia-assisted for-
eign language teaching, which has reflected its certain supe-
riority in some educational practices and educational ideas
and provided a good basis for our later research and devel-
opment, but there is still little research on the aspects of
problems arising from multimedia technology in English
teaching [7].

The research on multimedia teaching and the emergence
of research results are slightly behind those of advanced
countries and regions, and only in the 1980s did they begin
to explore the relevant aspects of multimedia-assisted teach-
ing. However, the slow development of information technol-
ogy during this period made it difficult to create good
hardware conditions for practical activities, and research
on related aspects of software had not yet begun. This article
sets up a default value for the weight of a hobby. After each
reading, you only need to determine whether there is hobby-
related content in the reading content. If there is, update the
weight of the hobby, so that it can be prioritized. In the first
decade, theoretical research was mainly conducted in
multimedia-assisted teaching, as well as translation and
study of advanced theories and experiences. The two jour-
nals “Chinese Electro-Chemical Education” and “Research
on Electro-Chemical Education,” which were found in the
nascent period of multimedia education, have provided a
lot of theoretical knowledge for educators since they were
first published in 1980 [8]. Through these two journals, edu-
cators were able to learn about the advanced experience and
the process of technological development at the early stage
of technology development, and therefore, they are known
as the base of theoretical research on e-education. The first
teaching aids incorporated in foreign language teaching were
electronic media as well as speech labs, and it was only in the
1990s that real multimedia aids were introduced [9].

From 1981 to 1994, the annual research literature was
within three digits, and from 1995 to 2000, the annual
research literature did not exceed four digits, but after
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entering the 21st century, from 2001 to 2014, the annual
research literature in related fields has been increasing [10].
The research trend shows that multimedia-assisted English
teaching has been valued since the new century and has been
a hot research topic for scholars in related fields. From the
content of the research, multimedia-assisted English teach-
ing is mostly carried out from two aspects: theory and prac-
tical application. First is the theoretical research aspect. At
the early introduction, whether multimedia could enter
teaching had also been questioned. Dr. Yang analyzed the
possibility of multimedia entering language teaching from
the technical point of view, pedagogy, and the possibility
of language teaching and suggested that multimedia could
help language teaching and classroom to be organically
integrated [11].

3. Design of English-Assisted Reading
System for Wireless Sensor Networks

3.1. System Analysis and Architecture. WordNet is a cogni-
tive linguistics-based English dictionary designed by a con-
sortium of psychologists, linguists, and computer engineers
at Princeton University. WordNet is superficially like a the-
saurus in that it groups words based on their meanings.
However, there are some important differences. First, Word-
Net is not just about word forms and strings of letters, but
also about the specific meanings of words. Words that are
very close to each other in the network are disambiguated
semantically. Second, WordNet marks semantic relation-
ships between words, whereas the grouping of words in a
synonymy thesaurus does not follow any explicit pattern
other than the similarity of meaning. WordNet is a large
database of English words. Nouns, verbs, adjectives, and
adverbs are grouped into cognitive synonym sets, each
expressing a different concept. The synonyms are related to
each other by conceptual semantics and lexical relationships.
The structure of WordNet makes it a useful tool for compu-
tational linguistics and natural language processing [12].
The main relationships between words in WordNet are syn-
onyms, such as the relationship between shut and close or
car and automobile. Synonyms represent words that share
the same concept and are interchangeable in many contexts,
grouping text into unordered sets (synonym sets). Each of
WordNet’s 17,000 synonyms is linked to other synonym sets
by a small number of “concept relations.” In addition, a syn-
set contains a short definition and, in most cases, one or
more short sentences describing the use of a synset member.
Forms of words with several different meanings are repre-
sented in as many different synsets as possible. Thus, each
form-meaning pair in WordNet is unique.

Mi =
ln 1 + Ni

10/2N0
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� �� �
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The system defaults to the basic common dictionary, in
the download dictionary, can copy the dictionary to the
specified directory; using a list display, the user selects any
thesaurus as the current query dictionary. The system uses

Unicode encoding to build a powerful word bank to support
multinational languages. The picture, sound, phonetic, and
example dictionaries are all built-in by default, and all dictio-
naries share these data. The picture library, sound library,
example sentence library, and basic lexicon can be updated
in a data upgrade. The lexicon is stored using SQLite, and
word lookup uses the database’s query function. The routing
module can also act as a relay router in the entire network,
so that some routing modules far away from the aggregation
module can relay communications through the closer rout-
ing modules, which can reflect the large-scale deployment
of the entire network and multihop routing features. The
use case for analyzing the lookup dictionary is relatively sim-
ple; the user enters the word or looks it up by taking the
word from the screen. The user downloads the different dic-
tionary libraries to the machine [13]. The dictionary server
receives all the word lookup requests sent to it, queries the
database, or replaces the current dictionary and then sends
the results back to the requesting client. The dictionary
lookup function is needed in many parts of the system. If
the dictionary is loaded as a dynamic library, each applica-
tion that needs to look up words will link to the dynamic
library and open the dictionary in its process to look up its
data, which may encounter a series of synchronization prob-
lems such as resource usage. So, the dictionary needs to
unify the word search interface, and this topic will be
designed as a client-server model, as shown in Figure 1.

The process of interest model building includes acquir-
ing information, processing the information, determining
the insertion position, and adding to the interest model step
by step. The specific steps for building the interest model are
as follows: (1) the user provides relevant information,
including majors, courses, interests, and published or down-
loaded articles; (2) the information is divided into words,
keyword extraction, deweighting, weighting, and other oper-
ations to obtain the keyword set; (3) obtain the insertion
position, obtain the nearest common ancestor nodes of the
keywords and nodes in the interest model in WordNet,
and add them to the interest model; and (4) repeat step 3,
get the preliminary interest model for the professional
model, and then build the interest model according to the
content of the course syllabus, which generally includes the
subjects that need to be studied before taking this course,
the key chapters of the course, the key definition concepts,
etc., and the division of class time, etc., according to the
chapter where the key definition concepts are located in
the course syllabus to determine the insertion position.
Thus, ensure hierarchy and for linkage, examine whether
this concept or definition is linked to other nodes in the
model of interest, and if so, establish a connection. In the
case of previously taken courses, it is determined if there is
a link to other subjects based on the information taken in
the course syllabus. For the hobby model, it is simple to
determine the superordinate term of the hobby, i.e., the cat-
egory to which the hobby belongs, and if the category of the
hobby exists in the model, it is placed directly under the cat-
egory, if not, the category is put into the model together with
the hobby, and the weight of the hobby, based only on the
hobby provided by the user, cannot determine the priority
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of the hobby; so this paper establishes a default value for the
weight of the hobby, and after each reading, in this paper,
the default value of hobby is set; so after each reading, we
only need to determine whether there is any hobby-
related content in the reading content; if there is, then,
the weight of the hobby will be updated so that the priority
can be classified.

ω = 1
W1 +W2+⋯+Wn

: ð2Þ

To reflect the characteristics of wireless self-assembling
sensor networks such as large-scale deployment, self-orga-
nization, reliability as well as low-power consumption, and
multihop routing, this chapter designs a LoRa-based multi-
hop wireless sensor network. The LoRa-based wireless self-
assembling sensor network mainly consists of a common
module, routing module, and aggregation module. The
common module is the lowest layer of the whole network
and the most numerous modules in the network, so it can
be externally connected to sensors and act as a data collec-
tion role, and the common nodes cannot communicate with
each other. The routing module belongs to the upper layer
of the common module and is responsible for the manage-
ment of the surrounding common modules to form multi-
hop communication data links. The aggregation module is
the core of the whole network, managing all the routing
modules in the network, which can be connected to the
PC control center to complete the data collection of the
whole network, and the operating instructions of the whole
network are also issued by the administrator through the
control center to the aggregation module and then distrib-
uted to the submodules at the lower level. The routing
module can also act as a relay route in the whole network
so that some routing modules that are far away from the

aggregation module can relay the communication through
the closer routing module so that the large-scale deploy-
ment and multihop routing characteristics of the whole net-
work can be reflected. The aggregation module broadcasts
synchronization frames periodically after powering up,
and the non-logged-in routing modules will send login
ACKs to the aggregation module after receiving the syn-
chronization frames, and the aggregation module assigns
an incremental route ID to each routing module and
records it in the routing table according to the order of
receiving the login ACKs from the routing modules. Once
a routing module is dropped in the sensor network at a
later stage, the corresponding ID position in the routing
table will be vacated, and the vacant ID will be assigned
in priority when waiting for the next new routing module
to log in, reflecting the self-organization of the whole net-
work. At the same time, in the whole network, except for
the aggregation module which is not powered by an exter-
nal lithium battery, the aggregation module and the com-
mon module are powered by a lithium battery. To reduce
the power consumption of the modules and improve the
survival cycle of the network, all the common modules
and routing modules use the hibernate-wake-up-hiberna-
tion cyclic working mode, as shown in Figure 2.

3.2. Wireless Sensor Network Data Fusion. Since multisensor
data fusion technology has a wide range of research compo-
nents and applications, so far it does not have a standard
definition that can be universally accepted. Although there
are multiple definitions of data fusion, they are consistent.
As a focused military area, multisensor data fusion mainly
includes target detection, data correlation, target estimation,
and identification and situational assessment and threat esti-
mation to achieve multilevel integrated processing of multi-
sensor data. Nowadays, multisensor data fusion technology

Reservation Booking OrderTimeout

Event

Customer
Client A

Client B

Client C

Internet

Server

Figure 1: Domain modeling diagram for the client-server model.
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has become an independent discipline, and the definitions
proposed based on a particular application area are not rep-
resentative. However, based on the substance of these defini-
tions, taken together, multisensor data fusion can be simply
defined as the use of computers to optimally synthesize mul-
tisensor observations to obtain more accurate and reliable
target information. Multisensor data fusion techniques com-
bine multiple sources of information according to some cri-
terion that takes full advantage of the complementary and
redundant nature of multiple sensors to obtain maximum
reliable information about the target. Multisensor data
fusion is divided into five levels of fusion based on the form
of information abstraction, including detection-level fusion,
position-level fusion, attribute-level fusion, situational
assessment, and threat estimation.

p kð Þ = 〠
n

j=1
p−1y × k2

" #−1
: ð3Þ

Target tracking (TT), through the comprehensive appli-
cation of modern scientific theories such as statistical esti-
mation, stochastic decision-making, and intelligent
computing, first discriminates the data detected by the sen-
sors and forms the corresponding observation set to give
the total number of targets being tracked and then uses the
target observation information to reliably estimate (filter)
and predict the target state. The observations are generally
derived from sensor measurements, i.e., target state observa-
tions obtained in the presence of noise pollution, and the
target state generally includes kinematic components (posi-
tion, velocity, acceleration, etc.), other components (radiated
signal strength, spectral characteristics, and “property”
information, etc.), and constants or other retardation
parameters (coupling coefficients, propagation velocity,
etc.). Multiple target tracking (MTT) refers to the simulta-
neous processing of observations from multiple targets and
the maintenance of state estimates for multiple targets. How-
ever, the implementation process is the same for both single
target tracking and multiple target tracking, and the sche-
matic diagram is shown in Figure 3.

In a multisensor target tracking system, target motion
state estimation mainly refers to the position estimation
and velocity estimation of the moving target. Target position
estimation includes the estimation of distance, altitude, bear-
ing, and elevation angle; velocity estimation contains both
velocity estimation and acceleration estimation. At the same
time, in the entire network, except that the aggregation mod-
ule is not powered by an external lithium battery, both the
aggregation module and the ordinary module are powered
by lithium batteries. To reduce the power consumption of
the module and increase the life cycle of the network, all
common modules and routing modules adopt the sleep-
wake-sleep cycle working mode. In 2002, Mitchell and
House Kamer et al. processed sounding, satellite, and aircraft
data using the EnKF filtering algorithm and explored the
problem of the influence of the number of ensemble
members, model errors on the filtering results in complex
situations [14]. In 2003, Snyder et al. completed an experi-
mental approach to assimilate radar data with ensemble Kal-
man filtering. In 2004, Dowel applied EnKF to assimilate
actual radar measurements. Since the frequency information
acquired by the sensors contains information about the rel-
ative motion velocity between the target and the observation
platform, the introduction of frequency information can
determine the velocity of a moving target, an important
measurement in target tracking techniques. This chapter
uses a multisensor target passive tracking model that jointly
utilizes the angle of arrival and Doppler frequency, as shown
in Figure 4.

The Monte Carlo method is a numerical method to solve
the problem by mathematical simulation and statistical anal-
ysis of random variables. The Monte Carlo method first
establishes a corresponding stochastic model according to
the characteristics of the problem to be solved and generates
random variables with known probability distribution by the
stochastic model; then sample random data according to the
distribution characteristics of each random variable to con-
duct statistical experiments to obtain a large amount of
experimental data is obtained; finally, statistical analysis is
performed on these experimental data to obtain the final
solution of the problem being solved. As a key military field,
multisensor data fusion mainly includes target detection,

Router1 Router2

Internet Internet

6 U 6 U

Figure 2: Network topology diagram.
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data association, target estimation and recognition, situation
assessment, and threat estimation, to achieve multilevel
comprehensive processing of multisensor data. The Monte
Carlo stochastic simulation theory is used in the target track-
ing system. One place is to use Monte Carlo theory to gener-
ate the initial set X0 = ½X0

1, X0
2,⋯, X0

N � of the EnKF
algorithm set with membership number N . The other place
is for generating the observation set by perturbing the obser-
vations using the Monte Carlo method. If the same observa-

tions and the same returns are used to update each ensemble
member, the analysis error covariance will be underesti-
mated, causing degradation of the analysis function and
even leading to filter divergence. If the number of ensemble
members is large, the problem of underestimation of the
analytical error can be mitigated by adding the correct ran-
dom perturbation to the observations to generate the ensem-
ble of observations using the Monte Carlo method. A
perturbation with a mean of 0 and a variance of the noise
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Figure 3: Basic schematic of target tracking.
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scale factor multiplied by the Gaussian white noise of the
observations is often applied to the observations.

ξ kð Þ = cos 1
x kð Þ2 + y2 kð Þ

 !
: ð4Þ

After the global observation fusion results are obtained, a
smoothing estimation can be performed using a filtering
algorithm to obtain the global system state fusion estimate
and the corresponding error covariance. The key aspect of
the weighted fusion algorithm is the determination of the
weighting factors for the input information. Currently, it is
common to assign weights by the method of great likelihood,
least squares, etc. These methods use the measurement var-
iance of each sensor to determine the weighting factors.
However, the random interference existing in the sensors
themselves and the external environment makes the
observed information uncertain and correlated, which in
turn leads to uncertainty in the corresponding measurement
variance, making the weighted fusion effect not optimal or
the effectiveness of the fusion performance reduce. In addi-
tion, when the measurement accuracy of a sensor is low,
the direct use of sensor observation information for
weighted fusion will cause further degradation of the track
fusion performance. Based on this, by studying the weighted
fusion algorithm proposed in the literature, this chapter pro-
poses a weighted fusion algorithm based on local state esti-
mation and uses the idea of weighted fusion algorithm to
achieve an improvement on the stepwise filtered fusion algo-
rithm proposed in the literature and reduce the impact on
the performance of the fusion algorithm when directly using
the observation information. The algorithm is made less
effective when directly using the observed information
because of some factors. The main influencing factors are
as follows: first, the sensor itself performance and the exter-
nal environment random interference see information
uncertain and correlated, which leads to lower observation
accuracy; second when the accuracy of multiple measure-
ment devices differs greatly, the correlation leads to a large
mutual influence between the observation information in
the fusion process. To this end, this section proposes a
weighted track fusion algorithm based on local state estima-
tion and verifies its effectiveness through simulation com-
parison.

Z kð Þ = χ1 kð Þ + χ2 kð Þ+⋯+χn kð Þ: ð5Þ

The weighted fusion algorithm based on local state esti-
mation mainly uses the local state estimation of each sensor
to complete the weighted combination of multisensor filter-
ing to achieve the target fusion track. The specific process of
the algorithm is as follows: first, the preprocessed observa-
tion information of the multisensors is used to estimate the
target local state of each sensor using the filtering algorithm;
then, a suitable support function is selected according to the
local state estimation information of the multisensors, and
the support matrix between the multisensors is established;
then, the support matrix is used to calculate the weighting

factor of each sensor and the weighted combination of the
local state estimation information. Finally, the position
fusion estimation information is filtered and estimated to
compensate for the neglect of the correlation between the
front and back of the data in time by the support degree
matrix, and finally the fusion estimation value based on the
global system is obtained. In the multisensor target tracking
system, target motion state estimation mainly refers to the
position estimation and velocity estimation of the moving
target. Target position estimation includes estimation of dis-
tance, height, azimuth, and elevation; velocity estimation
includes velocity estimation and acceleration estimation.

4. System Performance Testing

4.1. Analysis of Simulation Results. In the simulation of the
LANDMARK positioning system, MATLAB r2014a is used
for simulation, according to the previous simulation analy-
sis, the k value; the number of reference tags and the position
of the tags to be positioned in the system will affect the posi-
tioning accuracy. The final positioning area is an 8 ∗ 8 space,
and within the positioning area, a total of 16 reference tags
and 20 tags to be positioned are set, and the layout of the ref-
erence tags is all laid out according to a square. The nearest
reference tag k value is selected according to the previous
analysis and is chosen as 4. The channel transmission model
is a log-path statistical model, where the environment factor
is taken as 2.2. The simulation settings are shown in Table 1.

Root Mean Square Error (RMSE) and Cumulative Dis-
tribution Function (CDF) are mainly used in the simulation
analysis of localization error in this section. To determine
the localization performance of the DISTANCE-LIMIT-
LANDMARK algorithm, a comparison experiment is
conducted with the LANDMARK localization algorithm,
VIRE-LANDMARK localization algorithm, and
ADAPTIVE-SELF-LANDMARK localization algorithm to
compare the localization error of each tag to be localized
under the same experimental environment. The
DISTANCE-LIMIT-LANDMARK localization algorithm
proposed in this paper has better localization accuracy than
the other three localization algorithms for most of the tags to
be located; the average localization error of all tags is about
0.3596m. However, it is obvious that the tags to be located
with numbers 14 and 20 are poorly localized, and the aver-
age localization error is very high (high, which is also consis-
tent with the conclusion that the location of the to-be-
located tags at the edges). This is also consistent with the
conclusion of the previous analysis that the positioning

Table 1: Simulation parameter settings.

Area
8m∗
8m

Name Number

Number of labels 30 Positioning area 20

Reference tags 20 Reference tags 16

The position of the tags 16
Nearest reference

tag
14

k 4 n 2.2
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accuracy is greatly reduced when the tags are located at the
edge of the positioning area, as shown in Figure 5.

In this section, this paper examines the estimation accu-
racy of the anomalous nodes in the key classes returned by
the FDP (Fast Detection Protocol (FDP)) protocol [15].
The estimation accuracy contains two levels, firstly whether
the probability of the class nodes with the highest number
of anomalous nodes appearing in the set ruler is satisfied
and secondly whether the number of anomalous nodes in
these K classes is estimated accurately. If the most anoma-
lous nodes appear in the top 10 classes of nodes, respectively,
the experimental results show that the frequency of node
class 18 appearing in the TOP~k set is 95%, which satisfies
the default query accuracy of this paper, while the frequency
of nodes in classes 9 and 10, appearing in the TOP~k set,
seems to be lower than the expected value. Could the FDP
protocol not satisfy the predefined precision? It can not. This
paper can find that the probability frequency of nodes in cat-
egories 9 and 10 appearing in TOP-10 is still much higher
than those of the other node categories that follow. Because
the first 10 categories of nodes appear in the TOP~k set with
the greatest frequency, this paper counts whether their esti-
mated number of anomalous nodes is accurate when they
appear in the TOP~k set, as shown in Figure 6.

In this paper, we aim to identify the class K nodes
quickly and accurately with the highest number of anoma-
lous nodes and accurately estimate the number of anoma-
lous nodes in a large-scale wireless rechargeable sensor
network system. To solve this problem, this paper proposes
an EPC C1G2 compliant FDP protocol that can use the dif-
ference between the virtual time slot frame vector and the
actual time slot frame vector to estimate the number of
anomalous nodes in the corresponding class and can
dynamically eliminate those node classes with a particularly
small number of missing nodes, so that only the limited
communication resources need to be reserved for those node
classes that are more likely to belong to the TOP~K set. The
specific process of the algorithm is as follows: first, use the
filtering algorithm to estimate the target local state of each
sensor using the preprocessed observation information of
the multisensor; then, select the appropriate support func-
tion according to the local state estimation information of

the multisensor, and establish the multisensor. Then, the
support matrix is used to calculate the weighting factor of
each sensor and the weighted combination of the local state
estimation information, realizes the weighted fusion of the
local state estimation, and obtains the corresponding target
position fusion estimation information and, finally, the posi-
tion. The fusion estimation information is filtered and esti-
mated to compensate for the ignorance of the support
matrix to the temporal relevance of the data before and after,
and finally, the fusion estimation value based on the global
system is obtained. This paper presents extensive theoretical
analysis to ensure the accuracy of the query and optimizes
the parameters involved in the FDP protocol to minimize
its time cost. Extensive simulation results show that when
the number of node categories is large, the FDP protocol
can improve up to 80% in terms of time efficiency over exist-
ing protocols. The FDP protocol proposed in this paper is
essentially a probabilistic solution, and although it can pro-
vide query results with guaranteed accuracy, it still cannot
give 100% accurate query results, especially for those node
classes that are at the boundary of the FDP.

Pij =
0:7 0:02 0:02
0:02 0:88 0:02
0:02 0:02 0:9

2
664

3
775: ð6Þ

4.2. System Functionality Test Results.Most of the users have
used handheld PDA devices, the cumbersome operation
interface makes those non-professionals a headache for a
while, so the interface production effect is very important
for these people; these nontechnical aspects of the test are
very necessary; interface friendliness is also one of the
important indicators to evaluate the system [16]. To make
the system interface beautiful and generous, you need the
help of workers to complete and determine the background
tone, with relevant pictures and text color to form the overall
style and then insert a variety of functions based on this
interface, the title within the page to generate static connec-
tions, relevant URLs, and database connections. At this
point, the system interface has been basic.

Landmarc Distance-limit-landmarc Lvire-landmarc Self-landmarc
0

10

20

30

40

Positioning error of the tag to be positioned
 under the four positioning algorithms

Figure 5: Positioning error of the tag to be positioned under the four positioning algorithms.
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Meet the public requirements; at this point, you need to
get people at all levels to look at the page to correct the
expenses. Finally, it is given to the client for review. For
the above requirements of interface testing and performance
testing, evaluate its testing index. During the testing process,
many problems were found and simple solutions were con-
cluded in the process of correction [17]. These included a
variety of errors such as design flaws, coding errors, and
improper hardware pairings. The corrections improved the
reliability of the system and increased the corresponding
speed of the system. The results from each test are listed,
as shown in Table 2.

The UBLQ transmission mechanism proposed in this
paper can converge quickly, and the goal of maximizing
the network effect is achieved. The pairwise experiments
are based on the problem of maximizing the network utility
to obtain the link transmission cost parameter through the
pairwise problem, which is used to find the transmission rate
of the data stream. In the experiments, the algorithm
chooses the same utility function as in this paper. Since the
algorithm needs to know the size of the link transmission
capacity, the transmission capacity of each link is set to
35 pkts/s in this paper. The UBLQ protocol in this paper
converges faster compared to the distributed algorithm and
can ensure that the utility of the network maintains fluctuat-
ing in the optimal value range [18]. It shows that this proto-

col can maximize the network utility by increasing the
exploration algorithm to adjust the transmission rate of
one-hop nodes and distributing the rate to multihop nodes
according to the link quality in a joint algorithm. Also, by
setting different transmission capacities, all the algorithms
in this paper can find out the current maximized network
utility faster, different link transmission capacities constrain
the transmission rates of nodes in the network, and by
assigning the node transmission rates so that they forward
the data collected by sensor nodes to the aggregation nodes
at the maximum transmission rate, the efficiency of col-
lecting data is greatly improved. Finally, the difference
between the transmission rates assigned to each node of
the UBLQ transmission mechanism in this paper and the
results obtained by the distributed algorithm are analyzed.
The difference between the transmission rate of the nodes
assigned by this algorithm and the distributed algorithm in
the case of link transmission capacity is within 1 pkts/s,
which increases the throughput of the network while ensur-
ing maximum network utility, as shown in Figure 7.

In this chapter, firstly, some problems encountered dur-
ing the project are analyzed and studied, and the solutions
are elaborated. The method can complete the modulation
identification in the multipath channel environment using
only the higher-order accumulation characteristics of the
received signal, which requires less a priori knowledge and
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Figure 6: Frequency of the top 10 types of anomalous nodes being correctly estimated.

Table 2: Interface test protocol and results.

Test methods Conclusion Test methods Conclusion

Whether the window is updated in time Yes Is the text accurate Yes

Is the information standardized Efficient Is the password format wrong Yes

Whether the link valid is well Adaptation Is the positioning accurate Yes
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high identification performance. Finally, the simulations are
performed and the results of the simulations prove the effec-
tiveness of the algorithm proposed in this paper, and the
whole project development process is made more complete
by the work in this chapter.

During the experiment, the teachers did not find the
experiment to be a burden on their teaching. During the
experiment, teachers could use the digital learning resources
in the “Speak Easy” intelligent speech system to recommend
to students to use, and students could complete the recom-
mended practice tasks on time, and the software also pro-
vided feedback on students’ completion, which was positive
and effective. At the same time, students also reflect that
when they use the system, they like the practice module in
the system, and they can choose their favorite video clips
according to their interests [19]. To solve this problem, this
paper proposes an FDP protocol that conforms to the EPC
C1G2 standard. It can use the difference between the virtual
time slot frame vector and the actual time slot frame vector
to estimate the number of abnormal nodes in the corre-
sponding category and dynamically eliminate those with a
particularly small number of missing node category, so only
the limited communication resources need to be reserved for
those node categories that are more likely to belong to the
TOP~K set. These clips include classic movies, cartoons,
speeches, and dramas, which can greatly enrich students’
choice preferences, and by practicing some classic dialogue
bridges, they can well stimulate their learning interests and
thus improve their English listening and speaking abilities.
The five aspects of clarifying the importance of students’ lis-
tening ability, providing rich contexts, cultivating students’
independent listening ability, attaching importance to stu-

dents’ listening feelings and interest in listening, and con-
ducting diversified evaluation prove that the experimental
hypothesis of this study is correct, and the applied strategies
are effectively verified, and the English listening ability culti-
vation strategy based on intelligent speech system for junior
high school students can improve students’ English listening
ability; i.e., the English listening ability based on intelligent
speech system-based English listening and speaking ability
development strategy is effective.

5. Conclusion

In this paper, we design and implement an English-assisted
reading system based on a wireless sensor network. The sys-
tem uses user information to construct a user interest model,
maps interest communities to reading content, reconstructs
the reading order of interest articles and expands reading
content based on references, and updates user interest in
real-time according to user reading content [20]. The study
proved that applying wireless sensor network technology to
an English-assisted reading system is beneficial to help stu-
dents improve their reading attitudes, train their reading
skills, and improve their reading performance. In conclu-
sion, this study, through educational observations, surveys,
interviews, and experiments, has demonstrated to some
extent the positive impact of multimedia teaching on English
reading instruction, which is worth implementing in educa-
tional practice. Although the research in this paper has
obtained certain results, admittedly, this study is inevitably
deficient due to the influence of objective and subjective fac-
tors. In the subsequent research, it can be summarized from
the aspects that teachers themselves need to improve in the
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actual teaching activities as well as the time and laws of mul-
timedia technology used in English reading teaching, to
drive students’ initiative in learning English and improve
students’ learning ability as well as their learning autonomy
in a comprehensive way, which hopefully can provide a ref-
erence for the relevant research afterward.
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In the process of developing major sports events, how to guide providers and users to provide and utilize the archives information
resources of major sports events and realize the interaction between them is an important problem to be solved urgently in the
development of major sports events and the archive service of major sports events. By analyzing the present situation of
archive service of major sports events, especially the analysis of the opposite dependent subjects of service providers and users,
we can see that the continuous development of archive services for major sports events will inevitably lead to constant changes
in user groups and user needs, guided by the theory of information retrieval, knowledge management, and media effect.
According to the service model of archive service of major sports events, the archive service model of specific sports events is
constructed. In this paper, four kinds of event recommendation models are applied to the collected marathon event data for
experiments. Through experimental comparison, the effectiveness of content-based recommendation algorithm technology in
the event network data set is verified, and an algorithm model suitable for marathon event recommendation is obtained.
Experiments show that the comprehensive event recommendation model based on term frequency–inverse document
frequency (TF-IDF) text weight and Race2vec entry sequence has the best recommendation performance on marathon event
data set. According to the recommendation target of the event and the characteristics of the event data type, we can choose a
single or comprehensive recommendation algorithm to build a model to realize the event recommendation.

1. Introduction

Under the background of big data and artificial intelligence,
sports and big data are in urgent need of integration and
development, and the increment of sports-related informa-
tion, especially sports information resources on the Internet
platform, has risen sharply. In the new era, our people’s
demand for sports is characterized by pursuing more per-
sonalized, multilevel sports events, and sports services to
meet their own needs with the improvement of living stan-
dards [1]. At the same time, facing a large number of
demands, the number of sports events and services also
shows a rapid growth trend. Taking marathon events as an
example, in 2018, a total of 1,102 events were held nation-
wide, with nearly 50 million participants. Among them,

there are 350 certified events of the Chinese Association of
Athletics, and various interesting and characteristic theme
events are also booming [2]. Therefore, a large number of
race supplies provide rich choices for many marathon
entry-level runners or ordinary participants, but complex
race classification standards and uneven race promotion
information also increase the difficulty for runners to choose
races and the promotion cost of race service organizations.
Beginner runners need to spend a lot of time screening race
information and evaluating content, and inspecting and
selecting suitable race services [3]. Today, with the rapid
development of big data, the above-mentioned problem of
noncirculation of sports event information resources, taking
marathon event information as an example, is no longer a
case, and the problem of event information resources should
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be regarded as an information overload problem in
essence [4].

In the digital age, the change of media urges people to
get the needed sports information more quickly through
the network and computer technology. However, sports
information, especially sports information resources on a
large number of Internet platforms, such as event data dis-
play information and text evaluation information, have not
been collected and applied reasonably [5]. Fragmented net-
work sports information, especially the text state informa-
tion, makes the irrationality of traditional sports
information classification and storage begin to appear,
which easily leads to the dislocation of information
resources intercommunication when users search for sports
information, and excessive dislocation information accumu-
lation easily leads to information overload. Facing the prob-
lem of information overload, search engine, e-commerce,
and other fields have carried out in-depth research and dis-
cussion, among which the most important solution is entity
recommendation technology [6]. In 1990s, some American
scholars put forward the concept of recommendation sys-
tem, and realized the content recommendation to forum
users through recommendation technology. At present, the
application of recommendation technology in sports field
is not very extensive, and it is still only recommended for
specific entities such as sports goods or sports news [7]. At
the same time, under the current industry development back-
ground of artificial intelligence and “Internet plus,” themining
and processing of sports event information resources need the
introduction of new technologies. Therefore, if the fragmented
sports information resources can be fully mined and applied
by effectively constructing the event recommendation model
and introducing a variety of algorithms to process the event
network information data, it will help to improve the use effi-
ciency of users’ Internet fragmented event information taking
marathon event network data as an example [8]. This funda-
mentally meets the needs of runners for suitable event infor-
mation supply and enhances the interactive experience of
users in using sports information resources [9]. At the same
time, the introduction of event recommendation algorithm
can promote the utilization rate and relevance of sports infor-
mation resources, which will not only provide more personal-
ized and professional information service technical support
for sports enthusiasts but also help to improve the overall
information intelligence level of sports and promote the devel-
opment of sports industry [10].

At present, as one of the most important information
exchange channels, there is still a lot of fragmented sports-
related information. Under the background of the rapid
increase of sports events and service information, studying
the recommendation technology of competition information
and the comparative application of various algorithms will
help to make statistical analysis of competition network
information more efficiently, realize the demand of people
for competition information recommendation, and provide
basic theoretical and technical support for the research of
network sports information resources mining and applica-
tion in a more intuitive and effective way. Internet data of
sports events is a part of sports information resources, which

is fragmented information data. This paper analyzes the
characteristics of the current network event information to
select the appropriate data recommendation algorithm,
through the combination of algorithm and data to build a
practical event recommendation model, in order to provide
the basis and reference for the application research of frag-
mented sports information resources represented by compe-
tition Internet data and the use of related methods. Second,
it gives the possibility of integration and development of
sports event information and related information technol-
ogy from the perspective of technology, which provides a
broader idea for sports informationization research and
enriches the technical means of sports research. For this rea-
son, archive service providers must constantly develop ser-
vice infrastructure, change service concepts, and innovate
service methods: build an objective foundation of archive
service that adapts to the development of the times and
can continuously integrate new technologies, new equip-
ment, and new concepts.

2. Related Work

At present, the definition of Internet data of sports events is
rarely mentioned in academic circles, and the Internet data
of sports events is essentially an expression form of informa-
tion resources based on Internet platform in sports informa-
tion resources [11]. Therefore, in the research status
analysis, choose to belong to the upper level of network
sports information resources for current research and analy-
sis, searching in the full-text database of academic journals
of China Knowledge Network (CNKI) with the retrieval for-
mat of “Subject = Network Sports Information Resources.”
Among them, there are 179 literatures in journals and mas-
ter’s and doctoral dissertations, among which 13 are cited
more than 20, but only 3 are highly related to the research
of online sports information resources, all of which are
before 2005, and their reference value is not great under
the current Internet development background [12]. Through
all the relevant literature available for inquiry, the main
research directions are divided into two categories: the con-
struction and application of network sports information
resources in colleges and universities, and the integration
and development of network sports information resources
[13]. Among them, the dominant research content is the
integration of network sports information resources and
how to use them efficiently [14].

Among them, the researchers made a clear exposition on
the mining and acquisition of network sports information
resources at that time, covering the use of search engines,
sports authoritative websites, network databases, sports web-
sites, or sports channels of comprehensive websites. In the
research direction of improving the retrieval efficiency of
network sports information resources, based on the previous
information resource acquisition skills, researchers put for-
ward a method of using professional database retrieval skills
and file type retrieval on the network platform [15]. Accord-
ing to the problems existing in the development of network
sports information resources, the researchers put forward
some suggestions on building a sharing platform of network
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sports information resources and analyzed the correspond-
ing operation mechanism and feasibility [16]. However,
from all the available literature, most of the research on net-
work sports information resources is to summarize the cur-
rent situation and analyze the possibility of its integration,
there is a certain technical lag, and there is little in-depth
research on its internal data structure and application.

To sum up, at present, there is little research on the
application of Internet data of sports events in China. This
study builds a reasonable event recommendation system by
analyzing the characteristics of public event information of
professional sports vertical websites in the Internet, which
is an effective and innovative research on network sports
information resources based on this [17]. At present, with
the government departments at all levels vigorously promot-
ing the development of sports and cultural undertakings,
more and more major sports events are held in major cities
in China. Academic circles and other people from all walks
of life, government departments, and other workers on
major sports events have gradually been put on the agenda
and become a hot spot of current research [18]. Among
them, many scholars, staff, and government departments
have noticed the various influences of archives on the inher-
itance, holding, development, and dissemination of major
sports events and have written books, expressed their views,
and clarified their positions, showing a scene of a hundred
flowers blooming.

In this paper, before studying the major sports event
archive service, the relevant literature was consulted, and some
existing journals, papers, and government documents related
to the major sports event archive service were collected and
combed to obtain the necessary literature support [19]. By
searching the full-text database of electronic resources of
China Periodical Network, Wanfang Database, domestic and
foreign government, and research websites, we find the litera-
ture related to the archives of major sports events and study
some related works. From the current point of view, domestic
scholars are committed to study the archives of major sports
events from different angles [20]. After sorting out and analyz-
ing this paper, some conclusions are drawn. From the existing
achievements, the research on the archives of major sports
events by relevant workers and scholars mainly includes three
aspects: the research on the concept and management of
sports archives, the need for archive service support for the
development of sports cultural undertakings, and the develop-
ment and utilization of sports archives information resources
[21]. This paper will summarize the current research status
from these three aspects.

At present, the research on the application of sports
information resources and sports information mainly
focuses on sports information and sports literature, while
the application of a large number of fragmented sports event
information based on the Internet is rarely mentioned.

3. Multisensor Node Perception of Internet
Data of Sports Events

3.1. Basic Characteristics of Internet Data of Sports Events. In
order to effectively meet the urgent needs of the masses to

participate in sports events, it is necessary to display and rec-
ommend many event information to the masses reasonably
and accurately. Under the current background of “Internet
plus,” the event data in the Internet is multiplying day by
day, and the characteristics of event information hidden
behind a large amount of data and the rules of user browsing
are effective information when constructing the event rec-
ommendation model. Therefore, this chapter will take the
Internet data of sports events as the research object, deeply
discuss the network data characteristics and reasonable data
collection framework of marathon events, and collect corre-
sponding data sets according to the framework, so as to pro-
vide basic data reference for the construction of sports event
recommendation model, as shown in Figure 1.

The Internet information data storage of sports events is
large, and the Internet content corresponding to a single
event includes official websites, portals, professional forums,
new media, and other information dissemination platforms.
For example, by the end of 2019, searching for “Marathon
Events” on Baidu search engine can obtain more than 30
million related web pages, covering information such as
publicity, communication, and popular science of marathon
events. At the same time, the content between sites is rela-
tively independent. To obtain the corresponding event infor-
mation completely, visitors need to obtain information
through multiple related keywords and multiple platforms.
This fragmentation feature is becoming more and more
obvious in the Internet data of events with a sharp increase
in data volume. Because of relying on the Internet platform
for information display, the Internet data of sports events
shows diversified characteristics in data type distribution,
including video data, numerical data, computer language
data, and other forms besides traditional text data and pic-
ture data. Taking the retrieval of “NBA Games” in Baidu
as an example, the data types displayed include the text data
of the victory and defeat reports of the Games, the numerical
data of the players’ participation information, and the video
data of the wonderful performance of the Games. At the
same time, the angle of each site to spread events and the
scope of data collection are different, the types of sports
event data transmission are different, and there is a lack of
label definition for content types.

3.2. Internet Data Acquisition Based on Multisensor. The col-
lection framework of Internet data set of sports events refers
to the standardized data collection structure and rules that
can be constructed according to the characteristics of net-
work data of sports events. Among them, the common Inter-
net data collection framework is generally realized by
constructing database catalogue and metadata format. At
the same time, the collection of event network data set is dif-
ferent from the current sports event state data collection and
physiological state data collection, which is non-real-time
and delayed. Common event data collection focuses on ath-
letes’ physiological state and real-time state data information
during the event, while the Internet data set of sports events
is generally public information set related to the event,
which is published and non-real-time data information. In
order to effectively collect the event network data and build
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an effective data storage warehouse, the attributes and cate-
gories of the event data in the current network should be
clearly defined, so as to establish the corresponding data col-
lection and storage table. According to the current scholars’
research on the elements of sports events, events are gener-
ally composed of various elements such as event attributes,
human resources, competition, and evaluation. From the
perspective of sports information resources, the composition
of competition network information includes many types of
elements, such as competition news information, database
resources, competition video resources, organizational social
resources, and so on.

This paper studies the event recommendation model to
meet such needs. The construction of event recommenda-
tion model first needs to clarify the current application sce-
narios of event recommendation and the data types required
for recommendation, so as to select the appropriate recom-
mendation model algorithm according to reasonable recom-
mendation objectives and effective event data.

According to the research direction of this paper, the
construction of event recommendation model needs to con-
sider three elements: sports events, users, and algorithms.
From the perspective of users participating in events or
browsing event information, users browse event details or
attribute information and upload event participation details
when browsing event information. Therefore, from the per-
spective of the association between network users and
events, the event network data can be divided into three cat-
egories: event attribute data set, user attribute data set, and
user participation in events data set. As shown in Figure 2,
this paper divides the event Internet data into three parts,
thus constructing the corresponding data table. In each data
set, there are field names to be collected under the data set.
According to the standard of constructing the third normal
form according to the data table, each field name is indepen-
dent and does not repeat, which represents a data feature
under the data set. At the same time, in the process of data
storage, the network data of the three types of events con-
tains the data corresponding to all the field information in
the data table, which is regarded as the metadata of a data
table, also known as tuples. In order to effectively collect
the characteristic data in the network data of events and
make the data set conform to the information details of

sports events, this study clarifies the inherent field names
under the three data sets, so that the collection framework
can be matched to the network data collection process of
various events.

Among them, the event attribute network data set
should include five field names: event number, event name,
event venue, event date, and event introduction. The event
number is the primary key of the data set, that is, the neces-
sary field name. The user attribute network data set includes
four field names: user number, user name, user gender, and
user location, wherein the user number is the necessary field
name of the data set. The network data set of user participa-
tion in the competition is associated with the other two
tables and has the competition number, user number, and
necessary user participation number. As shown in Figure 3,
when the collection framework is applied to the network
data collection of various events, the corresponding data sets
and field names should be determined according to the
event-related public contents to be collected. In the data
table composed of three data sets, the event number, user
number, and user entry number are the primary keys of each
data table, that is, this field is the key field to determine the
uniqueness of data in the data set. According to the different
network data of various sports events, you can choose to add
other fields to form a corresponding reasonable data table.

3.3. Digital Management of Event Information. In the era of
big data, data analysis cannot be separated from reasonable
search and collection of data. At present, the collection of
large quantities of Internet data has entered the period of
automatic collection, which is also called network data col-
lection or network crawler. Web crawler technology has
played a great role in scientific research, public opinion col-
lection, and information security. Through Web crawler
technology, regular data information can be obtained in
large quantities according to the set program content. At
present, the crawler technology based on python language
is the most widely used, and the personalized website data
collection framework can be written through python lan-
guage. At the same time, a large number of data are collected
with the help of plug-ins, among which the commonly used
plug-in modules include web page request module, scrawny
crawler framework, and selenium automated web page test
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Figure 1: Recommended model for sports events.
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framework. The implementation flow of web crawler is
shown in Figure 4.

The collection of Internet data of sports events can also be
expanded according to web crawler technology. First of all, it is
necessary to determine the target website and the target con-
tent that need to collect data, through Python language or
other computer language to write the corresponding website
content request module code, content analysis module code,

and content collection module code. Then, batch event data
collection is realized according to the order of requesting or
taking event data website content, analyzing event data con-
tent, and collecting corresponding field data. At the same time,
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it is necessary to make it clear that the collection of corre-
sponding data should conform to the robots protocol of the
Internet and only be used for academic research, so as to
ensure the reasonable and legal collection behavior.

Based on the corresponding user needs when constructing
the event recommendation model, the main function of the
model after construction is to realize the recommendation
between the same type of sports events and have a certain
accuracy tomeet the basic needs of users. From the use scenar-
ios of the event recommendation model, there are uncertain
differences in the event characteristics and data characteristics
of different categories of events. According to different compe-
tition requirements, it is necessary to fine-tune the algorithm
under a unified framework in the construction of the compe-
tition model, so as to meet the effective recommendation
under different input data conditions, different competition
project recommendation requirements, and different use sce-
narios. Therefore, the constructed event recommendation
model needs to have a statistical basic framework, and at the
same time, according to the project objectives, it needs to meet
the recommendation needs of different sports characteristics.
In terms of actual functional requirements, the functions that
the event recommendation model should realize include fea-
ture extraction of events, similarity calculation of events, and
recommendation list supply of events.

4. Experiences and Results Analysis

4.1. Data Requirements Analysis. The construction of the
recommended model needs to meet its usage scenarios and
performance requirements, which makes the construction
of the model follow the target direction and data feature
dimension of the entity project. The event recommendation
model constructed in this paper is based on the analysis of
network data characteristics of events, which makes it clear
that the current network data of events has the characteris-
tics of large amount of text data and uneven and diversified
data distribution. Under such characteristics, the construc-
tion of recommendation model needs to be as close to the
characteristics of most public network data as possible. In
the selection of input data, we should select characteristic
data with clear classification attributes and considerable
quantity. Traditional recommendation models often need a
large number of data sets with standardized structure to sup-
port them. In the past studies, the information research on
sports events tends to be carried out on the theoretical
framework and data structure, while the research on the
characteristics of event data in the current Internet is rarely
mentioned. The reason lies in the lack of effective analysis
means and data support. The characteristics analysis and
collection of network data of current marathon events as
an example can provide more suitable basic data for the
research of event recommendation model. With the corre-
sponding basic data set, the construction of the event recom-
mendation model will be more accurate. From the technical
feasibility point of view, the rapid development of artificial
intelligence and big data provides more feasible directions
for the selection and comparison of model algorithms, as
shown in Figure 5. The rapid evolution of natural language

processing technology and machine learning technology
promotes the practice of various recommendation algo-
rithms in more industrial production fields. According to
the data characteristics and the needs of runners, the recom-
mendation technology algorithm selected in this paper has
been effectively proved in other fields such as commodity
recommendation, text recommendation, and news recom-
mendation, so as to ensure that the algorithm selected in
the construction of event recommendation model in this
study will be followed.

4.2. Recommendation System. In order to evaluate the per-
formance of various recommendation algorithms or systems
conveniently, academia and industry have a series of evalua-
tion indexes which can be used to evaluate the reliability of
recommendation algorithms or systems. Different evalua-
tion indicators have different emphases in measuring recom-
mendation performance and correspond to different
evaluation approaches. This section summarizes some com-
monly used evaluation indicators in academic circles,
including recommendation accuracy, recommendation cov-
erage, and user satisfaction. Users’ satisfaction with the rec-
ommended items is one of the important indicators to
evaluate the recommendation model. However, user satis-
faction cannot be obtained by offline calculation, which
requires user survey and real-time collection. At the same
time, in the online system, user satisfaction needs to be
obtained by collecting some user behaviors and making sta-
tistical analysis.

Prediction accuracy is the most important index to mea-
sure the offline evaluation of recommendation system.
Among them, it is mainly divided into scoring prediction
accuracy and using prediction accuracy. According to differ-
ent research directions, the commonly used prediction accu-
racy indicators are as follows: mean absolute error (MAE),
precision, and recall. MAE uses absolute value to calculate
the recommendation error and observes the gap between
the predicted score of items given by the recommendation
algorithm and the actual score of users to measure the per-
formance of the recommendation system. Accuracy and
recall rate are widely used in Top-N recommendation.
Top-N recommendation gives users a recommendation list
of corresponding items with the number of N , which is the
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mainstream recommendation scheme of recommendation
system at present. Coverage is to evaluate the mining ability
of a recommendation system or recommendation algorithm
for long-tail items. The most common definition is the pro-
portion of items recommended by the recommendation sys-
tem to the total collection of items. Coverage rate is often
used to evaluate the recommendation performance of books,
movies and other items with complex classification. Com-
bined with the above-mentioned Internet data set character-
istics of sports events taking marathon events as an example,
in this study, the actual test of the event recommendation
model will use the evaluation method of prediction accuracy
to test the results of the event recommendation model based
on the content recommendation algorithm.

According to the above research on the category of rec-
ommendation model, this paper chooses content-based rec-
ommendation model technology to build the corresponding
event recommendation model according to the sports event
data set on the Internet. The content-based recommendation
model algorithm mainly uses the descriptive content features
of the entity to be recommended and calculates the number
of tags or the similarity of tags content through the tagging
vector of content features. It can be seen that the content-
based recommendation algorithm replaces entities with tags
of feature content, and each tag has different corresponding
values, thus transforming the feature distribution problem of
entities into the vector value problem of entity tagging and
realizing the calculation of vector value distance instead of
similarity. In the Internet data of sports events, the descrip-
tive information of sports events is mostly unstructured fea-
ture data, which is manifested as event name, event
introduction, event location, and entry requirements. This
kind of descriptive information is mostly distributed in text
content, and the text length is different. By browsing this
kind of text information, users or visitors can quickly form
a preliminary understanding of the competition situation,
as shown in Figure 6.

Therefore, for this kind of unstructured feature text, it is
generally necessary to use the corresponding text processing
algorithm to transform the feature content into space vec-
tors. At the same time, by observing the event data set and
data characteristics, we can find that there are a large num-
ber of user entry record sequence data in the Internet data
of sports events. This kind of data belongs to unstructured
data type, but the text in its sequence is mainly the name
of the event, and the content features are hidden in the entry
records. Therefore, for the application of this kind of data
set, it is necessary to extract the hidden features from the
sequence records by algorithms and attach them to the event
entities or user entities. This transforms the feature similar-
ity problem of events into the hidden feature distribution
problem in the event sequence. In the current research, the
text content feature extraction algorithms commonly used
in content-based recommendation model include the LDA
topic model algorithm, TF-IDF text weight model, and
Word2vec model. These three algorithms have achieved
the extraction of text features in sentence segments through
different concepts and have achieved success in a large num-
ber of experiments and practical applications. At the same

time, the algorithm idea of Word2vec model is also widely
used in the data set of sequence data or behavior records,
which can obtain the vector space values of each entity in
the sequence. In the following, these three content text fea-
ture extraction algorithms are described and analyzed.

Vectorization of events introduces the concept of vector
space model (VSM), which is defined as transforming tradi-
tional text content into dimension vectors in vector space,
thus giving corresponding values for calculation, so that sim-
ilar documents or paragraphs have similar vector spaces.
Vector transformation makes entity content from text infor-
mation to numerical information, which makes it easier to
carry out statistics of entity content attributes. For example,
in marathon events, “Shanghai International Marathon,”
“Beijing International Marathon,” and “Beijing International
Cross-country Running Challenge” are all top marathon
events at present, but it is difficult to judge the similar inten-
sity of the two events from the classification attributes of the
events. For example, “Shanghai International Marathon”
and “Beijing International Marathon” are both regular paved
marathon events, but their venues belong to different cities.
The “Beijing International Marathon” and “Beijing Interna-
tional Cross-country Running Challenge” are both held in
Beijing, which are geographically similar events, but their
classification is different, and the suitable participants are
also different. However, as shown in the vectorization of
event names in Figure 7, the vector space model transforma-
tion based on word frequency (the greater the word fre-
quency, the weaker the feature performance and the
smaller the value) can extract the values of similar texts from
the text attributes and give effective space vector values to
these three events. The corresponding event vector model
can be constructed under a large amount of training data.

Event similarity calculation is a necessary step to achieve
event recommendation, which transforms the similarity prob-
lem between events into the distance problem of spatial values,
in which it is convenient to use mathematical and physical cal-
culation forms to realize the similarity judgment of event enti-
ties. And the recommended list can be output conveniently
according to the ranking of similarity between events. At pres-
ent, there are many methods to calculate the similarity of VSM
vector space models. Common vector space similarity algo-
rithms include Euclidean distance, cosine similarity, and Pear-
son’s correlation coefficient. At the same time, when using
different algorithms to build vector models, the calculation of
entity similarity also needs a specific adaptive similarity calcu-
lationmethod. For example, when using the LDA thememodel
to build “event-theme distribution matrix” in this study, it is
necessary to use the corresponding theme proportion similarity
calculationmethod to realize the similarity calculation of theme
proportion. Therefore, in the following research, this paper will
compare and analyze the commonly used vector similarity cal-
culation methods and study their applicability, so as to choose
the appropriate similarity calculation method and apply it to
the modeling of each event recommendation model. As the
mainstream topic generation and topic vectorization model
in text content analysis, LDAmodel holds that a document cor-
responds to multiple topics, and each topic corresponds to a
different vocabulary in the document.
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According to the lexical distribution probability within
the topic, the corresponding content range of the topic can
be summarized. According to the proportion of documents
on different topics, the topics that account for a larger pro-
portion can be regarded as the main topics of the document.
Three-dimensional “document-topic-vocabulary” consti-
tutes a necessary condition for the proportion of document
generation vectors. When inputting the original text, the
LDA topic model adopts the basic word bag representation
and transforms each input document content into a corre-
sponding word frequency vector. In LDA modeling Internet
event data, it is necessary to model the text content of all
events after word segmentation. In order to effectively
express the characteristics of events, the characteristic text

content of events generally includes the name of events,
the venue of events, and the brief introduction of events.
These data indicators reflect the content of events in theme
characteristics, regional tendentiousness, and overall charac-
teristics. After text preprocessing such as word segmenta-
tion, the input original event content text is changed into a
content feature entry matrix for modeling. As shown in the
event-theme combination content based on LDA theme
model in Figure 8, when modeling the event-theme through
LDA model, the characteristic contents of m events, R is
input, and the number of possible themes T of a given event
is k. After training the model code, the event-theme matrix
and theme-content vocabulary matrix can be finally
obtained.
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The basic assumption of TF-IDF model is that a corpus
contains multiple documents. If a word in a document
appears many times in the document and is marked with
the TF value at the same time, but the word appears less in
the whole corpus and is marked with IDF value, then the
larger TF × IDFmark value of this word may be the keyword
or subject word of the document to which it belongs.
According to the rules of the TF-IDF algorithm, the corre-
sponding TF-IDF value of words in each event name can
be calculated. By observing the TF-IDF vector values of
words in the event corpus, we can find that “Shanghai” is
the key theme of “Shanghai International Marathon Events.”
“Cross-country Running” and “Challenge” are the key
themes of “Beijing International Cross-country Running
Challenge.” It also shows that TF-IDF algorithm can effec-
tively separate the feature themes of each event in the event
text corpus and endow the event with a certain vector
dimension. In practice, the improved model is no different
from the basic Word2vec model in algorithm principle, but
the selected input data set is changed from the event feature
text data in the Internet to the sequence data of users partic-
ipating in the event. Then the output content changes from
the vector value of constructing characteristic vocabulary
to the vector value of each event in the input event sequence
set. This transformation is more suitable for constructing
corresponding spatial vectors for event entities and calculat-
ing the similarity of event vectors. At the same time, in the
use of data, it can avoid using a single event feature text data,
which cannot effectively verify the recommendation accu-
racy of the recommendation model and turn to using the
user competition sequence data in the Internet. Finally, it
can compare and analyze the performance of the recom-
mendation models when using different data sets.

After the above description, it can be seen that the Inter-
net data sets of sports events have the characteristics of large

number and many types, and a single content-based recom-
mendation algorithm modeling method is easy to achieve
better recommendation results on specific Internet event
data input samples. However, from the perspective of user
selection of entities, it lacks universal applicability. For
example, the LDA topic model requires a high number of
feature texts in the input data set, and the selection of the
number of subjects will affect the numerical size of the final
topic vector space of each entity. The event recommendation
model based on TF-IDF can construct the spatial vector of
each event according to the feature text of the event. How-
ever, if the feature text description of sample events is too lit-
tle or different language description methods are adopted,
the phenomenon of vector deviation in feature space will
easily occur, which will make the events with similar types
or properties have a long spatial distance in vector space
and affect the final recommendation efficiency. Similarly,
in the event recommendation modeling based on Word2vec
sequence model, the insufficient sample size of users’ entry
records or uncertain entry types in the network will easily
affect the generation of event space vectors. If a single user
only participates in the same race for many years or profes-
sional runners participate in the race with too wide type or
region and large span, it is easy to have the phenomenon
that two marathon events with low correlation are close in
vector space. Therefore, in order to reduce the influence of
single algorithm and input samples on marathon event rec-
ommendation, the author considers combining the TF-IDF
model with the Word2vec sequence model, so that they
can fuse and calculate the event similarity matrix after the
vectorization of events and propose a comprehensive event
recommendation model and compare the performance dif-
ference between the comprehensive recommendation model
and other single algorithm models under the test sample
data, so as to improve the performance and accuracy of

1.6 1.8 2.0 2.2 2.4 2.6
–5

0

5

10

15

20

25

30

35

40

Theme 1
Theme 3

Theme 2
Theme 4

Time (sec)

0

5

10

15

20

0

10

20

30

40

50

60

70

Figure 8: Theme combination of theme model.

9Journal of Sensors



event recommendation. At the same time, when the compre-
hensive model carries out the event vectorization step, it can
directly call the event vector matrix generated by a single
TF-IDF model and Word2vec sequence model, so as to save
computing resources and improve the fault-tolerant space of
the comprehensive model.

5. Conclusion

Taking the marathon event data in combustion network as
an example, this paper discusses the algorithm selection
and model construction of event recommendation model
and determines the content-based recommendation technol-
ogy and three key algorithms commonly used to achieve the
goal of event recommendation model construction. On the
basis of the above, this paper further studies the construction
framework of event recommendation model under three key
algorithms, focusing on the steps of event vectorization and
event similarity calculation, and makes experimental com-
parison on the collected marathon event data set. From the
results, the constructed event recommendation model has a
good performance in the marathon event recommendation,
which verifies the feasibility of content-based recommenda-
tion technology in the event information recommendation.
This can effectively meet the needs of the existing people
for marathon event recommendation and also provide tech-
nical support and theoretical basis for the research of build-
ing an effective Internet data processing mechanism and
event recommendation model of sports events. This paper
studies the Internet data of current sports events, which
has the characteristics of huge quantity, various types, frag-
mentation, and low correlation, and builds a general event
data collection framework and collection method. Taking
the popular marathon event among the masses as an exam-
ple, this paper discusses and analyzes the similar and unique
characteristics of its network information. Through the col-
lection and statistics of marathon data, the characteristics of
data diversity are verified, which provides basic data support
for the construction of event recommendation model.

In the future, it gives the possibility of integration and
development of sports event information and related infor-
mation technology from the perspective of technology,
which provides a broader idea for sports informationiza-
tion research and enriches the technical means of sports
research.
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Information technology has brought great changes to China’s education. 5G technology provides a better guarantee for the
sharing of curriculum resources, facing the extreme shortage of educational resources in China. The contradiction between
limited educational resources and unlimited development needs of higher education has become increasingly prominent. How
to effectively realize resource sharing among universities has become a problem that must be considered in the talent
development of universities. In order to solve this problem, universities must improve the utilization rate of resources,
maximize resource sharing, and establish a more perfect resource sharing mechanism under the background of 5G and
Internet of Things. This paper analyzes the current situation of research at home and abroad, the current situation of resources
development, and the application of online courses under the background of Internet of Things, thus constructing an overall
framework of curriculum resource sharing mode. According to effective experiments, the offline curriculum education resource
sharing and traditional resource sharing schemes in the background of 5G and Internet are compared, and the necessity and
importance of applying 5G Internet of Things are verified.

1. Introduction

With the increasing scale of higher education, whether there
is a complete resource sharing mechanism is an important
factor to ensure that students can receive high-quality edu-
cation. Faced with limited teaching resources and unlimited
development needs, universities must reasonably improve
the utilization rate of resources, make use of the convenience
of 5G and Internet of Things technology, maximize resource
sharing, and propose solutions to the problems existing in
resource sharing. The literature [1] shows that there is an
extreme shortage of educational resources in China at pres-
ent. According to effective investigation, most students can-
not get high-quality teaching resources. On the university
campus, with the convenience of 5G and the Internet, they
have gradually formed a mode of sharing curriculum educa-
tion resources, which can share teaching resources, teachers’
resources, and curriculum resources and advanced teaching

facilities. According to the investigation of college students’
access to resources in the literature [2], it is concluded that
the simplest way for college students to obtain high-quality
learning resources is through libraries and online search
tools. According to a report, college students tend to share
resources among classmates and friends. Instead of directly
obtaining resources, on average, students share learning
resources twice or more times a week. They will share their
handwritten notes and textbooks, purchased extracurricular
books, and use some social software that cannot be directly
shared, such as sharing learning resources on the Internet.
The literature [3] studies the main ways of sharing high-
quality resources inside and outside universities. The conclu-
sions are as follows: the first one is through learning text-
books, extracurricular books, online courses, and learning
websites. The other is network resources. The characteristics
and differences between them are obvious. The literature [4]
investigated more than 600 teachers in order to investigate
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the influence of shared resources on teaching and practice.
Knowing how they use shared resources and how to choose
shared resources, the survey results show that shared educa-
tion can not only reduce costs but also bring greater flexibil-
ity to education. The literature [5] is to verify the timeliness
of the application of blog and wiki resource sharing mode.
Taking “Principles and Methods of Instructional Design,”
one of the universities awarded by the Ministry of Education
of China, as the research object, based on the research and
analysis of curriculum resources sharing at home and
abroad, this paper establishes a general framework of curric-
ulum resources sharing mode. The literature [6] studies the
sharing of massive open online course resources and puts
forward a solution to the fragmentation of network
resources. The implementation process and application
framework of linked data are introduced. The literature [7]
puts forward a brand-new way of education, which is called
Fujian-Taiwan cooperation in construction and education.
How to make full use of their respective educational
resources, limited integration and sharing between the two
campuses is the key to improve the education quality of tal-
ent training programs. Organizational coordination institu-
tions and teaching quality monitoring mechanisms have
been established to ensure the substantive sharing of educa-
tional resources. With the prevalence of the Internet of
Things and the explosive growth of various data flows, the
Internet of Things may face the problem of resource short-
age. Reference [8] puts forward a scheme to solve the short-
age of resources sharing. Considering the different
communication requirements of various sensors, a new
function is designed to drive the learning process. The
results show that this algorithm can achieve good network
performance. The literature [9] studies the platform of
“Construction and Sharing of Moral Education Curriculum
Resources in Shanghai Universities.” It is found that they
are realized through “1+2” operation mode, cloud storage
structure, user classification management, and resource
sharing scoring mechanism, which has the characteristics
of intelligent resource retrieval and real-time resource evalu-
ation and has become one of the important research achieve-
ments of “the construction and sharing of moral education
curriculum resources in colleges and universities.” The liter-
ature [10] describes a knowledge based on a learning devel-
opment system. Used in e-learning courseware design and e-
learning resource management, the distributed e-learning
system development environment is developed by building
a system model. The literature [11] introduces intelligent
algorithms in a distributed manner to coordinate the overall
goals of cellular systems with the individual goals of Internet
(LOT) devices. The utility function of Internet of Things
users is designed, a new incentive mechanism is constructed,
and a priority queue is set for continuous actions. The liter-
ature [12] proposes a distribution protocol using blockchain
technology. In the Online education resources, there are
unfair distribution of teaching resources and difficulties in
retrieving resources. Facing the emergence of 5G and Inter-
net of Things technology, teaching resources can be shared
and utilized in a variety of ways. With the support of 5G
technology and Internet of Things technology, this paper

realizes the research framework of sharing teaching
resources and puts forward the theoretical model of sharing
resources. This paper compares the offline curriculum edu-
cational resource sharing and traditional resource sharing
schemes under the background of 5G and Internet and
greatly improves the performance of teaching resources.

1.1. Research Background. With the development of science
and technology and the prevalence of Internet technology,
compared with traditional networks, 5G networks have the
advantages of light coverage, low energy consumption, hot
spots, and high capacity. It can spread data well. According
to the current extremely scarce state of educational
resources, some places do not have advanced teaching
resources, so it is necessary to make use of the convenience
of the Internet to share networks.

1.2. Significance of Research. The rise of the Internet of
Things has also promoted the development of the education
industry and launched a brand-new education model. The
sharing of network resources has broken the traditional
teaching concept, so that students are no longer limited by
time and place. The sharing of network resources can not
only save manpower and material resources but also quickly
let more people receive high-quality educational resources.

1.3. Research Status at Home and Abroad. Effective storage
and management of data is a problem that information
resource sharing parties need to solve. A large number of
scholars have done a lot of research on data encryption, stor-
age, and management. Safe and efficient storage of shared
data is the basis of safe sharing of resources, which can max-
imize the use of effective resources, maximize the value of
data resources, and promote the development of society
and production.

The prevalence of Internet of Things technology leads to
the frequent sharing and exchange of data, and more and
more people begin to pay attention to security and privacy
issues. Access control is an important technology to ensure
the data security of the Internet of Things. It is the control

Service registry

Data sharer Data getter 

Upload 
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Download 

Figure 1: System model.
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of terminal access members to access shared data resources,
which makes the access more secure, effective, and flexible.

1.4. Problems in Resource Sharing. In the process of resource
sharing, there are also many security problems. The data
processing ability of data exchange mode is poor, and the
sharing security problem cannot be guaranteed. The follow-
ing are the problems:

(1) Resource interconnection and interoperability in
multidomain IoT scenarios. It is difficult to share
data across domains. The Internet of Things is inde-
pendent, and services are massively diversified and
decentralized, resulting in difficult data sharing,
poor service interaction, and system coordination
and linkage

(2) The confidentiality and privacy of data have received
a great threat. Therefore, how to ensure that infor-
mation resources are not leaked and the security of
shared resources has become a major challenge for
Internet of Things resource sharing

1.5. Implementation Process of Curriculum Resources. We
should make full use of the convenience brought by the
Internet of Things to our lives. Although network teaching
has been popularized, the traditional teaching methods are
still deeply rooted, and some teachers do not use informa-
tion technology very well. Therefore, teachers should fully
feel the charm of the integration of information technology
and classroom and lead teachers to recognize and utilize
information teaching resources and take their essence. For
some poor areas, school curriculum resources are extremely
scarce. As a result, many students cannot enjoy high-quality

educational resources, and then, the sharing of network
resources is particularly important for them. Sharing
resources is not only conducive to the reform of traditional
teaching methods in some poor areas but also conducive to
stimulating teachers’ “want to teach” and students’ “want
to learn,” which greatly stimulates students’ interest in learn-
ing and makes the teaching quality reach a higher level.

1.6. Application of Network Sharing Courses under the
Background of “Internet of Things”

1.6.1. Network Design and Development.When designing the
curriculum content, we should first analyze the learning
needs of different scholars and create multitype curriculum
files. Before the course is officially used, it is necessary to
try it out and modify and improve it according to the feed-
back and opinions of different auditioners.

1.6.2. Requirements of Online Courses for Teachers. In the
multimedia teaching environment, teachers should not only
have the basic knowledge and application skills of online
courses but also use some advanced equipment. On the tra-
ditional basis, some easy-to-understand pictures and videos
have been added to the network sharing course, but students
cannot master knowledge without a teacher’s explanation, so
teachers should also have clear language expression ability.

2. Secure Resource Sharing Protocol for
Ciphertext Attribute Authentication

2.1. System Model. The service registry is a data sharing plat-
form. The shared data information is encrypted and stored
in the server, and the data collector can download the data
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Figure 2: The educational information platform and realize resource.
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from the server. Data sharers can exchange identities with
data recipients. Data sharers can share data with data collec-
tors on the server, encrypt the provided data, and upload it
to the server.

Data acquirers are members who are interested in the
data on the server. They can download the corresponding
data from the server. If they have data access rights, they

can decrypt the ciphertext with the group key. The relation-
ship between the three is shown in Figure 1.

In Figure 1, the data sharer uploads course resources to
the Service Registry side, and the data getter downloads
resources from the Service Registry side, thus realizing the
sharing of teaching resources between the data sharer and
the data getter.
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2.1.1. Chinese Remainder Theorem

Definition 1. In Chinese remainder theorem, suppose there
are k pairwise positive integers p1, p2,⋯, pk ðK ≥ 2Þ. Let P =
p1p2,⋯, pk = p1P1 = p2P2 =⋯ = pkPk; Pi is shown in

Pi =
p
pi

1 ≤ i ≤ kð Þ,

pi > y:
ð1Þ

The following equations are satisfied:

x ≡ y1 mod p1ð Þ,
x ≡ y2 mod p2ð Þ,
⋯,
x ≡ yk mod pkð Þ:

8
>>>>><

>>>>>:

ð2Þ

There is a unique solution:

x ≡ y1p1p
i
1 + y2p2p

i
2+⋯+ykpkpik mod pð Þ = 〠

K

i=1
yt ⋅ p

i
t ⋅ pt

 !
mod p,

ð3Þ

where pitptðmod ptÞ = 1,  i = 1, 2:⋯, n.

2.1.2. Key Calculation for Shared Resources. According to the
Chinese remainder theorem, the following equations are
calculated:

xi ≡ ςt,1 mod p2ð Þ,
xi ≡ Tt,2 mod p2ð Þ,
⋯,
xi ≡ Tt,2 mod p2ð Þ:

8
>>>>><

>>>>>:

ð4Þ
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Match keywords

Query keyword extraction
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Output search results

Whether the search
is complete
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Figure 6: Resource query flow chart.

Ro
ot

 d
ire

ct
or

y
la

ye
r

Service registration and
discovery management

Service ID 1 Service ID 2 Service ID 3

Service information
storage

Service information
storage

Service information
storage

Id
en

tit
y

la
ye

r
St

or
ag

e
la

ye
r

Figure 5: Service information architecture.

5Journal of Sensors



And get a unique solution: xi = ð∑t
v−1δt,v∙yv∙ðp/pvÞÞ mod

P (in order to facilitate the solution, Tt,v=δt,v, v = 2, 3,⋯, t).
Among them,

P = P1 × P2 ×⋯ × Pt =
Yt

v−1
pv,

yv∙
p
pv

mod Pv = 1:
ð5Þ

Results obtained

Groupkey = xi = 〠
t

v−1
δt,v∙yv∙

p
pv

 !
mod P: ð6Þ

It can be used to encrypt the information exchange
between shared resources and terminal devices to ensure
the security of information exchange.

2.1.3. Encryption and Storage of Shared Resources. After the
terminal members in the shared resources complete the suc-
cessful registration steps, they can selectively encrypt and
store the uploaded resources.

2.1.4. Download and Access to Shared Resources. Each user
who logs into the system searches for corresponding
resources on the platform through keyword search and
related description content. If the user needs to access the
shared resources, he needs to send information to the plat-

form, download the corresponding ciphertext resources
according to the ciphertext link, and then select the corre-
sponding authority to calculate the decryption key:

xi = 〠
t

v−1
δt,v∙yv∙

p
pv

 !
mod P = xi = groupkey:: ð7Þ

According tom = ct,2m ⊕H2ðx3Þ ct,2m ⊕H2ðx3Þ, get the
resources of civilization.

2.2. Types of Learning Platform for Curriculum Resources.
With the advent of the information age, in order to better
organize platform resources, colleges and universities have
successively built educational administration management
systems, online learning course centers, and so on. The main
categories are as follows:

(1) Students’ autonomous learning: students can freely
answer the discussion questions raised by teachers
on the platform, and teachers can also upload exer-
cises. It makes up for the defect that offline teachers
have less communication with students and can also
test students’ autonomous learning ability [13, 14].

(2) Live webcast learning: on the basis of traditional
classroom, live webcast learning has more intelligent
functions, such as sign-in, answering first, and class
inspection. During the epidemic period, live web-
casts were held at home. After the outbreak, colleges
and universities also maintained a live learning
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platform. This is of great help to students’ final
review. Students can watch live playback and consol-
idate their knowledge.

(3) Blended learning: in blended learning platform, rep-
resentative platforms are “recording and broadcast-
ing classroom” and “smart classroom,” which have
the functions of recording, playback, interaction,
and group discussion. Give the teaching environ-
ment intelligent, integrated teaching management
and diversified teaching scenes and even introduce
the Internet of Things and big data technology to
open up all intelligent teaching platforms.

(4) Online open class: students can choose courses
according to their own hobbies, which are not lim-
ited by time and place. As long as there is a network,
they can learn. In some places, the resources of
famous teachers are scarce. We can learn the courses
of famous teachers through the Internet, so that
more people can come into contact with the class-
rooms of famous teachers and share resources to
the maximum extent.

(5) Calculator-assisted instruction: because the platform
type has a wide audience and the needs of various
universities are similar, it has become the main-
stream trend to open up the educational information
platform and realize resource sharing. The flowchart
is shown in Figure 2.

2.3. Resource Accumulation. Traditional teaching resources
basically come from teaching materials, extracurricular
books, etc. With the rise of multimedia teaching, more
resources come from multimedia courseware. In the infor-
mation age, network resources have gradually occupied the
mainstream trend. According to the learning platform, the

Table 1: Comparison table of results of different schemes.

Statistics
5G and Internet of

Things
Traditional
method

Other
methods

Mean 269 s 304 s 325 s

Median 25.24 s 37.69 s 42.58 s

Mode 23.87 s 39.65 s 43.65 s

Standard
deviation

12.65 s 18.73 s 19.65 s

Maximum 13.95 s 17.67 s 19.97 s

Minimum 59.57 s 92.67 s 97.19 s
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accumulated resources mainly include PPT, excellent mas-
sive open online course, question bank, and experimental
material training.

(1) PPT: it is mainly written around the curriculum and
helps students understand by means of some pic-
tures and micro videos, which is beneficial to stimu-
late students’ learning enthusiasm.

(2) Training of experimental teaching materials: it mainly
focuses on the construction of experimental centers in
schools and obtains medical experimental operation
resources based on visual intelligent laboratories.

In the face of numerous platform resources, we should
do a good job of sorting out and complete a certain amount
of resource reserves according to the advantages of the
Internet.

2.4. Architecture Design of Internet of Things Data Exchange
System. The data exchange framework is show in Figure 3.

As can be seen from Figure 3, data sharing center is more
important among several modules. Subdomains are divided
into data providing and data releasing ports. Subdomains
can provide teaching resources to the data sharing center
and can also obtain resources to exchange data and interface
with the data sharing center. Data sharing center is mainly
used to provide data service and service interface, and the
three modules are used to realize data exchange and sharing.

The core is the data exchange center, which plays the
role of service query, service release, and data conversion.
It consists of administrative center and edge shared compo-
nents, as shown in Figure 4.

2.4.1. Management Center. Manage the security manage-
ment of registering, publishing, and maintaining data
exchange services, as shown in Figure 5.

When a user initiates a query request, keywords are usu-
ally used to search, and the operation mechanism adopts
recursive mode. The flow chart is shown in Figure 6.

2.4.2. Edge Shared Components. Edge sharing component
consists of three parts: data exchange management, author-
ity management, and data processing management. Data
exchange management has the functions of data retrieval
and data transmission, and the data processing management
module has the functions of extracting and transforming the
data obtained by the management module, so as to realize
the sharing and exchange of diversified data. Privilege man-
agement module is the core to ensure data security. The
architecture diagram is shown in Figure 7.
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3. Experimental Simulation

3.1. Data Budgeting. In order to understand the use of the
Internet of Things, we conducted a questionnaire survey
on the members of Hunan Literature Information Resources
Co-construction and Sharing Collaboration Network.
Experimental results show that compared with traditional
methods, most people know new resource information
through the Internet of Things. A small number of people
learn about it through newspapers, relatives and friends,
publicity columns, or other means. The statistics are shown
in the following table. Statistics are shown in Figure 8.

3.1.1. Experimental Results and Analysis. We conducted a
simulation experiment to compare the speed and univer-
sality of resource sharing in the context of 5G and the
Internet of Things. The specific comparison results are
shown in Table 1.

Compared with other methods, the results are shown in
Figures 9 and 10.

3.2. Necessary Experimental Results. Comparing the imple-
mentation effect after adopting 5G and Internet of Things
with other schemes, we designed an experiment to compare
the degree of resource sharing without the background of
Internet of Things with the prevalence of resources under
the background of 5G and Internet of Things and obtained
the following data, as shown in Figures 11 and 12.

3.3. Evaluation Results. According to the survey results,
under the background of 5G and Internet of Things, infor-
mation dissemination is wider, faster, and more accurate.
The Internet of Things has become a mainstream trend. Of
course, the requirements for 5G network are higher, so we
should constantly optimize the network carrier and make
sufficient preparations for the service bearing of 5G and
Internet of Things.

4. Conclusion

We rationally apply the Internet of Things, which has
brought great changes to the information season and maxi-
mized the sharing rate of information resources. Finally,
on the basis of absorbing the theoretical research results
and practical experience of foreign resource sharing, accord-
ing to China’s specific national conditions, proceeding from
reality, this paper puts forward some new ideas on the con-
struction of literature resources sharing network in China
and especially puts forward some constructive views and
suggestions on how to choose the breakthrough point of
the construction of resources sharing network in China
and how to establish a self-developing network operation
mechanism, the guiding ideology of the construction of
resources sharing network in China, and the construction
of network system.
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study are available from the corresponding author upon
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In this paper, a system for automatic detection and correction of mispronunciation of native Chinese learners of English by speech
recognition technology is designed with the help of radiomagnetic pronunciation recording devices and computer-aided software.
This paper extends the standard pronunciation dictionary by predicting the phoneme confusion rules in the language learner’s
pronunciation that may lead to mispronunciation and generates an extended pronunciation dictionary containing the standard
pronunciation of each word and the possible mispronunciation variations, and automatic speech recognition uses the extended
pronunciation dictionary to detect and diagnose the learner’s mispronunciation of phonemes and provides real-time feedback.
It is generated by systematic crosslinguistic phonological comparative analysis of the differences in phoneme pronunciation
with each other, and a data-driven approach is used to do automatic phoneme recognition of learner speech and analyze the
mapping relationship between the resulting mispronunciation and the corresponding standard pronunciation to automatically
generate additional phoneme confusion rules. In this paper, we investigate various aspects of several issues related to the
automatic correction of English pronunciation errors based on radiomagnetic pronunciation recording devices; design the
general block diagram of the system, etc.; and discuss some key techniques and issues, including endpoint detection, feature
extraction, and the system’s study of pronunciation standard algorithms, analyzing their respective characteristics. Finally, we
design and implement a model of an automatic English pronunciation error correction system based on a radiomagnetic
pronunciation recording device. Based on the characteristics of English pronunciation, the correction algorithm implemented
in this system uses the similarity and pronunciation duration ratings based on the log posterior probability, which combines
the scores of both, and standardizes this system scoring through linear mapping. This system can achieve the purpose of
automatic recognition of English mispronunciation correction and, at the same time, improve the user’s spoken English
pronunciation to a certain extent.

1. Introduction

Language is the most natural tool for human communica-
tion, and the automatic processing of speech-language infor-
mation is an important research area in information science.
Among them, the more important research directions
include large-scale continuous speech recognition natural
language understanding, speech synthesis, and machine
translation [1]. Human-machine speech interaction is a
human-machine dialogue technology based on speech rec-
ognition, natural language understanding, and speech
synthesis. Speech synthesis is one of the cores of human-

computer interaction. It is involved in many disciplines,
such as acoustics and natural language processing, artificial
intelligence, and signal processing. In recent years, speech
information processing has developed more rapidly, and
spoken pronunciation detection is one of the important
research directions. Speech interaction is the most direct,
natural, and effective way people use to convey information,
and with the rapid development of mobile phones and other
intelligent terminal products in recent years, new human-
computer interaction has become a hot spot in scientific
research of computers, linguistics, and communications
[2]. Human-computer speech interaction is a human-
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computer dialogue technology based on speech recognition,
natural language understanding, and speech synthesis.
Speech synthesis is one of the cores of human-computer
interaction, which is involved in several disciplines, such as
acoustics, natural language processing, artificial intelligence,
and signal processing. A lot of English learning is carried out
in the “vacuum” of the “nonlinguistic environment.” Once it
enters the communicative state, it is more susceptible to the
inevitable pronunciation defects or poor pronunciation in
the real context. Its purpose is to enable computers or other
hardware devices to make natural sounds like people. In this
environment, to make mobile phones, computers, and other
intelligent terminal devices be completely like people that
can “speak” and “listen,” can understand the natural language
of humans, and can get some feedback or according to the
instructions to complete the corresponding operation is one
of the goals of the current scientific artificial intelligence field
[3]. However, for the current TTS (Text-To-Speech) system,
it is the main research direction of many enterprises and
universities to make it produce clear, understandable, fluent,
and natural voices in different scenes to better meet the
personalized needs of users.

Language learning generally includes four areas: listen-
ing, speaking, reading, and writing, each of which has its
method of learning. For example, listening comprehension
skills can be improved by listening to various foreign lan-
guage multimedia resources, including news, movies, and
audiobooks. We can also regularly read foreign language
newspapers, professional papers, world famous books, and
other textual resources to practice reading skills and to
obtain information in other languages [4]. Many people tend
to be fluent in reading and writing, but their oral English is
poor, which further affects the improvement of listening.
English writing can be practiced through journaling, trans-
lating English resources, etc. There is no good way to
improve the ability to “speak”; although it can be practiced
in “English corner” or similar places, it is very limited. In
addition, a lot of English learning is done in the “vacuum”
of a “nonlinguistic environment,” and once you enter the
real communication situation, you are more likely to be
affected by the inevitable pronunciation defects or inappro-
priate pronunciation factors in the real context. Because
“speaking” is an interactive process, it cannot be trained
alone but must be interacted with. For these reasons, “speak-
ing” often becomes a bottleneck for language learners.

Computers have brought great convenience to humans
due to their powerful information processing, computing,
and storage capabilities. Speech recognition technology has
been developed over the years and is now starting to gradu-
ally come into different applications. Research on language
learning and spoken pronunciation detection has received
increased attention in recent years, and the application of
speech recognition in computer-assisted language learning
has become an important research direction. Especially,
audio as an information medium plays an important role
in the process of human-computer interaction [5]. There-
fore, the study of English pronunciation monitoring and
automatic correction is not only of theoretical significance
but also of great help to the language learning of nonnative

learners; through the detection of learners’ pronunciation
in language learning, it can help learners understand their
pronunciation accuracy and improve their speaking level [6].

2. Related Works

The purpose of oral pronunciation testing is to provide a
mechanism for learning foreign languages such as English
to automatically correct country pronunciation. Many peo-
ple tend to read and write fluently but speak poorly, which
affects listening even more [7]. The key to improving listen-
ing and speaking skills is to practice speaking and to receive
guidance and correction from English-speaking teachers, but
the lack and high cost of English-speaking teachers in China
leave many learners without opportunities to practice and
improve, and often, after eleven years of study, they are still
unable to communicate with foreigners, neither speaking
nor understanding. Make use of the error rules in the
learner’s pronunciation and integrate these rules into the
speech recognition to detect and diagnose the possible error
categories in the learner’s phoneme pronunciation. Given
the importance of oral practice, the main means of practice
for learners is to play tapes and other recording media
repeatedly, and the advent of the repeater has introduced
electronic English learning products to the market. The
development of teaching aids using electronic and computer
technology has become a key step in the transition from
basic research to products, and many learning machines
have received strong support and input from national educa-
tion and science and technology departments [8].

The main development of pronunciation error detection
as part of the CAPT system came after the 1990s. In 1996, a
pronunciation scoring algorithm for speech-interactive lan-
guage learning systems was proposed that combined Hidden
Markov Similarity, sentence length, segment length, and seg-
ment classification to calculate scores. The important differ-
ence between this algorithm and earlier algorithms is that
the content of the sentence or phrase to be read aloud by
the person to be tested does not have to be specified, making
it more flexible to use. The recognition system implemented
the algorithm and evaluated French pronunciation in native
English speakers, and experimental results showed that the
duration score for the same segment was an important
indicator of pronunciation fluency and was robust to back-
ground noise. In 1997, the pronunciation evaluation algo-
rithm was improved by scoring multiple sentences from a
given pronouncer and then averaging them to obtain a
higher-level score, while combining different machine scores
to obtain a higher correlation coefficient [9]. Experiments
show that the improved algorithm requires less speech to
be tested on sentence-level scores, increasing the human-
machine score correlation coefficient from 0.5 to 0.88, and
by combining different machine scores, increasing the
human-machine score correlation coefficient by 7%. In
2000, by calculating the confidence (CM) measures derived
from the Hidden Markov Model- (HMM-) based ASR
system for phoneme measures (CM) for phoneme-level
articulation error detection. In 2003, the articulation error
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detection method was improved based on the GOP algo-
rithm. The improved method shows that the phoneme
detection recognizer can determine the correct pronuncia-
tion rate, and the lower the CM, the higher the probability
of incorrect pronunciation of the speech [10]. The advantage
of these CMs is that they are readily available through the
ASR system; however, when analyzing individual voices,
the correlation between CMs and human judgments is low
over a relatively long range of speech sounds. At the pho-
neme level, it was found that the lack of features of CM
resulted in a low correlation between assessment levels and
human judgments and that these features were computed
algorithmically using similar feature sets of speech sounds
and were not suitable for performing pronunciation error
detection. In 2004, when studying pronunciation errors in
Dutch as a second language, it was found that learners of
Dutch had pronunciation problems in terms of vowel length,
a problem that suggests that pronunciation errors resulting
from pronouncing phonemes different from the expected
phonemes can cause deviations in word comprehension [11].

Since the study of automatic pronunciation detection is
closely related to the study of linguistics, phonology, etc., the
problems faced by different languages when learning another
language such as English are different and the solutions must
be targeted. In general, one of the mechanisms of oral pronun-
ciation testing is the assessment of phonological accuracy,
which has always been an important aspect of research. In
early pronunciation tests, an acoustic model was created based
on the standard phonetic pronunciation of native speakers,
and then, the pronunciation of learners from nonnative
speakers was tested [12]. Some studies have added expert
speech from nonnative countries to the training data as well
to improve judgments of the difficulty of pronunciation of
phonemes. Many studies have only evaluated the pronuncia-
tion of limited words with limited phonemes, and less research
has been conducted on the detection of continuous natural
speech with larger vocabularies. We believe that it is difficult
to obtain standard phoneme pronunciation scores by merely
applying forcing regularization. Since the native Chinese
learners of English are too far from the standard English, pro-
nunciation recognition may fail to obtain valid phoneme pro-
nunciation accuracy. Some studies use the output of speech
recognition and regularized acoustic model scores as phoneme
pronunciation scores, which are useful to reasonably assess the
accuracy of phoneme pronunciation [13].

3. Design of an Automatic English
Pronunciation Error Correction System
Based on Radiomagnetic Pronunciation
Recording Devices

3.1. Automatic Calibration System Model Design. In this
paper, we propose a kind of automatic system for detecting
incorrect phoneme pronunciation for continuously spoken
pronunciation for English learners. The core idea of the
method is to use the error patterns existing in learners’ pronun-
ciation to detect and diagnose the possible error categories in

learners’ phoneme pronunciation by incorporating these pat-
terns into speech recognition. Three main problems are faced
in the methodology. From the phoneme pronunciation, we
summarize the typical pronunciation error rules through cross-
language phonological comparison and analysis. This law is the
form of confusion rules from phoneme to phoneme to predict
the learner’s possible wrong phoneme pronunciation.

(a) How to summarize the error pattern. It is very diffi-
cult and unnecessary to make a summary analysis of
each situation one by one. The method of this paper
is to summarize the cases of errors that are common
in learners’ pronunciation and are regular and
extended. The confusion rules are represented in
the form of confusion rules

(b) How to design a speech recognition systemwhere error
laws are effectively combined with speech recognition
as a priori knowledge to detect and diagnose mispro-
nunciation. Mispronunciation detection is mainly
oriented to users who are nonnative speakers, and rec-
ognition requires accuracy down to the phoneme,
which places high demands on the system design.
The accuracy of speech recognition will be improved
if error laws are integrated into speech recognition to
reduce the burden on the recognizer and do recogni-
tion in a recognition range with a priori knowledge

(c) How to provide corrective feedback information.
This is a basic human-computer interaction problem
intelligent problem of the wrong pronunciation
detection system and an important part of the sys-
tem. More reasonable and intuitive feedback can
make learners understand more quickly and correct
pronunciation errors and achieve the purpose of
computer-aided pronunciation training

For the different functional structures and approaches of
the three problems, this chapter divides the system into three
modules extended pronunciation dictionary generation
module, speech recognition module, pronunciation detec-
tion, and feedback module; the overall system structure
design is shown in Figure 1.

The main pronunciation problems faced by language
learners are the inaccurate pronunciation of phonemes, inap-
propriate stress and intonation, and nonfluent and continuous
pronunciation. The causes are mainly categorized into the fol-
lowing three types: (1) differences in linguistic, phonological,
and phonetic pronunciation structures between learners’
native language and the target language and differences in
the functioning force of the articulatory organs; (2) the
learner’s misunderstanding of linguistics, phonology, and
phonemes, not knowing the continuum, or misunderstanding
the rules of letter pronunciation. For the first two reasons,
based on the theory of language transfer, this paper systemati-
cally analyzes the characteristics of English mispronunciation
of native Chinese speakers from linguistics, phonology, and
phonemic and finds that the errors are mainly concentrated
in those phoneme pronunciations that are present but not in
Chinese, and learners habitually substitute the pronunciation
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with the phoneme pronunciation of the native phoneme that
is similar to this phoneme in linguistics and phonology, which
leads tomispronunciation [14]. After the human voice is emit-
ted from the lips, the high-frequency part will be attenuated, so
that the energy of the low-frequency part is always higher than
the energy of the high-frequency part, which results in a
smaller spectral value of the high-frequency part, which is
not convenient for analysis and processing. Preemphasis is
to let the voice pass through a high-pass filter to enhance the
high-frequency part so that the high- and low-frequency
ranges are equal. Therefore, we generalize the typical pronun-
ciation error patterns from phoneme pronunciation through
crosslinguistic phonological comparative analysis of the differ-
ences, and this pattern is a form of phoneme-to-phoneme
confusion rule to predict the possible wrong phoneme pro-
nunciation of learners. While the third reason contains too
many personal factors of the learner, Chimin’s difficult moun-
tain knowledge to predict, therefore, this paper adopts a data-
driven approach that does not rely on a priori knowledge,
using the identification of the learner’s actual pronunciation
errors to predict the possible wrong pronunciation by
performing phoneme-based automatic speech-to-phoneme
recognition on the learner’s speech and analyzing the recogni-
tion results between the resulting wrong pronunciation
phonemes and the standard pronunciation phonemes. The
mapping relationships between themispronounced phonemes
and the standard pronunciation phonemes are analyzed.

Sn = cos
3π n + 1ð Þ
N + 1

: ð1Þ

Speech signal preprocessing is the preparation work before
speech feature extraction, mainly for the frequency domain
processing of speech signal features. After the analog speech
signal is sampled and quantized into a digital signal, it needs
to be preemphasized so that the high- and low-frequency
amplitudes are equal and then, it is framed and windowed to
get the speech frame. If the voice data is read directly from
an audio file such as a file there is no need for sample quanti-
zation processing. Because the human voice is from the lips,
the high-frequency part will be attenuated, so that the energy
of the low-frequency part is always higher than the energy of
the high-frequency part, which leads to a smaller spectral
value of the high-frequency part, which is not easy to analyze
and process. Preemphasis is to allow the speech to pass
through a high-pass filter that enhances the high-frequency
part, making the high- and low-frequency amplitudes compa-
rable. Speech signals are slow time-varying signals with short-
time smoothness. For a segment of the speech signal, if we take
a short enough time (about 6~30ms), we find that the charac-
teristics of the segment remain the same, but from a long time
(0.6 s or more), the speech signal characteristics keep chang-
ing, and from that, the content of what the speaker is supposed
to express [15]. Because of this characteristic of speech, we
need to divide the speech into several short-time segments
for analysis, and this process is “framing.” There is a certain
overlap between two adjacent frames so that the continuity
of speech features is maintained by smoothing the comparison
between frames. Usually, the overlap is half or one-third of the
frame length, and the size of the frame length is between 20
and 30ms because the characteristics of the speech signal are
more stable in this period. Assuming a signal sampling
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Figure 1: Overall system structure design diagram.
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frequency of 16KHz, a frame length of 25ms, and a frame rate
of 100 frames/second, there is one sample per frame, and the
framed speech signal has 40,000 samples per second.

Sn = Sn+1 − aSn−1: ð2Þ

The key aspects of text analysis in a TTS are text-to-
symbol conversion, including pauses, placement of stress,
and hierarchical relationships, as well as standardization of
the text, division of words, and determination of the correct
pronunciation of the word or phrase in that position.
Although the main task in this section is not text analysis,
the key to constructing a complete TTS is the transformation
of text to symbols, including pauses, placement of stress, and
hierarchical relationships, as well as the standardization of
the text, the division of words, and the determination of the
correct pronunciation of the words and phrases in that posi-
tion. Although the main task of this section is not text analysis,
it is also crucial to sort out the working process of text analysis
to construct a complete TTS system. Themain function of text
analysis is to enable the subsequent synthesis stage to correctly
recognize the digital expression converted from text, similar to
a code, and perform a shallow analysis of the text to a certain
extent according to the corresponding relationship of the text
in the sentence and understanding. The main function of text
analysis is to enable the subsequent synthesis stage to correctly
identify the digital expressions transformed from text, like an
electrical code, and to perform a somewhat shallow analysis
and understanding of the text based on its correspondence
in that sentence, resulting in the determination of how words
and conjunctions in the text should sound, what rhyme is
needed based on sentence characteristics, the interval based
on semantics, and so on. These parameters will be passed on
to the back end of the parametric processing process and play
a large role in the effectiveness of the synthesis. The study of
the whole text analysis can be divided into the following stages:

(1) Standardize the input text, find gaps and typos, and
remove illegitimate characters appearing in the corpus
and wrong word composition; conversion of letters or
Arabic numerals for which Chinese pronunciation
exists to their Chinese counterparts

(2) A participle, which can split the text according to
verbs, nouns, conjunctions, and other forms

(3) Level the pauses in the utterance, andmark them based
on information such as participles and punctuation

The block diagram of the text analysis system is shown
in Figure 2.

In phonetic error recognition detection, each mispro-
nounced phoneme may be due to the insertion, substitution,
and deletion of new phonemes. And most of the mispronun-
ciation problems of nonnative learners also arise due to pho-
neme confusion. The phonetic features of the phonemes
corresponding to the associated phoneme strings, phoneme
onset and end times, and ratings were obtained after recog-
nition and forced alignment by the Sphinx system. With this
resultant data, phonemes are detected for errors. Witt

classifies articulation errors into two types, namely, pho-
neme errors and rhyme errors, and further classifies pho-
neme errors into three categories: mispronunciation,
omission, and addition of phonemes. Generally, the recog-
nizer only performs one recognition detection process for
phoneme sequences, and after phoneme alignment, the rec-
ognizer performs one recognition process for phonemes
from left to right and outputs the recognition results, but
the problem of missed and false detection often occurs. To
improve the correctness and accuracy of phoneme recogni-
tion detection, this paper proposes a phoneme cyclic recog-
nition detection strategy, which converts the speech to be
tested into a feature vector after feature extraction and then
expands the phoneme bias pronunciation network into each
phoneme recognition state, and the Sphinx recognizer per-
forms the cyclic detection task twice for the phoneme feature
vector and phoneme bias network to obtain the recognition
results. The phoneme sequence SIL, K, AE, T, and SIL is
obtained after phoneme alignment for the single word
“cat,” and the duration d and acoustic score a feature vectors
of the phoneme are generated. Then, for each, three T and
two D phoneme groups are identified several times, respec-
tively, and the aligned sequences are subjected to phoneme
substitution, insertion, and deletion. And to further deter-
mine the error type of the phoneme, the duration feature
of the phoneme is also identified. The examination process
of the cyclic recognition strategy is shown in Figure 3.

3.2. Research on English Pronunciation Detection Methods.
The accuracy of pronunciation detection as the basis of
speech intelligibility evaluation in this paper is directly
related to the effectiveness of the speech intelligibility evalu-
ation system. Detecting pronunciation errors and providing
feedback on the error information can help learners to
improve the intelligibility level of speech. In the current pro-
nunciation recognition detection, due to the diversity of
learners’ pronunciation errors, similar phonemes are easily
confused, which is likely to cause the situation of missing
and false detection in recognition [16]. The detection
methods based on mispronunciation networks are being
intensively researched and applied, and this chapter pro-
poses a phoneme recognition detection strategy based on
the construction of phoneme biased pronunciation net-
works, which uses recognizers randomly in a cycle and per-
forms pronunciation error differentiation detection by SVM.
This chapter focuses on improving the phoneme recognition
detection method for nonnative learners to improve the rec-
ognition rate and accuracy of phoneme phonetic features
and to provide sufficient and accurate phoneme recognition
features for subsequent speech intelligibility evaluation. To
improve the correct rate and accuracy of phoneme recogni-
tion and detection, this paper proposes a phoneme cycle rec-
ognition and detection strategy. After feature extraction, the
voice to be tested is converted into feature vectors, and then,
the phoneme error pronunciation network is expanded into
each phoneme. In the recognition state, the Sphinx recog-
nizer performs two rounds of detection tasks on the voice
feature vector to be tested and the phoneme error network
to obtain the recognition result. Pronunciation error
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detection requires a higher level of detail than pronunciation
grading and is typically based on more phonological features
such as temporal features, speech rate, articulation rate, and
segmental duration that can be computed relatively more
easily, and such detection of phonological temporal features
is more reliable when measured for longer speech segments
and has a greater correlation with human judgments of pro-
nunciation quality. Pronunciation detection grading is often
used to calculate the level of pronunciation scores at the
speaker or discourse level and can also be a weighted average

of native phoneme scores. And the simplest method of pro-
nunciation error detection is to use posterior probability
algorithms or GOP algorithms to define error detection by
setting bounds.

Thresh = up + aεp + β: ð3Þ

The purpose of speech signal endpoint detection is to
detect speech signal segments and noise segments from the

key aspects

Start

Relationships

Placement
of stress

Position.

Symbols

Main task

Division of 
words

Text analysis

End

Figure 2: Flowchart of text analysis.

Detection

Confusion

Native
learners

 Recognition

Substitution

Phonemes

�e phonetic features of
the phonemes 

 Recognition

In

In

In

In

In

In

Out

Out

Out

Out

Out
Out

 

Figure 3: Schematic diagram of the process of phoneme identification test strategy.

6 Journal of Sensors



digital signal obtained by continuous sampling. Accurate
speech endpoint detection not only reduces the computa-
tional effort but also improves the recognition rate of the
system. Therefore, endpoints, as important features of
speech segmentation, largely affect the performance of
speech recognition systems, and thus, how to design a robust
endpoint detection algorithm in a noisy environment is still
a very tricky problem. Traditional endpoint detection
algorithms rely on only one feature, such as signal energy,
overzero rate, duration, and linear prediction energy error.
These methods have good performance at high signal-to-
noise ratios, but poor performance at low signal-to-noise
ratios. Speech processing systems usually operate in different
noise environments, and the endpoint detection methods
used in the system should apply to various adverse situations
to enable the system to achieve good performance [17]. First,
a higher threshold amp1 is chosen based on the speech
short-time energy, which is above this threshold in most
cases. This allows for a coarse judgment: the speech start
and endpoints lie outside the time interval corresponding
to the intersection of this threshold and the short-time
energy envelope. Then, a lower threshold amp2 is deter-
mined based on the average energy of the background noise,
and the two points C and D where the short-time energy
envelope intersects the threshold amp2 for the first time
are searched forward from point A and backward from point
B, respectively, so that the CD segment is the speech segment
determined by the double threshold method based on the
short-time energy, completing the first level of judgment.
The second level of judgment is then performed, this time
employing a threshold determined by the short-time excess
zero rate. From points C and D, we search forward and
backward, respectively, to find the two points E and F where
the short-time average zero rate is below the threshold for
the first time, which are the starting and ending points of
the judged speech segment. This is shown in Figure 4.

The standard pronunciation models and grading models
of computer-aided spoken English learning systems are
obtained by corpus training. The system usually needs two
types of speech databases, the standard pronunciation cor-
pus and the nonstandard pronunciation corpus. The former
of them is mainly used to train the standard pronunciation
model, and the training corpus should be made to ensure
the main training of the pronunciation content of spoken
English learning as much as possible, and the content of
the corpus is mainly obtained from several famous interna-
tional corpora. The nonstandard pronunciation corpus is
used to train the grading scoring model by experts manually
and to test the system performance and should be widely
representative. The proposed speech intelligibility evaluation
method is compared with expert scores for a correlation
experiment. After that, the evaluation method in this article
is compared with other existing speech intelligibility evalua-
tion methods, and finally, the intelligibility of this article is
analyzed. The scoring performance of the degree evaluation
method is analyzed. The content of its corpus is given by the
experts, and the targets for grading scoring judgments differ
according to the learning priorities of the users at different
learning stages. In the study of speech recognition-based

English-speaking learning systems, some focus on the com-
mon pronunciation errors of beginning pronouncers, such
as various similar pronunciations and nasal sounds; some
focus on pronunciation skills or difficulties specific to
English speakers, such as intonation, alliteration, and stress.
There is also one that focuses on a whole system of learning
spoken English, following the phonetic teaching method
combined with computers to make the system user-
friendly and optimize its performance. Of the above, it
makes sense to conduct an in-depth study of a particular
problem in learning spoken English, for example, syn-
chronic pronunciation, intonation, and intonation. Simply
solving one of these problems applied to a spoken language
learning system can make the system function optimally.
Speech recognition is the key to performing pronunciation
learning, but it is not fully suitable for English spoken pro-
nunciation learning and many improvements are needed.

4. Analysis of Results

4.1. Automatic Calibration System Implementation. While
the three raters were scoring manually, the author proposed
to score the same speech documents by using speech evalu-
ation technology. Based on the analysis of speech evaluation
technology principles and speech evaluation cases, I found
that Xunfei is the most advanced in the field of Chinese
speech evaluation and provides free technical support for
speech evaluation to the researcher, so I finally decided to
use the speech evaluation function of Xunfei Open Platform
to achieve the scoring of all test speech samples (hereinafter
referred to as “technical scoring”). The Xunfei Open Plat-
form provides speech evaluation technology [18]. The
Xunfei Open Platform provides the speech evaluation
technology SDK and explains the format of test questions,
evaluation results, and frequently asked questions in the devel-
oper documentation, which provides great convenience for
setting up the technical scoring environment. In the process
of testing the technical scoring environment, it was found that
the assessment results were on a five-point scale, which did not
match the scoring requirements of HSKK Repeat After
Listening (2 points for beginners and 3 points for intermedi-
ates). Therefore, the technology scoring results were processed
as follows: beginner test technology scoring results = speech
scoring results ∗ 0:4; beginner test technology scoring results
= speech scoring results ∗ 0:6. The final descriptive analysis
of the beginner and intermediate technology scoring results
was conducted, and the results are shown in Table 1.

As can be seen from the above table, the technical scor-
ing results of the primary test were controlled between 0 and
2, with the average score in the high range and the standard
deviation within 0.5; the intermediate technical scoring
results were all distributed between 1 and 3, with the average
score around 2.3 and the standard deviation within 0.5. All
the data showed that the technical scoring results met the
requirements of the topic scoring and the scores showed a
concentrated and stable state in general. When compared
with the manual scoring results, the results of the descriptive
analysis of the technical scoring results were found to show a
high degree of agreement with the manual scoring, a finding
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that well supports the conjecture of this study. However, this
hypothesis needs further proof, so in Section 5, various
aspects of the manual and technical scoring results are
analyzed and compared to prove the research hypothesis
one by one that speech assessment technology can complete
the scoring of HSKK postlistening repetition questions.

Dj =
LPLj + LFAj

d j
: ð4Þ

In the process of conducting experimental tests on
speech intelligibility evaluation methods, an experimental
database is used in this paper. Firstly, the speech intelligibil-
ity evaluation method proposed in this paper is compared
with expert ratings for correlation experiments; after that,
the evaluation method in this paper is compared with some
other existing speech intelligibility evaluation methods, and
finally, the scoring performance of the intelligibility evalua-
tion method in this paper is analyzed. Meanwhile, this paper
combines the phoneme bias pronunciation network to
detect phoneme mispronunciation, and the phoneme error
rate of each intelligibility level is counted to verify the
effectiveness of the system’s error correction feedback. The
correlation between the proposed method in assessing intel-
ligibility scores and each expert English teacher in the non-
native test set and TIMIT set is analyzed. Accurately

detecting the endpoint of the voice signal can also reduce
the amount of calculation for subsequent processing, and
improving the utilization of communication equipment will
help improve the recognition performance of the system.
The experimental results show that the intelligibility evalua-
tion method based on the combination of features proposed
in this paper has a high correlation with the actual scores of
human experts. The experimental results show that the com-
bination feature-based evaluation method proposed in this
paper outperforms the GOP scoring method and the AI
index-based intelligibility evaluation method. This is mainly
because the method proposed in this paper combines the
information of both phoneme duration and phoneme acous-
tic score features and makes the most effective evaluation
method calculation by optimizing the linear regression
model. As shown in Figure 5.

For regression analysis in speech characteristics, in prob-
ability statistics, regression is the process of studying to esti-
mate the relationship between different variables. Regression
analysis studies the process by which the independent vari-
able changes with the dependent variable and describes the
trend of the dependent variable change by the characteristics
of the probability distribution. And in speech signal analysis,
regression analysis of feature vectors is used to explore the
relationship between independent variables and dependent
variables, which is generally applied to the attributes or
parameters of speech for evaluation and prediction. By the
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Table 1: Descriptive analysis of the results of scoring speech assessment techniques.

Level Numerical Minimal values Maximum value Average Variance

Primary 200 0.01 1.50 0.075 0.243

Intermediate 210 0.05 1.00 0.050 0.233

Advanced 230 1.00 2.00 1.500 0.253
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relationship of different speech features, the correlation
between their linear combination of features and phonology
is sought, and this statistical perspective is useful for studies
with sufficient correlation data. To estimate intelligibility
scores, this paper uses a linear regression model, which is
derived from the relationship between acoustic/phonological
measures and expert scores. In this paper, independent var-
iables (xi) and variables Y are defined for each expert score,
and the linear regression model is defined as shown in the
following equation:

Y = 〠
i

x=1
αx + yxð Þ + ω: ð5Þ

4.2. Analysis of Simulation Test Results. The endpoint detec-
tion is performed before feature extraction and recognition
of the input speech. Experiments show that the accuracy of
endpoint detection has a very important impact on the rec-
ognition rate of the speech signal; in addition, the accurate
detection of the endpoints of the speech signal can also
reduce the amount of computation for subsequent process-
ing and improve the utilization of communication equip-
ment to help improve the recognition performance of the
system [19]. Endpoint detection is used to delineate the
articulation and silence zones. The popular endpoint detec-
tion methods at this stage are based on short-time energy,
based on short-time average overzero rate and pattern rec-
ognition, based on inverse spectral distance, based on wave-
let transform, and based on other methods. In the prototype
English-speaking learning system implemented in this
paper, a double threshold endpoint detection method is
used, which firstly sets two closed values each by short-
time energy and overzero rate and obtains the endpoint
detection method of speech signal content by a certain oper-
ation with the closed values. Exceeding the high threshold
can basically determine the beginning of the voice, and the

low threshold is used to determine the true endpoint of the
voice. Exceeding the low threshold may not be the beginning
of speech, and it may also be a short-term noise. Since the
interval between the start of recording and the start of vocal-
ization is generally considered to be the first 100ms of the
speech signal as a silent segment, the average energy and
the average overzero rate of this segment of the speech signal
can be extracted as the characteristic parameters when mak-
ing a rough judgment. For the calculation of the threshold, a
lower energy threshold is used, which is taken as two times
the average energy of the background noise, and a higher
energy threshold is taken as the average energy of multiple
frames of speech data [20]. Exceeding the higher threshold
identifies the beginning of the speech, and the lower thresh-
old is used to determine the true endpoint of the speech. The
low threshold being exceeded may not necessarily be the
beginning of the speech but may also be short-lived noise.
When the high threshold has determined the beginning of
the speech, go back, and use the low threshold to determine
the true beginning of the speech, and the end of speech is
discriminated similarly. Sometimes, the noise is also quite
energetic and may exceed the high threshold, but the noise
which is generally of short duration can be used to deter-
mine whether it is noise or speech, as shown in Figure 6.

Determining the most effective error correction feedback
decisions to help improve learners’ phonetic intelligibility
levels is the final issue to be addressed in this paper’s evalu-
ation system. In general, the overall level of pronunciation of
nonnative learners when learning English pronunciation
falls short of the standard pronunciation. However, for
CAPT, if all the feedback is given to the learners without
considering the impact value of the phonetic intelligibility
of the wrong phoneme pronunciation, all the learners’ key
pronunciations will be judged as mispronunciations, which
will weaken the learners’ confidence in learning. The learner
pronounces the phoneme sequence through the given lexical
text, and after matching and forcing alignment with the pho-
neme biased pronunciation network, the possible biased
pronunciation recognition sequence of the learner is
obtained, where {} denotes the possible mispronunciation
of phonemes. To determine which mispronounced pho-
nemes should be improved, we define the priority π ðj, iÞ of
the mispronounced phoneme j on intelligibility level i as
the difference between the learner’s error rate and the aver-
age error rate of the learners at level i as follows:

W jð Þ = 〠
2

j

π i, jð Þ ⋅ l i, 1ð Þ: ð6Þ

Based on the results of phoneme detection, all potentially
misleading phoneme reading detection rates are ranked, and
by adjusting the priority of each phoneme to determine
which phonemes are most in need of improvement, the best
adjustment is made to obtain the intelligibility rating level
for the entire word pronunciation. The problematic pho-
neme of the target word that has the greatest impact on pho-
nological intelligibility is also given as positional feedback to
the learner, informing the learner that improving the
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offending phoneme will most effectively improve the intel-
ligibility score of the word pronunciation.

To examine the phonological error rates of nonnative
data at different intelligibility levels, this paper conducts rec-
ognition detection experiments on pronunciation. The aver-
age pronunciation error rate is used as a reference for the
average error rate of subjects at each intelligibility level.

The error rate of phonemes in the highest intelligibility level
is only 0.22, while the error rate of phonemes in intelligibility
level 1 reaches 0.53. Because of the difference between the
error rate of each intelligibility level and the overall average
phoneme error rate, this paper further analyzes the average
error rate of phonemes in each intelligibility level and finds
that, for the pronunciation of each phoneme in the lexicon,
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the higher the intelligibility level is, the lower the average. This
is in line with the human perception of phonological intellig-
ibility. Also, based on the results of phoneme error detection,
we calculated the influence between the trend of phoneme
error rate and intelligibility and verified that the design of
the online assessment system in this paper needs to consider
the feedback to learners those correction suggestions that
can most effectively help them improve their speech intellig-
ibility level. This is shown in Figure 7.

5. Conclusion

Automatic assessment of pronunciation is a complex subject
involving knowledge from many disciplines such as linguis-
tics, acoustics, signal processing, and pattern recognition.
The language pronunciation rules are also very complex,
and it is very difficult to perform an automatic assessment
of pronunciation. In this paper, we propose a system that
uses automatic speech recognition technology to effectively
detect incorrect phoneme pronunciations in continuous
Japanese pronunciation by English learners. The research
focuses on how to effectively generate an extended pronun-
ciation lexicon to predict possible mispronunciations in
learners’ pronunciation, combine speech recognition to
detect erroneous phoneme categories in pronunciation, and
provide corrective feedback to learners to help them
improve their pronunciation. This paper introduces error
elimination calculation for speech recognition and proof-
reading, which can effectively improve the recognition abil-
ity of spoken English, avoid the data progression error in
traditional recognition and proofreading methods, and opti-
mize the feedback control system to improve the system’s
ability to recognize speech and fundamentally solve the
speech recognition confusion problem. The system in the
paper improves the pronunciation model for the influence
of the native language on the pronunciation of the second
language, and although it achieves better results, there are
still some shortcomings, and future research can be further
explored in terms of using multiple speech feature parame-
ters for comprehensive evaluation and networking in the
implementation method.
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This paper proposes a new tag anticollision algorithm. On the basis of the common query tree algorithm, this algorithm increases
the number of query bits, so that the algorithm has a faster tag identification amount in the state of full time slots. Collision bit and
total response bit are used to estimate the number of tags, and combined with the highest collision bit to determine whether it is
continuous, the number of query crosses is adaptively adjusted, and a variable bit dynamic query tree tag anticollision algorithm is
designed. In conjunction with the settlement environment, improvements have also been made in the status of the identified tags.
The new algorithm has improved progress in reducing idle time slots and reducing search depth. Under the premise of ensuring
stability, the recognition efficiency of the algorithm is improved. From the perspective of different dimensions of corporate
network and marketing dynamic capabilities, based on the strength of network relationships and product development
processes, it can promote value creation model innovation in business model innovation. That is, when the network partners
communicate very frequently, they can provide new ideas and resources for enterprise product development and creation and
then can better integrate innovation through product innovation, quality improvement, product development cycle shortening,
and development advance management. Typed products and resources are put into the operation process of the industrial
chain of product output to better create new products for customers and lay the foundation for realizing the innovation of
corporate value creation models. Based on the network density and customer relationship process, it can promote the value
proposition model innovation in the business model innovation. Enterprise business model innovation should not only pay
attention to the collaborative innovation between different elements within the enterprise but also pay attention to the overall
coordination mechanism of the company’s external interest network, pay attention to the different value propositions of
stakeholders through the enterprise network, and cultivate the enterprise’s rapid response to market changes. Network
centrality has the greatest positive impact on the supply chain process. The company develops new products, manages
customer relationships across departments, and implements supply chain management across departments.

1. Introduction

Business model innovation is an exploration process of
initiative, trial and error, and reshape. It is not only an
important tool for companies to commercialize technology
and expand into new markets but also a key driving force
for companies to create competitive advantages [1]. Effective
means to adapt to environmental changes. In recent years,
Tencent, Alibaba Group, and other companies have
achieved catch-up with leading companies through business
model innovation [2]. IBM has used business model innova-
tion to successfully transform from a global hardware giant

to a world leader in information technology and business
solutions. And the competitive business model has achieved
leapfrog development. However, it is still unclear how com-
panies carry out business model innovation and how to
grasp the key elements of business model innovation. It is
urgent to establish a logical framework for effective interpre-
tation of business model innovation [3]. The issue of busi-
ness model innovation has aroused widespread concern
and discussion from scholars at home and abroad, and many
results have been achieved [4]. In the existing research,
scholars have defined the concept and connotation of busi-
ness model innovation based on different perspectives and
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summarized the business model innovation path through
case analysis or existing theoretical integration research,
which provides a useful reference for enterprises to carry
out innovative practices [5]. However, in-depth analysis of
the formation logic of business model innovation and litera-
ture on business model innovation from a methodological
level are relatively rare. Therefore, it is of great significance
to summarize the experience and skills in existing research,
analyze the formation mechanism of business model innova-
tion, and build a set of methods that can inspire or guide
enterprises to carry out business model innovation.

No matter in the aspect of item information identifica-
tion or in the aspect of cargo information tracking, radio fre-
quency identification technology has great advantages [6].
This technology is also called RFID technology. It can not
only realize fast reading of item information but also realize
the modification of item-related information, so that elec-
tronic tags can be reused. Moreover, the electronic tag also
has the advantages of large storage capacity and nonvisual
identification, which can realize remote cargo information
reading, which is convenient for the staff to manage the
cargo [7]. In addition, the goods with electronic tags can
realize real-time tracking and positioning of goods informa-
tion when they are out of storage or transfer. And the use of
this technology can realize the intelligentization of ware-
house management, reduce manual operation management,
improve the information accuracy of warehoused goods, and
to a certain extent avoid the favoritism of some people, thus
bringing the greatest benefits to the enterprise [8]. However,
RFID technology still has many problems in the actual appli-
cation environment, among which the collision between tag
data is a key issue that needs to be studied. In the RFID
system, the mutual transmission of information between
the tag and the reader is the same channel. When multiple
tags to be identified respond at the same time, it may cause
the phenomenon of information transmission conflicts, so
that the information of some tags will not be transmitted
for a period of time [9]. The occurrence of such label conflicts
will seriously affect the integrity of the collected physical infor-
mation, cause data loss, and reduce system efficiency. There-
fore, how to effectively solve the collision problem in the
RFID system is an important content that needs to be solved
in the further development of RFID technology.

This article has made a detailed design of the tag anticol-
lision algorithm in the settlement environment and
proposed a new tag anticollision algorithm. Based on the
common query tree algorithm, adaptive query bits are added
to make the algorithm in the full time slot state. It has a fas-
ter tag recognition capacity and uses collision bits and total
response bits to estimate the number of tags. According to
the continuous situation of the highest collision position,
the number of query forks is automatically adjusted, which
reduces the generation of idle time slots and collision time
slots and improves the efficiency of the anticollision algo-
rithm. This research is aimed at exploring a specific path
to drive and enhance business model innovation based on
the dynamic capabilities of corporate networks and market-
ing and is closely focused on this research purpose and
theoretical mechanism. We constructed and proposed a the-

oretical research model of corporate network-marketing
dynamic capabilities-business model innovation and used
service industry companies as the research object to obtain
large samples of primary data. The hypothesis of the rela-
tionship between variables is tested by empirical test and
structural equation model analysis. When the network mem-
bers are more densely connected with each other, it will pro-
vide a lot of convenience for managing the relationship
between stakeholders including customers, then deeply
explore the potential value needs of users to achieve customer
segmentation and target market, and then clarify the direc-
tion for realizing the innovation of enterprise value proposi-
tion model. Based on the network scale and product
development process, it can promote the value creation
model innovation in the business model innovation.
Through different cross-departmental business processes,
market resources are transformed into enterprise’s enterpris-
ing advantages, and network resources are reset and allocated
again. On the basis of effectively meeting customer needs, the
company’s own organizational competitiveness is improved.

2. Related Work

A general RFID system contains an RFID reader and multi-
ple RFID tags. Each electronic tag has its own unique ID.
When the reader transmits a signal, the tag within the signal
range will feed back its ID sequence to the reader for identi-
fication and complete tag identification. Due to the shared
channel used by the reader to read the tag ID, when multiple
tags feed back the ID at the same time, data transmission
may be blocked, causing tag collisions, and the tag informa-
tion to be identified cannot be correctly identified by the
reader. The time division multiple access method has the
advantages of simplicity, easy implementation, and low cost.
It is widely used in most RFID systems. In the time division
multiple access method, the anticollision algorithm is
divided into two categories: deterministic and probabilistic.

Related scholars have proposed a binary split tracking
algorithm, which effectively improves the identification effi-
ciency of large-scale RFID systems [10]. The researchers
proposed an M query tree algorithm to optimize the RFID
system in terms of energy consumption and recognition
speed [11]. By optimizing the binary query tree algorithm,
scholars have effectively reduced the problem of data redun-
dancy in the information transmission between the tag and
the reader [12]. Researchers propose a Bayes-based query
tree algorithm, which improves time efficiency by 78.5%
compared to traditional query tree algorithms [13].

Related scholars pointed out that business model inno-
vation is, in a sense, a high degree of integration of social
capital, and social capital will enhance the innovation capa-
bilities of enterprises [14]. Through case study analysis, it is
believed that companies in different competitive positions
choose different paths of business model innovation. Gener-
ally, companies that are in a dominant position in competi-
tion are more inclined to adopt radical methods to carry out
business model innovation, and companies that lack the
right to speak in competition tend to be more inclined to
business model innovation for defensive purposes. Relevant
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scholars collected and sorted out the operating data of 334
companies and found through model empirical research that
relational and structural embedding played a key role in pro-
moting the innovation of modern enterprise business
models [15]. Researchers have concluded through empirical
analysis that integrated companies can achieve long-term
resource cooperation with external companies to comple-
ment resources, which will help companies to carry out
process reengineering and business model innovation [16].

Relevant scholars have used the structural equation
model of the influencing factors of the “Internet+” business
model innovation and found that the changes in the connec-
tion, the upgrade of consumer demand, the application of
network technology, and the social dividend have a signifi-
cant impact on the “Internet+” business model innovation
[17]. Among them, the upgrade of consumer demand, net-
work technology application scenarios, social dividends,
technology drive, and the company’s willingness to innovate
in the future are the main influencing factors.

Relevant scholars pointed out that the business model
mainly includes elements of transaction content, transaction
structure, and transaction governance to create more value
for focus companies and other participants and proposed
four business model design themes of efficiency, novelty,
lock-in, and complementarity, and past empirical analysis
found that efficiency and novel business models have a sig-
nificant impact on corporate performance, while lock-in
and complementary business models have no significant
impact on performance [18, 19]. Researchers believe that a
business model is the process of value creation, value trans-
fer, and value acquisition by an enterprise [20]. Relevant
scholars define the business model based on the perspective
of value creation as the complementary combination, trans-
action structure, profit model, and revenue and expenditure
methods formed by producers, consumers, and partners in
R&D, production, marketing transactions, and service expe-
rience based on resource capabilities. Relevant scholars
believe that the business model is based on the profitability
of the enterprise, which gathers relevant elements to form
a business “ecosystem” and a logical system that accom-
panies the development of the enterprise [21].

Relevant scholars have compiled a large number of
academic documents and compared various viewpoints fully
and pointed out that business model innovation is a compre-
hensive innovation and breakthrough that integrates value
creation, value concept proposition, and value resource
acquisition [22]. Therefore, in the process of business model
innovation, it is necessary to comprehensively consider all
aspects such as suppliers, purchasers, customers, and stake-
holders. We must not only consider the various components
but also pay attention to the management and reintegration
of internal and external resources. At the same time, we
must also take into account the direct or indirect impact of
the micro- and macroenvironments on it. Business model
innovation is a kind of business value derived from the idea
of meeting consumer needs. The importance and signifi-
cance of business model innovation lies not only in creating
new technologies or new products but in creating new value
for customers.

3. Method

3.1. IoT Platform Architecture. This design uses the Internet
of Things model as the overall design framework and con-
nects traditional devices with various sensors to the Internet
to achieve information sharing and interaction between
things. The Internet of Things architecture is composed of
a perception layer, a network layer, and an application layer.
Based on the Internet of Things architecture, the system is
divided into three parts: the device side, the server side,
and the monitoring side. Being equipped with RFID as the
sensing layer constitutes the device side. The server is placed
in the cloud, and the data is transmitted to the cloud server
using 5G or Wi-Fi transmission. The web management plat-
form is realized through the background monitoring system.

(1) Device-side architecture design. The device side is
mainly used to realize the functions of data collec-
tion and logic control of the perception layer of the
Internet of Things. The collected data and various
communication protocols or business logic opera-
tions and other data will eventually be collected into
the IoT gateway. In addition to the device-side and
server-side data interaction, the IoT gateway can also
process some raw data to complete the operation.

(2) Server architecture design. In this design, the server is
arranged in the Alibaba Cloud server. The cloud
server is usually composed of three parts: web
front-end, web back-end, and middleware. The web
front-end mainly implements the following func-
tions: dynamically display the actual device data
status on the site through the page, generate various
data reports, and save; the main functions are user
management, role management, role matching, and
project template management.

(3) Architecture design of the monitoring terminal. As a
traditional and commonly used monitoring device,
a PC can be used as a network front end to monitor
and control the system status. However, because of
its large size and inflexibility, this design chose to
place the server in the Alibaba Cloud, so that not only
PCs can be used asmonitoring devices but also smart-
phones, tablets, etc. can be used regardless of location
through a web browser. It is convenient to complete
the monitoring of the on-site equipment status.

3.2. The Overall Design of the System. The RFID-based intel-
ligent tool management system is composed of an intelligent
tool cart and a system back-end. Among them, the intelli-
gent tool cart completes the life cycle tracking link of tool
information collection, positioning tool from storage to
scrapping, and the circulation link of daily borrowing and
returning of tools. The system backstage realizes intelligent
management of tools by summarizing various data of tools.
Figure 1 shows the overall design of the system. The system
is composed of equipment, servers, and system back-ends.

In view of the fact that some workshops did not con-
struct the local area network, the wireless router did not
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achieve full coverage, and if the local area network was
rebuilt in order to implement tool management, a large
amount of capital would be required, and the cost would
be too high. Therefore, this prototype design chose to place
the server on the cloud and adopt 5G for transmission.
Considering factors such as security and convenience, the
Alibaba Cloud server was finally selected.

The system background can generally be divided into
mobile devices and PCs, etc. This design combines the actual
situation inside the workshop, and the administrator or
background operators can achieve control through the PC-
side management web page. The system background is
mainly used to display and operate the basic information
of the operating system, complete the input of the initial
data of the tools and equipment, realize the remote man-
agement and view of the intelligent tool cart, process the
system logic business, and statistically summarize the
various management data of the system. The system client
has set up six sections of content, including employee
management, equipment management, tool management,
inventory management, loan order management, and
inspection order management.

In order to reduce the storage pressure of the tool cart
and the system back-end, this design sets the database in a
dedicated server, and the tool cart and the system back-
end directly access the database in the server through the
network to complete information interaction. For work-

shops with full coverage of the enterprise’s basic unit net-
work, local servers are used, Wi-Fi is used for information
transmission, and internal addresses are selected to be
physically isolated from the external Internet. In this case,
no changes will be made to the internal network structure
of the enterprise, no new network equipment will be pur-
chased, and all existing LAN resources of the enterprise
will be used.

The application of the server is divided into two
aspects: on the one hand, it provides a server port for
the human-computer interaction interface system of the
smart tool cart for data interaction; on the other hand, it
provides a server port for the remote back-end management
system to implement interface management. The embedded
terminal realizes the tool borrowing, query, inventory, and
human-computer interaction interface of the tool cart; the
cloud server realizes the storage and interaction of informa-
tion; the system background realizes real-time monitoring
and background operation.

3.3. Search Depth Analysis. The search depth is the number
of steps the reader sends a command during the execution
of the deterministic anticollision algorithm, and it is also
the number of differential levels of the multitree, which is
reflected in the previous section. The search depth also indi-
cates the complexity of the algorithm and the total number
of time slots used to calculate the algorithm. Under the same
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conditions, the deeper the search depth, the more complex
the algorithm, and the lower the recognition speed and rec-
ognition efficiency achieved. Figure 2 shows a flow chart of
the search depth of tag identification using single-bit algo-
rithm and double-bit algorithm.

3.4. Label Estimation Algorithm. In the tag anticollision algo-
rithm, the estimation of the number of tags to be identified is
a very important link. Only when the dynamic estimation of
the tags to be identified is accurate can the next step of the
algorithm be accurately judged which is more efficient. The
main principle of the new algorithm is to dynamically adjust
the number of forks of the query tree, so that it can perform
tag-by-tag identification with maximum efficiency in an
environment where the number of tags is constantly
decreasing. The dynamic adjustment of the number of
crosses needs to design an adjustment threshold according
to the real-time multifaceted situation of the system, and
the dynamic estimation of the number of tags to be identi-
fied is also more important.

Because the tag recognition process obeys the Poisson
distribution, Schoute gives the time slot collision probability
Crate as

Crate =
θ

1 −Φ
: ð1Þ

In the formula, θ is the number of collision tags and Φ is
the number of successfully identified tags. The number of
collision tags in a single time slot can be expressed by the
following formula:

Ctag =
1 −Φ

θ
: ð2Þ

3.5. Collision Factor. In addition to judging whether the high
collision bit is a continuous collision bit to adaptively adjust
the bit number of the algorithm, in the case of a large num-
ber of tags, it is also necessary to set a threshold according to
the number of tags for adaptive adjustment. By judging the
collision bits and tag response bits in the collision time slot
by the reader, indirect tag estimation can be realized without
adding a new estimation time slot, thereby determining the
threshold for adaptive adjustment.

The collision factor γ is the ratio of the collision bit posi-
tion α to the tag response bit position β in the collision time
slot, and the collision factor can be similarly regarded as the
tag estimate.

γ = 1 − α

β
: ð3Þ

Assuming that there are m tags to be identified in the
system that meet the query conditions, the length of the
tag response is β bits, and the probability that any bit does
not collide is 2m−1, so

γ = β 1 − 2m−1� �

1 −m
: ð4Þ

It can be seen that the larger the number of tags, the
higher the collision factor. It shows that the collision factor
can be similarly regarded as the estimated information of
the tag to be identified. Assuming that the number of forks
allocated by the system is l, when the search depth is 1, the
identification probability of the tag is

p 1ð Þ = 1
l + 1 − 1

� �1−m
: ð5Þ

When the search depth is k, the recognition probability is

p kð Þ = 1 +mp 1ð Þ½ �1−k: ð6Þ

The mean value of the required search depth is

E kð Þ =
Y∞

k=0
mp 1ð Þ k − p 1ð Þ½ �1+k

n o
: ð7Þ

The algorithm flow chart is shown in Figure 3.

4. Results and Discussion

4.1. Data Collection. This research is based on service indus-
try companies as the research object and conducts investiga-
tions on them to study the role and influence of service
industry companies’ network and marketing dynamic capa-
bilities on business model innovation. From a macroper-
spective, Premier Li Keqiang pointed out many times in
the working conferences on the development planning of
service industry enterprises that adjusting the economic stra-
tegic structure to promote business model innovation is an
important way to accelerate and promote China’s economic
development, while the development of the service industry
is an adjustment. The economic structure promotes the key
breakthrough point for the innovation and development of
business models. Therefore, vigorously developing the
service industry and actively studying the business model
innovation of service industry enterprises are of self-
evident importance for the adjustment of China’s economic
strategic structure and promoting the development of the
national economy. From a microperspective, the service
industry, as the tertiary industry, can create higher economic
efficiency than the primary and secondary industries and
can promote the accelerated development of the economy.
That is, the more developed the service industry, the higher
the economic labor productivity that can be created. At the
same time, the higher the economic labor productivity, the
faster the economic development. And with the economic
globalization and the rapid development of China’s econ-
omy, the service industry economy has gradually evolved
into an important development symbol of the modern econ-
omy. The service industry accounts for almost half of the
proportion of the three major industries, and it has become
the mainstay of modern industries. It is closely related to
people’s living standards and has become the greatest poten-
tial for consumer demand and industrial development. It has
great advantages in stimulating economic growth,
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maintaining a balance of supply and demand, stabilizing
market prices, and promoting social employment. It has
become the current promotion of efficient economic growth.
An important driving force for improving social develop-
ment has played a particularly important role in promoting
China’s national construction and economic strengthening,
as well as improving people’s living standards and quality.
Therefore, this study takes service industry companies as
the research object and studies the impact of business
model innovation on the basis of corporate network and
marketing dynamic capabilities in the specific development

process of the service industry. The sampling scope of the
questionnaire survey is mainly concentrated in Beijing,
Xi’an, Tianjin, Hangzhou, Shanghai, Jinan, and other
places, and the questionnaire is distributed based on the
online platform.

4.2. Descriptive Statistical Analysis. It mainly includes the
nature, age, and scale of the company, as well as the core role
of the company’s network, as well as the position and work-
ing years of the person filling in the questionnaire. The
research objects of this study are mainly service industry
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enterprises, and 500 copies of questionnaire data were dis-
tributed and 487 copies of valid sample data were received.
The following is a descriptive statistical analysis of the valid
samples in this study. Figure 4 shows the standard deviation,
skewness, and kurtosis.

4.3. Reliability Analysis. This study refers to the practice of
previous scholars. The reliability test still uses the Cron-
bach’s Alpha value to measure the reliability of the question-
naire to determine the reliability of the scale. Generally
speaking, when the Cronbach’s Alpha value is relatively
high, the internal stability is better. After reliability analysis,
the reliability coefficient values of all dimensions of the cor-
porate network are greater than 0.8. In addition, the reliabil-
ity coefficient values of all dimensions of marketing dynamic
capabilities are greater than 0.8. Moreover, the reliability
coefficient values of all dimensions of the business model
innovation are greater than 0.8, as shown in Figure 5.

4.4. Validity Analysis. In this study, referring to previous
scholars’ practices, KMO and Bartlett’s sphericity were ana-
lyzed and tested before the validity analysis. When the value
of KMO exceeds 0.7, it is suitable for further confirmatory
factor analysis. According to the SPSS 22.0 analysis result,
in the enterprise network, the KMO values of the four
dimensions are 0.71, 0.85, 0.72, and 0.83. In marketing
dynamic capabilities, the KMO values of the three dimen-
sions are 0.905, 0.909, and 0.906 in turn. In business model
innovation, the KMO values of the four dimensions are
0.855, 0.865, 0.815, and 0.702 in order. It can be seen from
the results that the KMO values of all variables in different
dimensions exceed 0.7, and the results of Bartlett’s test are
significantly lower than 0.001, so it is suitable for the next
step of confirmatory factor analysis. The results of the valid-
ity analysis are shown in Figure 6.

In the previous part of this study, a theoretical model has
been constructed for each variable and related relationship
assumptions have been proposed. At this time, confirmatory

factor analysis is needed to test whether the collected sam-
ples and the constructed model are good enough to ensure
that the structural equation model can be used. Generally
speaking, the fitting indicators of the model include refer-
ence indicators such as chi-square statistics, RMSEA value,
CFI, GFI, and IFI, and each indicator has a corresponding
reference value. If the index reaches the standard of the
reference value, it is considered that the fit is good.

The network relationship strength reliability value is
0.849, the network density reliability value is 0.912, the
network size reliability value is 0.872, and the network
centrality reliability value is 0.867, which all indicate that
the dimensional consistency of the various variables in the
enterprise network is better. In addition, the average vari-
ance extraction value also exceeded 0.5, of which the highest
network density reached 0.741, and although the lowest
network centrality was 0.612, it also reached the standard
above 0.5, which all indicate that the convergence validity
of each question item measurement is good. Figure 7
shows the test results of the convergence validity of the
enterprise network.

4.5. Correlation Analysis between Variables and Structural
Equation Test. From the perspective of the number of survey
samples, the effective sample of this study is 487, with a
capacity greater than 100, and it is suitable to use the maxi-
mum likelihood estimation method. In addition, using the
maximum likelihood method to estimate the structural
equation model requires that the sample must obey a normal
distribution. Generally speaking, when the skewness and
kurtosis values are close to 0, it indicates that the data obeys
the normal distribution. At the same time, it is considered
that skewness less than 2 and kurtosis less than 5 also obey
normal distribution. The previous analysis of data skewness
and kurtosis shows that the sample data of each item in this
study meets the basic requirements of normal distribution.
Therefore, comprehensively, this research is suitable for
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structural equation modeling and analysis. The contribution
ratio among variables is shown in Figure 8.

This research mainly explores the theoretical relation-
ship between corporate network, marketing dynamic capa-
bilities, and business model innovation and constructs a
structural equation model. Structural equation model is a
multivariate statistical method that deals with the relation-
ship between multiple causes and multiple results. It can
analyze the relationship between individual indicators and
the overall indicators through the establishment of causal
models, model parameter evaluation and later model evalu-
ation. It can also test the causal path relationship of complex
interactions between latent variables. Therefore, it can
replace many methods such as multiple regression analysis
and factor molecules, and is often used in the fields of social
sciences, economics, and management. This research

mainly explores the impact of the combination of different
subdimensions of corporate network and marketing
dynamic capabilities on business model innovation. It ana-
lyzes the relationship between individual indicators and
their overall impact.

4.6. Path Analysis and Hypothesis Testing. It can be seen
from Table 1 that the positive impact of corporate network
on marketing dynamic capabilities has been initially
confirmed. Looking specifically at it, the standard path coef-
ficient of the network relationship strength on the product
development process is 0.166, and it is significant at a P
value less than 0.001, indicating that the network relation-
ship strength has a positive effect on the product develop-
ment process; that is, it has a positive effect. The standard
path coefficient of the network relationship strength to the
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customer relationship process is 0.152, and it is significant at
the level of P value less than 0.001, indicating that the
network relationship strength has a positive effect on the
customer relationship process. The standard path coefficient
of the network relationship strength on the supply chain
process is 0.151, and it is also significant at the level of P

value less than 0.001, indicating that the network relation-
ship strength has a positive effect on the supply chain pro-
cess. But on the whole, it has the greatest positive impact
on the product development process. Similarly, the standard
path coefficients of network density on the three dimensions
of marketing dynamic capabilities are 0.226, 0.255, and
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0.246, respectively, and they are all significant at a P value
less than 0.001 and have the greatest positive impact on
the customer relationship process. The standard path coeffi-
cients of the network size for the three core processes are all
significant at a P value less than 0.001 and have the greatest
positive impact on the product development process. The
standard path coefficients of network centrality for the three
dimensions are all significant at the level of P values less than
0.001 and have the greatest positive impact on the supply
chain process. In summary, the four dimensions of the cor-
porate network have positive effects on marketing dynamics.

4.7. Discussion. From the perspective of the influence of the
corporate network on marketing dynamic capabilities, the
four dimensions basically have a positive impact on market-
ing dynamic capabilities, but the degree of influence is differ-
ent. Among them, the strength of the network relationship
has the greatest positive impact on the product development
process. The reason may be that the more frequent network
partners make contact, the more they can create and provide
new resources and ideas for enterprise product research and
development and in turn can innovate products, enhance
brands, and reduce R&D cycle and adjustment of design
costs to enhance customer value, meeting effective customer
needs to achieve cross-departmental business processes that
drive new products. Network density has the greatest posi-
tive impact on the customer relationship process. When a
company’s network connection is denser, that is, the number
of network partners contacted, the better it is to understand
the needs of customers, stakeholders, etc., so as to actively
realize the cross-departmental business process of its supply
and meet the differentiated needs of customers. The scale of
the network has the greatest positive impact on the product
development process. The reason may be that the larger the
scale of the company’s network and the more network part-
ners it cooperates with, the more conducive to the rapid
expansion of the scale of development of the company.
Network centrality has had the greatest positive impact on
the supply chain process. The reason may be that the more
important the company is in the network partners, the
stronger the leadership role it exerts, and the more beneficial
it is for the company to coordinate the interests of all parties.
In turn, it promotes the development of new products, cross-

departmental management of customer relationships, and
cross-departmental supply chain management.

5. Conclusion

The product development process has a significant positive
impact on business model innovation, of which the positive
impact on value creation model innovation is the greatest.
The reason is that product research and development and
innovation are conducive to the realization of enterprises
to create better value for customers and themselves. The cus-
tomer relationship process has a significant impact on the
four major innovation models, of which the most significant
impact is on the value proposition model innovation. The
reason is that cross-departmental customer relationship
management is more conducive to further mining cus-
tomers’ potential demand points and value pursuits, which
is more conducive to enterprises to clarify their value prop-
ositions and better provide customers with high-quality
products and services. Supply chain process management
has a positive impact on business model innovation, of
which the most significant impact is on value delivery model
innovation and value realization model innovation. The
main reason is that the cross-departmental high-efficiency
supply chain management is indeed conducive to coordinat-
ing the value proposition and interest relationship of the
upstream and downstream partners of the enterprise.

Based on the common query tree algorithm, this paper
adds query bits (i.e., the number of query forks), so that
the algorithm has a faster tag identification under the full
time slot state, and uses collision bits and total response bits
to estimate the number of tags. According to the continuous
situation of the highest collision bit, the number of query
crosses (bit number) is automatically adjusted, and a vari-
able bit dynamic query tree tag anticollision algorithm is
designed. Combined with the settlement environment, the
status of the identified tags is also improved. The new algo-
rithm has improved progress in reducing idle time slots and
reducing search depth. Under the premise of ensuring stabil-
ity, the recognition efficiency of the algorithm is improved.
The larger the scale of the enterprise network, the more
network partners it cooperates with and the more it helps
to provide various types of resources and different types of

Table 1: Hypothesis test results of the relationship between corporate network and marketing dynamic capabilities.

Relation CR value Standard path coefficient Conclusion

Network relationship strength ⟶ customer relationship process 8.7 0.14 Positive impact

Network density ⟶ product development process 12 0.21 Positive impact

Network relationship strength ⟶ supply chain process 8.71 0.15 Positive impact

Network density ⟶ customer relationship process 12.1 0.25 Positive impact

Network centrality ⟶ supply chain process 11 0.21 Positive impact

Network centrality ⟶ customer relationship development process 11.2 0.19 Positive impact

Network scale ⟶ supply chain process 9.5 0.18 Positive impact

Network centrality ⟶ product development process 9.4 0.17 Positive impact

Network density ⟶ supply chain process 11.1 0.23 Positive impact

Network scale ⟶ customer relationship process 10.9 0.18 Positive impact
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innovative ideas for the enterprises in the network to pro-
mote the improvement of enterprise product development
and quality. Based on network centrality and supply chain
process, it can promote the innovation of value transmission
mode and the innovation of value realization mode in busi-
ness model innovation. That is to say, the positive impact of
network centrality on the supply chain process is the most
significant. When an enterprise is in a core and important
position among network partners, the stronger the leader-
ship role it exerts, the more beneficial it is for the enterprise
to coordinate the interests of all parties and promote
enterprises to develop new products and conduct cross-
departmental management of customer relations and
cross-departmental supply chain management. In the pro-
cess of business model innovation and development, the
supply of resources is undoubtedly a key prerequisite for
business model innovation, especially network resources,
which play an increasingly important role in business model
innovation. Because in the competition of the business eco-
system, the mutual confrontation between enterprises has
evolved and upgraded to the competition between enterprise
networks including a series of stakeholders. However, favor-
able network resources, namely, strong network relationship
strength, dense network density, huge network scale, and
good network centrality, reflect the resource advantages that
need to be recognized by enterprises in a complex and tur-
bulent market environment. The competitive advantages
are used by enterprises themselves to promote the innovative
development of enterprise business models. The relationship
dimension (network relationship strength) and structural
dimension (network density, network scale, network central-
ity) of the corporate network basically have a positive impact
on marketing dynamic capabilities, but the significant
impact on each variable is different. Among them, network
relationship strength and network scale are conducive to
building the product development process in marketing
dynamic capabilities, network density is conducive to build-
ing customer relationship processes in marketing dynamic
capabilities, and network centrality is conducive to building
supply chain processes in marketing dynamic capabilities.
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Heart rate monitoring is becoming more and more important in the development of modern health industry. At present, wireless
sensor network equipment is mainly used to realize the real-time or periodic monitoring of human heart rate, so as to realize the
health management of specific people. At the same time, the monitoring and analysis technology of heart rate is also widely used
in special competitive sports. Through the real-time monitoring and analysis of athletes’ heart rate, we can feedback and analyze
their corresponding competitive state in real time, so as to monitor the sudden state of athletes, and also provide a basis for the
improvement of athletes’ later sports level. Based on this, this paper will use a single-chip microcomputer as the central data
processing unit of the monitoring system at the hardware level, and inertial sensor and heart rate sensor at the sensor level.
The system will design data acquisition module, motion positioning module, low-power module, athlete heart rate acquisition
module, and motion state recognition module. Aiming at the low accuracy of traditional heart rate acceleration motion
wireless sensor in competitive sports athletes’ heart rate recognition and motion state recognition, this paper innovatively
proposes an athlete heart rate recognition algorithm based on acceleration signal, which extracts the frequency-domain
characteristics of motion signal. The time-domain and time-frequency characteristics of athletes’ acceleration signal are used to
realize the recognition of athletes’ sports state, and the power spectrum cancellation technology is used to realize the accurate
detection of athletes’ heart rate. In order to verify the advantages of the hardware system and algorithm in this paper, three
sports with quiet, dynamic, and random dynamic characteristics are selected for experimental verification. The experimental
results show that the software algorithm proposed in this paper has obvious accuracy advantages in quiet and dynamic
competitive sports compared with the traditional algorithm.

1. Introduction

The recognition, monitoring, and analysis technology of
human heart rate and exercise state is widely used in health
monitoring and exercise monitoring scenarios. At the same
time, it is also an important index to evaluate exercise inten-
sity and exercise quality. In professional competitive sports,
real-time monitoring of human heart rate and correspond-
ing sports status can not only fully obtain the energy con-
sumed by athletes in the process of sports but also analyze
their corresponding sports quality level. Systematic compre-
hensive analysis of the above two data can further improve
athletes’ sports level, improve defects in the process of
sports, and improve sports quality [1–3]. The traditional
heart rate detection of athletes is mainly based on hardware

equipment such as heart rate belt, but the traditional hard-
ware heart rate belt is inconvenient to wear, and its heart
rate monitoring of athletes during exercise is not accurate
[4]. The traditional athlete’s movement state recognition
technology is mainly embodied in three ways, which corre-
spond to wearable sensor devices, external sensor devices,
and wearable and hybrid integrated sensor devices, but these
devices are more professional, and the corresponding equip-
ment price and power consumption are relatively large, so
they do not use athletes flexibly in competitive sports. It is
convenient to wear, and the high price is not conducive to
large-scale promotion [5–8]. Most of the detection algo-
rithms of human heart rate and motion state also focus on
the acceleration sensor algorithm, and a large number of
heart rate and motion state recognition sensors are also
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developed based on this kind of algorithm. However, various
algorithms lack relatively unified standards, so they are sub-
ject to various factors, and their corresponding heart rate
monitoring accuracy and motion state recognition accuracy
are not high. Therefore, based on the above discussion, it is
of great significance and practical value to analyze and
develop a heart rate acceleration detection device with low
power consumption and high precision [9].

As an important technology in various application sce-
narios, wireless sensor technology is the product of the cross
development of information technology and Internet of
Things technology. Wireless sensor technology can realize
the real-time monitoring of a specific scene environment
or the corresponding state of a specific individual [10]. In
traditional wireless sensor networks, a large number of wire-
less sensors are arranged at specific nodes to realize the col-
lection, monitoring, and transmission analysis of specific
data. Based on this, the main characteristics of traditional
wireless sensor networks are as follows. One of their charac-
teristics is distributed and self-organized. In this process, the
corresponding nodes can be connected with each other
through corresponding algorithms and through mutual
monitoring and analysis, the corresponding data nodes have
the ability of self-organization, and the corresponding net-
work nodes will automatically configure and manage with-
out affecting the operation of the sensor network. The
second characteristic of wireless sensor network is that the
corresponding sensor network data has large scale and high
density, and the redundant information between corre-
sponding nodes can realize cooperative work [11–13]. The
third characteristic of wireless sensor networks is that the
corresponding node energy of wireless sensor networks is
relatively limited. The main energy consumption of conven-
tional wireless sensor networks is mainly based on commu-
nication, which increases with the communication distance.
Therefore, the main data transmission mode in many wire-
less sensor networks is multihop mode. This paper mainly
uses wireless sensors. Inertial sensor and heart rate sensor
are reasonably arranged based on these two sensors, and
the corresponding collected information is timely summa-
rized into the single-chip microcomputer for data analysis,
and corresponding conclusions are given [13, 14]. At the
level of corresponding heart rate sensor, the main heart rate
monitoring algorithms mainly include four calculation algo-
rithms: blood oxygen heart rate monitoring, optical capaci-
tance pulse wave heart rate monitoring algorithm, ECG
algorithm, and arterial blood pressure method. These four
traditional heart rate detection algorithms have various
detection accuracy problems such as inaccurate detection
in athletes’ special competitive sports at the level of state rec-
ognition; the current inertial sensors mainly use acceleration
sensors for motion state recognition. At present, such sen-
sors have serious power consumption problems, so they do
not meet the requirements of green low power consumption.
At the same time, the relatively expensive price is not condu-
cive to the wide promotion and use [15–18]. At the hard-
ware system layout level, relevant scholars use the principle
of hardware nearby layout to realize high-precision monitor-
ing of key data, but this layout method will increase the vol-

ume of the system and the corresponding system energy
consumption will increase.

In view of the above corresponding research status and
existing problems, this paper will analyze and verify the
hardware system and software algorithm based on wireless
heart rate acceleration sensor. Based on the above situation,
this paper will use a single-chip microcomputer as the core
processing unit of the system and design the data acquisition
system with inertial sensor and heart rate sensor as sensing
equipment module, motion positioning module and low-
power module, athlete heart rate acquisition module, and
motion state recognition module. In view of the low accu-
racy of traditional heart rate acceleration wireless sensor in
athletes’ heart rate recognition and movement state recogni-
tion in competitive sports, this paper proposes an athlete’s
heart rate recognition algorithm based on acceleration signal
to fully extract athletes’ acceleration signal. At the same time,
in the hardware design level, this paper optimizes the posi-
tion of the sensor, so as to further optimize the hardware
layout of the system and improve the detection accuracy
of the sensor. In order to verify the advantages of hard-
ware system and algorithm, three sports with quiet,
dynamic, and random dynamic characteristics are selected
for experimental verification. The experimental results
show that compared with the traditional hardware and
software, the hardware system and software algorithm
have obvious accuracy advantages in quiet and dynamic
competitive sports, but they have no obvious advantages
in random competitive sports, which is also the focus of
follow-up research in this paper.

The structure of this paper is arranged as follows: the
second section of this paper will analyze and study the cur-
rent research status of heart rate acceleration wireless sensor
in competitive sports; the third section of this paper will
carry out rational analysis and architecture design from the
two aspects of hardware system and software algorithm of
heart rate acceleration wireless sensor; the fourth section of
this paper is mainly verification experiment and analysis;
finally, this paper will give its summary.

2. Correlation Analysis: Current Research
Status of Heart Rate Acceleration Wireless
Sensor in Competitive Sports

At present, the application research of heart rate acceleration
wireless sensor mainly focuses on health monitoring and
sports condition detection of professional athletes. The main
research contents include the design of hardware system and
the research of software algorithm based on hardware sys-
tem. Based on this, a large number of scientific research
institutions and researchers have developed a variety of
hardware systems and detection algorithms. At the hardware
level, Japan and relevant European and American research
institutions have developed a repeated athlete sports activity
hardware system based on external sensors. It is mainly
based on image sensors such as cameras and uses image sen-
sors to recognize and detect the athlete’s sports state. How-
ever, such hardware systems need a large number of
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storage devices to store the recognized image data. There-
fore, the corresponding equipment cost is high [19]. Rele-
vant universities in the USA have developed a five-axis
human motion recognition and heart rate monitoring hard-
ware system based on accelerometers. Based on this hard-
ware sensing system, the corresponding heart rate
monitoring accuracy and motion recognition accuracy are
gradually improved, but the human body recognition accu-
racy in the moving state is low, and there are many sensors
corresponding to the hardware system, so the cost of the
hardware system is increased [20]. In order to improve the
disadvantages of the five-axis sensor network, relevant Euro-
pean researchers have optimized and improved the five-axis
sensor. The improved sensor is set as a three-axis sensor, and
its corresponding three-axis accelerometer is mainly worn at
the chest position of athletes. It realizes the static, transi-
tional, and dynamic monitoring of the human body through
the human chest characteristic signal and neural network
monitor and analyzes the heart rate and movement [21].
Relevant Japanese scientists have fully combined the advan-
tages of external sensors and wearable sensors to develop
hybrid motion state and heart rate monitoring equipment.
It mainly uses sensors and cameras to propose a general rec-
ognition algorithm, which mainly processes various charac-
teristic information such as image, sound, heart rate, and
posture of the monitored athletes and the corresponding
detection of such equipment. The accuracy is higher than
the other two, but the corresponding equipment cost is
higher. At the same time, the corresponding algorithm is
complex and the resource consumption is large [22, 23]. At
the level of corresponding heart rate monitoring and motion
state recognition algorithms, the mainstream algorithms
include vector machine algorithm, naive Bayesian algorithm,
decision tree algorithm, k-value proximity algorithm, and
other algorithms; at the level of heart rate monitoring and
analysis, relevant European scholars put forward heart rate
monitoring algorithm based on pulse wave, which adds
accelerometer sensors to athletes during exercise; the ath-
letes’ motion information is obtained separately, and the
corresponding heart rate noise is removed by using the
motion signal auxiliary algorithm. Finally, the transmission
of heart rate signal is realized through Bluetooth and other
wireless sensing technologies [24, 25]. Based on the principle
of photoelectric measurement, the corresponding
researchers use multiple light-emitting diodes and photo-
electric sensitive sensors to form the hardware part of heart
rate monitoring. The photoelectric sensor detects the heart
rate of athletes in competitive sports by sensing the change
of light field intensity, but the accuracy of heart rate detected
by this method still has errors [26–28].

3. Application Analysis of Heart Rate
Acceleration Motion Wireless Sensor
Fusion in Individual Special
Competitive Sports

This section mainly analyzes the problems of heart rate
monitoring and sports state recognition of athletes in com-

petitive sports from the two aspects of hardware system
and software system of heart rate acceleration motion wire-
less sensor. At the hardware system design level, the design
is mainly based on a STM32 single-chip microcomputer.
The design content includes the design of hardware module
circuits such as data acquisition module, motion positioning
module, low-power module, athlete heart rate acquisition
module, and motion state recognition module. At the corre-
sponding algorithm level, it mainly includes heart rate detec-
tion algorithm and motion recognition algorithm. This
section mainly analyzes the principle and implementation
process of the corresponding algorithm. The application
principle block diagram of the corresponding heart rate
acceleration motion wireless sensor in competitive sports is
shown in Figure 1. From the figure, we can see the hardware
and software logic block diagram of the system.

3.1. Hardware System Design of Heart Rate Acceleration
Motion Wireless Sensor. At the hardware design level, the
main application sensors of heart rate acceleration motion
wireless sensor are inertial sensor and heart rate monitoring
sensor. The corresponding core hardware includes CPU and
its auxiliary circuit, data acquisition circuit, sensor circuit,
wireless transmission circuit, positioning system module
and its circuit, data storage part, and corresponding power
management part circuit. The corresponding system hard-
ware block diagram is shown in Figure 2. In some high-
speed signal acquisition, this paper mainly depends on the
related high-speed signal processing ad of ADI Company.
At the same time, this paper optimizes the signal acquisition
circuit on the PCB layout and fully considers the problem of
signal integrity.

In the part of CPU and its auxiliary circuit design, the
corresponding processor selection must have the character-
istics of low price and low power consumption. Based on
this, the processor selected in this paper is STM32. The pro-
cessor has m4 core, which has rich resources, high cost per-
formance, flexibility and stability, and relatively low power
consumption. Based on this, the principle block diagram of
the processor and its corresponding auxiliary circuit are
shown in Figure 3. The corresponding data acquisition
mainly collects the corresponding analog information
through the ad module and transmits it to the central pro-
cessing unit.

In the sensor hardware design part, it mainly includes
inertial sensor and heart rate monitoring sensor. The inertial
sensor mainly adopts a nine-axis inertial sensor, which inte-
grates three-axis accelerometer, three-axis angular velocity,
and three-axis magnetometer. At the same time, the sensor
also has digital motion processor, so it has online program-
ming processing function to a certain extent. Based on the
sensor, the cost can be reduced, which mainly avoids the
selection of complex peripherals and complex chips. The
heart rate sensor used in this paper is mainly a biosensor
based on pulse blood oxygen and heart rate function. Its spe-
cific composition includes LED lamp, infrared light, photo-
electric detector, and subcircuit with environmental noise
suppression ability. At the same time, the sensor hardware
also integrates logic power supply and corresponding
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subpower supply circuit. The heart rate sensor can transmit
the collected data to the single-chip microcomputer through
I2C interface, so as to detect and analyze the athlete’s real-
time heart rate through a certain data analysis algorithm.
The physical sample corresponding to the sensor circuit
module and the corresponding circuit principle block dia-
gram are shown in Figure 4. From the figure, it can be seen
that both the heart rate sensor and the inertial sensor have
the characteristics of miniaturization and low power
consumption.

In the corresponding wireless transmission and position-
ing part, the detection and positioning of athletes’ sports
state is mainly realized through GPS module, and the data

transmission is realized through wireless transmission tech-
nologies such as Bluetooth or WiFi. The corresponding data
storage circuit mainly realizes the basic reading and writing
operation of data through SD card, which is also fully suit-
able for the application of a single-chip microcomputer sys-
tem. C language is mainly used to read and write data
storage. As an important power supply circuit of the system,
the power management chip mainly selected in this paper
includes mp1584 power conversion module and Texas
Instruments related LDO chip. The corresponding wireless
transmission module, CPU, and its auxiliary circuit are pow-
ered by LDO. The principle block diagram of the corre-
sponding auxiliary power supply circuit and the

Application principle of heart rate acceleration motion wireless sensor in competitive sports
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Figure 1: Application principle block diagram of heart rate acceleration motion wireless sensor in competitive sports.
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Figure 2: System hardware block diagram of heart rate acceleration motion wireless sensor in competitive sports.

4 Journal of Sensors



Central processing unit of heart rate acceleration motion wireless sensor and its auxiliary circuit principle
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Figure 3: Heart rate acceleration motion wireless sensor CPU and its auxiliary circuit schematic diagram.
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corresponding physical diagram of the module are shown in
Figure 5. From the figure, we can see the power supply
demand and power supply relationship of each module in
the system.

In the system low-power design level, this paper selects
the low-power chip selected by each subsystem circuit mod-
ule for the design and verification of the peripheral circuit.
At the same time, this paper also takes into account the
low cost of the chip when selecting the chip, so as to achieve
the low-power and low-cost characteristics of the whole
hardware system.

3.2. Analysis of Heart Rate Acceleration Motion Detection
Algorithm Based on Wireless Sensor. In view of the low accu-
racy of traditional heart rate acceleration motion wireless
sensor in athlete heart rate recognition and motion state rec-
ognition in competitive sports, this paper proposes an ath-
lete heart rate recognition algorithm based on acceleration
signal, which fully extracts the frequency-domain, time-
domain, and time-frequency features of athlete acceleration
signal to realize the recognition of motion state; the accurate
detection of athletes’ heart rate is realized by power spec-
trum cancellation technology.

Before optimizing the algorithm, this paper first studies
and analyzes the interference factors of heart rate and ana-
lyzes the static, running, random exercise, and various stim-
ulating exercises. The results show that the human heart rate
is mainly subject to the interference and drift of human
motion, which will produce a lot of burrs, drift, and unclear
dominant frequency caused by irregular motion. Based on
the above phenomena, this paper first preprocesses and ana-
lyzes the collected signals and filters them to a certain extent
before entering the optimized heart rate monitoring algo-
rithm. Carry out accurate heart rate analysis on the proc-
essed data. The principle block diagram of the
corresponding optimized heart rate monitoring algorithm
is shown in Figure 6. It can be seen from the figure that
the interference of the external environment on the collected
information can be further reduced by power spectrum
weighting.

It can be further seen from Figure 6 that the principle of
the corresponding optimized heart rate detection algorithm
is as follows:

Step 1. Intercept a certain length of information fragment
from the collected pulse information, perform fast Fourier
transform on the information fragment, and perform math-
ematical operation as shown in Equation (1) on the Fourier
transform corresponding to the pulse wave, so as to obtain a
unified and standardized Fourier spectrum.

X ið Þ = X 1ð Þð Þ2
∑i

i=0,1,⋯,n X ið Þð Þ2
,

X ið Þ = X ið Þð Þ2
∑i

i=0,1,⋯,n X ið Þð Þ2
:

ð1Þ

Step 2. Considering the accuracy of the detected athlete’s

heart rate information, when selecting the data segment in
Step 1 above, generally select a data segment of about 30 s-
60 s and perform normalized Fourier transform for the data
segment in this time period.

Step 3. Compare and analyze the Fourier transform of the proc-
essed pulse information with the motion Fourier spectrum and
perform weighting operation. The corresponding weighting
operation formula is shown in Equation (2). After the weighting
operation, the corresponding motion components in the Fou-
rier spectrum have been offset, and the spectrum information
corresponding to the heart rate is highlighted.

Y ið Þ = Y 1ð Þð Þ2
∑i

i=0,1,⋯,n Y ið Þð Þ2
,

Y ið Þ = Y ið Þð Þ2
∑i

i=0,1,⋯,n Y ið Þð Þ2
:

ð2Þ

Step 4. Smooth the Fourier transform of motion signal, and the
corresponding processing formula is shown in the following
equations:

F 1ð Þ = 1
2 ∗ n

� �
∗ F 1 +mð Þ½ �,

F ið Þ = 1
2 ∗ n

� �
∗ 〠

m=n−1

m=−n
F i +mð Þð Þ

" #
,

ð3Þ

F
∧
1ð Þ = X 1ð Þ ∗ Y 1ð Þ,

F
∧
ið Þ = X ið Þ ∗ Y ið Þ:

ð4Þ

Step 5.Use the heart rate data collected before and after the time
period to weigh the secondary power spectrum and use the
Gaussian function to construct the weighting function. The cor-
responding weighted pulse spectrum curve function is shown in
the following equation:

P
∧
1ð Þ = X 1ð Þ ∗ Y 1ð Þ ∗W 1ð Þ,

P
∧
ið Þ = X ið Þ ∗ Y ið Þ ∗W ið Þ:

ð5Þ

Step 6. Select the peak point in the curve as the final athlete’s
heart rate value, record the heart rate value in each period of
time, and construct the heart rate curve.

Based on the above steps, the accurate detection of ath-
letes’ heart rate in competitive sports can be realized, and
the analysis of athletes’ heart rate transformation process
can be realized at the same time.

At the level of motion state recognition algorithm, this
paper mainly realizes the recognition of motion state based
on the frequency-domain characteristics, time-domain char-
acteristics, and time-frequency characteristics of athletes’
acceleration signal. In the corresponding frequency-domain
feature extraction process, the main frequency parameters of
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motion information are extracted and taken as the main anal-
ysis object. The corresponding time-domain feature extraction
mainly extracts the mainstream parameters such as the stan-
dard deviation of motion information and sample entropy.
The extraction of corresponding time-frequency information
is mainly based on the extraction and analysis of mixed
parameters in time-domain and frequency-domain.

Based on the above two optimization algorithms and
combined with the hardware design of the system, it can

basically realize the accurate identification of athletes’ sports
state and heart rate information in competitive sports. At the
same time, it has the characteristics of low power consump-
tion, low cost, and high stability.

4. Experimental Verification and Analysis

In the experimental verification part, this paper mainly ana-
lyzes the athletes’ movement state recognition and heart rate
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monitoring based on the above designed hardware system.
The corresponding experimental conditions are as follows:
9 athletes were selected to perform static sports, random
sports, and dynamic regular sports, and three athletes were
assigned to each group. Based on the above three groups of
athletes and the corresponding sports, the experiment is car-
ried out and the experimental results are analyzed. The eval-
uation criteria of the experiment are mainly heart rate error
rate index and motion recognition accuracy index. The
above three experiments have different requirements for
data acquisition, but their corresponding data acquisition
circuits are basically similar, but the corresponding dynamic
acquisition needs antishake processing. The corresponding
description is shown in the highlighted part of the article.

Firstly, three athletes in quiet sports wear the hardware
system designed in this paper, and based on this, collect
the athletes’ corresponding heart rate information and
sports information. In the case of control variables, com-
pare it with the traditional algorithm. The corresponding
experimental results are shown in Figure 7; as can be seen
from Figure 7, in quiet motion, the heart rate error of the
algorithm proposed in this paper is obviously low, and the
recognition accuracy of the corresponding motion infor-
mation is high.

For the corresponding athlete’s heart rate information,
heart rate error rate of sports information, and broken
line diagram of sports state in the case of dynamic sports,
as shown in Figure 8, it can be seen from Figure 8 that
the heart rate error of the algorithm proposed in this
paper is obviously low in dynamic sports, and the recog-
nition accuracy of corresponding sports information is
high. At this time, the corresponding heart rate error rate
is relatively high compared with static motion, which also
shows that the corresponding performance of this algo-
rithm needs to be further improved when dealing with
dynamic motion.

Heart rate information detection and motion state infor-
mation monitoring experiments are carried out for random
sports. The corresponding random sports in this paper
mainly refer to basketball, because the dynamic and static
properties of such sports are uncontrollable. The corre-
sponding experimental results are shown in Figure 9. It
can be seen from the figure that the algorithm proposed in
this paper has detection accuracy and no longer has obvious
advantages compared with the traditional algorithm. There-
fore, it further points out the improvement of this algorithm
in random motion.
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In order to further verify the power consumption of
the hardware designed in this paper, the power consump-
tion comparison experiment is carried out with the tradi-
tional hardware system. When the control variables are
guaranteed, the corresponding power consumption com-
parison line diagram of the corresponding two hardware
systems under their respective algorithm consumption is
shown in Figure 10. As can be seen from Figure 10, the
hardware system and corresponding detection algorithm
designed in this paper have lower power consumption
under the same conditions, and their power consumption
only accounts for about 70% of the traditional hardware
system and its algorithm.

Based on the above experimental results and the corre-
sponding experimental analysis, we can draw the following
conclusions: compared with the traditional algorithms, the
proposed algorithm has obvious detection accuracy advan-
tages in quiet and dynamic motion, but its advantages are
relatively small for random motion.

5. Conclusion

This paper mainly analyzes the research status of heart
rate acceleration sensor fusion in individual special com-
petitive sports and its disadvantages in hardware system
components and detection algorithms. Aiming at the
problem of low power consumption in the hardware sys-
tem and the problem of low detection accuracy in the
detection algorithm, this paper makes improvement and
experimental verification. In the hardware part, this paper
uses a single-chip microcomputer as the core processing
unit of the system and uses inertial sensor and heart rate
sensor as the sensing equipment. The system designs data
acquisition module, motion positioning module, low-
power module, athlete heart rate acquisition module, and
motion state recognition module. In view of the low accu-
racy of traditional heart rate acceleration motion wireless
sensor in athlete heart rate recognition and motion state
recognition in competitive sports, this paper proposes an
athlete heart rate recognition algorithm based on accelera-
tion signal, which fully extracts the frequency-domain,
time-domain, and time-frequency features of athlete accel-
eration signal to realize the recognition of motion state;
the accurate detection of athletes’ heart rate is realized
by power spectrum cancellation technology. In order to
verify the advantages of the hardware system and algo-
rithm in this paper, three sports events with quiet,
dynamic, and random dynamic characteristics are selected
for experimental verification. The experimental results
show that the hardware system and software algorithm
proposed in this paper have obvious accuracy advantages
in competitive sports with quiet and dynamic characteris-
tics compared with traditional hardware and software, but
they do not have obvious advantages in competitive sports
with random sports characteristics, which is also the focus
of follow-up research in this paper. This paper will focus
on the accuracy of athletes’ data acquisition in the case
of irregular movement. At the same time, this paper will
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continue to study the hardware optimization layout and
signal integrity to make the system reach the best state.
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Based on the wireless sensor network, this paper combines node monitoring data with intelligent network address management.
Users can view real-time environmental data through a computer or mobile phone and can manually remotely manage the
environmental adjustment equipment of the network address through the mobile phone. This article first discusses the
research background of the subject, introduces the current domestic and foreign research status of WSN in environmental
detection, and analyzes the reasons for choosing ZigBee network as the wireless transmission environment of the intelligent
monitoring system. Secondly, the structure, layered model, and key technologies of wireless sensor networks are introduced,
and it is pointed out that ZigBee technology, which has the characteristics of low power consumption, reliable communication,
self-organization of the network, strong self-healing ability, and low cost, is very suitable for application in the environment.
Then, it analyzes TI’s protocol stack Z-Stack based on the ZigBee2006 standard and analyzes the network address assignment
and addressing in Z-Stack, the process and steps of node binding, the routing mechanism and routing maintenance, and
channel configuration. The realization of other functions was discussed in depth. During the simulation experiment, in the
hardware design of the intelligent monitoring system, the network node was divided into two parts: the core board and the
backplane. The crystal oscillator, power supply, antenna, and I/O port circuits of the core board were designed, and the data
acquisition, relay, and power supply of the backplane were designed. Finally, this paper studies the data security issues in the
environmental monitoring network and proposes two solutions to control network access and data encryption. Experimental
results show that in terms of low-power design, the energy of the entire system is calculated to determine the factors that affect
the power consumption of the system and methods such as increasing the node sleep time to ensure that the system can work
for a long time.

1. Introduction

Environmental monitoring has the characteristics of large
number of monitoring points in the area, long monitoring
time, and complicated monitoring conditions. Aiming at
the shortcomings of traditional environmental monitoring
methods such as difficult network layout and low node intel-
ligence, a wireless sensor environmental monitoring net-
work system based on the ZigBee protocol is designed [1].
The system has the advantages of large number of nodes,
high reliability, convenient network layout, and remote con-
trol. However, the monitoring device using a wired network
is easily affected by factors such as geographical environ-
ment and cumbersome wiring, and the cost and difficulty

of installation, maintenance, and update are relatively large,
which brings certain inconvenience to the majority of users,
so it is of little promotion. Therefore, there is an urgent need
for a wireless intelligent monitoring system that can detect
environmental information and take corresponding mea-
sures according to the results during the planting process
of the network address [2–5].

Considering that wireless sensor network technology is
more and more used in the field, and WPAN based on IEEE
802.15.4 standard has the advantages of low speed, low cost,
and low power consumption, this paper proposes based on
the existing research at home and abroad. The design
scheme of the visual monitoring system of the network
address environment based on the wireless sensor network
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is of great significance to the current network control system
[6–8]. The web client can display historical data and real-
time data. The Android client has the update function of
real-time data, the display function of the map, and the
alarm mechanism of abnormal data. The design of the client
provides users with visualization intuitive data. The design
of the system mainly includes the design of the lower com-
puter for collecting network environment parameters and
the design of the upper computer for intelligent monitoring
of the network environment. The lower computer adopts the
ZigBee wireless sensor network. In order to realize the data
collection and transmission function of the wireless sensor
network, the hardware node is designed in a modular way.
Hardware nodes mainly include sensor modules that collect
environmental parameters in the network, control modules
for adjusting network environment equipment, wireless
communication modules, processor modules of the
CC2530 chip, serial communication modules, and power
modules for hardware energy control [9–11].

In the software design of the intelligent monitoring sys-
tem, IAR is used to complete the compilation of the Zigbee
networking protocol stack, so that the nodes can form a net-
work and perform data transmission in a wireless and auton-
omous manner; the PC monitoring platform uses Visual C++
as the development environment and uses the industrial con-
trol iocomp to realize the functions of network address envi-
ronment data display, fuzzy temperature control, server
construction, and alarm; Android client uses the Eclipse devel-
opment platform, designed for the menu, user interface, server
connection, and other modules and realizes the use of mobile
phones to obtain environmental data and control network
addresses. The routing protocol of wireless sensor networks
is studied, RPL (Routing Protocol for Lossy and Low.power
Networks) routing is implemented, and the performance of
RPL routing is analyzed. The comparison with CTP (Collec-
tionTree Protoc01) routing shows the good performance of
RPL routing. Based on the RPL routing, a wireless sensor
network-based environmental data collection function is
designed; the function of the server and the MySQL database
for storing environmental data are designed, and the network
communication between the server and the client is realized.

2. Related Work

At present, researchers have many scientific research results
in the fields of industrial control, intelligent transportation,
smart home, environmental monitoring, etc. In the current
research results, different researchers use different technolo-
gies in different directions to achieve research goals. For
example, based on the research of ZigBee protocol, based
on Tinyos operating system, and based on the research of
embedded Linux system, some researchers used GPRS,
TCP/IP, etc. to study the combination of wireless sensor net-
work and the Internet [12–14].

Trevathan and Johnstone [15] proposed a biochemical
sensor that detects hazardous substances and hazardous mate-
rial information to reduce damage to human safety and
designed a digital detection device for ambient temperature
and light intensity to achieve real-time temperature and light

in various environments and detect and display the obtained
data in real time to realize human-computer interaction. Iqbal
et al. [16] studied the WSN gateway and designed the inter-
connection between the wireless sensor network and the exter-
nal network, designed the network measurement and control
system, and realized the collection of network environment
parameters on the hardware and the acquisition and process-
ing of the data on the software. Yadav et al. [17] studied agri-
cultural monitoring based on wireless sensor network
technology and implemented it on hardware and designed
the communication protocol. The wireless sensor node sends
environmental data to the master node every 15 minutes
through the GPRS gateway, and the master node uses TCP.
The IP protocol forwards the data to the remote server.
Mukherjee et al. [18] designed an environmental monitoring
system based on wireless sensor network precision agriculture.
It can automatically collect temperature, humidity, pressure,
and other data and transmit the data to a remote server
through GPRS. This system also includes web services, google
map, and SMS (Short Messaging Service) alarm and other ser-
vices. Adeel et al. [19] proposed a remote agricultural network
monitoring system based on WSN and SMS. It can accurately
capture the environmental information in the greenhouse and
send short messages to farmers when the environmental data
changes abnormally. The location environment is difficult to
detect. They designed an ARM-based multilocation wireless
detection system, which uses an ARM controller to control
the SMS TC35i module and send and receive SMS messages.

Because the scale of sensor network deployment is very
large, how to connect the nodes in the sensor network to
the Internet is a difficult point. We know that IPv4 addresses
are almost exhausted at present, and it is no longer necessary
to allocate IPv4 addresses to sensor network nodes. Because
of the huge number of IPv6 addresses, the application of
IPv6 technology in wireless sensor networks will enable each
node to be assigned an IP address. Therefore, IETE estab-
lished the 6LoWPAN (IPv6 over Low Power WPAN) work-
ing group, committed to the standardization of the IPv6
protocol on the IEEE802.15.4 standard. The randomness of
environmental monitoring is reflected in two aspects. One
is that the data collected at one point is very random. There-
fore, in order to obtain accurate results, it is generally neces-
sary to collect large-scale and large data points through
statistical methods. In addition, on the whole, the type,
quantity, size, and temporal and spatial distribution of infor-
mation are all randomly affected by people’s social behavior,
natural factors, and specific environmental conditions, with
obvious randomness [20].

3. Design of a Network Model for Remote
Environmental Monitoring Based on Address
Allocation and Addressing of Smart
Sensor Networks

3.1. Smart Sensor Network Topology. Intelligent wireless sen-
sor network refers to the detection of environmental condi-
tions in the area by sensor nodes distributed in the sensing
field, and the data is fused and transmitted. Finally, the
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gateway node is responsible for processing the data and
passing it to the upper computer for further processing. It
includes cutting-edge technology such as sensor technology,
microprocessors, and wireless communication networks.
Figure 1 is the smart sensor network topology.

The architecture of the WSN network is mainly com-
posed of the following points: the terminal node is an impor-
tant component of the sensor network, which contains an
embedded system, which is mainly responsible for detecting
and sending the data information of the detection target in
the sensing field. It is generally battery-powered and located
in the WSN. The routing node is more capable of data pro-
cessing and forwarding than the terminal node. It can be
regarded as an enhanced terminal node, which is essentially
a terminal node that does not contain a detection module.
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The coordinator is mainly responsible for the formation,
maintenance, and joining of the entire sensor network. It is
generally connected to the local computer and acts as a gate-
way; the local computer visually displays and stores the
information collected by the terminal nodes. On-site detec-
tion information is sent to a remote computer through the
Internet network, so that users can remotely read informa-
tion and send control information.

U x, y, s, tð Þ =
ð
I x, yð Þ − c 1ð Þ + s − 1ð Þ × I x, y, s, tð Þð Þ × dA,

g s, tð Þ =w s, tð Þ × x +w s, tð Þ × x i − 1ð Þ,
w s, tð Þ = f i, xð Þ:

(

ð2Þ

The network architecture mainly refers to the layered
structure of network protocols. The network protocol archi-
tecture of WSN is designed based on the Internet architec-
ture. Due to the differences in bandwidth, node
capabilities, operating environment, network scale, commu-
nication range, and specific application requirements, its
network protocol architecture is somewhat different from
the Internet network structure.

Ust m, nð Þ ≥ 0, s, t ∈ R,

〠
k

i=1
Ust m, nð Þ < 0, s, t ∈ R:

8>><
>>:

ð3Þ

Considering the cost of equipment hardware, the carrier
sense multiple-access method usually used in practical appli-
cations is Carrier Sense Multiple Access-Conflict Avoidance
(CSMA-CA). In the absence of direct conflict control, the

data link layer generally adopts error control methods to
ensure the success rate of node transmission. The used error
detection technology such as cyclic redundancy check with
response signal is usually a very effective error control tech-
nology in WSN.

ε x, xð Þ − ∂f x, y, zð Þ
∂x

= 0,

ε y, yð Þ − ∂f x, y, zð Þ
∂y

= 0,

ε z, zð Þ − ∂f x, y, zð Þ
∂z

= 0:

8>>>>>>><
>>>>>>>:

ð4Þ

During signal transmission, the ZigBee network accesses
the MAC layer. MAC selects the CSMA/CA control algo-
rithm, which can effectively bypass the mutual interference
and accumulation of signals in the transmission process.
At the same time, the control layer can be compatible with
the confirmed signal communication method and more effi-
ciently confirm the safe communication of the signal.

3.2. Network Address Allocation Design. The address alloca-
tion module of the Zigbee network consists of a variety of
nodes, including terminal nodes, routing nodes, and coordi-
nator nodes (gateway nodes). The terminal nodes are
divided into data collection nodes and environmental con-
trol nodes. The data collection nodes contain multiple envi-
ronmental sensors. The main function is to detect various
environmental factors and convert them into electrical sig-
nals. In order to detect the environmental information of
the network address more comprehensively, the user data
collection nodes can be placed in different locations of mul-
tiple network addresses; the environmental control node is
controlled by the intelligent monitoring system and controls
the environment adjustment equipment in the network
through a relay to ensure that the network address always
keeps the crop in the optimal growth environment.

The routing node is more capable of data processing and
forwarding than the terminal node. It can be regarded as an
enhanced terminal node, which is essentially a terminal node
that does not contain sensors. The coordinator node is
mainly responsible for the formation and maintenance of
the entire sensor network and controls the joining of termi-
nal nodes. It is generally connected to the local computer
and acts as a gateway. Figure 2 shows the WSN network
node address allocation.

Route selection is a process in which devices in the net-
work cooperate to find and establish routes, usually initiated
by a router. It searches all possible routes between the source
address and the destination and tries to find the best route.
The basis of route selection is the least link cost, that is,
the route with the least consumption is selected. Each node
must constantly track the link consumption of all its neigh-
bor nodes, which is a function of the signal strength it
receives. The cost of a route is to add up the cost of all the
links from the source address to the destination and choose
the route with the least cost. The mesh network provides
route maintenance and self-repair functions. The middle

3Journal of Sensors



node will record the transmission failure on the link. If a link
is considered to be down, all nodes on this link will start link
repair. It usually starts a rediscovery process the next time
after a data packet arrives on this link. If the process of redis-
covering the route cannot be started, or fails for some rea-
son, it will send a RERR to the sending node of the data
packet, and then, it will reinitiate a route discovery process.
Either way, the establishment of the route will be completed
automatically.

3.3. Environment Remote Monitoring Architecture. The envi-
ronmental remote monitoring data link layer is responsible
for the media access control (MAC) and error control of
the wireless sensor network. Carrier Sense Multiple Access
(CSMA) is the most commonly used data access technology
in WSN, and its working principle is the network node mon-
itors whether the communication channel is free before
sending data. If the channel is occupied, the node will detect
again within a certain period of time and close the circuit
during the waiting period to save energy; the network layer
is responsible for network connection, routing management,

and congestion in the wireless sensor network cControl, etc.,
compared with the general network; WSN has the character-
istics of high node distribution density and large number, so
the network has greater limitations in computing power,
storage capacity, and energy consumption.

The transmission layer is mainly responsible for the con-
trol of data stream transmission in WSN to ensure the safety
and reliability of data transmission. In actual use, since WSN
is relatively small compared with traditional Internet data
transmission, the necessity of the transmission layer of wire-
less sensor network has not yet been obtained. Figure 3 is the
process of environmental remote monitoring architecture.

In the network, if you want to send data or commands to
other nodes, use the AF_DataRequest() function. This func-
tion requires that the sending destination address and End-
point must be known. Endpoint is a data addressing
method defined in the ZigBee communication protocol.
Each device supports up to 240 Endpoints. For example, a
button, a sensor, or a light can be an Endpoint. The destina-
tion address mode has the following values: AddrNotPresent
(unknown address mode), Addr16Bit (short address mode),
AddrGroup (group address mode), and AddrBroadcast
(broadcast mode).

The concept of kernel has two purposes: one is as the cal-
culation basis of attribute reduction, and the other is that it
can be interpreted as the most important conditional attri-
bute in attribute reduction. These address modes are all nec-
essary, because in ZigBee, data packets can be unicast,
multicast, or broadcast. The function ZDO_ProcessMgm-
tLeaveReq can be used to disconnect the node itself or its
child nodes from this network, and it does so based on the
IEEE address provided. If a node leaves itself from the net-
work, it usually waits for 5 seconds and then restarts. After
restarting, the node enters a quiescent state. It will not try
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to rejoin the network again. If a child node of a node leaves
the network, it will delete the device from the contact list. If
this address belongs to a terminal device, this address will be
reassigned to other terminal devices. If it is a router, this
address will no longer be used. If the parent node of a node
leaves the network, it will remain in the network.

3.4. Monitoring Network Design Factor Changes. The PC
monitoring network control terminal adopts Visual C++ as
the development environment, and the industrial control
iocomp is used to realize real-time processing and display
of the data information transmitted by the gateway. After
collecting the environmental information data of the termi-
nal node and calculating the fuzzy algorithm, the PC moni-
toring terminal will display the result. It is converted into
corresponding control information and sent to the relevant
terminal control node. And when the environmental infor-
mation exceeds the warning value or the human thermal
infrared sensor (which can be turned on at night for anti-
theft) is triggered, the PC monitoring terminal will send
out an alarm message.

The Android mobile phone monitoring terminal of the
intelligent monitoring system will be installed with a moni-
toring program compiled by Eclipse, which can connect to
the Internet through a 3G/4G network to obtain real-time
network address environmental information and realize
direct manual control of network address environment-
related adjustment equipment on the client. After confirm-
ing the coordinator, the FFD node starts the channel scan.

There are two processes for channel scanning: active scan-
ning and energy scanning. The first is to perform energy
scanning. In this process, in order to reduce unnecessary
interference as much as possible, the FFD node will start
energy scanning on the designated channel. The function
of energy scan is to select channels within the allowable
range of energy levels. Figure 4 shows the WSN remote
monitoring data distribution.

When sending data but do not know the destination
address, the address mode needs to be set to AddrNotPre-
sent, and the address cannot be specified. The destination
address can only be searched from the binding table. After
it is found, the data can be sent in a point-to-point sending
mode or group sending mode. In ZigBee2004, all binding
tables are stored in the coordinator. At this time, the sending
node will send the data to the coordinator, and then, the
coordinator will forward the data to the destination address
found in the binding table. The binding mechanism usually
uses key presses or other similar actions on the device to
be bound to complete a binding within the specified timeout
period. The default timeout period (APS_DEFAULT_MAX-
BINDING_TIME) is 16 seconds. The ZDApp_SendEndDe-
viceBindReq() function calls ZDP_EndDeviceBindReq() to
send the binding information to its parent node. After the
parent node receives it, it will parse the function ZDO_Pro-
cessEndDeviceBindReq() and call ZDApp_EndDeviceBin-
dReqCB() and ZDO_MatchEndDeviceBind() to process the
request. When the corresponding Cinda is not found, the
network layer will return through the corresponding
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parameters and notify the upper layer of the network initial-
ization failure. Active scanning is to scan the network infor-
mation within the communication range. Based on this
information, the FFD node can determine a channel that is
used by little or no equipment.

4. Application and Analysis of Environment
Remote Monitoring Network Model Based
on Intelligent Sensor Network Address
Allocation and Addressing

4.1. Smart Sensor Network Address Data Extraction. In the
design of the environmental monitoring system, TI’s proto-
col stack Z-Stack is used. The protocol stack complies with
the ZigBee2006 specification and has very rich functions,
such as the ability to wirelessly download node update pro-
grams through the ZigBee network, and has positioning
awareness functions, etc. For the sake of simplicity, the func-
tion of Z-Stack used in the environmental monitoring sys-
tem is introduced next. JTAG (Joint Test Action Group)
comes from the official inspection method of module func-
tion inspection, which belongs to the internal control
method of the module. The CC2530 module part can pro-
vide JTAG module communication function test and edit
the working program of the entire network in the serial com-
munication test and software flow design of the module.

The concept of kernel has two purposes: one is as the cal-
culation basis of attribute reduction, and the other is that it
can be interpreted as the most important conditional attri-
bute in attribute reduction. Compilation, verification, and
other functions of the similar system in each module are
all applied in the JTAG test window. However, the JTAG
debugging module intercepted by ARM generally covers
three modules: the overall structure of the test, the commu-
nication transmission interface, and the test result display
module. The module can complete the signal transmission

between the measuring device and the monitoring center
and complete the mutual signal transmission of several parts
through the acquisition and transmission circuit, the signal
sensing circuit, and the power circuit. Figure 5 is the extrac-
tion of the address data space of the smart sensor network.

The microprocessor module is responsible for control-
ling the data processing operation, routing protocol, power
consumption management, task management, etc. of the
entire node. The most important thing is to implement a
safe and reliable network communication protocol; the wire-
less communication module is responsible for wireless com-
munication with other nodes and exchange control
messaging and sending and receiving data. The configura-
tion of network parameters is to set the ID number of the
network. When the channel is determined, the FFD node
will determine a PAN ID. PAN ID can set an ID that will
not cause network conflicts through the monitoring func-
tion. PAN ID can also be set in a way that thinks it is. The
ID of PAN ID cannot be set to 0xFFFF, which is a reserved
address. The power supply module management unit has
different power supply modes for different node types. On
the terminal device node, the power supply consists of two
1.5V alkaline batteries, and the power supply of the coordi-
nator is USB power supply or AC power supply. There is an
LCD on the coordinator, which can be used to display the
commands sent and received and the status of the nodes.
Buttons can be used to control binding and send commands.
There is also an RS-232 serial port on the coordinator to
communicate with the monitoring host.

4.2. Network Address Allocation and Addressing Model
Simulation. In the CC2530 module, P2 terminals 1 and 2
are independently supplied to provide JTAG modules. The
JTAG module design of the signal receiving end is shown
in the text for details. In the process of making the module
part, be careful to connect port 7 of the JTAG module to
the initialization port of the CC2530 module, so as to com-
plete the initialization of the entire system verification and
simulation work.

The sensor node is used to collect various environmental
parameters in the network and the data of its subnodes,
including the temperature and humidity sensor SHT11 and
the photoelectric sensor BPW34S. Convergence nodes are
used to build networks and give instructions, converge the
signals sent by the sensing nodes, and pass them to the mon-
itoring platform at the same time. In addition, the ZigBee
wireless communication part is composed of the radio fre-
quency chip CC2530, and the monitoring center uses DSP
technology. The design of the software part includes the
node process and the monitoring platform program. The
node process includes the sensor node workflow and the
convergence node workflow. The protocol stack uses TI’s
ZStack-CC2530-2.3.1-1.4.0 version, implemented in C lan-
guage in the Visual Studio 2010 development environment,
and the monitoring center is convenient and quickly pro-
vides users with real-time online understanding of the net-
work environment, data storage, and quantitative
management of the network, etc. Figure 6 is the network
address allocation and addressing information test.
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Database development realizes data storage and, at the
same time, satisfies the functions of adding, deleting, modi-
fying, and searching data. The database version used in this
article is Microsoft SQL Server 2008. This article mainly uses
DBHelper. The cs file realizes the corresponding function.
The database stores and associates data to realize platform
display, query, and control functions. The realization of data
collection is under the TinyOS 2.1.2 platform, the program
based on RPL routing written by NesC language that can
accurately collect the temperature, humidity, light, and other
information in the environment is burned to the TelosB
node, and through the network address deploy TelosB nodes
to form a wireless sensor network.

Because it can effectively analyze and process various
incomplete information such as inaccuracy and incomplete-
ness, the TelosB node in the network will pass the collected
data in the environment to the Sink node through the RPL
route. The realization of the whole network is based on BLIP
2.0 protocol stack and TinyRPL. In the nesdoc icon, a single
rectangle represents a module, such as IPProtocolP, and a

double-layer rectangle represents an accessory, such as
MainC. Figure 7 is the distribution of network address allo-
cation database nodes.

The B-LUX-V30B sensor provides I2C data output format,
which consists of a 4-digit exponent and an 8-digit mantissa.
When the device is working in the highest sensitivity mode,
one count value represents 0.045 lumens. The maximum value
of the mantissa is 255, and the maximum value of the exponent
is 14. Therefore, the maximum range is: 255 ∗ 214 = 4177920.
The maximum lumens reading value at 0.045 lumens/LSB is
188,000. Any reading greater than this value (for example,
index = 15) will be regarded as overload. The lumens value
under overload conditions cannot be calculated by the conver-
sion formula in the ambient light sensor. The basic design idea
of the real-time data display module is when the real-time data
display module is turned on on the website, the API interface
that calls the monitoring data is transmitted to the server,
and at the same time, the passed monitoring data is injected
into echarts in the form of a string for visual display.

We will introduce the two important concepts of “rela-
tive reduction” and “relative core” of knowledge. At the
same time, we set jS frame skipping (due to network delay
and other irresistible reasons, the time interval of frame
skipping is slower than) to continuously call the API inter-
face for monitoring data to perform dynamic monitoring
and visual display of data. The dashed border indicates that
this component is universal and needs to be instantiated in
actual use, such as TimerMilliC. The line with an arrow indi-
cates the binding of the interface, from the user of the inter-
face to the provider of the interface, and the text on the
connection represents the bound interface, such as the Leds
interface of the LedsC accessory used in the TestRPLC mod-
ule, or as in the IPStackC accessory. The IP interface used is
implemented by the IPProtocolsP module.

4.3. Example Application and Analysis. The microprocessor
required for the experiment uses Texas Instruments (TI)
CC2430, which is a system-on-chip solution for 2.4GHz
IEEE 802.15.4/ZigBee. CC2430 integrates IEEE 802. 15. 4
standard 2.4GHz RF radio transceiver, memory, and micro-
controller. It uses an 8-bit MCU (8051), which has 128KB of
programmable flash memory and 8KB of RAM.

The SHT11 measuring terminal includes sensing equip-
ment constructed with special equipment and special equip-
ment constructed with fluid polyester blocks to obtain
parameters. It is located in the corresponding module and
completes the communication without loopholes with the
9-bit A/D switching device and the communication terminal
module. At the same time, determine the analog communi-
cation module ports (SCK clock circuit and DATA transmis-
sion circuit) at both ends, and use the I 2 C circuit serial
module and peripheral expansion device to connect. The
SHT11 measuring device occupies a small area, consumes
less space, has a particularly timely answer, and has many
features such as strong resistance to external noise. This also
makes it regarded as the preliminary identification of multi-
parameter monitoring in greenhouses. Figure 8 is the
parameter distribution of the serial module of the WSN
circuit.
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In the design, the data acquisition module uses the ADC
inside the CC2430. Its structure is shown in the text. It sup-
ports up to 12 bit analog-to-digital conversion. There is an
analog multiplexer inside, which can support up to 8 config-
urable channels. Each sampling result is written into the
memory through DMA without any intervention by the ker-
nel. This method ensures that the ADC can capture a con-
tinuous stream of samples. It receives data from the serial
port, can set the serial port and set the alarm value, has an
alarm prompt, and can display the temperature curve. Serial
port configuration: baud rate 38400, data bits 8 bits, no par-
ity bit, 1 stop bit. After opening the monitoring software,
you can see the data sent to the coordinator in the network.
These data include the short address of the sending node
and its real-time environmental data. Here is an example
of temperature: according to the preset alarm temperature,
for example, it is set to 18.085 degrees, and the actual tem-
perature is 18.59 degrees, which exceeds the preset alarm
line. Figure 9 shows the WSN real-time environmental data
response distribution.

When receiving requests from other nodes to join the net-
work, the coordinator will assign a network address to this
node. The coordinator node is mainly used to receive the data
of all nodes in this design, display it on its own LCD, and
upload all the received data to the monitoring host for data
analysis and storage. During this period, you can also send
commands downward. If multiple device nodes send requests
to the coordinator node at the same time, the coordinator
node will lose some requests if it is too late to respond, and
the device node that finds that its request has not been
responded will send the request again after a few seconds, until
it gets a response from the coordinator node until.

After the coordinator has established the network, the
role of the coordinator in the network is the same as that
of the router. If the coordinator is disconnected, the network
can be maintained, that is, data transmission can be contin-
ued, but no new nodes can join. Since all data is sent to the
coordinator in the design, if the coordinator fails, it will
cause all data to be retransmitted continuously, which will
affect the network operation.

5. Conclusion

The design of the environmental monitoring network in this
paper includes two aspects: hardware design and software
design. The hardware design mainly introduces the selection
and design methods of the microprocessor module, data acqui-
sition module, antenna module, and other peripheral circuit
chips. In terms of software design, the software design of mon-
itoring center software and ZigBee environmental monitoring
network node based on Z-Stack protocol stack is introduced,
including node joining, network address allocation, data collec-
tion, communication, routing management, and data encryp-
tion. During the functional test of the intelligent monitoring
system, a test platform was built in the Venlo network to test
the Zigbee network node networking and data transmission
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capabilities, the PC monitoring terminal software data collec-
tion, intelligent environment adjustment, and alarm functions,
and the Android client to remotely obtain environmental infor-
mation and control the environment, and adjust the function of
the equipment. Then, we define the positive domain of one cat-
egory relative to the other. The final test result shows that the
functions of the intelligent monitoring system in the previous
design have been successfully realized. Finally, the communica-
tion, stability, and function of the system are tested. After veri-
fying that the system is feasible, the system is installed in the
entity and compared with traditional manual testing. Experi-
mental tests show that the introduction of ZigBee-based WSN
technology into the intelligent network monitoring system is
achievable to control the multiparameters that affect the entire
process of network address search and matching, which can
shorten the plant growth cycle, increase the yield, and meet
the system expectations. The system has strong stability, reliable
performance, easy deployment, maintenance, and expansion
and provides a new type of control method for the automation
of network address environment monitoring.
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This paper presents an in-depth study and analysis of improving the performance of doubly fed wind power systems using
adaptive sensing control technology. The maximum wind energy tracking principle is analyzed in this paper with the wind
turbine operation characteristics. Considering that the operation state and control strategy of a doubly fed wind power
generation system is different before and after grid connection, the no-load simulation model and power generation simulation
model are established based on the idea of separate modeling and time-sharing work. Combined with the respective control
strategies and enabling modules, the overall simulation system is constituted for the continuous process from no-load
operation to power generation operation. To analyze the chaotic mechanism of ferromagnetic resonance of wind farm power
system and suppress the problem, based on the ferromagnetic resonance model of wind farm power system, analyze the basic
conditions of the system into the chaotic state, consider the resonance phenomenon when external excitation acts, adopt the
multiscale method to calculate the approximate solution at the resonance of main parameters and determine the steady-state
solution and stability conditions, and explore the influence of external excitation on the dynamic characteristics of
ferromagnetic resonance. In this paper, the inverse system approach, applied to the linearized decoupling of doubly fed wind
power, a nonlinear, strongly coupled multivariable system, is derived for the no-load inverse system model and the inverse
system model for the power control scheme and the speed control scheme to achieve maximum wind energy tracking for grid-
connected power generation, respectively. The model further extended to fractional order to study the complex dynamical
behavior of the system of different orders and flux chain subsquares. To suppress the system chaotic oscillation phenomenon, a
fractional-order finite-time terminal sliding mode controller is proposed based on the frequency distribution model with time-
frequency domain conversion, which achieves the suppression of chaotic phenomena in resonant overvoltage infinite time and
is compared with the conventional sliding mode to confirm the effectiveness and superiority of the proposed controller. This
paper explores and discusses the impact of adaptive sensing control technology on the practice of doubly fed wind power
systems, to provide theoretical possibilities for the adaptive sensing control technology to be more effective for the practice of
doubly fed wind power systems.

1. Introduction

Energy is the material basis for human survival and the driv-
ing force for social development and progress, and since the
industrial revolution, global energy consumption has grown
rapidly, rapidly promoting the process of world industriali-
zation and improving the level of social development and
the quality of human life. However, the reserves of nonre-
newable resources such as oil, coal, and natural gas, which
are the main pillars of world energy, are very limited. The

rapid growth of the global economy has led to increasing
demand for energy, making the energy crisis an obstacle to
further human development [1]. The main advantage is that
the speed can be adjusted in a wide range to keep the wind
energy utilization coefficient at the best value; it can absorb
and store the gust energy, reduce the fatigue damage,
mechanical stress, and torque pulsation caused by the gust
impact on the wind turbine, extend the life of the unit, and
reduce low noise; it can also control active power and reac-
tive power to improve power quality. With the traditional
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energy shortage and environmental pollution problems
aggravated, vigorously developing wind energy, solar energy,
tidal energy, and other renewable energy has become an
inevitable choice. In many renewable energy sources, wind
energy is the most promising. In the past decades, the total
installed capacity of wind power generation worldwide has
grown tremendously, from only 3.5GW in 1994 to
539.6GW in 2017, an increase of more than one hundred
times. It can be said that, by far, wind power is one of the
largest developed, fastest-growing, and most technologically
mature forms of renewable energy generation [2]. Wind
energy is a renewable and clean energy source, and a wind
power generation is an important form of wind energy utili-
zation, by using wind turbines to obtain energy from the
wind, converting wind energy into mechanical energy, and
then using generators to convert mechanical energy into
electrical energy suitable for long-distance transmission.
All the pulses received during the sampling period are taken;
whether the number of received pulses is greater than the set
threshold number was determined; if the number of pulses is
greater than the set threshold number, the sum of the num-
ber of pulses and the time interval between the received
pulses is corrected. According to the number of corrected
pulses and the sum of the time intervals between the
received pulses, the motor speed is determined. Due to the
randomness, variability, and uncontrollability of wind speed,
to obtain the maximum wind energy, the rotational speed of
the wind turbine often varies with the wind speed. The use of
variable speed and constant frequency doubly fed wind
power generation technology allows for a constant output
frequency with varying generator speeds.

In today’s wind power generation field, variable speed
constant frequency technology with AC excitation has been
commonly adopted. Compared with the traditional constant
speed and constant frequency technology, the variable speed
and constant frequency wind turbine have the advantages of
wide operating range, high wind energy conversion effi-
ciency, smooth output power, and low mechanical stress
[3]. The addition of vector control, in turn, allows the stator
output active and reactive power of the doubly fed motor to
be decoupled and controlled, improving the flexibility and
stability of the whole system. In the vector control-based
doubly fed motor control system, the rotor speed and posi-
tion information are the key to the decoupling and stable
operation of the whole control system [4]. At present, most
of the doubly fed units at home and abroad perform speed
detection directly by installing speed sensors such as photo-
electric encoders. But the speed encoder also brings the dis-
advantages of increasing system cost and reducing system
reliability at the same time. Therefore, a lot of research has
been conducted on the control technology of adaptive sen-
sors, and the control technology of adaptive sensors will be
a development direction for future wind turbines.

Focusing on the dynamic characteristics and control
methods of wind power systems and grid-connected power
systems in the form of mechanical, electrical, and magnetic
oscillations, revealing their influence mechanisms and
change laws, and designing fast and effective suppression
methods will help to improve the stability of wind power

systems and grid-connected power networks [5]. Due to
the nonlocal and weak singularity of fractional-order calcu-
lus operators, the control theory of fractional-order power
systems is more complex than the control theory of
integer-order power systems, and how to control the system
to quickly stabilize and obtain good control performance
when the system is uncertain and external disturbances is
a difficult research point in control theory and engineering
applications. Therefore, for the dynamical models in
integer-order and fractional-order wind power systems,
how to quickly and effectively control complex oscillation
phenomena, new control methods need to be explored to
improve the robustness and dynamic response performance
of the system, determine the parameter control range and
elimination path, provide the more and more informative
theoretical basis for wind power system nonlinear control
design schemes, and also provide stability analysis of wind
power systems and grid-connected power systems, theoreti-
cal basis, and technical reserve.

2. Current Status of Research

A wind power system is a typical nonlinear time-varying
dynamic system, and the two common horizontal axis
permanent magnet synchronous wind power systems mainly
include a wind turbine, drive shaft system (direct drive
and semidirect drive), permanent magnet synchronous gen-
erator, converter, and grid-connected power system [6].
Semidirect-drive wind turbines add a single-stage gearbox
to the drive shaft system, which has the characteristics of
the small size of permanent magnet synchronous generator,
large converter capacity, and good economy, etc. It has
attracted much attention. Ltd. has independently developed
China’s largest (7.6MW) offshore semidirect-drive perma-
nent magnet synchronous wind turbine, and the technology
level is in the international leading position. According to
the national “new energy industry revitalization plan” draft,
the cumulative installed capacity of China’s wind power will
reach to in the year and will be proposed in six provinces and
regions to build nearly ten 10,000MW wind power base
planning, respectively, Xinjiang Hami, Gansu Jaquan, coastal
and northern Hebei, western Jilin, coastal Jiangsu, Mending,
and Mengzi. According to the plan, the year will be com-
pleted, accounting for about the total installed capacity of
the country [7]. The doubly fed induction generator is an
important part of a wind power generator. To design a
high-quality wind power system, it is necessary to determine
the best control method. This paper takes the vector control
technology as the core and takes the wind turbine unit com-
bining the doubly fed induction generator and the AC-DC-
AC dual PWM excitation converter as the research object
and conducts the theoretical analysis and simulation analysis
of the system. By the end of the year, the country’s cumula-
tive grid-connected capacity wind power grid-connected
capacity accounted for about the total installed capacity
of the national power supply, an increase of about over
the year. China’s wind power market is beginning to enter
a period of steady development after years of rapid growth
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and continues to maintain its position as the world’s largest
wind power market.

Doubly fed generators have become the mainstream
models of variable speed and constant frequency wind
power generation systems because of their superior opera-
tional performance and outstanding advantages. Compared
with the permanent magnet synchronous generator wind
power generation, the structure of the doubly fed wind
power generation system is more complex, and the decou-
pling control strategy of the doubly fed power generation
system through rotor AC excitation has been the focus of
research by scholars at home and abroad. At present, the
control of doubly fed wind power generation systems mainly
include vector control, direct torque control, and nonlinear
control. The industrial doubly fed induction generators usu-
ally use the traditional vector control method [8]. The basic
idea of vector control, which is currently the dominant con-
trol strategy for doubly fed wind power systems, is to control
the rotor current in a synchronous rotating coordinate sys-
tem and to ensure that the chosen vector coincides with
the horizontal axis of the coordinate system. In asynchro-
nous motor vector control, the rotor magnetic chain orienta-
tion is usually used, and synchronous motor vector control
takes the air-gap synthetic magnetic chain orientation.
According to the principle of vector control, the system
designed with the concept of master-slave control and
cross-coupling basically solves the problem of power imbal-
ance, but its power balance accuracy and dynamic perfor-
mance are not good. To improve the power balance
accuracy and improve the dynamic performance, the “differ-
ential moment feedback” link is added. In the DFIG vector
control technique, the stator voltage vector and the stator
magnetic chain vector are usually chosen as the orientation
vectors. To achieve the goal of controlling the motor speed
and reactive power, a power winding magnetic chain-
directed vector control strategy without cross compensation
is proposed in the literature. The literature proposes a vector
control-based negative sequence compensation strategy for
the excitation current with only one current loop, which
can effectively suppress the pulsations of torque, power,
and DC bus voltage without setting a specified target and
can even minimize the current imbalance. The literature
incorporates the design of a sliding mode variable structure
controller based on the power winding magnetic chain
directional vector control, which integrates the effect of rotor
magnetic chain on electromagnetic torque and improves the
accuracy of motor speed control [9].

Because of the abovementioned drawbacks and short-
comings of vector control, it is necessary to realize the fully
decoupled control of active and reactive power from the
nonlinear nature of a doubly fed wind power generation sys-
tem to improve its static and dynamic performances. In
recent years, many scholars have introduced new control
strategies for the integrated control of doubly fed power gen-
eration systems. The internal mode control is a new control
strategy based on the mathematical model of the controlled
object, which is proved to have the advantages of simple
structure, direct and clear parameter adjustment, and high
robustness. In the literature, internal mode control is used

to replace the general control, and a mathematical model
of the doubly fed motor is established using the function,
and the internal model control method is used to design
the current inner loop and speed outer loop. The internal
mode control reduces the requirement for system model
accuracy, and the simulation results show that the control
system has good steady-state performance and dynamic
response speed [10].

3. Performance Testing of a Doubly Fed Wind
Power System with Adaptive Sensing
Control Technology

3.1. Adaptive Sensing Control System Design. Industrially,
doubly fed induction generators usually use a conventional
vector control method. This method is based on the princi-
ple of vector orientation and decouples the three-phase
model of the doubly fed motor into two decoupled subsys-
tems corresponding to reactive power/magnetic flux and
active power/torque through a coordinate transformation
from a three-phase stationary coordinate system to a two-
phase rotating coordinate system and decouples the inter-
system coupling relationship through a compensation term,
so that the reactive power/magnetic flux and active power/
torque of the doubly fed motor are, respectively, subject to
only the decoupled DC voltage flux control, making its per-
formance equivalent to that of a DC generator. Two fre-
quently used vector control methods are stator chain-
oriented vector control based on the stator and grid
voltage-oriented vector control based on the grid voltage
[11]. Whether stator magnet chain oriented or stator voltage
oriented is used, vector control uses a double-loop control
structure. Dual-loop control generally refers to power outer-
loop control and current innerloop control. The doubly fed
asynchronous generator we usually talk about is essentially a
wound rotor motor. Since its stator and rotor can feed
power to the grid, it is called doubly fed motor for short.
Although the doubly fed motor belongs to the category of
asynchronous motor, it can apply excitation and adjust the
power factor like a synchronous motor because it has an
independent excitation winding. Among them, the current
innerloop control link includes PI controller and compensa-
tion term, which is responsible for decoupling between
active and reactive control; the power outerloop control link
is PI controller, which is responsible for generating the ref-
erence value of rotor innerloop current. For the control of
the rotor-side converter, two control schemes are generally
used: vector control based on stator magnetic chain oriented
SFO or vector control based on stator voltage oriented SVO.
The two vector control schemes have almost the same effect
on the control of active and reactive power. The following
will be an example of the vector control method under sta-
tor chain orientation. In this case, it is possible to control
the active power part/rotor speed/electromagnetic torque
of a doubly fed induction generator by controlling only
the q-axis component of the rotor current and the reactive
power part by controlling only the d-axis component of
the rotor current.
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P2 + Pm = p1 − pu1 + pu2ð Þ: ð1Þ

The analysis above in this chapter, for an invertible sys-
tem, can be derived to form a pseudolinear composite sys-
tem with its order inverse system and the original system.
However, the presence of nonlinear modeling errors and
the parameter drift of the system in operation make the
pseudolinear composite system not an ideal linear system,
so it is necessary to design the pseudolinear system using
an additional controller. The internal model control, a con-
trol strategy based on the mathematical model of the object,
has the characteristics of simple design and the ability to
consider the closed-loop performance and robustness com-
pared with the traditional feedback control. If the pseudo-
linear composite system is formed by the inverse system of
order and the original system is taken as the control object,
the theoretical linearized transfer function describing the
input-output relationship of the composite system corre-
sponds to the internal model in the internal model control,
and based on this idea, the internal mode control is adopted
in this chapter to control the design of the above pseudo-
linear system [12], as shown in Figure 1.

As an important part of the wind power system, the
wind turbine extracts energy from the wind and then con-
verts it into mechanical energy to drive the wind turbine.
The relationship curve between the active power of a wind
turbine and its rotational speed at different wind speeds
when the pitch angle β is zero. For each wind speed, the
maximum power point corresponds to only one value of
the wind turbine speed. The doubly fed wind turbine, as a
variable speed and constant frequency wind turbine, can be
operated by adjusting the rotor speed when the wind speed
changes, which in turn allows the wind turbine to operate
at the peak of the corresponding power curve [13]. The the-
oretical curve for the maximum power that a wind turbine
can extract from the wind is a power-of-three function con-
cerning the wind turbine speed, Pop = Koptω3t. The expres-
sion for the maximum electromagnetic torque is like this
equation, except that it is a square function concerning the
wind turbine speed. If the wind speed is below the rated
value, the wind turbine operates in the variable speed mode
where its rotational speed is adjusted by the doubly fed gen-
erator speed control or active power control so that Cp is
maintained at the Coma point. In this mode of operation,
the wind turbine pitch angle control is deactivated, when
the pitch angle β is fixed. However, if the wind speed when
exceeds the rated value, the pitch angle control is activated
to increase the pitch angle of the wind turbine, thus reducing
the mechanical energy extracted from the wind. This is
shown in Figure 2.

The parameters of the proportional-integral controller
used in vector control are designed based on a linearized
model of the system at some stable operating point, which
makes it heavily dependent on an accurate model of the
system. The physical mechanical failure of IPM is largely
related to the design quality defects of the device itself, from
the reliability design of the device itself, the body structural
design, and the internal structure layout design, comprehen-

sive rectification, starting from the quality improvement of
the device itself, to improve the quality of the device com-
prehensively and systematically. However, because the exact
model of the system is often impossible to obtain in practice,
vector control generally does not allow the system to be con-
trolled optimally when the system is shifted from the equi-
librium point [14]. The so-called equilibrium point is the
state in which the turbine can operate stably, which generally
refers to the rated operating state. In the system operation,
due to the fluctuation of output caused by the change of
wind speed and the change of grid operation status caused
by the change of load, the operation points of doubly fed
wind power system is constantly changing, so the vector
controller designed based on a certain operation point can-
not play its optimal control effect at other operation points.
In recent decades, some nonlinear control methods have also
been applied to the control of many power system devices,
and the most representative control method is the feedback
linearization method. The feedback linearization method
can achieve the optimal control under the working point off-
set because it is a global linearization of the system model.
However, its disadvantage is that it also relies on an exact
model of the system and therefore lacks robustness to
changes in parameters. In individual applications, the
controller requires the use of many state variables that are
difficult to obtain accurately in real systems, let us say in
mechanical systems.

Ts + xL3m/L2s
� �

3Hmð Þ : ð2Þ

The parameters of the proportional-integral controller
used in vector control are designed based on a linearized
model of the system at some stable operating point, which
makes it heavily dependent on an accurate model of the sys-
tem. However, because the exact model of the system is often
impossible to obtain in practice, vector control generally
does not allow the system to be controlled optimally when
the system is shifted from the equilibrium point. The so-
called equilibrium point is the state in which the turbine
can operate stably, which generally refers to the rated oper-
ating state. In the operation of the system, the operating
point of the doubly fed wind power system is constantly
changing due to the fluctuation of the output power caused
by the change of wind speed and the change of the grid
operating state caused by the change of load, so the vector
controller designed based on a certain operating point cannot
exert its optimal control effect at other operating points. In this
section, a control strategy combining proportional-integral
feedback control and feedback linearization methods is
proposed, i.e., a feedback linearization method based on dif-
ferential geometry theory is used to design the current inner-
loop controller, while a proportional-integral feedback
control method is used to design the power outerloop con-
troller. The proportional-integral controller is used in the
power outerloop control because it helps in switching control
of the outerloop reference current under multiple operating
conditions and helps in simplifying the overall controller
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design, whereas the feedback linearization method based on
differential geometry is used in the current inner loop con-
trol, which ensures the responsiveness of the current inner
loop controller.

3.2. Performance Testing of Doubly Fed Wind Power Systems.
The name “doubly fed” is derived from the fact that both the
stator and rotor of the generator can feed electricity to the
grid separately. The DFIG has a rotor excitation winding
and, due to its constructional advantages, offers the advan-
tages of both synchronous and asynchronous generators.
Synchronous generators are often used, but the excitation
system of synchronous generators uses a DC power supply,
and the excitation system can only control the amplitude

of the excitation current. The DFIG excitation system uses
an AC excitation power supply, which can control the fre-
quency, amplitude, and phase of its current. The total posi-
tive electrode of the lithium battery pack is connected in
series with the contactor, and the inverter and the shunt
are connected to the total negative electrode of the lithium
battery pack. The invention has a novel structure and a
clever design; the overcurrent signal latch and reset circuit
are used to memorize the overcurrent protection signal;
avoiding frequent switching of the contactor can extend
the life of the contactor and reduce the impact on other
power devices. When the DFIG rotational speed changes,
the frequency of the AC excitation power supply can be
adjusted to achieve variable speed and constant frequency
power generation; when the DFIG power angle needs to be
changed, the phase of the AC excitation power supply out-
put current can be controlled to produce a certain amount
of displacement of the generator rotor magnetic field to
ensure that the phase angle between the DFIG output volt-
age and the grid voltage is corrected; changing the amplitude
of the AC excitation current can adjust. The magnitude of
the DFIG output active power can be adjusted by changing
the amplitude of the AC excitation current. By using vector
control technology, the amplitude and phase of the AC exci-
tation current in the DFIG can be controlled simultaneously,
and the active and reactive power can be controlled indepen-
dently, which makes the control strategy more flexible and
diverse [15]. The doubly fed induction motor is an AC-
excited motor, where the stator is connected to the industrial
frequency grid and the rotor is excited by adjustable AC. By
adjusting the frequency, amplitude, and phase of the rotor
excitation current through AC excitation, the doubly fed
motor can achieve variable speed and constant frequency
operation, and at the same time, the active and reactive
power of the stator can be adjusted. Centralized manage-
ment of the servers running various e-government business
systems, real-time grasp of the operation status, receiving
and processing of alarm information, and timely judgment
such as whether the flow of key services is normal, whether
the application operation exceeds the specified threshold,

Simple design

Traditional feedback 
control

Composite system

Model control

Composite system Linear system Internal model control

Figure 1: Control structure of internal mode of two-port structure.
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Figure 2: The relationship curve between the active power of wind
turbine and its speed at different wind speeds.
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and ensuring the stability of the core e-government business.
For efficient and safe operation, if the stator winding and
rotor winding of the doubly fed induction motor are both
symmetrically wound, and the number of motor pole pairs
is, when a three-phase AC voltage is applied to the stator
side, an asynchronous rotating magnetic field will be gener-
ated in the air gap of the motor due to the three-phase sym-
metrical current in the stator winding, and the rotating
magnetic field rotates at a synchronous speed, and the speed
is related to the grid frequency, and the number of motor
pole pairs as follows.

n1 ≥
60f xð Þ
2p : ð3Þ

The main operational objectives of the variable speed
and constant frequency doubly fed wind power system is
first, to achieve maximum wind energy tracking, the core
of which is the control of DFIG speed or active power, and
secondly, the control of DFIG stator output reactive power.
Thus, the DFIG is the object of control, and the rotor side
PWM converter is the executor of the control command.
To achieve effective control of the control object, the rotor
side PWM converter should be designed based on the math-
ematical model of the DFIGURE. The mathematical model
of DFIG is a high-order, multivariable, nonlinear, strongly
coupled system in the same three-phase stationary coordi-
nate system as the common three-phase AC motor, which
is difficult to analyze and design the control system. To real-
ize the effective control of the active and reactive power of
DFIG, both must be decoupled. Therefore, the vector control
technology in AC speed control can be applied to the active
and reactive power decoupling control of DFIG, i.e., the
active and reactive components of rotor current can be
decoupled through coordinate transformation to realize the
effective and decoupling control of active and reactive power
of DFIGURE. The two objectives of the variable speed and
constant frequency doubly fed wind power generation sys-
tem is achieved.

ξ =

ak 1 0
0 k 0

0 1
t

0

2
6664

3
7775: ð4Þ

To further improve the safety and reliability of the IPM,
a “multisource, multimeasure” hierarchical IPM protection
scheme is designed based on the IPM’s protection. As can
be seen in the figure, in addition to the IPM’s protection,
an independent IPM AC side overcurrent protection circuit
and a DC side overvoltage protection circuit have been set
up in the hardware. The gain of the observer designed by
the pole configuration method can be adjusted online
according to the previously estimated moment of inertia
and viscous friction coefficient, so that the observer can still
accurately observe the sudden external load disturbance
when its own mechanical parameters change drastically.
Compensation has greatly improved the accuracy of the

servo system. In addition to the hardware protection mea-
sures, software protection is also provided in the DSP pro-
gram by judging the sampling signals. Three hardware
protection sources and one software protection source are
logically “combined” to form the IPM protection signal.
The protection signals generate several actions now of latch-
ing: blocking the PWM signal from the DSP output to the
driver circuit, setting the DSP PDPINT pin low so that it sets
the PWM output pin to a high resistance state through the
hardware circuit, triggering a DSP protection interrupt,
and blocking the input of the optical scourge in the IPM
driver circuit. This redundant protection measure improves
the reliability of the IPM protection work and provides
safety assurance for iterative exploratory experimental stud-
ies using the prototype system, as shown in Figure 3.

The wind turbine simulation subsystem consists of a DC
motor, a thyristor governor, and a PCI bus-based data
acquisition card. Under the control of the host data, the
acquisition card collects the voltage and current of the DC
motor and the speed signal of the unit to output the control
signal of the thyristor governor to control the DC motor to
realize the simulation of the wind turbine characteristics.
The DFIG control subsystem and the wind turbine simula-
tion subsystem complete the DFIG control and wind turbine
simulation, respectively, is the electromechanical energy
conversion (power generation) unit and the power (prime
mover) unit of the experimental system. Different from the
real wind power system, DC machine simulation of the wind
turbine and DFIG operation has a more complex interoper-
ability relationship to ensure the normal operation of the
entire experimental prototype system must be harmonized
to the two subsystems so set up a monitoring and manage-
ment of the two subsystems of the host computer whose
hardware configuration includes PC, data acquisition card
software configuration using self-developed host monitor-
ing, and management program. The main task of the main-
frame is two: one is to monitor and control the two DSPs as
slaves to realize the master-slave two-level control of DFIG;
the second is to control the data acquisition card to realize
the wind turbine simulation to coordinate the DFIG and
the DC machine simulation of the engine (wind turbine)
with each other to achieve the purpose of maximum wind
energy tracking. In addition, the host computer communi-
cates with the two DSPs in real-time to obtain real-time
information on the changes of each signal so that the
operation of the whole experimental prototype can be
monitored.

U =U 1 + dð Þeitv1 , t ≤ 0+: ð5Þ

To study the impact of grid-connected operation charac-
teristics of large-scale wind turbines on the power system, a
wind farm grid-connected model consisting of 20 wind tur-
bines. This model consists of five feeders to connect the sin-
gle 2.5MW wind turbine to the wind farm substation via
690V/35 kV transformer 1T and then from 35 kV/110 kV
transformer 2T to the high-voltage transmission line and
the grid-side substation fed into the grid. For modeling
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purposes, all wind turbines of the wind farm are equivalently
considered as equivalent wind turbines, and the simple sin-
gle interconnected power system consists of equivalent wind
turbines, load model, and infinity bus. The equivalent grid-
connected structure uses an IEEE3 node system, where node
1 is the equivalent wind turbine tie-in node, node 2 is the
dynamic load node, and node 3 is the infinity balance node
[16], where the dynamic load is usually connected in parallel
with a constant P Q load. 0E, 0S are the equivalent electric
potential and capacity of the infinity grid, respectively, as
shown in Figure 4.

The observer is responsible for the estimation of state
variables and disturbance terms, while the controller per-
forms optimal feedback control. In addition, a compensation
term is used to achieve complete decoupling between the
loops. Using pole configuration techniques to select the
appropriate observer gain, the perturbation observer can
actively estimate and compensate for the perturbations.
The rotor side controls the doubly fed generator to achieve
maximum wind energy power tracking. The grid-side con-
verter is controlled by output and grid-connected to achieve
DC bus voltage stability and independent decoupling control
of output power. It is worth noting that since an increase in
observer gain amplifies the measurement noise, there is a
trade-off between the speed of convergence and sensitivity
to the measurement noise in the choice of observer gain.
The stability, dynamic performance, and interference immu-
nity of the system should be considered when selecting the
observer bandwidth λα. To obtain accurate observations
and satisfactory dynamic performance should be chosen as
large as possible in the initial design phase. In this chapter,
a nonlinear adaptive control POMAC method based on dis-
turbance observer is proposed for the overall control of a
doubly fed wind power system, and its performance is veri-
fied by simulation. Since the POMAC method compensates
for the disturbances better and responds faster, it can pro-
vide more reactive power, which helps to improve the volt-
age outlets at the machine end.

The state and disturbance terms of the system are esti-
mated using an extended state and disturbance high gain
disturbance observer and the estimated values are used
instead of the true values to achieve optimal output feedback
control. The design of POMAC does not depend on an exact
system model and its excellent control performance remains
largely consistent under various operating conditions, which
indicates its robustness to system nonlinearities and uncer-
tainties. These advantages can be attributed to perturbation
estimation and optimal output feedback control, which
eliminate the effects on the system due to nonlinearities,
uncertainties, and external perturbations.

4. Analysis of Results

4.1. Adaptive Sensing Control System Results. The software
parts of the net-side converter and rotor-side converter con-
trol systems of the dual PWM converter are also indepen-
dent of each other. Both have different control objects and
processed data, but their structure is the same, both are
modular designs, the whole software system is composed
of the main program and various interrupt service programs,
and the main program and interrupt service programs are
composed of subroutines. The software system uses five pri-
ority levels, with the highest priority being protection inter-
rupts, followed by timer interrupts, serial communication
interrupts, keyboard interrupts, and the lowest level is the
main program. The timer interrupt implements DFIG real-
time control and is the core of the software system. The
serial communication interrupt and the keyboard interrupt
handle the communication and interaction between the
DSP and the host and the DSP and the operator, respec-
tively, where the serial communication interrupt has a
higher priority for the machine-to-machine communication
task than the keyboard interrupt has for the human-to-
machine interaction task. This is shown in Figure 5.

The control unit and the DSPZ control unit are relatively
independent in function and structure but have many

IPM
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Subsystem InteroperabilityDC motor
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Overcurrent
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Overvoltage 
protection

Program
 software 

Figure 3: Schematic diagram of IPM protection scheme.
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similarities in hardware composition. The basic circuits of
the two control units are the same including the DSP mini-
mum system and extended input and output circuits, signal
acquisition circuits, signal preprocessing circuits, guard M
drive circuits, nd control power circuits. The DSP minimum
system includes the CPU, system clock, data and program
memory, and decoding circuits; extended input and output
circuits are to provide interfaces for numerous peripheral
circuits and extended circuits are to connect the DSP mini-
mum The signal acquisition circuit uses voltage trans-
formers and current transformers to convert strong power
signals into weak control signals; the signal preprocessing
circuit amplifies and filters the weak signals output from
the signal acquisition circuit for AD conversion by the
DSP. The hybrid damping suppression scheme is derived
and combined with the grid impedance measurement tech-
nology to form an adaptive control strategy for grid-
connected inverters based on hybrid damping, so that the
grid-connected inverter can maintain relatively good perfor-
mance under various grid impedance conditions. In system

characteristics, the IPM driver circuit isolates and shapes
the drive pulses from the DSP for driving the IPM; the con-
trol power circuit provides the 15V and SV power supplies
required by the control circuit and the four +15V power
supplies required by each IPM. The two DSP control units
differ in that the DSPI control unit serves as the direct con-
trol core for the DFIG and has more functions than the
DSPZ control unit and the circuitry to implement those
functions. The additional circuitry for the DSPI control unit
includes a keypad display circuit, a protection drives opera-
tion circuit, parallel communication, and serial communica-
tion circuits, and a DFIG speed position detection circuit.
The keypad display circuit provides a 4 × 4 matrix keypad
and a 6-digit digital tube display; parallel communication
and serial communication are channels for information
exchange between the slave and the host Parallel communi-
cation takes a simplex approach (data can only be passed
from the slave to the host in one direction) Serial communi-
cation is a full-duplex approach (data can be passed between
the slave and the host in both directions).
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Ghfp =
Ths − 1
Ths + 2 : ð6Þ

By combining the power generation subsystem with the
grid-connected subsystem, an overall simulation system
based on the rotational speed control scheme for maximum
wind energy tracking is formed. The speed control scheme is
straightforward compared to the power control scheme, i.e.,
the optimal motor speed is calculated from the monitored
wind speed, and then, the optimal motor speed is tracked
and controlled. The speed control scheme is simulated by
setting the doubly fed generator to run at speed for seconds
at no load and then connected to the grid. The wind speed is
given: the wind speed is from second to second, and the
optimal speed is the one that maximizes the blade tip speed
ratio at that wind speed, and the speed difference is from
second to second, and the optimal speed is〒, and the speed
difference is from second to second, and the speed difference
is from second to second. The reactive power is given: the
reactive power is given from second to second and the reac-
tive power is given from second to second and the reactive
power is given from second to second [17]. It shows the
waveforms of rotor three-phase current versus motor speed
during the speed control scheme to achieve maximum wind
energy tracking. It can be seen that as the motor speed
increases, the rotor current amplitude increases accordingly;
the rotor current frequency decreases as the speed gradually
increases and the turndown rate gradually decreases in the
first seconds; after seconds, as the speed increases and the
turndown rate becomes larger, the rotor current frequency
starts to gradually increase. The figure shows the waveform
of the rotor three-phase voltage as the control quantity in
this process, and it can be found that the rotor voltage
amplitude is proportional to the rotation rate, as shown in
Figure 6.

4.2. Performance Results of the Doubly Fed Wind Power
System. The control software part of the variable speed and
constant frequency doubly fed wind power system consists
of the main program and the interrupt service program.
Here, we mainly analyze the main program and the interrupt
service program of the network-side converter and the
machine-side converter in the AC excitation power supply.
The main program mainly completes the initialization of
the system, the interrupt service of the network-side con-
verter is mainly used to stabilize the DC-side voltage, and
the interrupt service program of the machine side converter
mainly implements the DFIG variable speed and constant
frequency power generation operation and the fault ride-
through function of the doubly fed wind power generation
system. According to the active power and the virtual syn-
chronous speed, the drag torque is generated to realize the
governor function; according to the wind speed and rotor
speed, the torque command of the doubly fed wind turbine
at the maximum wind power output is obtained, and then,
the doubly fed motor is in a steady state. According to the
reactive power and stator voltage, the voltage-reactive droop
controller is used to generate the excitation current com-
mand to realize the excitation regulator function. The func-

tions of the main program include initializing the DSP
registers, setting the interrupt system, initializing the
analog-to-digital converter ADC module, timer, event man-
ager, CAP unit, QEP unit, comparison unit, I/O pins, etc.,
and displaying the program operation status. A three-level
priority design is used in the software system, where the
main program has the lowest priority level, followed by the
timer interrupts, and the protection interrupts have the
highest priority [18]. The control programs for the net-side
converter and the machine-side converter are not done in
the main program, but in the corresponding timer interrupt
service programs, as shown in Figure 7.

Combined with the analysis earlier in this chapter, it is
known that under weak grid conditions, although the stabil-
ity and passivity of the system can be improved by further
adjusting and rationalizing the PI controller parameters
and phase-locked loop controller parameters of the grid-
side converter system and rotor-side converter system, etc.,
due to the grid environment in practical applications and
the requirements of a weaker grid with a lower short-
circuit ratio, the practical results that can be achieved by
adjusting the PI controller parameters only. However, due
to the actual grid environment and the requirements of
weaker grids with lower short-circuit ratios, the practical
results that can be achieved by adjusting the PI controller
parameters alone are very limited, so there is a need to
improve and enhance the stability of the system by adding
additional control structures to reshape the output conduc-
tance of the doubly fed wind power system so that it can
improve the passive nature of the system. The three-step
prediction method and hysteresis switch are used to detect
the occurrence of grid faults, control the cut-in and cut-out
of the deexcitation current, and dynamically adjust the size
of the deexcitation current according to the degree of the
grid fault, and effectively reduce the system shock time when
the grid voltage dips. While keeping the DFIG system from
leaving the network, it can also well protect the purpose of
the DFIG system. From the point of view of the passive
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Figure 6: Motor speed tracking waveform graph.
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nature, the reason for the instability of the doubly fed wind
power system when grid-connected is because its equivalent
conductance has too many nonpassive regions in its dd com-
ponent and Q component, active damping can be considered
to suppress the nonpassive regions and reduce the conduc-
tance amplitude, the main step is to improve the damping
of the system by extracting the current disturbance compo-
nents after filtering and gain processing, etc., and feeding
them back into the current control loop capacity, i.e.,
expanding the passive region of the system. To further inves-
tigate the effectiveness of the proposed control method of
introducing variable dampers with the crowbar protection
circuit to suppress the DFIG rotor overcurrent, the double
fed wind power system can use the vector control method
with the crowbar protection circuit to realize the fault ride-
through when the voltage and voltage have deep symmetri-
cal dip fault, or the control method of introducing variable
dampers with the Crowbar protection circuit proposed in
this paper can be used. Control method with Crowbar pro-
tection circuit is shown in Figure 8.

A disturbance observer-based OFCC method for mag-
netic chain compensation control is proposed for the LVRT
problem of doubly fed wind power systems. Firstly, the tran-
sient characteristics of the doubly fed wind power system
during voltage dips are studied, and it is concluded from
the analysis that accurate compensation of the dynamics of
the stator magnetic chain is the key to achieving LVRT.
Based on the multiloop adaptive control proposed in Section
3, an observer-based magnetic chain compensation control
method is designed considering a system model in which
the stator-rotor magnetic chain interacts with each other.
The disturbances caused by stator magnetic chain variations
are accurately observed by using an observer, and the
observed values are controlled instead of the real values.

The results of the simulation lead to the following conclu-
sions. The proposed OFCC can achieve the same control
effect of low voltage ride-through as FFTCC, which is much
better than the low ride-through effect of vector control [19].

To verify the feasibility of the control algorithm of dou-
bly fed wind power system and the control algorithm of the
doubly fed motor without speed sensor which will be studied
later, the thesis establishes a doubly fed wind power simula-
tion system in the environment. The doubly fed wind power
system is a complex nonlinear multivariate high-order sys-
tem with various symmetric relationships internally, so vec-
tor control technique is used to control the instantaneous
values of voltage and current to achieve power or torque dis-
symmetric control.

Unlike the FFTCC method, the design of the proposed
method does not rely on an accurate system model; it can
well estimate the disturbances due to the magnetic chain
dynamics and compensate for the control. Based on the
magnetic chain compensation, the controller can output a
suitable rotor voltage to offset the induced electric potential
and achieve a suppression effect on the rotor overcurrent.
The proposed magnetic chain compensation control method
does not require accurate observation of the magnetic chain,
and there is no problem with switching the control strategy
during a fault.

h1 =
ωdsμs
Lg

: ð7Þ

In this paper, in the studied doubly fed wind power system
without position sensor control system, firstly, the simulation
study of the system is required, so the simulation models of
the components that make up the doubly fed power system
must be constructed. Many functional modules are provided,
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and together with simple programming using the language, it
is relatively easy to implement the above model and control
block diagram so that the feasibility of the control strategy
of the doubly fed wind power system can be verified through
simulation, and the dynamic and static performances of the
whole system model can be simulated and analyzed for the
study. The simulation of various load cases is used to guide
the design of the hardware circuit and to give viable thinking
and steps for the software writing to provide adequate prep-
aration instructions for the prototype experiments.

5. Conclusion

In this paper, the doubly fed wind power variable current
system is taken as the research object, with the objective of
effectively improving the grid stability of the doubly fed
wind power variable current system; starting from the basic
structure of the doubly fed wind power system, it is analyzed
that the system can be divided into two subsystems, namely,
the net-side converter system and the rotor-side converter
system, and the impedance model is established for the sub-
systems, respectively, along these lines; in the control struc-
ture of the doubly fed wind power system, the control
parameters of the net-side converter subsystem and the
rotor-side converter subsystem are parametrically designed,
respectively, and then, the theory of grid-connected imped-
ance stability analysis and the theory of passivity are intro-
duced in detail, and the port impedance characteristics of
the system and the grid-connected stability under different
grid strengths are analyzed by combining the resulting
impedance model and the design parameters [20]. The adap-
tive control of the doubly fed wind power system is studied
and applied to the control strategy of low voltage ride-
through, mainly focusing on the poor control effect of tradi-
tional vector control at the operating point offset and the
lack of robustness to the system modeling errors and exter-
nal disturbances.

The adaptive sensing control method for doubly fed
wind power systems mentioned in this paper considers the
system under the condition of three symmetric faults. The
probability of asymmetric faults in the grid is much larger
than that of symmetric faults. Therefore, it is of great practi-
cal importance how to apply the proposed adaptive sensing
control method to asymmetric fault conditions. Finally,
how to apply the proposed adaptive control method to other
power system devices and achieve coordinated control
among multiple devices can be our future research direction,
thus making the grid stability and robustness of the whole
doubly fed wind power system optimized and improved.
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This paper combines flexible pressure sensing technology, wireless sensor network, and cloud platform technology to design and
manufacture a medical miniature pressure sensor and its supporting system. The problem of noninvasive monitoring of the
syndrome encountered in the clinic is used for real-time monitoring and auxiliary diagnosis of the disease. Different from the
current clinical use of “puncture” to measure intrafascial pressure, this system focuses on the noninvasive monitoring of
compartment syndrome, using medical tape to paste a flexible microsensing unit on the injured area. The flexible sensor unit
can measure the pressure here in real time and then can know the pressure in the fascia chamber. The flexible pressure sensor
unit combines with the subsequent flexible circuit to send the measured data to the data in real time through wireless
communication. The data aggregation node transmits the collected data to the upper computer through serial communication,
and the upper computer software processes and stores the data and uploads it to the cloud server. In this experiment, it was
observed that the concentrations of Ca and P showed the same fluctuating trend. With the gradual progress of the stretch, the
concentrations of Ca and P increased with the increase in time, reaching approximately at the end of the extension. The peak
value indicates that the osteoclast activity is enhanced at this time, the bone matrix is largely destroyed, and the Ca and P in
the matrix are released into the serum in a large amount, thereby increasing the serum concentration. After the distraction
ceases, it enters the healing period of the callus. At this time, the concentrations of Ca and P decrease with the increase in time
and gradually reach a stable level, indicating that the osteoblast activity is enhanced at this time, the bone matrix begins to
rebuild, and the Ca and P gradually increase. The deposited bone matrix gradually forms new bone and finally reaches a
balance. Since the speed of extension in each experimental group is inconsistent, the time required to reach the same extension
length is also inconsistent, so that the peak time is also inconsistent. After plotting the stress difference (△F) before and after
stretching against time and speed, it is found that the relationship is linear. However, these two variables affect △F at the same
time, so they cannot be isolated. Based on this, this subject uses multiple regression equations to fit the three relationships of
stress difference (△F), time, and speed. In the process of distraction osteogenesis, with each distraction, the bone stress
presents a trend from high to low. And as the stretch progresses, the measured stress value increases linearly at the same time
point every day.

1. Introduction

In orthopedics trauma, trauma caused by various sudden acci-
dents, such as car accidents, slips, falls, and industrial acci-
dents, may cause tissue damage or loss [1]. These injuries or
defects often result in the loss of body functions and ultimately
lead to disability or even death. Therefore, the care of wounds
has attracted much attention from medical staff. Common
traumas in orthopedics include open fractures, avulsions,

extensive skin abrasions, and crush injuries. Currently,
researchers and medical staff have developed many methods
for treating wounds and repairing skin [2]. Among them,
wound dressings are widely used for wound healing because
they can provide suitable healing conditions and at the same
time coordinate and balance body activities such as blood ves-
sels, connective tissues, and epithelial cells. In addition, with
the rapid development of China, the contradiction between
the increasing aging population and the increasingly serious
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chronic diseases and China’s relatively scarce medical
resources has gradually become prominent [3]. At present,
new concepts such as “smart medical” and “smart medical”
are proposed to change the existing medical service model
and improve the utilization of medical resources. Smart med-
ical devices and wearable devices are an important part of
these concepts. The research on sensors suitable for this type
of equipment is of great significance to the promotion of
“smart medical” and “smart medical.” At the same time, this
type of sensor device with the ability to perceive different
external environmental parameters is also expected to be used
in existing medical equipment such as artificial limbs to effec-
tively improve the quality of life of patients [4].

When the external force is within the range of normal
physiological load, in order to maintain its normal structure
and function, the articular cartilage will obtain nutrients
through the exchange of joint lubricating fluid and the fluid
in the matrix. Therefore, normal joints usually do not cause
cartilage damage when carrying loads within the bearing
range, but any load that exceeds the joint bearing capacity
has the risk of cartilage degeneration and osteoarthritis.
For some athletes, soldiers or dancers, they often do some
rapid acceleration, instant deceleration, continuous training
and jumping and landing one-leg support. Therefore, due
to their special activities, they may be greatly exacerbated
by regular exercises in this way. The damage to the cartilage
of the knee joint or the risk of worsening of the knee joint
cartilage in people in China will have a serious impact on
their careers. At present, for some different exercise
methods, the human knee joint cartilage is subjected to dif-
ferent forms of loading conditions, and the mechanism of its
mechanical properties has not been clearly expressed [5].
This requires us to strengthen the study of the changes in
the mechanical behavior of the knee joint in different ways
of movement and explore the inducing mechanism of the
occurrence and exacerbation of knee cartilage damage under
different loading conditions, as well as the changes in con-
tact stress and mechanical behavior [6].

This paper designs the hardware of the flexible pressure
sensor, which mainly includes the selection of the main
components according to the system requirements, the
design of the pressure signal conversion and reading circuit,
the selection of the antenna, and the corresponding optimi-
zation processing. In the actual design, this article has been
tightly focused on the requirements of flexibility, portability,
and wearable. While satisfying the most basic functions of
the system such as data reading and wireless communica-
tion, it can be achieved to the maximum extent. This subject
observes that under the stretch strategy of extending twice a
day, the stress value increases significantly after each stretch.
As time goes by, this stress value gradually decreases until
the next stretch (after 12 hours), approximately reaching
the level before the last stretch. At this point, the second
stretch is performed, and the stress value immediately
increases and then gradually decreases with the passage of
time. Until the first stretch on the next day, the stress value
dropped to a slightly higher level than before the previous
stretch. In this way, there are two stress peaks every day,
and each peak appears at the moment after stretching and

then gradually decreases with an exponential decay function.
For each phase of distraction osteogenesis (the same number
of days of extension), the experimental groups with different
extension speeds showed different stress changes. The stress
decreased by 8.83N before and after the first stretch on the
first day, and the stress increased by 12.52N before and after
the second stretch and then dropped by 11.21N.

2. Related Work

Combining the patient’s clinical manifestations, imaging
examinations, serological indicators, infrared spectroscopy,
and direct manometry are the main methods for diagnosing
acute compartment syndrome. Pain, paleness, paresthesia,
pulselessness, and paralysis are the five main clinical manifes-
tations. Serological indicators are mainly accelerated erythro-
cyte sedimentation rate, increased white blood cell count,
and increased creatine kinase. The first two are mainly caused
by the body under stress conditions, and the increase in the
two can appear under many stress conditions, lacking specific-
ity. Creatine kinase is of relatively great value in the diagnosis
of compartment syndrome. Normally, there is a small amount
of this enzyme in serum, 25-170U/L for women and 25-
200U/L for men. It is an important enzyme that regulates cell
energy metabolism. When the body is severely traumatized or
compartment syndrome occurs, resulting in muscle ischemia
and necrosis, the enzyme in the cell will be released into the
blood, which will significantly increase the content of serum
creatine kinase. It began to rise sharply 2 hours after injury
and reached a peak at 24 hours after injury, which was 42
times the normal value.

Studies by related scholars have reported that when mus-
cle tissue develops edema and degeneration, the average cre-
atine kinase value reaches 2400U/L or more; the osteofascial
compartment should be cut and decompressed at this time
[7]. At this time, the nerve, blood vessel, and muscle ische-
mia time is not yet very long, without avascular necrosis,
causing irreversible damage. MRI examination can mainly
see manifestations such as increased volume of the osteofas-
cial compartment, muscle edema, and loss of muscle texture.
Doppler ultrasound is more valuable in the diagnosis of
compartment syndrome than other auxiliary examinations.
It can not only observe tissue edema and vessel diameter,
but also dynamically observe arterial pulsation and fascial
tissue elasticity changes. Related scholars have studied the
pulsed phase-locked loop ultrasound instrument to observe
the fascia displacement waveform of the arterial blood
pressure pulse to estimate the pressure of the osteofascial
compartment [8]. The correlation between the degree of fascia
displacement in the osteofascial compartment and the perfu-
sion pressure was confirmed by the researchers through non-
invasive ultrasound. Relevant scholars have established a
model of the anterior tibial compartment of the calf to study
the increased pressure of the fascial compartment (infusion
of 0.9% sodium chloride solution increases the pressure of
the compartment) [9]. The reduced feasibility of noninvasive
evaluation has made Doppler ultrasound more and more
widely used in the diagnosis of compartment syndrome.
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Related scholars have studied the creep behavior of artic-
ular cartilage and the mechanical behavior of depth and
velocity correlation [10]. It is found that under different
creep times of articular cartilage, the creep strain and creep
compliance decrease along the depth of the cartilage from
the surface to the depth. The depth-dependent creep compli-
ance increases with the creep time, and the increase in creep
compliance decreases along the cartilage depth. As the creep
progresses, the creep compliance first increases rapidly, then
increases and slows down, and decreases as the compressive
stress increases. In addition, Young’s modulus will gradually
increase from the surface layer to the deep layer, and
Young’s modulus of different layers will increase with the
increase in the stress rate [11]. Under the set compressive
strain, the Poisson’s ratio will increase with the increase in
depth and the Poisson’s ratio of different layers will increase
with the increase in compressive strain.

Related scholars have studied the dynamic contact
mechanics of the human knee tibial platform during gait and
stair climbing, analyzed the magnitude and position of the
maximum contact stress at different relative positions during
the movement [12]. The maximum contact stress occurs in
the cartilage-cartilage contact area. During climbing stairs,
the maximum stress occurs on the back of the platform under
the meniscus; in the early stages of gait and ladder climbing,
the maximum stress on the lateral platform appears under
the meniscus. At the later stage of the ladder climbing process,
the maximum contact stress appears in the cartilage-cartilage
contact area. Related scholars have studied the stress contact
mode on the tibial plateau during the simulated gait move-
ment [13]. The first mode occurs on the posterior side of the
tibial plateau and a single peak stress occurs in the early stage;
the secondmode occurs in themiddle and posterior part of the
lateral plateau, with two peaks in the early and late stages; the
third mode occurs on the medial plateau cartilage.

Relevant scholars have studied the changes of some knee
joint motion parameters during walking before and after a
period of kneeling position and found that the continuous
static load on the knee joint will significantly affect the
subsequent knee joint motion load pattern [14–16]. The
motion and work style of static load applied to the joint will
obviously affect the force of the knee joint movement, which
will cause or aggravate the risk of arthritis [17, 18]. The
researchers found through finite element simulation that
even when the damage occurs only through strain-related
damage mechanisms, the location and size of cartilage dam-
age are obviously dependent on the strain rate [19–21]. In
addition, experimental studies have found that for a given
compression amplitude of up to 1.2mm, the reaction force
changes 6 times in the compression rate [22–24]. Although
the static response is basically linear, the nonlinear behavior
increases with the increase in the compression rate [25, 26].

3. Method

3.1. Flexible Pressure Sensor Terminal Architecture. The hard-
ware part of the flexible pressure sensor mainly includes a flex-
ible pressure sensing unit module, a pressure data reading and
conversion module, a wireless communication module, and a

power supply module. The overall hardware architecture is
shown in Figure 1. The flexible pressure sensing unit converts
the pressure signal into the resistance (conductance) signal,
pressure data reading and conversion module reads and con-
verts the resistance signal into a digital signal and sends it to
the wireless communication module. The wireless communi-
cation module sends the data to the data aggregation node
through the ZigBee wireless communication protocol, the data
is transmitted to the upper computer by the transmission
method, the upper computer software further processes the
data and stores and uploads the data, and finally the power
module is responsible for supplying power to the entire flexi-
ble pressure sensor.

3.2. Flexible Pressure Sensing Unit. The flexible pressure
sensing unit is a flexible pressure sensing device, which has
many advantages such as good flexibility, free bending and
even folding, and being light and thin, portable, and wear-
able. It is very suitable for pressure data measurement on
wearable devices. This article analyzes the advantages and
disadvantages of the three mainstream flexible pressure
sensing units: piezoelectric flexible pressure sensing unit,
capacitive flexible pressure sensing unit, and piezoresistive
flexible pressure sensing unit. Aimed at the scenario of com-
prehensive monitoring of the osteofascial compartment, this
paper intends to use a piezoresistive flexible pressure sensing
unit as the pressure acquisition device of the system.

The flexible pressure sensing unit used in this article is
Flexiforce from Tekscan, USA. The thickness of the flexible
pressure sensing unit is only 0.15mm, and the diameter of
the sensitive area is 0.95 cm. The range of different types of
flexible pressure sensing units can range from a few Newtons
to hundreds of Newtons, which can be used by different
users [27, 28]. Flexiforce is very flexible, can be bent at will
like paper, and is very thin, which fits the application scenar-
ios of compartment syndrome pressure measurement in this
article.

The Flexiforce flexible pressure sensing unit adopts a
two-layer structure, each layer of film is made of polyester
fiber material, and then silver wires are printed on this layer
of film, and finally a layer of pressure sensitive material is
added, and the two films are glued together. The mixture is
pasted together to form the Flexiforce flexible pressure sens-
ing unit. When no pressure is applied to the sensitive area,
the Flexiforce flexible pressure sensing unit presents a high
resistance state; that is, the resistance of the Flexiforce flexi-
ble pressure sensing unit is infinite, usually on the order of
tens of megaohms. When a force is applied to the sensitive
area, the resistance of the Flexiforce flexible pressure sensor
unit will drop to the order of tens of kiloohms; that is, the
resistance of the Flexiforce flexible pressure sensor will
decrease as the pressure increases, and the conductance
increases with the pressure.

The conductance of the Flexiforce flexible pressure sens-
ing unit is related to the pressure; that is, there is a one-to-
one correspondence between the pressure and the conduc-
tance. However, since each sample of the Flexiforce flexible
pressure sensing unit is not exactly the same [29, 30]. There-
fore, it is necessary to calibrate the pressure conductance
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curve of each Flexiforce flexible pressure sensing unit sample
and do the corresponding recording and storage work to
process the data later.

Place the Flexiforce flexible pressure sensing unit on the
rotating screw lifting platform to ensure that the sensitive unit
is located directly under the push-pull force gauge. The two
electrodes of the pressure sensing unit are, respectively, con-
nected to the red and black test leads of themultimeter tomea-
sure the resistance value, and the pressure conductivity data is
recorded within the pressure range of the Flexiforce flexible
pressure sensing unit. Figure 2 is the pressure conductance
curve of the Flexiforce flexible pressure sensing unit with a
range of 5N. It can be seen that the flexible pressure sensing
unit has good repeatability within its range.

3.3. ZigBeeWireless Communication. This article intends to use
ZigBee as the wireless communication protocol of the auxiliary
monitoring system for compartment syndrome. There are cur-
rently four mainstream ZigBee wireless communication chips
on the market: Texas Instrument (TI) CC2530, SILABS
EM35x, FREESCALE MC13224, and JENNIC’s JN516x. The
parameters of the four chips are shown in Table 1.

According to the parameters in Table 1, combined with
our application scenario of compartment syndrome, this
paper intends to use the CC2530 with a smaller chip size
and a lower price as the wireless communication chip of this
system. CC2530 is the second-generation ZigBee wireless
communication chip launched by TI. The wireless commu-
nication chip works in the 2.4GHz frequency band and inte-

grates modules such as a microcontroller, wireless
communication, and analog-to-digital converters. CC2530
adopts the QFN40 package, the physical size is only 6mm
∗ 6mm, the input voltage is between 2V and 3.6V, and
the sending and receiving data currents are relatively small,
24mA and 29mA, respectively.

The following mainly introduces the modules contained
in the chip:

(1) Microcontrol unit: the wireless communication chip
contains an enhanced 8051 microcontrol unit with
three different memory access bus modes: special
function registers, DATA, and CODE/XDATA. In
addition, it also includes a debug interface and an
input expansion interrupt unit

(2) Flash memory: the flash memory of the CC2530 is
mainly used to retain program codes and constants.
There are 4 different versions of the chip, which are
mainly distinguished according to the memory size.
The memory size is divided into 32KB, 64KB,
128KB, and 256KB

(3) Random access memory: this module can retain data
when the digital part is powered down, reducing the
power consumption of the entire system

(4) Analog-to-digital converter: ADC is 12 bits, supports
8 channels of analog signal input, and can choose
single-ended or differential input

Wireless communication
module

Processor Memory

Letter of
agreement

Operating
system AD conversion

Resistance to voltage
conversion

Sensing unit 1

Sensing unit 2

Sensing unit 3
Sensing unit 4 Pressure data reading and conversion module

Power module

ZigBee wireless communication protocol

Host computer

Convert pressure signal into
resistance (conductance) signal

Further processing,
storage and upload of data Data transmission

through wireless
transmission Send data to data

aggregation node

Figure 1: The overall architecture of flexible pressure sensor terminal hardware.
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(5) Watchdog: the watchdog plays the role of protecting
the microcontroller, resetting the device, and waking
up the device from sleep state when the software fails

(6) Sleep mode timer: this timer is an ultralow power
timer with a 32 kHz frequency crystal oscillator,
which can be used as a sleep wake-up timer

(7) Wireless transceiver module: this module includes
an IEEE 802.15.4 radio frequency transceiver, data
packet filtering, and address recognition module

3.4. Wireless Pressure Sensor Assistance. The main function
of the flexible pressure sensor is to collect pressure informa-
tion at the wound of compartment syndrome. The pressure
is not an electrical quantity. We are not good at measuring
and processing it directly. Therefore, the pressure change
needs to be converted through the flexible pressure sensing
unit. It is the resistance change, and then the resistance
change is converted into a voltage change. In this way, we
can measure and process it and finally send the data to the
data aggregation node in the data center through wireless
communication. The data aggregation node then transmits
the pressure data to the upper computer through serial com-
munication, and the software of the upper computer dis-
plays, graphs, stores, and uploads the data to the cloud, so
as to achieve the purpose of real-time monitoring of pressure
information at the wound of compartment syndrome.

The resistance of the sensitive area of the Flexiforce flex-
ible pressure sensing unit is inversely proportional to the
pressure. The greater the pressure, the lower the resistance
of the Flexiforce flexible pressure sensing unit. For the mea-

surement of resistance change, this article uses the same
phase amplifier circuit to achieve. According to the knowl-
edge in analog electronic circuits, it can be known from
the “virtual short” and “virtual disconnection” that the input
voltage and output voltage of the same phase amplifier
circuit have the following relationship:

Vout =
1 − Rx

Rref

� �
• Rref•V inð Þ, ð1Þ

where V in is the input voltage, Vout is the output voltage,
Rref is the reference resistance, and Rx is the resistance of the
piezoresistive flexible pressure sensing unit. When V in and
Rref are constant, the output voltage Vout of the circuit is
inversely proportional to the resistance Rx of the piezoresistive
flexible pressure sensor, that is, proportional to its conduc-
tance. According to the previous content, the conductance of
the piezoresistive flexible pressure sensor is proportional.
Pressure is positively correlated and can be fitted with a linear
function, so the output voltage of this circuit has a linear func-
tion relationship with pressure.

Vout =
C1Sx
Rx

+ C2Rx − C3 1 − Fð Þ + C4: ð2Þ

In the formula, Sx is the conductance of the Flexiforce flex-
ible pressure sensing unit, F is the pressure on the sensitive
area of the Flexiforce flexible pressure sensing unit, and C1,
C2, C3, and C4 are constants.
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Figure 2: Flexiforce pressure conductance.

Table 1: ZigBee chip parameter table.

Chip model MC13224 JN516x CC2530 EM35x

Size 9:5 cm ∗ 9:5 cm 5 cm ∗ 5 cm 7 cm ∗ 7 cm 8:2 cm ∗ 8:2 cm
Maximum transmit power 4.2 dBm 2.4 dBm 5.4 dBm 9.4 dBm

Received power -91 dBm -95 dBm -98 dBm -95 dBm

Tx current 16mA 14mA 27mA 19mA

Rx current 18mA 16mA 22mA 29mA

Lowest power consumption current 0.33 μA 0.11μA 0.51μA 0.43μA
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The power module is one of the key modules of the flex-
ible pressure sensor. The CC2530 chip, the operational
amplifier chip (MCP6004), and the JTAG (Joint Test Action
Group) interface in the flexible pressure sensor all require a
stable 3.3V power supply. Although there are many 3.3V
batteries to choose from, most of these batteries on the mar-
ket have a wide range of variations and are not very stable
3.3V voltages. For example, some 3.3V lithium batteries
have a voltage of 4.2V when fully charged. The latter voltage
becomes about 2V, so the power supply voltage by a battery
is usually unstable. And we need a stable 3.3V power supply.
If the power supply voltage is unstable, it is likely to affect
the conversion accuracy of the internal analog-to-digital
conversion module of the CC2530 chip and even affect the
normal operation of the device, so the basic design idea of
the module is 3.7V. The output is followed by a low dropout
voltage regulator chip (low dropout voltage (LDO)). Through
such processing, a stable 3.3V voltage is provided to the
CC2530 chip and the operational amplifier chip. In order to
reduce the size of the flexible pressure sensor power supply
module as much as possible, this design uses a 3.7V recharge-
able battery with a capacity of 60mAh. The size of the battery
is 15mm ∗ 12mm ∗ 4mm in length.

The signal amplification link uses the instrumentation
amplifier AD8236 as the core chip. This amplifier is an instru-
mentation amplifier with low price, low power consumption,
and output swing that can reach the power supply voltage
(usually called power limit output). It has been widely used
in microcurrent detection, portable equipment, and medical
equipment. The input range of the sensing signal is
0~3.3mV, and the voltage input range of the analog-digital
converter (ADC) that needs to be connected to the microcon-
troller is 0~3.3V; then, the required gain is β = 1000. This arti-
cle uses two-stage amplification to meet the amplification
requirements, and the corresponding circuit is shown in
Figure 3. The power supply voltage of the system is provided
by a 5V DC-DC DC power supply circuit. A voltage follower
is added to the input of the amplifier to improve the ability of
the reference voltage to carry a load and to isolate interference
from other modules. In order to calibrate that the input of the
amplifying circuit is zero when the sensor is not working, an
adjustable resistor and a zero-adjusting circuit are added
before the two-stage input of the amplifying circuit.

3.5. Analysis of Error Sources. The contact pressure signal
will be affected by environmental factors (such as tempera-
ture) during the process from acquisition to amplification,
causing measurement errors. It is necessary to analyze the
sources of system errors. In the Wheatstone bridge link,
the main factor that affects the change in the output voltage
of the bridge is temperature. The change of temperature will
cause the sensitivity coefficient K of the strain gauge to
change. According to the calculation formula of the bridge
output voltage, when the temperature changes by ΔT , the
output voltage of the bridge is

UTo = K
1 − εLð Þ 1 − αkΔTð Þ

K + 1ð ÞεLUi 1 + 2αkΔTð Þ : ð3Þ

In the formula, αk is the sensitivity temperature coeffi-
cient of the strain gauge.

In the signal amplification link, the amplifier is a low-
speed and high-precision application in the environment
described in this article. It is necessary to focus on low-
frequency DC errors, such as low-frequency noise, bias cur-
rent, and offset voltage. The error sources of the gain β of the
amplifier used in the amplifying link include the tempera-
ture of the environment (or the measured object), the envi-
ronmental noise, the voltage and current noise of the
amplifying chip, and the offset voltage. Among them, the
external environmental noise is extremely small in ordinary
environments, usually below 0.1%, and the internal noise of
the amplifier itself is in the μVp-p level, so the influence of
these two items on the amplified output voltage is negligible.

The absolute error part of the amplifier mainly includes
gain error Sβ, common mode error SCMR , and output offset
voltage error Sao. The temperature drift error is divided into
gain drift and input offset voltage drift (ignoring input offset
current drift). Combining the errors of these two parts, the
expression of the sum of errors Sa of the amplification link
can be obtained as follows:

Sa = 1 − αatð ÞΔT − αaoSβ + SaoSCMR: ð4Þ

In the formula, the units of Sβ, SCMR, and Sao are ppm, and
αat and αao are the temperature coefficients of gain and offset
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voltage (in ppm/°C), respectively. For the DC amplifier circuit,
the main source of error is the static error part (such as offset
error), which can be eliminated by calibration.

When considering the temperature change, it is necessary
to compensate for the error caused by the temperature drift.
There aremanymethods of temperature compensation, which
can be divided into two types: self-compensation and bridge
compensation. Among them, the self-compensation method
is to make the additional strain of the strain gauge zero by
selecting the appropriate sensitive grid material and structural
parameters when the linear expansion coefficient of the mate-
rial to be tested is known, so that the resistance change caused
by the temperature change is also zero, in order to achieve the
purpose of temperature compensation. Although this com-
pensation method can realize zero resistance change caused
by temperature from the perspective of resistance deforma-
tion, it needs to know the temperature coefficient of the tested
piece and other parameters, so there will be certain errors in
actual use. The compensation effect of the occasion is not
ideal.

The bridge compensation method uses other arms in the
full bridge as reference strain gauges, which are exactly the
same as the working strain gauge model parameters and
are all attached to the test piece in the same temperature
environment, but do not bear the effect of strain. Then, the
bridge is still in equilibrium when the temperature changes,
and the change in output voltage is only related to the pres-
sure on the working strain gauge. The effect of bridge com-
pensation is better than self-compensation, so it is also a
more commonly used compensation method in engineering
applications.

In a single-arm bridge, the bridge compensation method
can be used for temperature compensation. R1 is the work-
ing strain gauge, then R2 should be selected as the reference
strain gauge, and the other arms are matched resistances.
The resistance change of R1 under the action of temperature
and pressure is d RP and d RT , respectively. R2 is only

affected by temperature, and its resistance change is d RT .
Then, the output voltage of the bridge is

Uo =
R1 + d Rp − RT

� �
R1 − R2 + 1 − dð Þ Rp − RT

� � −
R2

Rp − R3

" #
Ui: ð5Þ

Choosing the initial resistance R1 = R2 = R3 = R4 = R, we
can get

Uo

Ui
=

dRT Rp + dR
� �

3 Rp − dR
� �

− dRT
: ð6Þ

For the resistance change caused by pressure in the same
temperature environment, we can get

Uo

Ui
=

1 − Kð ÞεL
3εL − KRT

: ð7Þ

It can be seen from the above formula that the change in
the resistance of the strain gauge caused by the temperature
is offset in the bridge, and the output of the bridge is only
related to the input voltage and strain. It should be noted
that the premise of using this temperature compensation
method is that the parameters of the working strain gauge
and the reference strain gauge are exactly the same, the
installation conditions are the same, and the resistance
values of the other two arms always remain unchanged
during temperature changes.

4. Result Analysis

4.1. Determination of Biochemical Indicators of Bone
Metabolism. In this subject, various bone metabolism-related
indicators in the serum of experimental samples in different
experimental processes were determined. The main biochem-
ical indicators measured include Ca, Mg, and P. In the
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Figure 4: The change trend of serum Ca, Mg, and P concentrations with the progress of bone elongation.
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abscissa, “1-15” are the samples collected on the first day of the
1-15 weeks after surgery. According to the stretch strategy,
extension is only performed one week after surgery.

It can be seen from Figure 4 that the concentrations of
Ca, Mg, and P show similar fluctuation trends. Stretching
was performed one week after the operation. With the grad-
ual progress of the stretch, the concentrations of Ca, Mg, and
P increased with time, reaching a peak at about the third
week, after which the stretch stopped and the callus healing
period entered. At this time, the concentration of Ca, Mg,
and P fluctuates with the increase in time and gradually sta-
bilizes. Since the speed of extension in each experimental
group is inconsistent, the time required to reach the same
extension length is also inconsistent, making the time of
peak appearing in the graph also inconsistent.

4.2. X-Ray Judgment of Bone Healing. After the osteotomy
was completed, X-ray monitoring of the surgical site was
performed. The result is shown in Figure 5. It can be seen
from Figure 5 that the fractured ends of the bone can be
clearly seen on the X-ray film and the fracture line is clear;

there is a zona pellucida of about 0.5mm between the frac-
tured ends (pointed by the red arrow), which is the stable
fixation of the external fixation device. Regardless of whether
it is in the frontal or lateral position, the alignment and
alignment of the bone ends are good.

4.3. Mechanical Property Test at the Later Stage of Bone
Healing. When analyzing the mechanical properties of the
bone after the extension is stopped, if the material is defined
as a pipe, the bending strength can be increased to 400MPa.
At the same time, the elastic modulus has also increased
from 20MPa to 140MPa. Such a large difference in elastic
modulus shows that in the same sample test, the setting of
material properties in the experiment has a great influence
on the results. Therefore, in this experiment, the material
is set as the pipe material, and the experimental group and
the control group use the same pipe diameter setting. Healed
bone has strong plasticity and weaker brittleness, so it can be
inferred that the bone tissue is still in the mid-healing stage
at this time and cannot bear a large load. The mechanical

Figure 5: The edge extraction of the anterior and lateral positions of the film after the operation.
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Figure 6: Mechanical properties of bone bending after elongation stops.
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properties of bone bending after the extension stops are
shown in Figure 6.

It can be seen from Table 2 that in the analysis of the
comparative bone mechanical properties, if the material is
defined as a tube, the bending strength of the healing bone is
only 184.85MPa, and if the material is defined as a tube, the
bending strength can be increased to 4,594.56MPa. The mod-
ulus of elasticity is 1170.84MPa. The healed bone is more rigid
and less brittle. Compared with the healing bone in the exper-
imental group, the elastic modulus of the control group is sig-
nificantly higher than that of the experimental group, so the
rigidity of the former is much greater than that of the latter.

4.4. Determination of Bone Stress Level. With the passage of
time, this stress value gradually decreases and reaches the
level before the last stretch before the next stretch. At this
point, the second stretch is performed, and the stress value
immediately increases and then gradually decreases with
the passage of time. Until the first stretch on the next day,
the stress value dropped to slightly higher than the level
before the previous stretch. In this way, there are two stress
peaks every day, and each peak appears at the moment after
stretching and then gradually decreases with an exponential
decay function. The stress value at the initial stage of decline
decreases rapidly, and this speed gradually slows down. This

Table 2: Test results of bone mechanical properties 2 weeks after stopping lengthening.

Sample Material Elastic modulus Bending strength Breaking strength Sample area Maximum load

Test
Bar 13 23 21 165 145

Pipe 176 433 335 95 112

Control
Bar 15 178 147 161 1178

Pipe 1165 4556 3789 98 1177

Ratio
Bar 82 14 13 0.98 12

Pipe 15 8 8.7 0.99 9
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Figure 7: The change trend of bone stress value with the number of wireless pressure sensors.
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process just coincides with the exponential decay function
model. The change trend of bone stress value with the num-
ber of wireless pressure sensors is shown in Figure 7.

The 3D trend graph of △F changing with time and
stretching speed is shown in Figure 8. Since△F also changes
with the change of the stretching speed, the stress-time curve
alone is not enough to explain the change trend of the stress
difference (△F). The previous experiment proved that at the
same time point, the stress difference (△F) is also linear with
different stretching speeds, so we used multiple linear regres-
sion fitting to simultaneously investigate the influence of two
variables on △F.

5. Conclusion

The results of this experiment show that after stopping dis-
traction for 2 weeks, the torsion resistance and bending resis-
tance of the healed bone are lower than those of the healthy
side control group. In particular, the bending strength and
breaking strength of the healed bone are only 10% of the con-
trol group. The elastic modulus is about 15% of the control
group. The torsion strength, yield strength, yield shear stress,
maximum shear stress and other indicators of the healing
bone were only about 50% of the control group. This shows
that the healing bone is in the early stage of secondary healing
at this time, and the plasticity of the healing bone is strong but
the rigidity is weak. If the external fixator is removed at this
time, it is very prone to secondary fractures. After stopping
the distraction for 10 weeks, the plasticity of the healing bone
increased significantly compared with that at 2 weeks, espe-
cially the fracture strength was close to the normal bone tissue
(95.4%), and there was no significant difference between the
healing bone and the healthy side bone (p > 0:01). However,
the elastic modulus is still quite different from the normal con-
trol (27.2%). Therefore, it can be inferred that the bone is
already at the end of the healing period and can bear a larger
load. The later recovery is mainly the recovery of the elastic
modulus. As far as torsion strength is concerned, there is no
significant difference between the experimental group and
the control group (p > 0:01). The difference in shear modulus
is 14%. The maximum shear stress of the healing bone is
slightly higher than that of the control, and the yield shear
stress is slightly lower than that of the control, indicating that
the healing degree of the healing bone can bear the corre-
sponding shear stress, but it will yield early. This suggests that
its plasticity is slightly higher than its own control. It will take
some time for the bone tissue to heal completely. Comprehen-
sive analysis shows that the healing bone is currently at the end
of the second stage of healing, and its callus strength has been
able to withstand its own gravity and has a certain degree of
resistance to torsion and bending. At this time, it is completely
feasible to remove the external fixator. This subject has greatly
controlled the weight difference when grouping, but later
found that there are differences in the thickness of bones of
the same weight, and whether these differences will also have
a greater impact on the change in stress value (△F). The next
step in this topic will be to explore other factors that affect
bone stress changes in order to establish an equation based
on multiple parameters to prepare for preclinical experiments.

In the research at this stage, the system construction and per-
formance testing and optimization of the bone stress monitor-
ing device have been completed, and the bone stress change
curve (△F) based on the binary regression equation has been
initially established for the in-depth study of bone stress and
bone healing. The relationship has laid a solid experimental
foundation.
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The rapid development of web technology has brought new problems and challenges to the recommendation system: on the one
hand, the traditional collaborative filtering recommendation algorithm has been difficult to meet the personalized
recommendation needs of users; on the other hand, the massive data brought by web technology provides more useful
information for recommendation algorithms. How to extract features from this information, alleviate sparsity and dynamic
timeliness, and effectively improve recommendation quality is a hot issue in the research of recommendation system
algorithms. In view of the lack of an effective multisource information fusion mechanism in the existing research, an improved
5G multimedia precision marketing based on an improved multisensor node collaborative filtering recommendation algorithm
is proposed. By expanding the input vector field, the features of users’ social relations and comment information are extracted
and fused, and the problem of collaborative modelling of these two kinds of important auxiliary information is solved. The
objective function is improved, the social regularization term and the internal regularization term in the vector domain are
analysed and added from the perspective of practical significance and vector structure, which alleviates the overfitting problem.
Experiments on a large number of real datasets show that the proposed method has higher recommendation quality than the
classical and mainstream baseline algorithm.

1. Introduction

With the advent and popularization of the Internet and the
rapid development of information technology, the total
number of users and business types of operators has also
increased [1]. By the end of 2018, the total number of Inter-
net users in China had reached 829 million. In 2018, 56.53
million new Internet users were added, and the Internet pen-
etration rate was 59.6%, an increase of 3.8% over the end of
2017 [2, 3]. With the continuous vigorous development of
the communication industry and the gradual maturity of
the customer life cycle, relevant Internet enterprises and
Internet technologies have sprung up, and operators are
facing increasing market competition pressure. However,
the marketing mode and marketing business of operators

have not changed breakthrough, and the market position
and traditional business model are greatly challenged. The
external and internal of the enterprise are under great devel-
opment pressure [4].

The stock maintenance work is not carried out in place,
and the understanding of stock users is not deep enough.
Furthermore, the online data of stock users are not well used
for analysis, resulting in poor matching between sales prod-
ucts and users, no in-depth mining of user needs for market-
ing, and single marketing mode; recommending sales
products to users often does not meet user needs, and the
maintenance effect of stock users is general [5]. In addition,
there is no unified control over the service quality of stock
users. At ordinary times, the maintenance of users is exten-
sive marketing [6]. Policies are issued uniformly, and
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marketing activities are formulated and carried out by mul-
tiple teams at the same time [7]. In this way, it could have
met the personalized policy needs of different marketing
units, but there is no unified communication to record the
marketing track of users [8]. Each marketing team did not
coordinate and communicate during marketing, and it results
in repeated pushing the same marketing activity for users,
promoting different marketing promotions to the same user
at the same time [9]. Different users under the same user or
customers of the same unit received marketing messages with
different contents, which made users become confused about
5G precision marketing, reduce their trust, and become more
reluctant to accept and maintain promotion [10].

Common recommendation system algorithms mainly
include content-based recommendation algorithm, associa-
tion rule-based recommendation algorithm, knowledge-
based recommendation algorithm, collaborative filtering
recommendation algorithm, and hybrid recommendation
algorithm [11]. Collaborative filtering recommendation
algorithms can be divided into two categories: memory-
based collaborative filtering algorithms and model-based
collaborative filtering algorithms [12]. Memory-based col-
laborative filtering uses the nearest neighbor search, which
can be divided into user-based collaborative filtering (user-
based CF) and item-based collaborative filtering (item-based
CF) [13]. Memory-based collaborative filtering mainly uses
similarity calculation, including Pearson similarity and
cosine similarity [14]. The model-based collaborative filter-
ing algorithm establishes a prediction model according to
the historical data and then uses the method of machine
learning to train the parameters of the model to make the
model have the ability to predict. Widely used model-based
methods include singular value decomposition (SVD),
Bayesian network, implicit factor model (IFM), restricted
Boltzmann machine (RBM), factor decomposition machine,
Bayesian personalized recommendation, and so on [15, 16].
The advantages of the memory-based collaborative filtering
algorithm are that the algorithm is easy to implement and
has certain prediction accuracy and the recommended
results have good interpretability [17, 18]. However, this
method also has significant disadvantages: it needs to main-
tain a similarity matrix, resulting in high computational
overhead, difficult to deal with cold start and sparsity prob-
lems and poor scalability of the algorithm [19]. The model-
based collaborative filtering method can alleviate the sparsity
problem [20]. The model has certain scalability and good
predictability, but the disadvantages of this method are as
follows: the construction of the model is complex, the time
complexity of the algorithm is high, and the recommended
results are not reasonably interpretable [21].

The collaborative filtering recommendation algorithm is
the mainstream recommendation algorithm. Most of the
current research used the model-based collaborative filtering
recommendation algorithm. The great success of a hidden
factor model in Netflix recommendation system competition
makes it one of the important models in the collaborative fil-
tering recommendation algorithm. The basic hidden factor
model is the low-rank matrix decomposition model
BASEMF [22], which maps the features of users and items

into low-dimensional space in the form of vectors. Based
on the basic matrix decomposition algorithm, nonnegative
matrix factorization (NMF) [23], maximum margin matrix
factorization (MMMF) [24], and so on are also derived.
Although the basic matrix decomposition model adds an
L-2 penalty term to the objective function to prevent over-
fitting in the process of training, the fitting effect is still
not ideal when the training samples are highly sparse.
Therefore, researchers propose a probabilistic matrix fac-
torization (PMF) [25] model to model the problem from
the perspective of probability, in order to predict the over-
all sample from the observed sample, so as to alleviate the
overfitting problem. Reference [26] further proposed
Bayesian PMF (BPMF) on the basis of PMF. The main
improvement of BPMF is the introduction of a priori user
implicit factor matrix and item implicit factor matrix. Lit-
erature [27] proposed a distributed algorithm for large-
scale datasets. References [28, 29] proposed two matrix
decomposition frameworks based on general distribution.
Good scalability makes PMF and its related models
become an important model in the collaborative filtering
recommendation algorithm and has achieved good appli-
cation results.

With the rapid development of Internet technology, the
problem of information overload is becoming more and
more serious, and the 5G precision marketing recommenda-
tion system came into being [30]. The 5G precision market-
ing recommendation system is mainly composed of a user
modelling module, recommendation object modelling mod-
ule, and recommendation algorithm module, in which the
recommendation algorithm is the core of the recommenda-
tion system. At present, the most widely used recommenda-
tion algorithm is the collaborative filtering recommendation
algorithm. However, the collaborative filtering recommen-
dation algorithm has unavoidable problems such as data
sparsity and cold start. Aimed at the sparsity of the collabo-
rative filtering recommendation algorithm, considering the
few common scoring items and the lack of user demand
information, this paper studies the film recommendation
algorithm based on the collaborative filtering recommenda-
tion algorithm. Aimed at the lack of user demand informa-
tion, an improved method of similarity calculation is
proposed. In the similarity calculation of the UBCF recom-
mendation algorithm, demographic information is used to
integrate the demographic similarity into the traditional
similarity calculation to find the nearest neighbour users
more similar to the target users, so as to improve the recom-
mendation quality. The main contributions are summarized
as follows: (1) in order to alleviate sparsity and improve
dynamic timeliness and recommendation quality, 5G multi-
media precision marketing based on the improved multisen-
sor node collaborative filtering recommendation algorithm
is proposed in this paper. (2) In the similarity calculation
of the UBCF recommendation algorithm, demographic
information is used to integrate the demographic similarity
into the traditional similarity calculation to find the nearest
neighbour users. In this way, the data sparsity is solved. (3)
The effectiveness of the above-recommended methods is
verified by experimental methods.
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2. The Design of the 5G Multimedia Precision
Marketing System Based on
Multisensor Nodes

2.1. The Structure Design of the 5G Multimedia Precision
Marketing System. The structure design of the 5G multime-
dia precision marketing system is shown in Figure 1. The
multimedia precision marketing system mainly includes a
sensor layer, network layer, and application layer.

(1) The sensing layer uses multisensor node network
technology to collect basic information. The main
function is to identify objects and collect information
through sensing equipment

(2) The network layer is mainly used to serve the network
equipment and platform for aggregation, transmis-
sion, and preliminary processing of data collected
from the sensor layer. Through the existing three net-
works (Internet, radio and television network, and
communication network), seamless remote transmis-
sion of a large amount of data information is perceived
by sensors. It is responsible for transmitting the infor-
mation collected by the sensor safely, analysing and
processing the collected information, and then provid-
ing the results to the application layer. At the same
time, the application of network layer “cloud comput-
ing” technology ensures the establishment of practical,
applicable, reliable, and efficient information system
and intelligent information sharing platform to realize
the sharing and optimal management of various infor-
mation resources

(3) The application layer mainly solves the problems of
information processing and man-machine interface,
that is, input and output control terminals, such as
controllers of mobile phones and smart appliances,
mainly providing the information services people
need through data processing and solutions. The rel-
evant applications and services of the application
layer are directly oriented to users and mainly pro-
vide users with personalized service requirements.
Users can customize their own personalized services
according to the relevant applications of the applica-
tion layer, such as querying relevant information,
monitoring relevant information, and controlling
relevant information

2.2. Design of the General Recommendation System Model.
The recommendation system is a system used by e-
commerce websites to provide users with commodity
information and purchase suggestions. It can simulate the
salesperson and recommend what products the customer
should buy according to the customer’s needs. Generally,
the recommendation system can be divided into three mod-
ules: user modelling, recommendation object modelling,
and recommendation algorithm. The core module of the
recommendation system is the recommendation algorithm.
The general recommendation system model is designed in
Figure 2.

(1) User modelling module: establish a user model
according to user information. Analyse the user’s attribute
information, user input information, and user behaviour
information (such as historical browsing behaviour and
mouse click behaviour), and mine a computable and formal
user model from these information and continuously track
and update the user model in time. (2) Recommendation
object modelling: the description method of recommenda-
tion objects will affect the recommendation results. Different
recommendation objects have different feature expressions,
so the description methods and recommendation results
are different. For example, text, which is mainly text
symbols, is easier to extract features than 5G multimedia
marketing, so the model is closer to the user interest model.
Nowadays, the mainstream recommended object description
methods are a content-based method and a classification-
based method. Take the text as an example to briefly sum-
marize these two recommended object modelling methods.
When using the content-based method to model the text,
first use the feature extraction method to find the keyword
of the text, usually use the information increment method
to determine the keyword vector, then use the TF-IDF
method to select the weight of the keyword, and use Bayes-
ian to recommend. (3) The recommendation algorithm is
the core of the recommendation system. The quality of the
recommendation algorithm directly determines the recom-
mendation quality of the recommendation system. This
paper also focuses on the research of the recommendation
algorithm and puts forward effective improvement methods
for the problems existing in the current recommendation
algorithm

3. The Design of the Improved Multisensor
Node Collaborative Filtering
Recommendation Algorithm

3.1. Collaborative Filtering Matrix and Potential Similarity.
With the development of cloud computing, data storage
and computing, data sharing, and data application technol-
ogy, today’s era has entered the era of big data. Based on
the development of the above technologies, big data technol-
ogy and big data application have developed rapidly. At
present, data information has become a powerful competi-
tiveness of enterprises in market competition and an advan-
tageous asset of enterprises. Therefore, collaborative filtering
of effective information from a large amount of data and the
use of effective information are the key to precision
marketing.

In order to solve the above problems, this section pro-
poses a new prediction mechanism to predict the scores of
items that the target users may be interested in through
the organic integration of extreme scoring behaviour, near-
est neighbour relationship, and recommendation method
based on matrix decomposition. Specifically, by introducing
extreme rating branches, in order to alleviate the failure of
similarity measurement and the instability of the nearest
neighbour recommendation in the context of sparse data,
the robustness of recommendation performance is further
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improved through the introduction of the matrix decompo-
sition method. It should be noted that probabilistic matrix
decomposition is a kind of matrix decomposition method,
which is consistent with the optimization objective function
of regularized SVD (i.e., singular value decomposition model
in the matrix decomposition method). However, considering
that the probabilistic matrix decomposition model can more
clearly show its prediction mechanism, the matrix decompo-
sition method in this section selects the probability matrix
decomposition model. Based on the above considerations,
this paper proposes a recommendation method framework
considering both extreme scoring behaviour similarity and
scoring matrix information fusion. This framework inte-
grates the user’s local nearest neighbour relationship into
the global scoring optimization process of matrix decompo-
sition. It improves the prediction accuracy and robustness in
sparse data situation. The knowledge matrix of collaborative
filtering is shown in Figure 3. As shown in Figure 3, first of

all, through implicit acquisition, the system “secretly” tracks
the user’s behavior and records the information that can
reflect the user’s interest, such as browsing records, query
records, mouse clicks, and page dwell time, to record the
user’s preferences. Secondly, build the knowledge structure
between users and preferences. Finally, build the user’s scor-
ing system and its matrix to the user’s precision marketing
in the next step.

The CF algorithm originated from If technology and is
the most successful method to realize the recommendation
system at this stage. The core idea of CF is to recommend
from the perspective of people related to users. Use the scor-
ing matrix and relevant calculation methods to predict the
user’s score on an item and complete the recommendation.
The CF algorithm filters items through the quantitative scor-
ing matrix of user experience and selects items that are diffi-
cult to describe (such as movies, music, and pictures) and
concepts that are difficult to express (such as tastes and
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Figure 1: The structure of the 5G multimedia precision marketing system based on multisensor nodes.
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hobbies). Compared with traditional filtering methods, it can
screen out innovative items and truly achieve the purpose of
personalized service. For a collaborative filtering recommen-
dation system with n users and m movies, Rm×n indicates its
score matrix. SpaðRÞ is the score matrix; therefore,

Spa Rð Þ = rin ∣ riN ∈ R, riw = 0, 1 ≤ i ≤ nj j
n ×m

× 100%, ð1Þ

where the numerator represents the number of “0” in the
scoring matrix and the denominator represents the number
of elements in the scoring matrix.

It is the process of predicting the unknown user score
value according to the known user score value. However,
in practice, the score matrix Rm×n is an extremely sparse
matrix, and there is still a big gap between the predicted
value and the user’s real preferences. Finding the nearest
neighbour is actually the process of establishing the
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algorithm model of UBCF, that is, the process of finding
users similar to the target user according to the user’s scor-
ing behaviour.

Using Euclidean distance to measure the absolute dis-
tance between multidimensional vectors is the most com-
mon distance measurement method. Distance similarity
believes that the smaller the distance between users, the
more similar the users are. The distance similarity simði, jÞ
between user i and user j is

sim i, jð Þ = d i
!
, j
!� �

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

k=1
rik − rjk
� �2

s
, ð2Þ

where i
!
, j
!
represents the historical score vector of user i

and user j, m is the dimension of the matrix, and rik and rjk
are the score matrix.

The CF algorithm based on the association rule is based
on the association rule mining algorithm, which takes the
items liked or purchased by the target user as the rule header
(LHS) and the rule body (RHS) as the pending recommen-
dation object. The support or confidence of association rules
can be used as the similarity between items to find the near-
est neighbour, and then, the final recommendation set can
be obtained.

If itemset B also appears more in the scene where itemset
A appears, it is considered to express an association rule A
⇒ B. Itemset A is LHS and itemset B is RHS. For all itemsets
I = fi1, i2,⋯,iNg assuming that the set of database transac-
tions is dataset D and the set of items is tm, there is tm ∈ I
for ∀m. Let A be a set of items with A ∈ tm. An association
rule A⇒ B, where A ⊆ I, B ⊆ I, and A ∪ B =∅.

Define the proportion of the union set of itemset A and
itemset B contained in the transaction with the support
degree of D in dataset D; there is

sup A⇒ Bð Þ = P A ∪ Bð Þ = count A ∪ Bð Þ
Dj j : ð3Þ

Similarly, the confidence of the defining rule A⇒ B in
dataset D is the proportion of transactions that contain item-
set A and itemset B in D; there is

con A⇒ Bð Þ = P B ∣ Að Þ = sup A ∪ Bð Þ
sup Að Þ = count A ∪ Bð Þ

count Að Þ : ð4Þ

After the confidence is obtained, the confidence is
defined as the similarity between items:

sim A, Bð Þ = con A⇒ Bð Þ: ð5Þ

3.2. The Improved Collaborative Filtering Recommendation
Algorithm. The improved collaborative filtering model (ICF
model) includes three parts: (1) extreme scoring similarity
is introduced to overcome the shortcomings of traditional
similarity measurement. (2) By combining the proposed
extreme scoring behaviour similarity with linear similarity,
the similarity based on extreme scoring behaviour is estab-
lished, and then, the user relevance is described more
comprehensively. (3) The nearest neighbour matrix is gener-
ated by similarity based on extreme scoring behaviour,

Table 1: The features of datasets.

Datasets
User

number
Project
number

Score
number

Density
(%)

Ml-100k 943 1680 100000 6.3

ML-latest-small 1508 2071 35497 1.1

Filmtrust 671 9058 100004 1.6

CiaoDVD 17615 16121 72665 0.03
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Figure 4: Structure of the improved collaborative filtering model.
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which is fused into the original scoring matrix to improve
the recommendation performance. Figure 4 is the flowchart
of the ICF model. The flowchart of the algorithm is as fol-
lows: the mixed matrix of the score matrix is obtained by
using the similarity theory and the limit theory. By selecting
the adjacent K score matrices to solve the average, the simi-
larity matrix is obtained. The final scoring matrix can be
obtained by fusing the mixing matrix with the similarity
matrix.

The probability matrix decomposition model uses the
Bayesian inference method to convert the posterior proba-
bility into the product of a priori and likelihood function.
Its calculation scale is linear with the number of observa-
tions. More importantly, it performs well on large-scale,
sparse, and unbalanced datasets. The probability matrix
decomposition model assumes that the conditional probabil-
ity distribution (likelihood function) obeyed by the known
score R is

P R ∣ A, B, σ2� �
=
Ym
i=1

Yn
j=1

N rij ∣ A
T
i Bj, σ2

� �� �Iij : ð6Þ

By assuming that the potential eigenvectors of users and
projects obey the mean value of zero, the variance is σ2A and
σ2B Gaussian priori:

p A ∣ σ2
A

� �
=
Yn
i=1

N Ai ∣ 0, σ2AI
� �� �

,

p B ∣ σ2A
� �

=
Yn
i=1

N Bi ∣ 0, σ2BI
� �� �

:

8>>>><
>>>>:

ð7Þ

The maximum log a posteriori probability is equivalent
to the minimum sum of squares of error function with reg-
ularization:

E = 1
2〠

m

i=1
〠
n

j=1
Iij rij − AT

i Bj

� �
+ λA

2 〠
m

i=1
Aik k2 + λB

2 〠
n

j=1
Bik k2,

ð8Þ

where λA and λB are the parameters of the regularization
weight.

4. Simulation Results and
Performance Analysis

4.1. Data Sources and Simulation Setting. With the in-depth
study of the recommendation system, major research teams
have released a series of recommendation system research
and test datasets, for example, the movie lens dataset of the
movie recommendation system, the Netflix dataset of the
movie rental website Netflix, the jester joke dataset of the
joke system, and the user browsing data Usenet newsgroups
of the newsgroup. In order to evaluate the performance of
the proposed method, we selected four commonly used data-
sets: Ml-100k, ML-latest-small, Filmtrust, and CiaoDVD.
Among them, Ml-100k and ML-latest-small are two repre-
sentative datasets in the movie lens dataset, which were col-
lected by the GroupLens research group of the University of
Minnesota; the scoring range is from 1 to 5. Filmtrust is a
dataset captured from the Filmtrust website. Its scoring
range is from 0.5 to 4 with an interval of 0.5. CiaoDVD is
a DVD category dataset. The statistical data of scoring rang-
ing from 1 to 5.4 datasets are shown in Table 1, where the
density represents the available scoring proportion in the
scoring matrix. We usually think that the first three datasets
are sparse. The fourth dataset is very sparse.

Since the main purpose of the model is to alleviate the
sparsity problem and improve the robustness of the model
recommendation performance. In order to verify the effec-
tiveness of the methods, this section randomly deletes 20%,
40%, 60%, and 80% of the scores on the dataset (Ml-100k,
ML-latest-small, Filmtrust, and CiaoDVD) and constructs
a series of experiments on the sparse dataset.
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Figure 5: The structure of the improved sequential pattern mining algorithm.
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In order to verify the performance of the proposed
method, three groups of experiments are designed: (1) the pro-
posed fusion model is compared with six common collabora-
tive filtering methods. (2) For different sparse datasets, the
method in this paper is compared with four common matrix
decomposition methods. (3) The fusion model (ICF) in this
paper is compared with some other representative similarity
measurement fusion models. We use VS2010 to implement
the CF and ICF algorithm on amachine with 1024Mmemory,

733MHz CPU, and Windows 10 operating system. The ICF
algorithm is compared with the CF algorithm.

4.2. Optimal Parameter Selection. In order to verify the influ-
ence of the number of the nearest neighbours, the number of
recommended movies N in the fixed recommendation list is
10 and the user has the least number of jointly rated movies
φ. The number of the nearest neighbours K value is
increased from 5 to 160 in a multiple growth mode, and
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Figure 6: The structure of the improved sequential pattern mining algorithm.
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the MAE-K curve is drawn to reflect the recommendation
effect of the ICF algorithm under different K values. Chang-
ing the nearest neighbour number k actually changes the
prediction score of the target user. The experimental results
show that when the number of the nearest neighbour K
increases from 5 to 80, the MAE value of the ICF algorithm
gradually decreases and the recommendation accuracy grad-
ually increases; when the number of the nearest neighbours
K increases from 80 to 160, the MAE value of the ICF algo-
rithm increases and the recommendation accuracy
decreases. It can be seen from Figure 5(a) that when the
nearest neighbour K is 80, the MAE value of the ICF algo-
rithm is the smallest and the recommendation effect is the
best. Therefore, the optimal K value of this dataset is 80.

Furthermore, in order to verify the relationship between
the number of recommended movies in the recommenda-
tion list and the recommendation accuracy of the ICF algo-
rithm, fix the number of the nearest neighbours K as 80,
increase the number of recommended movies n in the rec-
ommendation list from 5 to 25 in steps of 5, and draw the
F1-N curve accordingly. Observe the experimental results

of the change of the number of recommended movies n in
the recommendation list. When the number of recom-
mended movies n increases from 1 to 10, the change trend
of F1 increases, indicating that the recommendation accu-
racy of the ICF algorithm is improved; when the number
of recommended movies n increases from 10 to 25, the
change trend of F1 decreases, indicating that the recommen-
dation accuracy of the ICF algorithm decreases gradually. It
can be seen from Figure 5(b) that when the number of rec-
ommended movies n is 10, the F1 value of the ICF algorithm
is the largest and the recommendation effect is the best.
Therefore, the optimal n value of this dataset is 10.

4.3. Comparative Simulation of Common Collaborative
Filtering Methods. The purpose of this experiment is to ver-
ify the performance of the proposed model in terms of pre-
diction accuracy. Therefore, this section compares and
analyses the proposed ICF recommendation algorithm with
three commonly used collaborative filtering recommenda-
tion algorithms, such as UB_BCF [30], HU-BCF [31], and
SVD [32]. As shown in Figure 6, the proposed ICF model
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Figure 7: The simulation results of the proposed method.
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is obviously superior to other methods, especially in the
sparse CiaoDVD dataset.

On the three datasets of Ml-100k, ML-latest-small, and
Filmtrust, the MAE obtained by the ICF model is optimal
and is reduced by 0.52%, 0.6%, and 0.69%, respectively,
compared with the suboptimal method. In Figure 6(b), the
RMSE of the ICF model is reduced by 0.11%, 0.83%, and
1.54%, respectively, compared with that of the suboptimal
method. From the perspective of robustness, the ICF
algorithm proposed in this paper shows relatively stable
recommendation performance. Other collaborative filtering
methods show unstable prediction accuracy. On the
CiaoDVD dataset, the recommendation method based on
the matrix decomposition model has a better recommenda-
tion effect than the user-based nearest neighbour method.
The reason is that when the dataset is very sparse, the simi-
larity is very difficult to measure. Overall, the experimental
results in this section show that the organic integration of
the extreme rating branch, nearest neighbour relationship,
and SVD can effectively alleviate the problem of sparsity
and improve the robustness of the recommended method
in prediction accuracy.

4.4. Comparative Simulation of Different Sparse Levels. The
purpose of this experiment is to verify that the ICF model
based on the fusion of the local nearest neighbour informa-
tion and global score information has robustness 5zadvan-
tages in recommendation prediction accuracy under
different sparsity situations. Figure 7 shows the MAE and
RMSE results at different sparsity levels, in which different
sparsity levels are obtained by randomly deleting scores.
The results show that, on the datasets, MAE and RMSE
increase with the increase in sparsity, which is consistent
with our expectation; that is, with the increase in sparsity,
the recommendation error will increase. However, the
results also show that the MAE and RMSE values of the
fusion model proposed in this paper are better than those
of other comparison methods at different sparsity levels.

For the Ml-100k dataset, after removing the scores of
20%, 40%, 60%, and 80%, the MAE of the method in this
paper is reduced by 0.68%, 1.12%, 2.85%, and 1.19%, respec-
tively, compared with that of the suboptimal method. RMSE
shows the same change trend. Figure 7 shows that for the
datasets Filmtrust and ML-latest-small, the ICF model has
slight advantages over other methods in MAE and RMSE
when randomly deleting 20%, 40%, and 60% of the scores.
However, when 80% of the scores are deleted, the advantages
of the method proposed in this paper further increase on
these two datasets. Overall, the ICF model proposed in this
chapter has better prediction performance than other
methods in different sparse situations. Further, the compar-
ative experiments in this section verify the robustness of the
ICF model.

5. Conclusion

With the development of Internet, communication, and
Internet of things technologies, Internet companies are
developing rapidly. The rich content applications and

customer-based personalized marketing of Internet compa-
nies have brought great challenges to telecom operators. At
the same time, the promotion of number carrying network
transfer business and the commercialization of 5G technol-
ogy have further weakened the advantages of traditional
business operation of operators. The lack of exploration of
customers’ personalized needs, no targeted marketing activ-
ities, and the traditional extensive operation do not effec-
tively combine operators’ products with users’ needs, and
the marketing success rate is low, which leads to the crisis
that operators may become “pipelines,” so the implementa-
tion of precision marketing to meet users’ personalized
needs is imminent. Collaborative filtering is one of the most
commonly used methods in recommendation systems.
However, accurate prediction of unknown scores is still a
challenging problem in the context of sparse data. Based
on the user-based nearest neighbour recommendation
method and probability matrix decomposition method,
combined with similarity measurement based on extreme
scoring behaviour, a new collaborative filtering recommen-
dation method is constructed. This method comprehensively
considers the local nearest neighbour relationship and global
scoring information and establishes a probability matrix
decomposition model integrating the nearest neighbour
information, which effectively improves the prediction accu-
racy and robustness.
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Wireless cooperative routing algorithm transmits the data collected in the target area to users, so that users can obtain monitoring
information timely and accurately. In the traditional low-power adaptive clustering hierarchical routing protocol, the process of
building clusters is random, the resources of nodes are not fully utilized, the node death speed is fast, the network life cycle is
short, and the performance is not stable enough. In addition, the route maintenance process is cumbersome and will occupy a
lot of bandwidth. In order to solve the problems of real-time transmission of digital media art communication data and
network lifetime optimization, a wireless cooperative routing algorithm based on minimum energy consumption is proposed.
The facts of transmission strength consumption, node residual strength, and minimal information transmission extension are
analyzed, a new weight feature is proposed, and a multipath statistics routing scheme is developed by using the usage of the
minimal strength consumption. All digital media art propagation sensor nodes transmit data to sink nodes along multiple
transmission paths. Simulation results show that the algorithm can prolong the network lifetime, reduce and balance the node
energy consumption, reduce the data transmission delay, reduce the energy consumption of wireless cooperative routing based
on the minimum energy consumption by 64.5%, and increase the number of compressed images by 182%.

1. Introduction

In recent years, with the improvement of people’s require-
ments for the diversity and accuracy of information acquisi-
tion, the simple data obtained by the original traditional
wireless sensor networks cannot meet the requirements of
network application, and there is an urgent need to intro-
duce digital media services such as image, audio, and video
into wireless cooperative routing [1]. Therefore, wireless
cooperative routing has attracted more and more attention
from academia and media. With the introduction of digital
media services, wireless sensor nodes will consume more
energy to ensure the quality of service of transmitted digital
media services, such as greater traffic and lower communica-
tion delay. For sensor nodes with limited resources and
energy, energy consumption has become one of the main
bottlenecks restricting the application and popularization
of wireless cooperative routing [2]. Digital media art com-
munication based on wireless cooperative routing is a new
sensing method to collect and process digital media data

such as image, video, and audio. The digital media sensor
node of wireless cooperative routing is equipped with cam-
eras, microphones, and other sensors, with computing, stor-
age, and communication capabilities. It can self-organize to
form a wireless sensor network, cooperate to collect and pro-
cess the digital media data in the surrounding environment,
and finally transmit the data to the monitoring centre
through multihop routing [3]. The monitoring centre
records, analyzes, and displays various data obtained, so as
to realize comprehensive and effective digital media data
monitoring.

Wireless cooperative routing provides a new means for
the traditional digital media monitoring system. It can effec-
tively overcome the shortcomings of traditional monitoring
system, such as high deployment cost, inflexible networking,
and troublesome maintenance [4]. Wireless cooperative
routing also inherits the advantages of wireless sensor net-
work, can sense the diversified data in the network coverage
area, and has flexible and rich functional scalability. There-
fore, wireless cooperative routing has a very broad
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application prospect in many application fields, such as bat-
tlefield monitoring, traffic monitoring, security sensitive area
monitoring, smart home, target tracking, and public security
monitoring [5]. However, there are still some difficulties in
the industrialization of WMSN, including high bandwidth
demand, high node energy consumption, and real-time
requirements of digital media data transmission. Due to
the complex environmental conditions of wireless coopera-
tive routing applications, the energy consumption of digital
media sensor nodes has not decreased significantly; how to
develop wireless cooperative routing algorithms with low
energy consumption and high network lifetime puts forward
new requirements for digital media art communication [6].

In order to reduce the energy consumption of digital
media art communication nodes and prolong the life cycle
of the network, a wireless cooperative routing algorithm
based on minimum energy consumption is proposed to
solve the problems of real-time transmission of digital media
art communication data and network lifetime optimization.
The information transmission power consumption, node
residual power, and minimal information transmission
length are analyzed, a new weight feature is proposed, and
a multipath fact routing scheme is built by means of the
usage of the minimal strength consumption. All digital
media art propagation sensor nodes transmit data to sink
nodes along multiple transmission paths. Simulation results
show that the algorithm can prolong the network lifetime,
reduce and balance node energy consumption, reduce data
transmission delay, and realize the digital media art dissem-
ination of wireless cooperative routing based on minimum
energy consumption.

The specific contents of this paper are arranged as fol-
lows: Section 1 introduces the relevant background and sig-
nificance of wireless cooperative routing and analyzes the
existing problems of digital media art communication.
Related work is discussed in Section 2. Section 3 analyzes
the algorithm and energy consumption of wireless coopera-
tive routing based on minimum energy consumption. In
Section 4, simulation experiments are carried out. Section 5
summarizes the full text.

2. Related Work

With the development of new wireless communication tech-
nology and the increasing popularity of low-cost communi-
cation equipment, wireless cooperative routing plays an
important role in digital media communication because of
its strong scalability and distributed self-organization. As
the most critical subject in wireless networks, wireless coop-
erative routing technology has important research signifi-
cance. According to the fading characteristics of wireless
links and the limited energy of low-cost communication
equipment, how to design an end-to-end routing mecha-
nism for various potential application scenarios of wireless
cooperative routing, so that data packets can be transmitted
to the destination node in time reliably and efficiently, is the
current research focus and difficulty. In recent years, there
have been many advances in the algorithm and application

research of wireless cooperative routing, some of which are
as follows:

Relevant scholars study the wireless cooperative routing
algorithm from the aspect of optimization, consider the data
processing power, propose the constraints such as error dis-
tortion inequality constraints, traffic constraints, and energy
constraints, and establish the network optimization model
[7]. The subgradient algorithm is used to solve the model
and obtain the optimal solution. The delay constraint and
traffic constraint are analyzed, and an optimization model
is established to balance lifetime, utility, and delay. The opti-
mization model is analyzed, and the delay minimization
problem, lifetime maximization problem, and utility and
power allocation balance problem are derived, which are
solved by the optimization method [8]. An image transmis-
sion scheme based on a two-hop cluster structure is studied
to maximize the lifetime of wireless digital media sensors.
In this scheme, multiple relay nodes are used to compress
and forward images, so as to reduce the energy consump-
tion of camera nodes and cluster head nodes. The network
lifetime optimization model is established, and the adap-
tive method of camera node sending radius and the image
compression task allocation method based on the residual
energy of ordinary sensor nodes are proposed to balance
the node energy consumption [9]. However, the imple-
mentation of these algorithms is complex, the convergence
speed is slow, and the calculation workload of the optimal
scheme is large, which needs to consume a certain amount
of node energy.

Many scholars have made some achievements in tradi-
tional wireless routing algorithms. For example, a propor-
tional weight routing algorithm is proposed. The algorithm
considers the link energy consumption and node residual
energy, constructs the link weight function, finds the mini-
mum weight path from each node to sink node according
to the algorithm, and constructs the shortest path tree [10].
Finally, all nodes transmit data along the shortest path tree.
For wireless sensor networks with nodes, a clustering rout-
ing algorithm with maximum lifetime is proposed. In this
algorithm, the nodes that can replace cluster heads and
charge are introduced to calculate the optimal location of
nodes [11]. According to the cluster head energy consump-
tion and node to cluster head energy consumption, multiple
cluster head selection and clustering methods that can max-
imize the network lifetime are proposed. All sensor nodes
gather the data to the cluster head node, and the cluster head
node relays the data to the sink node through the node [12].
The node has limited transmission rate and a large number
of digital media data. Only transmitting data along one path
will cause high data transmission delay, cause high energy
consumption and premature failure of hub nodes, and
shorten the network lifetime.

Therefore, aiming at the above problems, based on the
summary of relevant references, a wireless cooperative rout-
ing algorithm based on minimum energy consumption is
proposed. In this algorithm, multiple paths that weigh the
network lifetime and data transmission delay are found to
reduce the node energy consumption and data transmission
delay and improve the network lifetime.
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3. Wireless Cooperative Routing Algorithm
Based on Minimum Energy Consumption

3.1. Energy Consumption Model of Wireless Cooperative
Routing. Nodes can be divided into scalar sensor nodes, dig-
ital media sensor nodes, and sink nodes. The scalar sensor
node is responsible for performing simple tasks, such as for-
warding data from other nodes and collecting scalar data.
The data processing requirements are not high. Therefore,
the energy consumption of the scalar sensor node i to send
and receive gij bit data through distance dij is defined as E,
respectively.

E =
gijEelec + gijεdij

gij + dij
, ð1Þ

where Eelec represents the circuit energy consumption per
bit, dij represents the distance between the wireless transmit-
ting node i and the receiving node j, and εdij represents the
amplifier energy consumption per bit depending on the
amplifier model. Considering the error conditions such as
timeout retransmission and packet loss in the data transmis-
sion process, the total energy consumption of the scalar sen-
sor node is as follows:

Ei = 〠
j∈N ið Þ

gijEelec + gijεd
γ
ij, ð2Þ

where NðiÞ represents the set of all possible receiving nodes
within the single-hop maximum communication range of
the transmitting node i.

In addition to considering the energy consumption of
wireless communication, digital media sensor nodes still
need to collect and process digital media data such as image,
video, and audio with a large amount of data, so the energy
consumption of data processing needs to be considered.
According to the power, speed, and distortion model, the
energy consumption of data processing is as follows:

Epe Sð Þ = −ln Di/σ2
� �

/ϕSi
1 − Pe

, ð3Þ

where Di represents the processing distortion of digital
media data, Si represents the perceived rate of digital media
data, σ represents the average input variance of digital media
data, and ϕ represents the data processing efficiency coeffi-
cient. The total energy consumption of digital media sensor
node is as follows:

Ei = 〠
j∈N ið Þ

gijEelec + gijεd
γ
ij

� �
+ 〠

j∈N ið Þ
gijEelec: ð4Þ

3.2. Wireless Cooperative Routing Algorithm Based on
Minimum Energy Consumption. Network flow theory is a
common theory in graph theory. It mainly aims at many sys-
tems including flow, such as wireless sensor network system
with data flow, highway system with vehicle flow, control

system with information flow, water supply system with
water flow, and financial system with cash flow [13].

Each digital media sensor node collects a large number
of digital media data. In order to send the digital media data
to sink node in the shortest possible time, it is necessary to
calculate the data routing scheme according to the network
maximum flow method [14]. However, the network maxi-
mum flow method only considers the traffic maximization
of data transmission, its transmission scheme is not unique,
and does not consider the energy consumption and data
transmission delay of nodes [15]. Therefore, in order to
reduce node energy consumption and data transmission
delay, in addition to considering the transmission capacity
of the link, the cost is introduced on each link. On the pre-
mise of ensuring the maximum flow, find a minimum cost
and maximum flow that can reduce node energy consump-
tion and data transmission delay. Architecture and propaga-
tion of wireless cooperative routing based on minimum
energy consumption are shown in Figure 1.

The algorithm can find all possible paths from the digital
media sensor node to the sink node, but some paths con-
sume a lot of energy. Choosing this route will enlarge the
power consumption of the node. If there are a couple of dig-
ital media sensor nodes in the network, there may addition-
ally be more than one replica paths between the statistics
transmission paths of every digital media sensor node; that
is, some links in the duplicate path appear in the transmis-
sion paths of multiple digital media sensor nodes at the same
time [16]. Due to the limited data transmission rate of scalar
sensor nodes, the hub node in the repeated path cannot relay
the data of all digital media sensor nodes. Therefore, count
the number of repetitions of each repeated path, allocate
the bandwidth resources of the repeated path to multiple
digital media sensor nodes, and modify the traffic of all links
of each digital media sensor node on the repeated path;
finally, the data routing scheme of wireless digital media sen-
sor network is obtained [17].

3.3. Implementation of Wireless Cooperative Routing
Algorithm Based on Minimum Energy Consumption. Cycle
through the following steps until the first sensor node runs
out of energy:

(1) Sink node obtains the position coordinates, self-
address, residual energy, and other information of
all sensor nodes by flooding

(2) Calculate the weight of all links. M = 0, k = 0. Initial-
ize the feasible stream of all digital media sensing
nodes. Start to calculate the minimum cost and max-
imum flow of digital media sensing node M

(3) If the minimum cost flow calculated in iteration k
− 1 is f mðk − 1Þ, the structure changes with the net-
work Wð f mðk − 1ÞÞ

(4) Find the shortest path from the digital media sensing
node m to the sink node in Wð f mðk − 1ÞÞ. If there is
no shortest path, skip to step (6). If there is a shortest
path, skip to step (5)
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(5) Obtain the corresponding minimum cost widening
path P and calculate the improvement amount

(6) f mðk − 1Þ is the minimum cost stream of digital
media sensor node M. When the minimum cost
and maximum flow calculation of all digital media
sensing nodes is completed, skip to step (7). Other-
wise, M =m + 1, skip to step (3) and start a new
node calculation [18]

(7) Judge whether there is a duplicate path in the data
transmission path of each digital media sensing
node. If it exists, depend the wide variety of repeti-
tions of every repeated path, divide the site visitors
of all hyperlinks of every digital media sensing node
on the repeated direction through the wide variety of
repetitions, and gain the statistics routing scheme of
the wireless digital media sensing node [19]. The
sink node notifies other nodes of the data routing
scheme. All nodes transmit data according to the
data routing scheme

(8) After the sink node collects data for a period of time,
skip to step (1) again. The time complexity is mainly
composed of the time complexity of minimum cost
and maximum flow calculation of M digital media
sensing nodes and the time complexity of link weight
calculation [20]

3.4. Energy Consumption Analysis of Digital Media Art
Image Transmission. Traditional digital media art communi-

cation has the following two ways: mode 1 does not com-
press the image and directly transmits the collected
original image; mode 2 first compresses the collected image
and then transmits the compressed image. Suppose that
sending an image from the source node to sink requires h
-hop transmission, the distance between hops is drop, and
the image pixels are to be transmitted, the total energy con-
sumed in mode 1 is as follows:

Etotal =
∑h

hop=1ET x × y, dhop
� �

x × y
: ð5Þ

If the same image is transmitted in mode 2, JPEG2000 is
used to compress the image, and the image compression rate
is r, the energy required is as follows:

Etotal =
∑h

hop=1ET x × y, dhop
� �

h − 1ð Þ ⋅ Ex x × y, rð Þ : ð6Þ

The relationship between the energy consumptions in
the above two image transmission modes is compared as fol-
lows; assuming that the distance of each jump is equal,
replace Equations (4) to (5) into Equation (6) and obtain
the following:

Ediff =
x × y × h ⋅ 1 − rð Þ × 2Eelec½ �

ε ⋅ d2hop ⋅ d
4
hop

: ð7Þ
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Figure 1: Architecture and propagation of wireless cooperative routing based on minimum energy consumption.
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It can be seen that in the multihop wireless digital media
sensor network environment, in order to save the energy
consumption of image transmission, we should comprehen-
sively consider the influence of hops and interhop distance
to judge whether image compression is needed. When
JPEG2000 standard is adopted, the compression size is 512
× 512 × 8-bit image; it can be seen from Equation (3) that
the energy required is 0.65 J. Therefore, if centralized image
compression is adopted, image nodes will bear great energy
pressure. When the number of compressed images is large,
their power will be exhausted quickly [21].

4. Simulation Implementation and Analysis

Compared with the digital media sensor node, the scalar
sensor node has a small amount of sensing data [22].
Although it consumes a certain communication energy con-
sumption, it does not affect the network lifetime, node
energy consumption, and data transmission delay of each
algorithm [23]. Therefore, in the simulation, the energy con-
sumption of sensing data processing and communication of
scalar sensor nodes, data fusion, information query, packet
transceiver, and other energy consumption are not consid-
ered, and only the energy consumption of wireless commu-
nication and processing of digital media data are considered.

4.1. Analysis of Network Lifetime and Data Transmission
Delay. With θ = 0:4 as an example, the simulation results
are shown in Figure 2. When θ is certain, α tends to 1, β
When it tends to 3, the network lifetime reaches the maxi-
mum and the data transmission delay reaches the minimum.
This is because when β and θ are certain, when α ≥ 1, the
link energy consumption accounts for the main part in the
weight function, so the larger the α, the network lifetime
and data transmission delay basically do not change. When
β and θ are certain, when a ≤ 1, the smaller the α, the weaker
the role of link energy consumption, the smaller the network

lifetime, and the larger the data transmission delay. Simi-
larly, when α and θ are certain, β ≥ 3, with larger β, smaller
network lifetime, and larger data transmission delay. When
α and θ are certain, β ≤ 3, the smaller the β is, the lower
the impact of the residual energy of the node on the weight
function, resulting in the more unbalanced distribution of
node energy consumption, therefore the smaller the network
lifetime and the greater the data transmission delay.

With α = 1 as an example, the simulation results are
shown in Figure 3. When α is certain, β tends to 3, θ. When
it tends to 0.4, the network lifetime reaches the maximum
and the data transmission delay reaches the minimum. This
is because when α and β are certain, when θ ≥ 0:4, the min-
imum data transmission delay of the node accounts for the
main part in the weight function θ = 0:1, and the influence
of the network minimum data transmission delay on the
weight function is insufficient; only θ = 0:4; multiple paths
that can improve the network lifetime and reduce the data
transmission delay will be selected as much as possible, so
as to improve the network lifetime and reduce the data
transmission delay.

4.2. Energy Consumption Analysis of Different Sampling
Rates. Figure 4 shows the total energy consumption and
transceiver energy consumption required by the sensor node
to transmit and receive a symbol at three different distances
when the sampling rate R is 0.1 and 1, respectively. As can be
seen from Figure 4, both increase with the increase of
encoder dimension, and the proportion of transceiver energy
consumption in the total energy consumption is very small,
especially when the sampling rate is 0.1. This shows that the
encoding and decoding energy consumption accounts for
the vast majority of the total energy consumption. There-
fore, it can be viewed from the discernment that the whole
electricity consumption of sensor nodes is no longer affected
by using the alternate of the spacing between transceiver
nodes. How to reduce the energy consumption of codec is
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Figure 2: Analysis of network lifetime and data transmission delay when θ = 0:4.
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one of the most important links and ways to solve the
energy-saving problem of sensor nodes.

It can also be seen from Figure 4 that under two different
sampling rates, when the encoder dimensions are 4 and 1,
respectively, the ratio of total energy consumption to trans-
ceiver energy consumption is minimized; that is, the propor-
tion of encoding and decoding energy consumption is the
smallest. Therefore, in the actual network application, the
reasonable encoder dimension should be set according to
the network state and application requirements.

As can be seen from Figure 5, when d0 is 0.1 and 0.2,
under six different transceiver node spacing, the maximum
value of TRECT is 16%, and in most cases, the value of
TRECT is less than 2%. This shows that the energy con-
sumption of sensor nodes for video compression coding

and decoding accounts for the vast majority of the total
energy consumption of sensor nodes. As the SNR threshold
of the received signal at the receiving node increases, TRECT
increases accordingly. This is because, in order to make the
received signal meet a larger signal-to-noise ratio threshold,
the transmitting node must increase the transmission energy
consumption of each UWB pulse signal without sudden
change of wireless channel conditions. Furthermore, the
proportion of transceiver energy consumption in the total
energy consumption of sensor nodes is improved. In addi-
tion, when d0 increased from 0.1 to 0.2, TRECT decreased
under different conditions [24]. This is because the increase
of d0 directly reduces the target coding rate per bit per pixel.
Although the reduction of the target coding rate per bit per
pixel further leads to a sharp decrease in the number of
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calculations of video coding and decoding per frame, this r
decrease is far less than the reduction of transceiver energy
consumption.

4.3. Influence of Next Hop Distance. The energy consump-
tion is divided into network energy consumption and node
energy consumption. The former refers to the original size
of 512 × 512 × 8, the total energy consumed in the whole
process from the source node to the sink node, which is

the energy consumed by an image node transmitting an
image of the same size. The network lifetime is characterized
by the number of images that an image node can transmit in
an energy acquisition cycle. It is assumed that the energy
that a node can collect in a cycle is 10 J. The performance
comparison of three different image transmission mecha-
nisms is shown in Figure 6.

As can be seen from Figure 6(a), when the next hop dis-
tance is 120m, the network lifetime of mechanisms transmit
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original image and compressed image is 14, while that of
mechanism, wireless cooperative routing method is 63,
which is 4.5 times that of the first two. With the increasing
distance, the proportion of energy consumption of sending
images is increasing, and the network lifetime also decreases.
When the next hop distance reaches 200m, the network
lifetime of the three mechanisms is 2, 10, and 25 in turn.
As can be seen from Figure 6(b), when the next hop dis-
tance is small, the energy consumptions of image nodes
of transmit original image mechanism and wireless coop-
erative routing method mechanisms are almost the same,
which is less than that of compressed image mechanism;
however, with the increase of distance, the energy con-
sumption of mechanism increases sharply, while the
energy consumption mechanisms of transmit original
image and compressed image increase slowly. It is worth
noting that the energy consumption difference between
systems transmit original image and compressed image
remains unchanged when the distance is large. In fact,
the energy consumption of compressing an image using
the method in this paper is reduced by 0.4237 J compared
with that directly compressed by the cluster head; that is,
the compression energy consumption of image nodes is
reduced by 64.5%, and the number of compressed images
is 2.82 times that of the latter. In conclusion, regardless
of the distance of the next hop, the method proposed
in this paper performs best in terms of network lifetime
and node energy consumption. It shows that the multi-
hop image transmission mechanism based on image node
neighbourhood cooperative compression can effectively
reduce the energy consumption of image nodes, balance
the network energy consumption, and prolong the net-
work lifetime.

4.4. Influence of Hops and Distance. In simultaneous inter-
preting, the relationship between the energy consumption
of the three transmission mechanisms and the number of
hops and distances is shown in Figure 7. In Figure 7(a), h
= 2 and d2 increase from 20m to 160m with step 10m. In
Figure 5(b), h = 3, dn = d2 = 50m, and dn increase from
20m to 160m in steps of 10m. It can be seen that when
the transmission hops and distance are small, the network
energy consumption of wireless cooperative routing based
on minimum energy consumption is less than that of tradi-
tional method 1, but when the transmission hops and dis-
tance are large, the network energy consumption of
traditional method 1 is slightly higher than that of tradi-
tional method 2. The reason is that the image node needs
to consume additional energy when distributing the image
compression task, and the increased energy consumption is
about 0.2328 J. The node energy consumption of wireless
cooperative routing based on minimum energy consump-
tion is always less than that of traditional method 1. It can
be seen that when the number of hops is large and the dis-
tance is long, the traditional method 1 is to increase a small
amount of network energy consumption, so as to balance the
energy consumption of image clusters and obtain a larger
network lifetime.

4.5. Performance Comparison of Different Methods. It can be
seen from Figure 8(a) that when the number of hops is i
-hop, the network energy consumption of the two mecha-
nisms is almost the same, but when the distance is long,
the energy consumption of the method in this paper is
slightly higher than that of the latter. This is because in order
to be suitable for multihop transmission, the wireless coop-
erative route based on minimum energy consumption sends
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the image back to the image cluster head after the image
compression is completed by the ordinary node, and then,
the compressed image is transmitted by the image cluster
head. It is not difficult to see from Figures 8(b)–8(d) that
when the number of hops is greater than 1 hop, the network
energy consumption of wireless cooperative routing based
on minimum energy consumption is lower than the latter,
and the more hops and longer transmission distance, the
more obvious the energy-saving effect. This is because the

wireless cooperative routing based on minimum energy con-
sumption adopts the multihop transmission mechanism
based on hops and distance, and the influence of distance
and hops from the image node to the BS is fully considered
in the image transmission. Therefore, with the increase of
distance, the energy consumption will increase sharply. It
can be seen that the methods in the literature are only suit-
able for WMSN with small network coverage, and the wire-
less cooperative routing based on minimum energy
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consumption is especially suitable for multihop image trans-
mission in large-scale wireless digital media sensor
networks.

5. Conclusion

In this paper, the energy consumption of digital media art
communication is analyzed and studied, and a wireless
cooperative routing digital media art communication based
on minimum energy consumption is proposed. The
energy-saving transmission mode is selected according to
the transmission distance and hops. Through the neighbour-
hood cooperative compression scheme, the network energy
consumption is balanced and the energy consumption of
image nodes is reduced. The experimental results show that
the image node adopts the wireless cooperative routing

method based on minimum energy consumption to com-
press the image, which reduces the energy consumption by
64.5% and increases the number of compressed images by
182%. Compared with the existing two-hop image transmis-
sion mechanism, when the number of hops is 1 hop, the
energy consumption is almost the same, but when transmit-
ting images are over a long distance, the network energy
consumption of digital media art transmission is signifi-
cantly lower than the latter. Obviously, combining the multi-
hop image transmission mechanism proposed in this paper
with the image compression algorithm with lower energy
consumption can undoubtedly further improve the energy
efficiency of image nodes, so as to prolong the network life-
time more effectively. In addition, when determining the
image transmission path, selecting a highly reliable link
can effectively reduce the number of image retransmissions
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and improve the performance of digital media art transmis-
sion. Therefore, the next research work is to design a low-
energy image compression algorithm suitable for digital
media art communication and a routing protocol based on
transmission success rate.
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Submarine cable is widely used in today’s oil industry, and it is a much hidden large-scale industrial facility, which vigorously
promotes the development of people’s lives. With the widespread use of submarine cables based on multisensor
communication, as far as the current situation is concerned, this paper makes a report and summary on the research of
submarine cable detection method in shallow sea area (sea area within 200m). According to the implementation of the project
and the way of controlling variables, the current common detection modes are planned, fault prediction, fault diagnosis, fault
analysis and summary, and experimental data comparison, and then, we can use Brillouin radio frequency to prevent the
occurrence of submarine cable fault, and when the fault occurs, we can detect the fault at the first time. The feedback value
range of TTSL electromagnetic detection is very stable, and the Brillouin scattering frequency is within the normal fluctuation
range. In deep-sea exploration, TTSL electromagnetic detection can detect faults for submarine cables and will not affect the
fault in all aspects of waveform and wavelength. Finally, the best path and future development trend of submarine cable
detection method are obtained by analyzing and summarizing the detection data, and a complete scheme plan such as some
preventive measures and repair technology is put forward.

1. Introduction

With the rapid development of science and technology, the
development of national marine economy is also an impor-
tant strategic goal to support national development. China
has a vast sea area and abundant offshore resources, and a
large number of submarine cables are needed for power
transportation and communication between islands, inland
and offshore platforms. Compared with the tunnel and sup-
port laying of land cables, most of the submarine cables are
laid on the seabed and have the characteristics of large
capacity and long distance. Therefore, the fault detection of
submarine cable has become an important task of marine
communication. At present, submarine cables for multisen-
sor communication are distributed in many countries and
regions; across many oceans, it has far-reaching influence
and significance on contemporary social progress. It pro-

motes the development of human world civilization and
allows people to look forward to the future, which also saves
most of the space and saves a lot of space resources for
human activities in areas where human beings live [1]. How-
ever, the detection methods of submarine cables are emerg-
ing one after another at present. From the initial detection
methods to today's echo signal detection, sonar detection,
underwater photography and other methods, a lot of
research has been done on the detection methods of subma-
rine cable. Each method has its own advantages and disad-
vantages, and it is a good method to weigh the advantages
and disadvantages through data research [2]. This is the fur-
ther research and data analysis of submarine cable detection
method for multisensor communication. Sensor fusion
technology can greatly reduce the processing speed of data
processing and can effectively avoid blind areas and misun-
derstandings of optical detection. This reduces the cost.

Hindawi
Journal of Sensors
Volume 2021, Article ID 1176347, 9 pages
https://doi.org/10.1155/2021/1176347

https://orcid.org/0000-0002-2342-5031
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/1176347


The method is more effective. The detection speed is faster
and more accurate [3]. At present, a very effective technol-
ogy for submarine cable damage has been developed to the
final stage. This technology is to manufacture an XLPE sub-
marine large cable [4] and carry out various test functions
such as compression test and then use optical fiber to trans-
mit it to the test sensor to greatly improve the test quality
[5]. The combination of cable and equipment is cable con-
nection with outer skin, and outer skin is insulator, which
has the function of high strength and pressure resistance,
which makes the selection of materials particularly impor-
tant, changes the method and research of detecting multi-
sensors, and also has some influence on various data:
temperature, pressure, impact volume, pressure test, etc.
[6]. Thousands of submarine sensor communication cables
have been crossing the world’s oceans. Our unknown broad-
band, power generation, and so on are due to the effective-
ness of these submarine cables, which provide us with
energy supply along the 50 km relay station, which cannot
be underestimated [7]. In order to detect the damage of sub-
marine cables, it is suggested to put forward the principle of
echo signal reflection. Ultrasonic waves are very fast, so
when they touch submarine cables, they can resonate and
send feedback as quickly as possible [8]. This detection
method does not need to worry about obstacles in the mid-
dle and some troubles caused by bad weather [9]. In this
way, the continuous detection of submarine multisensor
communication cables under pressure and harsh environ-
ment is solved [10]. In order to study the maintenance work
and technology of submarine cable, combined with the engi-
neering situation, the detection and repair technology of
submarine cable is caused, and reasonable suggestions are
put forward according to the research of detection methods
[11]. This is also the importance of multisensor communica-
tion submarine cable. The detection speed and quality are
often inversely proportional, and it is difficult to achieve
both. In this paper, when analyzing and constructing multi-
sensor communication submarine cable, there are some fault
detection, fault analysis, fault simulation, fault diagnosis, and
other aspects of variable control to obtain various data.
Through the analysis of data, this paper summarizes the
understanding of submarine cable in the research report
on submarine cable detection method [12]. Because subma-
rine cable is a large and hidden facility, it is difficult for peo-
ple to see it in daily life, and many people often have a wrong
understanding and detection understanding of submarine
cable [13]. So in order to correct people’s misunderstanding,
this paper corrects some people’s misconceptions about sub-
marine cables at present. It also enables people to better
understand that the implementation of the multisensor
communication submarine cable inspection can also make
the submarine cable move forward stably in today’s society
and even in the future development [14]. Scientific develop-
ment will make more profitable contributions to the future
of mankind. Most sea areas have not yet been developed,
which is also the bottleneck of submarine cables [15]. When
the implementation and testing of submarine cables are
more comprehensive and the project is larger, I believe that
science and technology will make a greater leap. Due to the

high equipment investment and engineering cost of subma-
rine cables, when damage occurs, it will inevitably cause
greater economic losses to the communication industry.
Therefore, it can quickly detect submarine cable faults and
detect abnormal conditions, propose solutions, and quickly
remove faults, which has great guidance and reference sig-
nificance for improving maintenance efficiency, reducing
economic losses, and restoring production.

2. Fault Detection

Submarine cables usually have to pass through land, trestle
bridge, shoal, and some particularly complex terrain seabed
with short distance and length. However, different sections
of the same submarine cable will have different Brillouin dis-
persion radio frequency shifts, and this difference value will
produce uncontrolled fluctuations in a certain range. There-
fore, a single threshold variable is completely unable to real-
ize fault feedback of submarine cables. In this paper, the fault
detection and feedback of multisensor communication sub-
marine cable are completed through long-term monitoring,
supervision, and setting of two or even more thresholds
and multiple variables.

When the submarine cable did not fail, the Brillouin
radiofrequency shift data of each stretching band of optical
fiber in submarine cable for multisensor communication
are relatively stable and difficult to fluctuate. However,
according to the accumulated load of optical fiber for a long
time, the temperature difference data in seawater, and the
historical threshold detection waveform results, the standard
wavelength of submarine cable is SeðUÞ.

The alarm threshold of ship cable determines YK
according to the actual situation and fault experience of ship
cable. Taking the standard wavelength SeðUÞ as the central
axis and as shown in Figure 1, YK as the normal fluctuation
range, it can define its normal operation interval, and as long
as it exceeds the normal operation range, it is the fault differ-
ence point.

When the number of discrepancy points detected twice
or more times exceeds the normal data alarm threshold,
the alarm will be sent out, the alarm time and data will be
recorded, and fault diagnosis will be submitted.

Fault discrimination of connecting ground. In the event
of a ground connection failure, the Brillouin radio frequency
shift of the fiber between the ground point and the power
supply will far exceed the dangerous threshold gth2 of the
ground connection. N meter monitoring data Smon1 and
standard data SN are taken from the power supply side to
the end-user side. If Smon2ðXÞ − SN ðXÞ > gth2, they are
considered to be grounding singularities, where X ∈ ð1,NÞ;
when the number of singular grounding points NUM-
GRO2 exceeds 0.95N, the grounding fault is determined;
otherwise, the next step is determined.

For nongrounded fault signals, dune wave decomposi-
tion is carried out. In order to detect the mutation point
most effectively and directly, the selected dune wave base
must have a sufficiently high vanishing matrix when the
immediate analysis produces the mutation signal. At this
moment, the waveform and wavelength of Brillouin radio
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frequency shift in multisensor communication submarine
cable are quite rough and unstable, determine the uneven
dune wave pattern, that is, the low frequency wave with huge
exploratory coefficient and low regularity, and use different
dune wave bases to test and compare repeatedly. Finally,
we can determine the ccoif_2 dune wave base section and
decompose the alarm signal at multiple scales. In this way,
it can diagnose faults in a superlarge range and can also be
used for interval detection. It can have more range choices
and higher fault tolerance rate, and the detection results
achieved in this way are the most convincing.

Fault confirmation. Explore and find the model maxi-
mum fixed point of each scale, if one or more modulus max-
imum points with very large amplitude are found on the
J − 1 scale, and the model maximum points with the same
sign domain can be found in the coordinate points adjacent
to the abscissa scale position of J − 1 on the vertical axis scale
of J , this can explain and determine the same mutation
outlier point corresponding to these two horizontal and
vertical coordinate point domains, and on the same maxi-
mum line, if the next signal indicates that the maximum
feature and maximum feature on J − 1 scale are more
prominent, then a judgment can be made, and the judg-
ment content is to make it clear that there is a fault at
the value point.

Fault diagnosis of overheating caused by anchor damage
and partial discharge. The high-frequency coefficients of
microwave decomposition are used to distinguish anchor
damage faults from overheating faults caused by local power
generation. Whenever the anchor fault occurs, the high-
frequency coefficients D6 and D7 of the sixth and seventh
scales will appear very obvious peak images at the occur-
rence position when the fault occurs, exceeding the alarm
thresholds of high-frequency coefficients Wave_D5 and
Wave_D7; as long as the overheating fault caused by partial
discharge occurs, the high-frequency coefficients D4 and D5
of the fourth and fifth scales will appear obvious peaks at the
fault location, exceeding the alarm thresholds Wave_D4 and
Wave_D5 of high-frequency coefficients.

False alarm elimination. After wavelet waveform and
dune wave wavelength analysis, D4, there will be no spike
images in D5, D6, and D7. There will be no maximum point,

or when the alarm threshold number of high-frequency
coefficient area is not reached, this shows that submarine
cables are relatively safe. However, when error alarm occurs
in the process of fault diagnosis, the system will modify the
standard value interval according to the normal monitoring
data in the latest week, so as to optimize the threshold inter-
val of fault diagnosis and improve the accuracy and random-
ness of submarine cable fault monitoring.

3. System Test Analysis

3.1. Evaluation Index Model. Weight index of multisensor
communication submarine cable in unstable seawater.

x + βð Þn = 〠
n

α=0

n

k

 !
x6a9:78−β, ð1Þ

where β represents the degree of the angle between the
axis of the armor wire and the axis of the cable, and a is
an amount that varies approximately linearly with tempera-
ture within a certain range.

Brillouin dispersion radio frequency in

∂B vð Þ = ∂0
Δω/2ð Þ2

v − vBð Þ2 + Δω/2ð Þ2 , ð2Þ

where vB is Brillouin frequency shift and Δω is Brillouin
gain bandwidth.

The relationship between the pressure and the tempera-
ture of the submarine cable is shown in Figure 2.

In Formula (1), n is the seabed pressure coefficient; when
the pressure coefficient is constant, the weight of submarine
cable can be calculated and the periodic frequency of sensing
coefficient can be obtained. Brillouin is a series of inelastic
light scattering caused by acoustic phonons in the medium.
The frequency V1 of scattered light relative to incident light
is determined by the elasticity of acoustic characteristics. In
addition, incident light V1 is related to scattering angle α.

Va =V0 − V1 =
2V0 n/λ0ð Þ
Sin θ/2ð Þ , ð3Þ

where V0 is the frequency of scattered light, n is the
refractive index of the medium, λ0 is the wavelength of the
incident light, and θ is the angle between the incident light
and the Stokes light, and Brillouin frequency shift vB is
determined by the following:

vB =
2n
λ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − kð ÞE

1 + kð Þ 1 − 2kð Þp ,
s

ð4Þ

where E and K are Young’s model, Poisson’s ratio, and
density of medium, respectively. For quartz fiber medium,
because the frequency of front scattering light is 0, only the
frequency of backscattering light is considered.

(a) Brillouin scattering periodic frequency
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Figure 1: Circuit diagram of multisensor communication
submarine cable underwater.
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If the light is incident on the core-envelope interface at
any angle φðφc1 < φ < π/2Þ, select the point A1 on the
core-envelope interface and any scattering point B1 for anal-
ysis, as shown in the figure. At A1, there is π/2 + φ ≤ θmn1
≤ π; at point B1, there is φc3 + φ ≤ θmn2 ≤ π. Because φc1
< φ < π/2, φc3 + φ < π/2 + φ, there is φc2 + φ ≤ θmn2 ≤ π.
From the above analysis, it can be seen that the maximum
value range of Brillouin scattering angle is 2φc ≤ θmn2 ≤ π
when the light is incident at the critical angle of total reflec-
tion, that is, the maximum value range of Brillouin scatter-
ing angle is 2φc ≤ θmn3 ≤ π :

α =
ffiffiffiffiffiffiffiffiffiffiffiffi
∂2 − θ

p
≤ lim

θ⟶∞

∂!
θ! θ − 4:7ð Þ! ,

p1 ∂ð Þ = M

πR0l0 1 − k∂ð Þ2 1 + ∂ð Þ
,

ð5Þ

where θ is the angle between the sensor and the cable
axis.

The weight of armored submarine cable in the sea can be
expressed by the formula, namely,

Ws =W −
πd2
4

� �
1:025t
M3

� �
: ð6Þ

The weight of armored submarine cable in the sea can be
expressed by the formula, namely,

Ws =W − V1 +V2 + 0:5V3ð Þ 1:025t
M3

� �
, ð7Þ

where W is the weight of the submarine cable in the air,
Ws is the weight of the submarine cable in the water, V1 is
the volume of the cable core per kilometer, and V2 is the vol-
ume of the armored steel wire per kilometer.

(b) Multisensor communication fusion computing

The density and pressure exponent of submarine cable
can be obtained by the sensor fusion calculation algorithm,
and then, the failure exponent rate and detection rate
of multisensor communication submarine cable can be

obtained by Brillouin radio frequency calculation. The detec-
tion method is used to detect submarine cable.

θ = −∬
∂B
∂t

ds
!
,

∂ =
ð

v × β
��!� �

· d l
!
,

ρ =
dφ
dt

= −
d
dt

∬B · ds
��!h i

:

ð8Þ

Calculation model exponential rate of sensing detection
frequency

Δε =
k2 0ð Þ 2 − k 0ð Þ½ �

1 − k 0ð Þ½ � 1 − 2x 0ð Þ½ � Δε−1ð Þ,

E δð Þ = 1
r0

d2u rð Þ
dr2

 !
,

ð9Þ

where d is the cable diameter, r is the radius, and B is the
modulus of elasticity.

It can be seen that the required value can be obtained
only by asking for it, and the sensing rate data can be
obtained. Because K is a constant, the Brillouin dispersion
RF wavelength data of submarine optical cable can be
obtained under the condition of constant scattered light
frequency.

Calculate the resistance of submarine cable in the sea, get
the pressure coefficient ratio, and then carry out further
detection and fault prediction on submarine cable, which
can accurately calculate the pressure interval and the stress
area interval, namely,

U rð Þ = A −
1
r2

+ e−k
� �

,

p εð Þ = M
πR0l0

∂
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

π2 + θ2
p

� 	
,

ð10Þ

where UðrÞ is each group of atoms in Shi Ying optical
fiber submarine cable, R0 is a tetrahedron and a group, and
the interaction between adjacent atoms is r; the data can
be analyzed.

3.2. Fault Simulation. Due to the high price and special
working environment, the experimental conditions of the
entity are demanding, the research and development cycle
is long, the cost is high, and the practical operation is diffi-
cult. In this paper, the characteristics of temperature differ-
ence, pressure, and strain capacity are obtained according
to the long-term accumulated experience of submarine cable
fault engineering measurement and analysis, and then, the
normal detection data are corrected to simulate and restore
the submarine fault scenario.

In the event of a failure of the submarine cable connect-
ing the ground fault, the temperature of the workload fiber
in the cable connecting the ground point to the seabed of
the user’s outer gap will translate linearly upward. The
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Figure 2: Brillouin scattering curve.
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landing point of the connection ground is defined at the dis-
tance of 1925m from the optical fiber, and grounding occurs
from time 2. The maximum temperature rise of the optical
fiber is 12°C, and the temperature rise interval is 3°C. The
RF shift waveform of Brillouin dispersion is shown in
Figure 3. Time 1 is the frequency shift waveform at normal
time, and time 2 to time 6 are the frequency shift flowing
waveform after the connection ground fault occurs.

Due to the anchor failure, the submarine cable is dam-
aged, and the optical fiber deformation value near the
anchor point rises parabolically from the opening down.
The optical fiber deformation value between the fixed point
and the optical fiber 956 meters and 921 meters to 1040
meters is the Y value within 50 meters and the normal
change value of X = AT2 + B. As the sum of the type values,
the deformation values of other components are the normal
deformation values of submarine cables, and the maximum
modulation allowable capacity of submarine cable optical
fibers is 2.7%, which is equivalent to the frequency modula-
tion of 0.64GHz. As shown in Figure 4, the waveform with
the length of Bria Mountain frequency modulation section
of 0.05% is set. Two is the waveform of normal time, and
from time 5 to time 9 is the waveform of the first five
moments of the anchoring process.

Whenever a small part of overheated parts are damaged
and anchored due to power generation, according to the
experience of detecting cable sensing faults, the submarine
cable at the unloading point is slightly worn locally, thus
generating abnormally high heat. Once the temperature
rises, the temperature on both sides will inevitably become
higher. The point will gradually decrease with a little
increase in distance, and the length of the temperature inter-
val where large-scale anomalies occur will reach nanometer
level. The parabola with downward opening can be used to
express the temperature distribution area near the fault
interval point. The distance between the entrance and exit
points of the sensing communication submarine cable and
the optical fiber can be defined as 2659m, and the tempera-
ture of the optical fiber interval between 1235 and 1679m
can be marked by the formula X = −AT2 + B and the sum
of the normal temperature values between 1327m and X.
The temperature of other parts is the marine optical cable
with normal temperature value, and the maximum tempera-

ture rise of the optical fiber at X and Y point is kept at
6.5331; Brillouin dispersive IF flowing waves and dune
wavelengths are deformed as shown in Figure 3. In the fig-
ure, time point 2 is the normal time channel displacement
waveform, and time 3~ time 6 is the prism waveform that
generates heat after local small-scale discharge.

The overheating fault caused by bolt damage and partial
discharge is superimposed on the overheating fault caused
by bolt damage and partial discharge, forming a combined
fault. The frequency shift waveform of Brillouin color
scattering is shown in Figure 5, in which time 1 is the
normal waveform, and time 2-6 is the intermediate fre-
quency shift waveform of anchoring and partial discharge
simultaneously.

The main purpose of multibeam measurement is to ana-
lyze the main reasons for the exposure and suspension of
offshore cables. Through multibeam timing measurement
and auxiliary analysis of seabed sediment and complex ter-
rain in submarine cable section, large-scale seabed sand
slope in submarine cable line can be obtained. The height
of sand slope is generally between 4 and 8m, and the wave-
length is generally between 300m and 700m (the maximum
wavelength is 700m). The flow surface has a long and gentle
slope (generally between 3% and 7%), while the return sur-
face has a steeper slope (generally between 20% and 24%).
Most sand slopes have obvious asymmetry and nonlinearity,
and twin sand waves are found on some large-scale sand
waves. According to that analysis of the result obtained from
the experiment, adverse geological phenomena of routing
waves include sand, sand slope, scour trough, scour ridge
and mound uplift, steep slope, landslide, coral reef, shallow
buried rock, and weak stratum. In addition, the topography
of submarine cable routing area is undulating and steep,
with a large scale of gully bottom, convex mountain and
bank slope, scouring pit, and sand wave. The cross-section
topography is in the form of 90 Spend South Energy Con-
struction Volume 4, with sand wave appearing in the whole
line, and the ridgeline is generally north-south, perpendicu-
lar to Qiongzhou Strait tidal current (N-E). The shape, size,
length, and wave height gradually increase from north to
south. Therefore, the seabed sand slope and extremely com-
plex flow pattern are the main reasons for the suspension of
bare cables and the difficulty in fixing riprap.
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3.3. Troubleshooting. According to the number of submarine
cables gth2 =NFV = 0:025, the multisensor submarine
cables are overloaded and overloaded. Finally, Cgv2 < IHP
< gth2 value is used to calculate the difference between
small wavelength and large wavelength on the sand slope
by using wave formula P/R ∗ 4:6 > =NFV . From the analy-
sis of difference value and difference point, it is found that
the submarine cables do not fail and the sensing system does
not fluctuate abnormally.

Randomly choosing coigh2 = gth2 value makes the
decomposition theory of small wavelength of sand slope
occur, which leads to the decomposition of wavelet into tiny
particles.

Sand slope small wavelength analysis also shows that in
the time scale from scale line 3 to scale line 5 in Figure 6,
the value also changes and fluctuates greatly, resulting in
abnormal power generation of the submarine cable and fluc-
tuation caused by the decrease of the sensing degree of mul-
tisensor communication, indicating that the submarine cable
fails in this time period, resulting in fault feedback.

The threshold wavelength of the alarm point for setting
the high-frequency coefficient is D4 = 0:004GHz, waveform
D5 = 0:006GHz, waveform D6 = 0:003GHz, waveform D7
= 0:005GHz, and wave D7 = 0:005GHz. The high-
frequency coefficients of the 4th and 5th order are D3 >D4
wave and D4 >D5 wave near 1789m. In the vicinity of
1789m, the high-frequency coefficients of the 7th and 9th
segments are D6 >D7 and D4 >D5 wave D5 = 0:003GHz.
Multisensor communication submarine cable can be
completely discriminated as the anchor damage and over-
heating effect caused by local unified power generation.
From Figure 6, it can be seen that the peak value of anchored
dune fault on the superlarge spatial scale is the most prom-
inent in the microwave fine decomposition ratios 5 and 8.
In wavelet decomposition ratios 6 and 7, there is a specific
small part of discharge overheating, which leads to the dune
fault having a particularly obvious peak value in a small
space. Bolt breakage and local unloading are all completed
according to the above steps. The results show that this
method can effectively detect and diagnose the faults of mul-
tisensor communication submarine cables.

4. Experimental Comparison

4.1. Comparison of Mechanical Experiments. The pressure
performance and environmental performance are tested,
and the results are shown in Table 1.

The related test results are shown in Figures 7 and 8.
The pressure test is relatively stable and normal; control

invariants and control variables will not cause wavelength
waveform amplitude.

When the multisensor communication submarine cable
is made of frequency conversion optical fiber, the detection
methods are sonar detection, TTSL electromagnetic detec-
tion, side electromagnetic detection, ultrasonic detection,
and deep-sea photography detection. The comparison of
experimental results is shown in Figure 9.

The pressure of multisensor communication submarine
cable in the detection method of submarine photography,
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Figure 5: Flow chart of physical inspection of submarine cable.
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with the detection time, and fault feedback, the fault detec-
tion rate tends to be relatively stable, and waveform wave-
lengths tend to normal interval thresholds relatively, but
the efficiency is very low. Compared with sonar detection
technology and electromagnetic detection technology, it
takes the longest time from the beginning to the end of
detection, which leads to a limited number of detections.
Moreover, when encountering complex seabed terrain and
sand dunes and slopes, the seabed camera detection method
is slightly weak, which greatly increases the detection diffi-
culty and increases the detection risk in direct proportion.
Fault damage is also obvious. When the number of faults is
huge, the detection method of submarine camera cannot

be used. Because the submarine pressure is too high in shal-
low sea, the submarine camera technology has no obvious
abnormality, and the submarine camera sometimes cannot
operate normally in the deep-sea test. The detection activity
is temporarily terminated, which will make the experimental
results produce errors, and the error range increases signifi-
cantly in the range of Pα ∗ Zβ, so only the numerical inter-
val error can be taken in Figure 10.

4.2. Pressure Contrast Test. For the pressure detection exper-
iment of multisensor communication submarine cable on
the seabed, in order to study whether the submarine cable
has excessive pressure or pressure load exceeding normal
value on the seabed, by studying the surface, submarine
cables are in shallow sea areas. There is no difference in
pressure values. All indexes of pressure are normal values.
Waveform wavelength is also relatively normal. When

Table 1: Pressure performance and environmental performance test.

Object Pressure performance Environmental performance

GJB
5589-
122

Overload working tension is normal; transient load index is normal; impact is
normal; repeated bending under compression is normal.

The water seepage property is normal; the
temperature cycle is slow; the pressure index is

normal.

GB/T
18480

Overload working is normal; the transient load index is normal; the impact is
normal; flattening and repeated bending are normal.

The watertight properties are normal; the
temperature cycle is fast; the pressure index is

overloaded.
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37%40%

10%
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Load test

Figure 7: GJB mechanical experiment comparison data graph.
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Figure 8: GB/T mechanical experiment comparison chart.
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encountering complex seabed topography, there will be dif-
ferent choices and changes in the laying routes of submarine
cables. The pressure threshold of submarine cable is normal
at sand dunes, in a relatively stable state, as for that situation
that there is no fluctuation in various data and the overload
value increases, in order to evaluate the appropriate detection
method, control relative variable method. Through the
known sensing fusion formula, the scattering distribution
map of Brillouin dispersion radio frequency is obtained. It
can be seen from Figure 11 that the detection method can
measure the pressure distribution of multisensor communi-
cation submarine cable on the seabed, which is convenient
to measure and summarize the advantages and disadvantages
of the detection method. The wavelet distribution, wave-
length shape, and wavelength measurement are studied from
the normal initial value, and the relevant conclusions are
given for analysis and research. In order to further reduce
the error, sonar detection technology, electromagnetic detec-
tion technology, and ultrasonic detection technology are
used for experimental comparison, and the final comparison
results are marked by the bottom line chart.

From the research data, it can be seen that for submarine
cables with multisensor communication, sonar detection
technology is not suitable for known submarine cables; for
the damage of submarine cables, there is a positive advance.
In view of this phenomenon, ultrasonic detection has per-
formed abnormally well. For all aspects, wavelength fluctua-
tion is relatively stable, and wavelet decomposition is
relatively suitable and normal interval value in the region,
which makes ultrasonic detection technology more compre-
hensive and rigorous.

4.3. Failure Rate of Short Load Detection. What is very com-
mon when working under short load in submarine cables,
when large-scale demands such as large-scale power genera-
tion are needed, submarine cables will make short load
working hours. At this time, when submarine cables are
most prone to external interference and failure, usually, the
radio frequency of Brillouin dispersion greatly exceeds the
dangerous value. The submarine cable triggers emergency
response measures. When the emergency response measures
cannot relieve the power supply pressure, the submarine
cable will generate large load power data, resulting in serious

changes in wavelength waveform, which will pollute the sub-
marine ecological environment, destroy the submarine eco-
logical chain, and seriously cause irreversible anchor
damage and large-scale short circuit. Therefore, short-term
load detection of submarine cable failure rate becomes an
important index, This is one of the major detection indexes
of submarine cables, so for ultrasonic detection, sonar detec-
tion, electromagnetic detection, and TTSL electromagnetic
detection are compared experimentally. The experimental
process flow is the same as above. The control variable and
invariant are short-term load rate, which increases the sens-
ing rate of submarine cable and the working index and
workload of submarine cable to achieve the effect of one-
hour short-term load and starts detection. The statistical
comparison detection results are shown in Figure 12.

It is concluded that when the load rate is constant, the
detection rate is roughly the same. However, sonar detection
technology shows drawbacks, a sharp decline. There are also
many shortcomings in the display of waveform wavelength.
It is not suitable for testing under short load. Other detection
methods, such as the battery detection method, TTSL elec-
tromagnetic detection method, and ultrasonic detection
method, will be relatively balanced, and the Brillouin disper-
sion wavelength rate will not change obviously. Therefore,
these three detection methods can be used to detect multi-
sensor communication submarine cables in shallow sea
areas. In the submarine cable testing experiment, the data
can be obtained by using the above evaluation model for-
mula, and the data can be converted into percentages to
make the experimental results more significantly reflect the
advantages and disadvantages of each testing method.

4.4. Evaluation Results. To sum up, in the multisensor com-
munication submarine cable detection method, Brillouin
value judgment is used to grade the feedback rate of detec-
tion; the three elements of feedback value and feedback
period are attributed to TTSL electromagnetic detection
technology commonly used at present. Electromagnetic
detection, sonar detection, ultrasonic detection, and subma-
rine camera detection adopt rigorous detection methods
such as controlling the number of faults, controlling the
depth of shallow sea and controlling variables. Finally, the
evaluation results of each detection method are obtained,
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because the depth of shallow sea is similar. For seawater,
density requirements tend to normal level. Sonar detection
and submarine camera detection technology have good feed-
back values for submarine cable detection of multisensor
communication in shallow sea field. Brillouin dispersion fre-
quency fluctuation also tends to normal range, so it can be
concluded that sonar detection and submarine camera are
a good choice in shallow sea detection. For deep-sea detec-
tion, the feedback value range of TTSL electromagnetic
detection is very stable, and Brillouin dispersion radio fre-
quency is within normal fluctuation range. Therefore, TTSL
electromagnetic detection can detect faults for submarine
cables in deep-sea exploration, and the waveform and wave-
length in all aspects will not affect the faults.

5. Conclusion

Because there are many ways to detect submarine cables in
multisensor communication, but to sum up, this paper only
uses several common methods to carry out fault feedback of
submarine blue line detection. The final expected conclusion
is obtained by data feedback, and the problems and defect
directions of submarine cables are roughly predicted by fault
prediction, so that the experiment can draw conclusions in a
multivariable way, and a single variable cannot be used. The
conclusions and results obtained by various variables are
more convincing, scientific, and rigorous. This is also the
charm of science. In this society with rapid development of
science, a world with highly progressive humanities, I believe
that the submarine cable for multisensor communication
will be upgraded in higher technology in the future. Mate-
rials will be adopted more advanced, which also indicates
that there will be more and more research on submarine
cable detection in the future, and the detection types, detec-
tion methods, detection approaches, data flow analysis, and
other methods will be more forward-looking and convinc-
ing, which is also the gospel of mankind and can make civ-
ilized by going up one flight of stairs. In this mysterious
underwater world, I believe that there are not only the devel-
opment prospects of sensing communication cables but also
more opportunities and challenges, which is a necessary way
for mankind to explore the world and science in the future.
In the commercial market, submarine cable also has a place,
and it exists in this market at a high price. Here, I also hope
that the later detection methods will be studied with more
and more rigorous scientific attitude.
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In this paper, the simulation and key link characterization of the complex assembly model step-down process are studied and
analysed in depth using the digital twin approach, and the method is used in the practical process. The physical model step-
down method MORA algorithm and its physical interpretation in various simplified cases are given, and the MORA method is
improved on this basis. The concept of local activeness based on knot structure is introduced, and the process of model
transformation and downscaling and decomposition based on local activeness is explained in detail. The high-fidelity mapping
of solid equipment is completed in virtual space, which can accurately reproduce and predict the health state of engineering
equipment throughout its life cycle, effectively avoiding the huge property losses and safety risks caused by early failure of
vulnerable structures and providing a safe and stable working environment for offshore oil and gas production. With the
prototype monitoring data as reference, the response surface method is used to identify the parameters of the finite element
model of the hinge node, which improves the fidelity of the virtual model of the hinge node. Considering the friction
coefficient changes and load characteristics during the degradation of the hinge node, the dynamics simulation conditions are
set, and the operating states of the hinge node at different stages of its whole life cycle are simulated by using the high-fidelity
virtual model of the hinge node, and the prediction model of the hot spot stress of the hinge node is established to monitor its
in-position state in real time, and the operation and maintenance overhaul method based on the health state of the hinge node
is proposed. The system is divided into four modules: multilevel inverse modelling of the assembly twin, statistical shape
characterization and analysis of batch parts, optimization of fixture positioning and flexible assembly of thin-walled parts, and
optimization of low-stress assembly of bolted joint structure, which verifies the feasibility of the method and provides guidance
for the actual product forming process.

1. Introduction

With the continuous development of the economy, people’s
demand for personalized products is increasing, requiring
product production lines to have multispecies, small-lot,
multifreedom, and high-reliability production capacity, and
production lines should independently adapt to various
changes brought about by-product personalization, which
include changes from within and changes from outside [1].
The traditional rigid automated production line produces a
single product, which can no longer meet the demand of

diversified production, and industrial production line flexi-
bility and intelligence have become the mainstream develop-
ment trend. Industrial robotic arms are widely used in all
aspects of flexible production lines, and robotic arms replace
humans to complete the tasks of handling and assembly in
the production process. In these operational tasks, the
requirements for robotic arm cooperation and functionality
are increasing, and the traditional single robotic arm based
on the demonstration mode is already difficult to meet all
the needs, while the multirobot collaborative operating sys-
tem can well solve these problems [2]. For example, the cost
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of designing a robotic arm that can handle large, heavy loads
is very expensive. However, with a multirobotic arm system,
where each arm only must carry a relatively small load, a
handling system containing two or more small-cost arms
can transfer heavy loads. In addition, a multirobotic arm
synergistic system can perform different subtasks in parallel,
thus facilitating the handling of decomposable tasks such as
automated assembly in smart production. In short, a multi-
robotic arm system has higher load capacity and flexibility to
perform coupled tasks.

The performance of complex products is closely related
to the quality of assembly; the assembly error is one of the
evaluation indicators of the quality of assembly, which is
mainly determined by two steps of part feature modelling
and assembly accuracy analysis and is affected by various
factors such as part manufacturing errors, material proper-
ties, positioning forms, and coupling processes, which is
difficult to be predicted by classical methods. Assembly error
prediction requires the construction of a prototype including
all parts and process information, and the traditional physi-
cal prototype construction method is prone to scrap parts
that do not meet the performance requirements, resulting
in a great waste of resources and rising product costs. How-
ever, digital prototype models often ignore many elements in
the real environment, resulting in discrepancies with the
actual part assembly, making it difficult to meet the perfor-
mance requirements of products with high accuracy [3].
Flexible and intelligent industrial production lines have
become the current mainstream development trend. Indus-
trial robotic arms are widely used in all aspects of flexible
production lines, and robotic arms replace humans in
completing tasks such as handling and assembly in the
production process. Therefore, the use of digital technology
to truly reproduce the complex product forming process,
to guide the actual production and assembly of parts, is a
major research hotspot in the current manufacturing prod-
ucts. At present, the flat width processing method has been
widely used in woven fabric dyeing and finishing processing
and gradually become the development direction of knitted
fabric printing and dyeing processing. Knitted fabric is a
material with good air permeability and softness made of
yarns trapped each other, the force deformation of knitted
fabric presents a high degree of nonlinearity and complexity,
due to the relatively large width of the product in the knitted
fabric flat width processing, and tension pulling in the
processing process is easy to produce from the edge to the
centre of the contraction, as well as due to unfavourable
winding control resulting in the uneven layer, wrinkles,
uneven density, and other defects. In addition, the knitted
fabric structure will be affected by the tension of the larger
deformation which cannot restore the original weaving
structure; knitted fabric flat width processing tension size
needs to fully consider the size of the knitted fabric deforma-
tion [4]. Therefore, low tension and stable tension control
are the key influencing factors of knitted fabric flat pro-
cessing quality, and how to determine the tension setting
model and stable, small fluctuation of low-tension control
technology is the difficult point of knitted fabric flat print-
ing and dyeing.

Digital twin technology is a technology proposed in
recent years for the fusion of virtual simulation and physical
reality, which is a technology that integrates physical reality
data, integrates multidomain and multiscale mapping simu-
lation models, and covers the whole process and product life
cycle. The study of knitted fabric flat width dyeing and
finishing process involves several disciplines, including
product pretreatment, roll dyeing control, and product
finishing, and other processing aspects. This paper applies
digital twin technology to the study of key issues in textile
processing, aiming to explore and provide a reference for
the study of complex textile processing problems. Product
digital assembly modelling and simulation is an advanced
technology that uses computer theory to construct a digital
model of a product in a virtual environment, to simulate
the behaviour of a physical prototype in the whole life pro-
cess, such as assembly and maintenance. It is important to
analyse the assembly process and error transmission of the
product digital model through simulation methods to verify
whether the part assembly sequence, assembly path, force
deformation, etc. meet the engineering requirements, which
is important to guide the actual part manufacturing and
assembly operations, improve the efficiency of product
development, and reduce costs.

2. Status of Research

A multidomain-coupled digital twin model of CNC machine
tool is established, which contains hydraulic, electrical,
mechanical equipment, and its control system. The article
debugs the system operation response in the established
machine tool coupling system, focuses on the response char-
acteristics of the coupling system, and studies the impact of
machining tool trajectory on the product machining profile,
which is the multidomain coupling modelling technology
under the research idea from the equipment electromechan-
ical control response to the product machining level, and the
virtual machining and virtual control of the workpiece is
realized in the article through the virtual debugging of the
CNC machine tool motion trajectory, the construction of
software platform [5]. If a multimanipulator system is used,
each manipulator only needs to bear a relatively small load,
and a handling system containing two or more low-cost
manipulators can transfer heavy objects. A digital twin
model architecture for machining tools on CNC machine
tools is proposed, and the model is applied to tool detection,
life prediction, and tool selection decision, and the tool wear
amount is quantitatively analysed by using a convolutional
neural network algorithm to achieve accurate prediction of
tool wear amount and remaining life [6]. The research
differs from the electromechanical modelling approach from
a data-driven perspective, based on deep learning from
multiple sample data, to optimize the detection model of
tool wear, while using tool wear data to construct a mathe-
matical model of wear degradation and life decay under
actual machining conditions [7]. The product model valida-
tion method mentioned in the article is to use the existing
data of tool machining milling time and remaining machin-
ing times for the unused prediction of tool life, for machining
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processes with big data conditions, provides a way to predict
the usage performance of products and equipment [8]. The
spatial expression for the cantilever travel path of the road
header is firstly calculated, and secondly, the collision condi-
tions between the coal seam and the road header are mathe-
matically modelled [9]. The control buttons for controlling
the cantilever of the road header are designed in the virtual
model to realize the simulation of the coal mining site within
the virtual environment, which provides a good solution for
early warning prevention of special operations and virtual
equipment monitoring in special environments.

The design of complex multidisciplinary systems
requires the knowledge of a collaborative group of experts,
where designers with different disciplinary backgrounds
work with analytical engineers, manufacturing engineers,
marketing experts, and managers [10]. To support collabo-
rative issues in simulation and design, it is important to
document models, capture their semantics, and place them
in a well-organized knowledge base suitable for use on the
Internet [11]. A variety of unified modelling approaches and
simulation languages exist, and they can be classified accord-
ing to the following criteria: graphical and language-based
approaches, procedural and descriptive modelling, multido-
main and single-domain modelling, continuous and discrete
system modelling, and function-based and object-oriented
approaches [12]. Like other modelling methods, in the bond-
ing diagram approach, complex systems are first decomposed
into subsystems, and then, the subsystems are further hierar-
chically decomposed top-down into components with known
dynamic behaviour or elements expressing physical pro-
cesses, and the decomposition is based on power exchange
between subsystems, components, and elements [13].

Power is distributed, transferred, stored, or converted to
other forms while flowing within a system, so the bonding
diagram method is best suited for modelling continuous
processes and systems, but with some augmentation of the
bonding diagram, discrete-time systems and continuous-
discrete hybrid systems can also be modelled. A unified
description of the energy distribution, storage, transfer, and
consumption of the underlying physical processes makes
bonding diagrams suitable for various types of physical
systems and for multidomain systems that contain different
forms of energy and their interactions. And, since most of
the power exchange between components or subsystems in
a system occurs in physical systems with couplings such as
shafts, hydraulic lines, or wires, there is a clear correspon-
dence between bonding diagram model structures and phys-
ical system mechanisms.

3. Digital Twin-Assisted Simulation Analysis of
Complex Assembly Models for Step-
Down Processes

3.1. Simulation Design of Digital Twin Assembly Model. A
digital twin is a simulation process based on physical
models, making full use of sensor-aware data, inheriting
multidisciplinary, multiphysical, multiscale, and multiprob-
ability, completing the high-fidelity mapping of physical

equipment in virtual space, adding, or extending new capa-
bilities to physical entities, and realizing health management
and maintenance of physical equipment throughout its life
cycle [14]. The unique virtual model of the digital twin, as
an important carrier expressing all information of the phys-
ical system, can synchronize the in situ state of physical
equipment and realize adaptive update according to the
change of health characteristics of a physical system and
realize the performance degradation detection, damage,
and life prediction of a physical system by combining with
the intelligent diagnosis and prediction rule model built
based on big data. A study on the application framework
of digital twin technology in the health management of
hinge nodes of soft rigid arm mooring systems is carried out.

The five-dimensional digital twin model, as the basic
conceptual model for the application of digital twin tech-
nology on the ground, can most directly reflect the specific
content of digital twin technology in the application
process, organically integrating the real physical system,
the sensor monitoring data in the operation process, the
high-fidelity twin in the virtual space, and the integrated
service system into a new health management paradigm
of digitization, intelligence, and visualization. In this paper,
the five-dimensional digital twin model is represented by
the following equation.

MDT = PE, VE, Ss, CN2� �
: ð1Þ

The mechanical system is mainly composed of motor-
driven active rollers and friction-driven idler rollers.
According to the requirements of knitted fabric processing,
the fabric is expanded and unfolded by the spreading
rollers on the threaded surface after the fabric is finished,
and the fabric is adjusted by the gravity floating rollers.
After the roller rolls the dyeing liquid, it is sent to the mea-
suring device before the roll, in which the roller and the roll
spacing of the roll before the device are small, to reduce the
knitted fabric curling and wrinkling, etc., the winding axis
and the A-frame are connected with the frame through
the slide rail, and the slide rail is equipped with a hydraulic
cylinder drive at the bottom, and the variable tension
winding is realized by adjusting the distance between the
winding device and the roll before the device. Due to many
parts and connections of the mechanical model, it is neces-
sary to do the Boolean merging process [15]. After the
model processing is completed, the kinematic subcon-
straints are added between each roll shaft. Rotational
subconstraints are added between the shafts and the bear-
ing base, i.e., only one direction of rotational freedom is
retained, and the base of the frame is fixed to the earth
by applying fixed subconstraints to keep it fixed to the
ground. The winding section consists of a movable plat-
form and winding roller, so the movable platform and the
ground slide are set as a planar moving sub. In addition,
the connection end of the winding drum and the motor
shaft adopts the cross shaft type universal joint connection
in consideration of the vertical distance difference, so for
this shaft end connection, a Hooker sub for universal joint
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connection rotation will be applied, allowing the up and
down movement of the universal joint while rotating, which
makes the winding drum have better mobility and better
meet the field implementation requirements; the mechanical
model and typical motion sub are shown in Figure 1.

The data of the digital twin is characterized by multitime
scale, multidimensional, multisource, and heterogeneous.
This has caused a great waste of resources and increased
product costs; the adoption of digital technology has reduced
the probability of assembly failure and improved product
economic benefits. However, digital prototype models often
ignore many elements in the real environment, causing them
to be inconsistent with the actual assembly of parts. Meet the
performance requirements of products with higher preci-
sion. The data are mainly derived from real physical systems,
virtual twin models, service systems, and algorithmic fusion
data. The data obtained from the real physical system
includes static data and dynamic data; static data is mainly
extracted from the existing database, such as material
mechanics parameters, processing process, and assembly
sequence of equipment, while dynamic data is the data of
the operation state of the real physical system monitored
by sensors in real time; the virtual model can generate aux-
iliary data through simulation, and these data reflect the
operation of the real physical system in different connections
which represent the association rules between systems,
including the connection between physical system and data-
base, the connection between the physical system and virtual
model, the connection between the physical system and
service system, connections between virtual models and
databases, connections between virtual models and service
systems, and connections between service systems and data-
bases [16]. The virtual model relies on operational state data
from the real physical system, and the virtual model is made
more representative of the real physical system by tuning
and optimizing the model (e.g., parameters, boundary con-
ditions, and dynamic characteristics), driving the virtual
model for state updates in real time, and establishing a
real-time interactive mapping between the real physical
system and the virtual model.

Data is the foundation and direct driver of the entire
twinning process, and the mirror replication of the virtual
system to the physical system relies on the real-time acquisi-
tion and rapid transmission of high-precision sensor data.
The soft rigid arm mooring system has a complex structure
and diverse features and relies on sensors with stable and
durable working performance to obtain information on
structural response, load change, operation, and service
environment during its service. At the same time, it is also
necessary to consider the information transmission effi-
ciency between sensors and build a fast and efficient sensing
network to ensure low delay and less missing data signal
transmission, which is also a key factor to realizing the syn-
chronous mapping of the virtual system to the physical sys-
tem. The sensing data acquired in real time can be used not
only to monitor the current state of the system but also to
predict the future state of the system with the help of big
data and dynamic data-driven analysis and decision-
making technologies.

max F = x − xið Þ2 − y − yið Þ2 − z − zið Þ2, ð2Þ

f xð Þ +Qk k2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
f xið Þ − zi½ �2

s
: ð3Þ

Starting from the physical system of the soft rigid arm
mooring system, the integrated sensor data acquisition
system acquires the operational state data of the physical
system and establishes a multisystem-level virtual model in
the virtual space with the same geometric, physical, behav-
ioural, and rule attributes as the real physical system, then
uses the historical and real-time data collected by the sensors
to update the virtual model and guarantee the fidelity and
reliability of the model; through the real-time data, AI intel-
ligent algorithms are driven to diagnose the current state of
the equipment and predict the degradation trend of the
equipment; finally, an integrated service system is used to
assist in operation and maintenance to achieve monitoring,
simulation, diagnosis, prediction, and control of the equip-
ment. The tension of open-width processing of knitted
fabrics needs to fully consider the deformation of knitted
fabrics. Therefore, low tension and stable tension control
are the key factors influencing the quality of knitted fabric
open-width processing.

pk = I 0½ �
Yk
i=1

i

Ai θj
� �

0 0 1 1½ �T : ð4Þ

Complex products are composed of a series of parts con-
nected, and the assembly process not only has information
on the types and quantities of parts, but also has many other
types of assembly information, such as the structure, func-
tion, fit constraints, degrees of freedom, surface accuracy,
dimensional tolerances, hierarchical relationships, and other
basic information of parts, assembly sequence information
containing the division of assembly tasks and hierarchical
decomposition, and assembly scene information containing
assembly tools, fixtures, and other assembly resources and
the assembly environment, assembly resources such as jigs
and fixtures and assembly scenario information of the
assembly environment [17]. The diversity of assembly infor-
mation leads to various ways of description, such as part shape
information described in vector form, assembly task informa-
tion described in the semantic form, and assembly process
information described in diagram form. The part assembly
path planning is closely associated with this assembly multi-
source information, and the assembly path not only depends
on the starting and ending points of the assembly, but to some
extent, it is also related to the coupling of the assembly multi-
source information, as shown in Figure 2, and how to describe
the multisource information reasonably is of great signifi-
cance for the reuse planning of the assembly path.

Complex products are characterized by many parts
and components, so if the assembly path planning is car-
ried out according to “assembly-parts,” it will increase
the complexity of the assembly path planning and the dif-
ficulty of solving the calculation. To complete the assembly
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path planning of complex products better and more effi-
ciently, the assembly is usually assembled according to the
hierarchy of “complex assembly - subassembly - component
- assembly - part.”

μ =
1
3n

〠
n

i=1
pi − qi + ri
� �

, ð5Þ

Cov j,k =
1
3n

〠
n

i=1
piqi − qiri + ri
� �

j: ð6Þ

The attitude information of a component can be repre-
sented by giving a reference attitude and performing a certain
attitude transformation on the reference attitude. The atti-
tude transformation process in 3D coordinates can be repre-
sented in the form of a 3D attitude transformation matrix,
which can be characterized by multiplication operations of
the attitude matrix and the rotation matrix.

The fit feature information is an important parameter
used to describe and constrain the fit relationship of parts
in an assembly. For complex products, the fit relationship
between parts is an important part of the assembly path
planning for building assemblies, and the assembly paths
of parts with similar fit feature constraints are reusable to a
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certain extent, so the part fit features need to be analysed and
reasonably represented.
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Parts generally have multiple geometric features; how-
ever, generally, only individual features will interact with
other parts to form the fit relationship between features; this
feature fit relationship is determined by feature matching
elements, so how to accurately extract these feature match-
ing elements and match is the premise of the construction
of part fit feature information. The tension of open-width
processing of knitted fabrics needs to fully consider the
deformation of knitted fabrics. Therefore, low tension and
stable tension control are the key factors influencing the
quality of knitted fabric open-width processing. Part features
are divided into matching features and other features
according to whether they have matching relationships with
other parts, and the matching features are mainly plane fea-
tures, surface features, shaft features, hole features, slot fea-
tures, table features, cavity features, etc., and these features
can be decomposed into three types of feature elements:
point, line, and surface. By combining feature elements and
contact matching, motion constraints that limit degrees of
freedom are generated between mating parts.

3.2. Simulation and Characterization of the Descending
Process with Key Links.When the bonding diagram causality
is labelled according to the principle of preferential integral
causality, sometimes, some of the energy storage elements
of the system bonding diagram have differential causality.
In this case, the number of state variables of the system is
equal to the number of energy storage elements with integral
causality. The energy variables corresponding to the energy
storage elements with differential causality depend on the
state variables of the system and are nonindependent vari-
ables. When writing the state equations of the system from
this type of bonding diagram, one will also encounter alge-
braic loop problems, sometimes quite complex, especially
in the nonlinear case. Since bond graph modelling emerged
before object-oriented modelling, the concepts of knowledge
encapsulation and inheritance are not common in bond
graph modelling; however, according to the above account,
these modern modelling principles are also well known in
bond graph-based modelling of physical systems [18]. Early
in the modelling process, bond graph models are qualitative
descriptions of physical processes, and only the relevant
physical mechanisms are captured, implying that models at
the physical process abstraction level can have different
implementations at the mathematical model abstraction
level as the modelling process progresses. Organically inte-
grate real physical systems, sensor monitoring data during
operation, high-fidelity twins in virtual spaces, and inte-
grated service systems to become a digital, intelligent, and
visualized new health management paradigm. In the subse-
quent modelling stages, the form of the intrinsic equations

remains noncausal. In contrast to the object-oriented
approach to submodel connectivity, the bonding diagram
submodels can be assembled into a full cause-free model that
corresponds exactly to the physical structure, and the causal
relationships are automatically determined in the final full
bonding diagram.

The three layers are the technical component layer, the
physical process layer, and the mathematical description
layer. The modelling of the system starts with the identifica-
tion of the technical components and the connections
between them, which are usually expressed in a graphical
or nonstandard notation independent of the specific imple-
mentation; in the physical process layer, the relevant physi-
cal processes occurring in the components and the
interactions between them are defined, which can be
expressed qualitatively by graphical methods such as key
sum diagrams, generalized networks, and line diagrams;
finally, in the mathematical description layer, the mathemat-
ical model is built. It is usually generated automatically from
the graphical description, and the mathematical model is
expressed using an object-oriented noncausal modelling
language or a block diagram, etc., as shown in Figure 3.

The physical model contains information on the mate-
rial parameters and constraint boundaries of the structure,
and the system-level physical model is modelled using
ADAMS, which has a certain current research base. The
physical model of the hinge node is created using the DM
module in ANSYS Workbench, and the geometric model is
imported into the transient dynamic’s analysis module asso-
ciated with it, which can realize the simulation of the
dynamical behaviour and response extraction of the related
structure. The behavioural model can not only map the
motion behaviour of the real structure but also stimulate
its degradation behaviour. The multibody dynamics equa-
tions of the soft rigid arm mooring system can be used to
build the behavioural model at the subsystem level, and this
part already has a certain research foundation, and the finite
element models based on the fatigue damage process can all
realize the behavioural model mapping at the member level.

The first task in implementing hinge node health man-
agement for soft rigid arm mooring systems is to create
high-fidelity virtual models [19]. The virtual model of the
hinge node is highly consistent with the physical system in
terms of the structural shape, dimensions, and relative
motion relationships, but there are model simplifications in
detail. Meanwhile, the environmental loads on the hinge
nodes are characterized by a high degree of nonlinearity
and a wide range of action, and there is a problem of simpli-
fication of the boundary conditions in the finite element
virtual model simulation, which leads to deviations between
the simulation results and the monitored structural
response. In addition, the structure will show performance
degradation, damage, and other behaviours during long-
term service, and the virtual model with constant parameters
cannot accurately restore the process. For this reason, a set
of well-adapted and fault-tolerant virtual model parameter
identification schemes is needed to address the problem of
parameter changes during the service of hinged structures
and to track the parameter state of the physical system in
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real-time, to improve the fidelity of the virtual model.
Parameter identification is to optimize the model accord-
ing to the structural response and find the optimal combi-
nation of parameters that can characterize the model state
within a reasonable range, involving parameters such as
structural dimensions, material properties, constraints, cell
types, and meshes.

After removing or transforming the relatively low active
bonds, the transformed bonding diagram is obtained and
some dynamic interactions of the original bonding diagram
are changed or removed. The transformed bond graph can
then be simulated with the same inputs, and the results
obtained are compared with the original bond graph simula-
tion results, and the small error indicates that the deleted
and transformed low active bonds as well as components
contribute little to the system dynamics and can indeed be
deleted and transformed.

After obtaining a transformed bonding diagram with
similar dynamic properties to the original bonding diagram,
the driving and passive subdiagrams can be divided on the
transformed bonding diagram, and if subdiagrams can be
found, the dynamic properties of the obtained driving and
passive submodels have been proved to be approximate to
the original model by the comparison of the simulation
results mentioned above and are therefore appropriate. The
similarity of the simulation results is a sufficient condition
for the decomposed model to approximate the original
bonding graph model. The presence of subgraphs allows
for further simplification of the model, rather than just
removing the energy components. If the dynamic output of
our interest lies in the driven subgraph, the entire passive
subgraph can be removed: if the dynamic output of interest
lies in the passive subgraph, the driven subgraph must be
retained. In the second case, if the parameters of the passive
subsystem are kept constant, or if only small changes are
made in the design so that the boundaries of the subgraph

remain inactive, the simulation can be done in the following
two ways, including the connection between the physical
system and the database, the connection between the physi-
cal system and the virtual model, the connection between the
physical system and the service system, the connection
between the virtual model and the database, the connection
between the virtual model and the service system, and the
connection between the service system and the database.
First, the driven subgraph is simulated to get the input of
the passive subgraph and generate a data file, and then, this
data file is used to replace the driven subgraph and simulate
the passive subgraph, i.e., a sequential simulation is used,
and the driven and passive subgraphs are simulated in paral-
lel (as shown in Figure 4).

A reusable conformal space construction method based
on the reuse degree of the assembly path is proposed. The
features of the conformal space for assembly path reuse are
analyzed, the expression of the conformal space considering
a priori path information is given, and the concept of a priori
degree of a priori path positional point is proposed in com-
bination with ant colony pheromone, which is introduced
into the expression of a priori path information and the
construction of a priori space [20]. For the problem of low
reusability of conformation space of batch parts of complex
products, the construction of reusable conformation space of
batch parts is realized by path reusability calculation and
reusability multigranularity cohesive hierarchical clustering
with fused assembly multisource information. Finally, the
feasibility and practicality of the method are verified by
using a CNC milling machine as an example. The traditional
path planning algorithm is a complete planning process for a
given starting and target poses, and each planning is a com-
plete exploration in the conformal space, ignoring the a
priori path reusability existing in the conformal space, and
the repeated search generates redundant consumption. The
assembly path planning of batch parts of complex products,
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if replanned for each part, leads to a long product assembly
cycle and low planning efficiency, so the constructed reus-
able conformal space based on the need for a method can
achieve fast assembly path planning by reusing a priori
paths for the characteristics of the reusable conformal
space; this chapter proposes based on algorithms for path
reuse in homogeneous and heterogeneous spaces. Two
improved strategies are proposed to achieve reuse planning
of assembly paths.

4. Results and Analysis

4.1. Simulation Results of Digital Twin Assembly Model. The
cold roll pile dyeing machine control system studied in this
paper has five active motors that are jointly controlled to
achieve stable operation of the knitted fabric flat width pro-
cess. These include the upper fabric roll drive motor, the
spreading roll drive motor, the roll motor, the winding
motor for winding up the dyed fabric, and the preroll motor
for preroll tension control. The knitted fabric flat width
processing process mainly relies on the contact between
the fabric and the roll body, which is driven forward by fric-
tion. As the knitted material itself tension sensitive and easy
to deformation characteristics, which requires the active
motor can achieve accurate control of the front and rear ten-
sion, multimotor joint control of the difficulty is the multi-
stage speed chain in the speed response synchronization;
the current practical application of multimotor joint control
strategy mainly masters order control, master-slave control,
and other common ways. The tension value is less than
20N, and the speed is within the range of 30~60m/min,

and the tension has a certain anti-interference ability before
and after the flat width operation. The cold roll pile dyeing
machine equipment studied in this paper uses variable fre-
quency speed control of five motors; all motor types are
three-phase asynchronous motors, using the motor reducer
integrated model, using the stator current of the motor as
shown in Figure 5.

The results show that the motor speed climbs rapidly
with high torque and current at the instant of starting, and
the output torque and current tend to stabilize when the
speed is stabilized. When the target speed is adjusted from
30 r/min to 50 r/min, the output torque increases rapidly to
accelerate the motor speed response, and the motor speed
tends to stabilize around 0.1 s, indicating that the vector
control speed regulation model has good robustness, and
the frequency conversion speed regulation method under
asynchronous motor vector control can meet the require-
ments of stable tension control for knitted fabric flat width
processing operation. The target speed of all motors in the
master order reference control strategy is the same, which
has certain defects, that is, the target speed of each motor is
from the same fixed value; when the speed of one motor in
the multimotor fluctuates, the speed of the remaining motors
is difficult to make timely dynamic speed adjustment accord-
ing to the fluctuating motor, which cannot meet the require-
ments of this paper that the front and rear motors of the cold
roll stack dyeing machine have associated control.

Therefore, the speed output feedback of adjacent motors
is used to realize the multimotor joint control strategy. The
idea of this strategy is to use the speed output value of the
previous motor as the target speed input value of the next
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motor after the input is adjusted by PID parameters to real-
ize the tension adjustment and complete the speed control
requirement of the next motor. This strategy realizes the
joint control of tension by using the input and output of
multimotor speed as the correlation factor.

Subarray is the basic component unit of phased array
antenna; each subarray includes base, truss, wall plate, sup-
port frame, reflecting surface and transmitting end, and
other basic parts, and its assembly structure is shown in
Figure 6, which is assembled from a mixture of rigid and
flexible body parts. In this section, a comprehensive analysis
will be carried out for the rigid error of the support parts and
the flexible error of the reflecting surface of the splicing layer
in the antenna subarray, and the error statistics on the target
features after the subarray assembly is completed will be
calculated, and the installation error of the array element
layer and the positioning error during the assembly process
will not be considered in this process.

For batch part assembly, it is difficult to construct a
digital twin of each part to predict the overall assembly error,
and it is necessary to construct a statistical feature represen-
tation of this batch of parts for error analysis. This chapter
constructs an assembly twin for batch parts by hierarchically
extracting part real-data statistics based on the previous
work, calculating the discrete point probability distribution
of batch part features based on contour similarity and
proposing a hybrid vector ring method to analyse the error
statistics of rigid-flexible assembly products.

4.2. Simulation and Characterization Results of the Step-
Down Process with Key Links. This chapter proposes a
method for predicting the positioning-assembly accuracy
of complex products based on twin data, simulating the
whole assembly process of real thin-walled parts from fixture
positioning to welding completion, and improving on the

existing method to predict the product twin assembly accu-
racy. Firstly, the basic process of thin-walled part assembly is
described, and reasonable assumptions are made to intro-
duce the application scenario and construction process of
product twin in the positioning-assembly process. The
advantages of the flexible tooling system for positioning
thin-walled parts with free-form surfaces are introduced,
and the adjustment method of the fixture positioning ball
head based on isometric offset surfaces is proposed to
analyse the influence of geometric errors and physical char-
acteristics of the thin-walled twin on its force deformation.
To minimize the mean value of deformation of the discrete
point set on the thin-walled part, a hybrid particle swarm-
based multiclamp positioning optimization method is pro-
posed to ensure a strong deformation resistance of the
thin-walled part at the positioning stage. The discrete error
of the positioned thin-walled part is taken as the input con-
dition, and the real assembly error of the thin-walled twin is
calculated by improving on the traditional influence coeffi-
cient method and considering the flexible assembly under
the action of various attributes such as feature alignment
and physical interference. Finally, the feasibility of the
method is verified in the flexible assembly process of the
phased array antenna array (as shown in Figure 7).

The synchronization of multistage tension control can be
improved by increasing the gain coefficient, and a reasonable
gain coefficient can effectively enhance the followability of
tension control; as shown in the figure, when the gain coef-
ficient is 2, the change of tension of 2~4 levels with tension 1
is better. However, by adjusting the gain coefficient method
will increase the peak of the follower tension; comprehensive
result considered for knitted fabric low tension control
applications in the gain coefficient in the range of 1~2 con-
trol effect is best. The traditional bolt joint analysis has not
considered the interaction between the bolt and the
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transmission error in the assembly process, which makes it
difficult to accurately simulate the bolt assembly stress. To
a certain extent, it is also related to the coupling of assembly
multisource information. In this chapter, we study the bolt

assembly of the connecting plate twin based on the spring-
stiffness model and construct a bolt stress model driven by
multiple parameters such as part geometry and physical
properties, assembly process, and service environment and
achieve low-stress assembly effect by optimizing the bolting
process, to guarantee the accuracy and performance stability
of the product in service.

Figure 8 shows the motion response of the bracket, chas-
sis, and cab, respectively. Based on the simulation results, the
crane-related parameters in the design can be adjusted and
restimulated to achieve the desired product performance.
This shortens the cycle time for both product design, exper-
imentation, change redesign, and reexperimentation and
solves possible problems in the design phase, significantly
reducing the design cost. This shows that it is very correct
to consider systems, especially multidomain coupled sys-
tems, using bonding diagrams. Such a bonding diagram
model is also very useful for detecting instabilities in vehicles
and can be used for dynamic characterization of similar
mechanical products, such as excavators and cranes.

CNC machine tools as typical complex customized prod-
ucts, widely used in ships, high-speed rail, aviation, aero-
space, vehicles, and other manufacturing fields, is a basic
product of China’s manufacturing development. In recent
years, with the rapid development of batch customization
technology for complex products, the reusable design
method based on product configuration design and variant
design can meet the functional parameter requirements of
customized products by reconfiguring some modules, lead-
ing to the serialization and modularization of CNC machine
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tools. Assembly path planning as a key link in the product
life cycle of CNC machine tools, the efficiency of the assem-
bly path planning has a great impact on the product assem-
bly cycle, domestic machine tool enterprises due to the lack
of effective support for a series of complex products digital
assembly software system, and in the new model of the
product assembly planning often need to replan the assem-
bly of all the component modules, resulting in low planning
efficiency. Therefore, how to improve the quality and
efficiency of assembly path planning by digital means is an
urgent problem for machine tool manufacturers.

5. Conclusion

Firstly, the reuse-oriented conformation space expression is
analysed, and it is pointed out that the reuse-oriented con-
formation space should contain a priori path information,
and the concept of a priori degree is defined in combination
with ant colony pheromone concentration, and it is intro-
duced into the information expression of a priori path posi-
tional points and the construction of a priori path space. The
method of calculating the point distance of assembly multi-
source information nonlinear mapping space is proposed,
and the calculation of assembly path reuse degree is realized
by the many-to-many matching algorithm that fuses the
assembly multisource information, and on this basis, the
multigrained clustering of parts path reuse degree is realized
by cohesive hierarchical clustering based on the multi-
grained judging criteria of assembly task coupling degree
and dimensional information aggregation degree, and the
uniform enclosing box dimensional information between
clusters is obtained according to the clustering results. The
assembly conformation space that can be reused by parts
in the same cluster is constructed. Since the bond graph
model describes the power flow within the system, it is suit-
able for power- and energy-based approach to downscaling
the system, preserving the components or subsystems that

make the main contribution to the dynamic behaviour of
the system and the physical meaning of the parameters;
comparison of the local activity of the junction structure
can reveal the strength of the power or energy coupling
within the system and thus can be used for decomposition
and decoupling of the system, and this decomposition and
decoupling have obvious physical significance. The special
role of the multiport modulation converter MTF in bond
diagram modelling is explored, and the bond diagram model
of the mechanism is built through the motion transition
relationship represented by the multiport converter MTF,
while its dynamical structural characteristics are directly
represented by it, which not only makes it easier to establish
the equation of state of the system but also very helpful to
make an intuitive force and velocity relationship between
the interacting parts in the system, physical interpretation
of the force and velocity relationships between the interact-
ing components of the system. A typical mechanical-
hydraulic coupled system loader is modelled in its entirety
and reduced in order using a component-based bonding
diagram modelling approach.
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This paper collects data on the ecological environment of the lower Yellow River through an IoT approach and provides an in-
depth analysis of the ecological remote sensing big data. An impervious fusion of multisource remote sensing data cooperation
and multimachine learning algorithm cooperation is proposed. The water surface extraction method has improved the
extraction accuracy of the construction land and rural settlements in the Yellow River Delta. The data system, big data
management platform, and application scenarios of the environmental data resource center are designed specifically,
respectively. Based on the spherical mesh information structure to sort out environmental data, an environmental data system
containing data characteristics such as information source, timeliness, and presentation is formed. According to the
characteristics of various types of environmental data, the corresponding data access, storage, and analysis support system is
designed to form the big data management platform. Strengthen the construction of ecological interception projects for
farmland receding water. Speed up the construction of sewage treatment facilities. Carry out waste and sewage pipeline
network investigation, speed up the construction of urban sewage collection pipeline network, and improve the waste and
sewage collection rate and treatment rate. The management platform adopts the Hadoop framework, which is conducive to the
storage of massive data and the utilization of unstructured data. Combined with the relevant national policy requirements and
the current environmental protection work status, the application scenarios of environmental big data in environmental
decision-making, supervision, and public services are sorted out to form a complete data resource center framework. Gray
correlation analysis is used to identify the key influencing factors of different types of cities to elaborate the contents of the
construction of water ecological civilization in different types of cities and to build a framework of ideas for the construction of
urban water ecological civilization to improve the health of urban water ecological civilization. To realize the sustainable
development of the lower reaches of the Yellow River, blind logging and reclamation should be avoided in the process of land
development, and more efforts should be made to protect tamarisk scrub and reed scrub, which are vegetation communities
with positive effects on the regional ecological environment. In urban planning, the proportion of green area and water area
within the city should be reasonably increased, so that the city can develop towards a livable city that is more conducive to
human-land harmony and sustainability.

1. Introduction

The rational use of resources and a good ecological environ-
ment are important conditions for sustainable development
[1]. Although economic development and technological
progress have brought unprecedented prosperity to human
civilization, they have also brought incalculable impacts on

various natural resources and the ecological environment.
In the process of transforming nature, human beings have
been intensifying the predatory exploitation of land to meet
their growing needs, resulting in drastic changes in land sur-
face form. Although these changes have met the needs of
human production and life to a certain extent, the environ-
mental effects caused by these changes have caused many
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adverse effects on the long-term development of human
beings. Wetlands are closely related to the development of
human society, they are an important guarantee for the
healthy and safe survival and development of human beings,
provide an important supply of freshwater resources for
human society, and are also home to many rare plants and
animals [2]. AWEI classifies edge pixels more accurately,
and the optimal threshold used to segment AWEI varies lit-
tle with time and space. Therefore, the AWEI can be used as
an important choice for water body extraction. Wetlands
can improve water quality, reduce natural disasters such as
floods and droughts, restore groundwater resources, and
promote agriculture, forestry, animal husbandry, and fishery
production. Wetlands also play an indispensable role in
reducing the greenhouse effect on a global scale. While wet-
lands occupy only 6.4% of the world’s total land area, the
carbon content of wetlands is as high as 35% of the terres-
trial biosphere, providing an important guarantee for the
normal carbon cycle. Over the past century, coastal wetlands
worldwide are facing increasing threats and severe losses in
ecological integrity and service provision, with almost half
of them having been lost because of human disturbance
and climate change.

In the relatively immature period of remote sensing
technology, wetland exploration was mainly carried out by
traditional methods [3]. There are many disadvantages of
traditional methods, such as being time-consuming, costly,
and easy to damage wetland ecology, and all these shortcom-
ings greatly hindered the improvement of the wetland data-
base. The maturity of remote sensing technology has led to a
breakthrough in wetland research. Because of the unique
advantages of remote sensing technology, such as large
detection range, dynamics, rapidity, and short repetition
period, it is widely used in the interpretation of wetland fea-
tures, landscape pattern analysis, and dynamic change mon-
itoring of large areas. Satellite remote sensing technology,
which can provide spatially continuous surface image data,
has been used as an important tool for monitoring wetland
dynamics, especially because of its ability to capture large-
scale, up-to-date temporal wetland information repetitively,
thus making it possible to obtain satellite data on a regional
or even global scale. The Yellow River Delta is of interest to
researchers because of its key role in wildlife conservation,
energy production, and agriculture [4]. The Yellow River
Delta wetlands are the largest and youngest coastal wetland
ecosystem in China, providing habitat and migration sta-
tions for millions of wild birds and providing spawning
and nursery grounds for numerous freshwater and marine
organisms, making the Yellow River Delta wetlands an eco-
logical barrier for inland areas [5]. The Yellow River Delta
also provides enormous ecosystem service values, including
nutrient cycling, carbon storage, and tourism and recrea-
tional values. China’s second-largest oil field, the Shengli
Oilfield, is also located in the Yellow River Delta wetland
region, where energy production and related industrial activ-
ities have a significant impact on the surface and subsurface
environment. Agricultural production also currently
occupies a large portion of the newly formed delta land
and utilizes a large amount of riverine and subsurface fresh-

water resources, and activities such as agricultural land rec-
lamation and sea enclosures have also caused damage to
wetland resources in the Yellow River Delta. As a result of
human activities and natural evolution, the Yellow River
Delta region is at increasing risk of degradation.

With the continuous improvement of the level of envi-
ronmental information technology and the gradual expan-
sion of the scale of environmental data collection, the State
has continuously emphasized the requirement for environ-
mental protection departments at all levels to build environ-
mental data resource centers for the unified collection,
storage, management, and utilization of various types of
environmental data. However, at this stage, China has not
yet formed a construction plan or guide for data resource
centers; China’s provinces and cities are currently in the
mapping stage of environmental data resource center con-
struction design and lack research on the construction of
the overall framework of environmental data resource
centers. There are some difficulties in selecting suitable attri-
butes and methods for statistical analysis from multidimen-
sional attributes. Therefore, a series of big data services have
emerged for statistical analysis of big data. However, for spa-
tiotemporal big data, it is necessary to focus on analyzing its
spatiotemporal attributes, and for spatiotemporal big data
with a similar structure, a common statistical template can
be used for statistical analysis of spatiotemporal big data.
This is associated with the characteristics of web services,
that is, writing some statistical service interfaces; each inter-
face implements a specific function, and users can call differ-
ent interfaces to finally get the results of the desired
statistical analysis. Therefore, we can use the idea of
service-oriented to carry out the statistical work of spatio-
temporal big data and refine the statistical process of spatio-
temporal big data into different functions, each function
corresponds to service, and these services are reusable. The
user invokes different services in turn and finally can get a
result of statistical analysis of data.

2. Current Status of Research

To better articulate the health of urban ecosystems and to
conduct quantitative analysis, the indicator system approach
is often used. There is a large amount of foreign literature on
the study of urban ecosystem health, but fewer studies have
been conducted on urban ecosystem health indicator sys-
tems [6]. In general, classifier-based methods for classifying
remote sensing images can vary depending on the classifica-
tion criteria. Supervised and unsupervised classification can
be classified according to whether training samples are
required for classification; parametric and nonparametric
classification methods can be classified according to whether
the assumption that the data obeys normal distribution is
required; and image, subimage, and face-image object classi-
fication methods can be classified according to the smallest
unit of classification [7], thereby forming an orderly and
systematic hierarchical structure, making the selected indi-
cators clearer and more specific, and better reflecting the
health of the system. In wetland classification techniques
and wetland conservation, the first use of the hybrid iterative
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classification of remote sensing images for spectral aggrega-
tion analysis of wetland information, classification accuracy
has been greatly improved compared with supervised and
unsupervised classification. Using wetlands in central
Kansas as the study area, multitemporal remote sensing data
sources were used for the analysis, and the results showed
that multitemporal remote sensing data can help in wetland
change detection and can reflect the dynamic change of wet-
lands [8]. A multivariate adaptive regression curve develop-
ment model was used to predict the risk of wetland habitat
loss, and the study showed that the model has strong predic-
tive power in the southern United States [9]. Policy analysts,
land-use planners, and others can use the model to prioritize
wetland conservation, assess wetland habitat connectivity,
predict future land-use change trends, and evaluate effective
conservation plans for wetlands [10].

With the arrival of the era of big data, the development
direction of environmental information technology has
started to change. A summary of the application of big data
technology in environmental management is made [11]. The
construction of an environmental monitoring data center
proposed to realize the collection of environmental big data,
the establishment of an environmental opinion monitoring
and analysis platform to realize the mining of the massive
value of the massive data from the Internet, and the estab-
lishment of an emergency warning application to assist envi-
ronmental management. However, no detailed study of the
specific implementation of these elements has been con-
ducted [12]. In the era of big data, the organization and
management of environmental data should be changed, the
traditional environmental information coding content may
no longer apply to the collection of environmental data in
the era of big data, and environmental information should
be more comprehensive and complete; at the same time,
multisource heterogeneous environmental information is
difficult to unfold with the traditional linear classification
method and multidimensional tree classification, and the
classification with a spherical mesh information structure
can reflect the organization of the environmental informa-
tion classification system [13]. It is proposed that in the
era of big data, environmental information work should be
changed. First is that the environmental quality and pollu-
tion source monitoring should change the traditional sam-
pling monitoring, through the isolinear surface and other
methods to achieve the monitoring of all environmental
data; at the same time, the first-hand raw data instead of
the traditional environmental analysis of the results of the
data, to obtain more value, should be concurrent with the
environmental protection in the cause and effect relationship
and correlation and switch the role of data, so that the data
itself is for decision-making [14].

Various studies have described the promotion of envi-
ronmental informatization reform through big data technol-
ogy. However, at this stage, the concept of big data is still
vaguely defined in various studies, and the relationship
between the development of environmental informatization
and the application of environmental big data is not clear;
at the same time, there is a lack of analysis of the current
state of access to environmental data and whether the qual-

ity of data meets the relevant research on environmental big
data, which makes it difficult to form the support of data-
based research for the development of environmental pro-
tection work under the situation of big data. There has been
some research base in regulation and environmental quality
management. However, there has not been a clear study to
sort out the current application needs of environmental big
data in China in a unified manner. In addition, researchers
lack a focus on how environmental data resource centers
can provide support for environmental big data applications.

3. Remote Sensing Big Data Analysis of the
Lower Yellow River Ecological
Environment by the Internet of Things

3.1. Remote Sensing Big Data Design for the Internet of
Things. In recent years, the concept of big data has been
heating up, and all industries are trying to apply big data
to change the traditional work management mode and inno-
vate business content, and environmental management is no
exception [15]. The flow capacity of the river channel has
increased significantly; the increase in the height difference
of the beach and channel makes the river channel tend to
be narrow and deep, and the river channel develops towards
a stable river pattern, which not only increases the longitudi-
nal connectivity of the channel but also maintains the lateral
connectivity of the beach and channel, so it needs to con-
tinue to maintain the water and sand regulation of the reser-
voir. This chapter first synthesizes the definitions of the
concept of big data from various international research insti-
tutions and government departments to clarify the charac-
teristics of big data and combines the practical application
process of big data with the research objectives of this paper
to clarify the definition of the concept of big data in this
paper. Subsequently, this chapter sorts out the types and
characteristics of environmental data and maps the concept
of big data to the environmental field, clarifies the concept of
environmental big data in this paper, and compares the dif-
ferences and correlations between environmental big data
applications and traditional environmental applications.
Immediately after, based on the concept of environmental
big data, this chapter defines the environmental data
resource center and compares it with the traditional data
resource center and establishes the content of the environ-
mental data resource center design according to the defini-
tion. A large amount of data exists in the network
environment and life, mainly including structured data in
the SQL database, semistructured data in the network, and
other unstructured data such as pictures and picture-based
text; first, a large amount of structured data, unstructured
data, and semistructured data are integrated and extracted
through data collection techniques, subsequently, after pre-
processing operations such as cleaning of the collected data.
Then, after preprocessing operations such as cleaning of the
collected data, a large amount of correlated data is stored;
immediately afterward, the stored data is analyzed using
machine learning, data mining, and other algorithms to
achieve applications such as decision support and business
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analysis; finally, the data results are expressed to users
through visualization and human-machine interaction.

Water system connectivity refers to the longitudinal and
transverse connectivity of the connecting channel and the
structural connectivity of the water system. The mechanism
of connecting channels is the principle of general river chan-
nel flushing and siltation evolution, the mechanism of lateral
connecting channels is the theory of water and sand
exchange in river channels, and the mechanism of connect-
ing water system structures is the principle of diversion and
dry and branch confluence in water system channels. The
evolution of river channel flushing and siltation, beach and
channel water and sand exchange, and river channel diver-
sion and confluence is very classic and traditional research
topics, and there are many mature research results, as shown
in Figure 1.

In the process of acquiring data by satellite sensors, the
influence of the sensors, the curvature of the Earth, atmo-
spheric refraction, and the rotation of the Earth can cause
distortion, deformation, and translation of the acquired
images, so the geometric correction of the captured images
is needed to restore the real coordinates and shape informa-
tion of the features before subsequent applications are car-
ried out [16]. Many factors cause geometric distortion in
remote sensing images, and in general, geometric distortion
errors can be divided into internal errors and external errors.
Internal errors are caused by the structural factors of the sat-
ellite sensor itself, such as lens distortion, uneven scanning
prism speed, and offset of image principal points. The size
of internal errors may vary according to different sensor
structures, and usually, the internal errors are not large.
External errors are errors caused by factors other than the
sensor (e.g., errors caused by outer azimuth elements charac-
terizing the satellite position attitude, atmospheric refrac-
tion, terrain height and undulation, earth autotransfer, and
earth curvature) under the normal operation of the satellite
sensor. The purpose of geometric correction of remote sens-
ing images is to eliminate the various image distortions
caused by the above factors and to obtain orthophotos or
approximate orthophotos that match the maps.

NDVI = p NIRð Þ + p Re dð Þ
p NIRð Þ − p Re dð Þ ,

SAVI = p NIRð Þ + p Re dð Þ
p NIRð Þ − p Re dð Þ − L

× 1 − Lð Þ,

MNDWI = p NIRð Þ + p MIRð Þ
p NIRð Þ − p MIRð Þ + L

:

ð1Þ

Changes in pollution source data will inevitably lead to
changes in environmental quality data. Part of the data
obtained through crossdepartment can characterize the
intensity of daily human activities, that is, reflect the situa-
tion of natural and social parameters. The classifier is the
final performer of the image classification task. There are
many factors to be considered while selecting an image clas-
sification algorithm such as type of input data, the statistical
distribution of categories, target accuracy, ease of use, speed

of classification, scalability, and decipherabilit. Which classi-
fication method is appropriate for a specific study is a diffi-
cult question to answer. Parametric classifiers such as
maximum likelihood usually achieve good classification
results when dealing with input data with a single-peaked
distribution.

However, since parametric classifiers always assume that
the input data are normally distributed, they are not suitable
for handling input data that are multitemporal and exhibit
multipeaked distributions, and in addition, in many cases,
the statistical distribution of land types in the study area is
often unknown, and these limitations make it difficult for
parametric classifiers to achieve satisfactory results when
mapping surface cover over large and complex environ-
ments [17]. Nonparametric classifiers are in principle
machine learning-based algorithms that do not require addi-
tional assumptions on the input data, and although some
computational performance is sacrificed in the iterative pro-
cess, nonparametric classifiers offer better flexibility, so
when faced with complex scenarios such as unknown statis-
tical distributions of data, multiple sources, multiple tempo-
ral phases of data being employed, and input data showing
multipeaked distributions, the use of nonparametric classifi-
cation algorithm for surface thematic information extraction
is well suited.

This study was conducted to explore how soil enzyme
activity responds to changes in land-use types and seasons
and to elucidate the relationship between soil enzyme activ-
ity characteristics and soil carbon, nitrogen, phosphorus,
and other elements in a typical hanging river section beach
area and backwater depression of the lower Yellow River.
The aim is to understand the soil properties and change
characteristics along the hanging section of the lower Yellow
River and provide theoretical support for sustainable land
use and scientific management along the Yellow River. The
influence of land use on soil properties along the Yellow
River was explained from the perspective of soil enzyme
activity to provide a basis for ecological environment man-
agement along the Yellow River. Through the comparison
of the Yellow River beach area and the backwater depres-
sion, the basis for rational development of soil under the
influence of the Hanging River was laid, which provided
some support for further research on the Hanging River, as
shown in Figure 2. Nonparametric classifiers are based on
machine learning algorithms in principle. No additional
assumptions are needed on the input data. Although cer-
tain computational performance will be sacrificed in the
iterative process, nonparametric classifiers have better per-
formance. The flexibility of using nonparametric classifica-
tion algorithms to extract surface thematic information is
very suitable.

The mudflats are mainly distributed in the coastal area,
and some bare land and urban construction land with high
water content in the inland area are found to affect the
extraction accuracy of the mudflats. It is decided to separate
the coastal area dominated by mudflats and use the maxi-
mum likelihood method to classify the distribution area of
mudflats. The maximum likelihood method in supervised
classification is widely used in the classification of remote
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sensing images, which firstly calculates the variance and
mean value of each category in interest and then obtains a
classification function.

∂A
∂t

−
∂Q
∂x

− qx = 0,

Qin =Qout − ΔQ:
ð2Þ

In the first phase, data centers were only used in some
organizations to demonstrate technology and train staff on
technology to meet end-user needs; i.e., the function of the
data center was to communicate information. Subsequently,
with the development of database technology, the data cen-
ter entered the second stage, where it began to guide and
direct end-users to utilize and use data, and the function of
the data center evolved into information presentation and
interaction [18]. And in the third stage, with the develop-
ment of artificial intelligence, machine learning, and other
technologies, data centers have a more integrated nature of
functions that can help all people to solve problems
creatively.

Water flow continuity indicates that water resources can
be allocated according to demand, but in the process of allo-
cation, it is also necessary to meet the basic runoff of rivers
and maintain a certain flow of water to shape the basic shape
of river boundaries, maintain the transport and exchange of
river sediment, meet the requirements of river water ecology
and water environment, and ensure the normal function of
rivers, otherwise, river connectivity will change. When river
flow does not meet its natural evolutionary needs, it may
trigger problems such as shrinking of river channels, river
disconnection, and ecological degradation, which are all
important features and extreme manifestations of the
decline of water system connectivity.

3.2. Design of Big Data Analysis for the Lower Yellow River
Ecosystem. At this stage, the public administration still pays
little attention to environment-related data on the Internet,
and Internet data can greatly enrich the scale amount of
environmental data, expand the variety of environmental
data, and update quickly, and the Internet contains a lot of
environmental data values, so the acquisition and collection
of Internet data are an important basis for improving the
level of environmental big data. For example, the level of

WSN

WSN

WSN

WSN

WSN

Structural connectivity

Mechanism Cloud Cloud Cloud Cloud Cloud

Channel Connecting

Water system

Water system Connectivity refer

ConnectivityLongitudinal 

Transverse

Connecting channel

Figure 1: Remote sensing framework design for the Internet of Things.

Study area image

Geometric
Correction

Radiometric
calibration

Atmospheric
correction

Tidal flat MNDWI

NDVI Visual interpretation

PCA Town Bare land

Supervised
classification

Study area
image

Non-aqueous body

Construction Farmland Wetlands

Vegetation Non-vegetation

Swamp

Figure 2: Hierarchical classification discriminant method.

5Journal of Sensors



concern of the population about environmental issues, the
impact of environmental problems on the population, sud-
den environmental pollution in a certain area, and other
environment-related information can be obtained from the
Internet [19]. Environmental management departments
should pay attention to the acquisition of environmental
data on the Internet and effectively acquire all kinds of data
on the Internet through technologies such as web crawlers to
enrich the content of environmental big data, such as lens
distortion, nonuniform scanning prism rotation speed, and
deviation of the principal point of the image; the size of
the internal error will vary with different sensor structures,
and the internal error is usually not large. Under the perfect
environmental big data scenario, environmental manage-
ment departments should supervise all kinds of
environment-related public opinion information on the
Internet and the data released by third-party environmental
protection agencies on the Internet from time to time and
store the Internet data to effectively supplement the content
of environmental data and improve the value of environ-
mental big data.

In the context of perfect environmental big data, all
kinds of environment-related data are intertwined and inter-
related. Environmental quality monitoring data directly
reflect the current environmental quality; data on environ-
mental pollution sources characterize direct human activity
changes on environmental quality, and changes in pollution
source data will inevitably cause changes in environmental
quality data. Some of the data obtained through crosssec-
toral can characterize the intensity of daily human activities,
i.e., reflect the situation of natural social parameters, which
indirectly affect the data changes of environmental quality
through the form of environmental pollution. The data of
environmental management operations, on the other hand,
is the data situation of pollution control made by humans
to improve environmental quality, which is the feedback of
environmental quality data changes to pollution source data
changes. Internet data then complements the above types of
data content. And all the above types of data can be inter-
connected through the bond of time coordinate and space
coordinate. Under the background of perfect environmental
big data, through big data analysis, the relationship mining
between data can be effectively completed, forming various
kinds of highly valuable environmental big data applications
to help environmental management, as shown in Figure 3.

At the same time, it also has an immeasurable impact on
various natural resources and the ecological environment.
The selected indicator system should be able to reflect the
real situation of urban water ecosystems, establish the indi-
cator system according to a certain purposefulness, diagnose
the damage or degradation degree of urban water ecosys-
tems caused by natural factors and human activities, serve
the final assessment, issue an early warning, provide the
basis for evaluation and countermeasure suggestions, and
carry out optimal control. At the same time, the constructed
indicator system should be consistent with the overall strat-
egy of system health, thus serving as a guide for the future
development behavior and direction of the city. The urban
water ecosystem is a complex whole, and the elements

within it are not independent but are interconnected and
interacting with each other. Therefore, the indicator system
should reflect its comprehensive characteristics more com-
prehensively and organically combine the evaluation objec-
tives and the selected indicators to form a hierarchical
whole. The relationship between evaluation indicators must
be subordinated to the purpose and function of health eval-
uation but avoid overlap between indicators and maintain
the relative independence between indicators. At the same
time, it is also necessary to further decompose the indicator
system into several levels according to the needs and com-
plexity of urban water ecosystem health evaluation, from
high level to low level one by one; each evaluation indicator
expresses the subordination and interaction of evaluation
indicators at different levels, thus constituting an orderly
and systematic hierarchical structure, making the selected
indicators more clear and specific, and better reflecting the
health degree of the system.

In general, empirical methods used for specific emissivity
estimation include classification-based methods and spectral
index-based methods. The classification-based approach for
estimating surface-specific emissivity is based on the idea of
first obtaining accurate land-use/cover data based on remote
sensing image classification algorithms and then assigning
representative surface-specific emissivity values to each sur-
face cover type; however, accurate land-use/cover data are
difficult to obtain and the representative specific emissivity
of different land-use/cover types may change with the
change of surface state. The surface-specific emissivity values
based on spectral indices are difficult to obtain. It is an
important guarantee for human health, safe survival, and
development; provides an important supply of fresh water
resources for human society; and is also home to many rare
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animals and plants. The estimation of surface-specific emis-
sivity based on spectral indices relies on the statistical rela-
tionship between spectral indices and specific channel-
specific emissivity, and NDVI is one of the commonly used
spectral indices for surface-specific emissivity estimation.
The data exchange platform is the core platform for inter-
connection and interoperability among interface systems,
responsible for message transmission with different business
systems and different networks, and provides a unified data
transmission channel for information exchange among var-
ious application systems of environmental management,
integration, and sharing of external data. Through the data
exchange platform, data from various business systems of
environmental management can be exchanged to various
commissions and offices to realize data sharing services to
other commissions and offices.

Environmental planning at the macrolevel is one of the
important elements of environmental decision-making
(Figure 4). According to the negative externality of environ-
mental problems, the macroregulation of government man-
agement is a key factor in solving environmental problems,
and all environmental protection work is carried out accord-
ing to the macrolevel environmental planning of manage-
ment. To achieve the goal of sustainable development,
environmental planning should take the “social-economic-
environmental” system as a comprehensive consideration
and make decisions in time and space to achieve the purpose
of coordinated development of the environment and social
economy. In the process of environmental planning at the
macrolevel, it is necessary to consider all factors, including
the general urban planning, economic zoning, land plan-
ning, and national economic and social development plan-
ning, to make a comprehensive evaluation of the economic
situation, social development situation, and environmental
conditions and then make decisions and plans based on
them [20].

From this, it can be seen that accurate judgment of the
environmental development situation and analysis of the
environment and economic and social relevance are impor-
tant bases to support environmental macro-decision-making
and planning. Due to human disturbance and climate
change, almost half of the wetlands have disappeared. Tradi-
tional environmental planning is generally judged by human
experience through expert consultation and social research,
and there may be subjective errors in research and judg-
ments or mistakes in decision-making; at the same time,
the amount of data relied on by traditional decision-
making is small, and objectively, there may be a lack of
information that causes decision-making mistakes. With
the development of environmental big data applications,
management departments can rely on the massive environ-
mental data resources through big data means that are
used to study and judge the environmental and economic
situation and make targeted planning decisions. The
macroenvironmental decision-making planning supported
by environmental big data can reduce the interference of
human factors, accurately analyze the planning elements,
and improve the accuracy of environmental decision-
making planning.

4. Analysis of Results

4.1. Experimental Results of Remote Sensing Big Data for the
Internet of Things. In particular, reservoirs and ponds that
use Yellow River water as their water source are the main
source of water for people’s production and living, and these
reservoirs and ponds are used as a source of drinking water
for people on the one hand and for agricultural irrigation on
the other hand, so the salinity of reservoirs and ponds is usu-
ally lower than that of farming water surfaces and salt fields,
but since the groundwater in the Yellow River Delta is
mostly brackish or slightly saline, for those small reservoirs
or ponds that are not Yellow River water sources, the spec-
tral characteristics of their water bodies are similar to those.
However, for those small reservoirs or ponds with non-
Yellow River water sources, the spectral characteristics of
their water bodies are very similar to those of farming waters
or salt fields (especially the underground brine before crys-
tallization), which may be one of the factors causing the
mixing of reservoirs and farming waters; most of the farm-
ing waters rely on the introduction of seawater for fish and
shrimp farming, while the salt fields mainly use the extrac-
tion of underground brine as raw material and then crystal-
lize and produce salt by evaporation through sunlight, and
the concentration of the brine will change continuously dur-
ing the crystallization process. Especially because of its abil-
ity to repeatedly capture large-scale and up-to-date wetland
information, it is possible to obtain satellite data on a
regional or even global scale. The higher the concentration
of the brine, the greater the difference between its spectrum
and that of aquaculture water. The higher the concentration
of the brine, the greater the spectral difference between it
and the farmed water surface. For the brine just extracted
from the ground, the spectral difference between it and the
farmed water surface is smaller due to the relatively low salt
content, which in turn causes mixing between the brine and
the farmed water surface.

Low albedo features on remotely sensed images (e.g.,
asphalt roads, shadows from mountains, buildings, and
clouds) can cause some impact on the accuracy of water
body classification. The presence of shaded areas can cause
misclassification of water bodies and thus reduce the accu-
racy of surface water mapping because the spectral proper-
ties exhibited by the shaded areas have some similarity to
the spectral properties of water bodies. In scenarios where
nonwater low albedo features are present, two-band water
body indices (e.g., MNDWI) do not accurately distinguish
between water body pixels and shaded regions. Compared
with MNDWI, the AWEI not only is better at suppressing
shadows and other nonwater dark surfaces on the image
but also classifies edge pixels more accurately, and the opti-
mal threshold for segmenting AWEI has less variation in
time and space, so the AWEI can be an important choice
when extracting water bodies (Figure 5). Energy production
and related industrial activities have had a huge impact on
the surface and underground environment of the region.

Water environment-sensitive point predetermination
refers to the water quality analysis and prediction big data
model to reveal the relevant elements of the water
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environment and development trends, directly from the per-
spective of correlation between data to grasp the correlation
between pollution sources and water quality, and then pro-
vide support for management decisions in areas such as pre-
diction and early warning, which mainly includes water
quality big data collection preprocessing, water quality big
data offline learning, water quality big data online calcula-
tion, water big data visualization display, and other func-
tions. Through the integration of meteorological forecasts
and live data, pollution source data, air quality forecast data,
socioeconomic and satellite remote sensing, other types of
atmospheric environmental quality-related data, and the use
of correlation analysis, cluster analysis, and other mathemati-
cal methods, data mining analysis, and the data of spatial and

temporal analysis, component analysis, meteorological field
clustering analysis, pollution, and economic factor correlation
analysis, and other kinds of analysis, the interrelationship
between the data can effectively provide sufficient support
for the management of the atmospheric environment. It
mainly includes atmospheric environment correlation analy-
sis, atmospheric environment-sensitive point identification,
and air quality early warning forecast, as shown in Figure 6.

Carrying out comprehensive improvement of the rural
water environment, first, strengthen the treatment of rural
domestic sewage and domestic waste. Promote the construc-
tion of rural domestic sewage treatment facilities, and pro-
mote the construction of small sewage treatment stations,
artificial wetlands, oxidation ponds, and other domestic
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sewage treatment facilities, laying sewage collection pipeline
networks and unifying the treatment of domestic sewage in
villages, because of the scattered nature of rural settlements
and the high cost of building unified pipeline networks. Sec-
ond, strengthen the prevention and control of pollution
from concentrated livestock and poultry breeding in rural
areas. Therefore, a series of big data services have emerged
for the statistical analysis of big data. But for spatiotemporal
big data, it is necessary to focus on analyzing its spatiotem-
poral attributes. For spatiotemporal big data with similar
structures, a general statistical template can be used for sta-
tistical analysis of spatiotemporal big data. The city’s live-
stock and poultry breeding will be verified, livestock and
poultry breeding that cannot meet the standards will be
treated by a deadline, and ecologically sensitive areas such
as strictly controlled areas, drinking water source areas,
and important reservoir catchment areas will be set as no-
breeding areas. Livestock farms are encouraged to return
manure and sewage to the land ecologically or use them to
produce biogas, organic fertilizer, and other substances.

4.2. Results of Big Data Analysis of the Lower Yellow River
Ecosystem. The integrated connectivity of the lower Yellow
River channel is improved and maintained by carrying out
reservoir water and sand transfer. River connectivity in the
lower Yellow River has undergone a process from decreasing
to increasing. Since the construction of Xiaolangdi Reser-
voir, the implementation of water and sand transfer has been
strengthened, and the drainage of sand during floods has
been enhanced, even shaping larger floods, and the fre-
quency of flooding has increased; this has led to the obvious
scouring of the river channel in the lower reaches, the silta-
tion of the beach, and the obvious increase in the overflow
capacity of the river channel; the difference in height of the
beach channel has increased, making the river channel nar-
rower and deeper, and the river channel has developed

towards a stable river type, which has not only increased
the longitudinal connectivity of the river channel but also
maintained the lateral connectivity of the beach channel.
Therefore, it is necessary to continue to maintain the water
and sand transfer of Xiaolangdi Reservoir, to continue to
maintain the balance of scouring or overall scouring and sil-
tation of the lower Yellow River, not to return to the old way
of siltation and uplift, and to maintain and promote the
excellent state of longitudinal connectivity of the lower river,
as shown in Figure 7.

In terms of the topography of the Yellow River Delta,
urban development in the Yellow River Delta is less influ-
enced by topography, thus providing a good spatial basis
for urban expansion in all directions, which is one of the
important factors that have enabled the rapid expansion of
impervious surfaces in the Yellow River Delta in recent
decades. Combining the actual application process of big
data and the research goals of this article, the definition of
big data in this article is clearly defined. Subsequently, this
chapter sorts out the types and characteristics of environ-
mental data, maps the concept of big data to the environ-
mental field, clarifies the concept of environmental big data
in this article, and compares the differences between envi-
ronmental big data applications and traditional environ-
mental applications. From the perspective of the soil
characteristics of the Yellow River Delta, the spatial distribu-
tion of the Yellow River Delta soils determines the overall
pattern of regional land use/cover and the direction of
change of each type. Due to the high degree of salinization
of tidal soils, these soils were mostly dominated by tamarisk
scrub and unused land in the early period, and to meet the
physical conditions required for population growth, humans
increased the improvement of tidal soils, converting the for-
mer tamarisk scrub and unused land into arable land. The
early land-use/cover types of saline soils were mostly unused
land and mudflats, and since the salinity of saline soils is so
high that it is difficult to improve them into arable land,
most of these areas have been developed into highly eco-
nomically productive land-use/cover types such as farmed
water and salt flats.

The structure of land use/cover in the Yellow River Delta
for each sampling year shows that arable land accounts for
the largest share of all land-use/cover types, indicating that
land use in the Yellow River Delta is mainly agricultural,
and this type of use makes climate have a greater influence
on land-use/cover change. In addition, global warming also
has a driving effect on regional land-use/cover change, espe-
cially for those cities near the sea. This is because global
warming causes sea-level rise, which in turn increases the
erosive effect of seawater on coastal soils, resulting in
increased salinization of soils, which in turn causes the more
salt-tolerant vegetation on the seashore to no longer be able
to adapt to this high salt growth environment, prompting
the conversion of forested grasslands into mudflats and
causing land-use/cover change, as shown in Figure 8.

Guided by the concept of water ecological civilization
and the theoretical system of water ecological civilization
construction, this paper analyzes the concept and connota-
tion of urban water ecosystem health, as well as the
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operating mechanism of urban water ecosystem health, and
builds an evaluation model of urban water ecosystem health
based on it. According to the evaluation results, a complete
set of urban water ecological civilization construction idea
frameworks is proposed. Strengthen industrial point source
pollution treatment; carry out special rectification of chemi-
cal, pharmaceutical, and other heavy pollution enterprises;
strengthen the transformation of sewage treatment facilities;
promote the relocation of polluting enterprises and indus-
trial upgrading and transformation; and investigate the key
outfalls along with the more serious pollution of Naming
River. Promote the treatment of surface source pollution,

rational use of pesticides and fertilizers, and the implemen-
tation of clean agricultural production, and strengthen the
construction of ecological interception projects for farmland
retreat. There are semi-structured data and other unstruc-
tured data in the network; first, through data collection tech-
nology, a large amount of structured data, unstructured data,
and semistructured data are integrated and extracted.

Carry out waste sewage network investigation, accelerate
the construction of urban sewage collection network,
improve the collection rate and treatment rate of waste sew-
age, and implement the upgrading of urban sewage treat-
ment plants that do not meet the primary standard,
reducing the number of pollutants entering the river from
the process.

5. Conclusion

Based on the parallel random forest algorithm, the extrac-
tion method of typical vegetation types in the Yellow River
Delta was constructed to improve the accuracy and effi-
ciency of vegetation information extraction. In terms of
extraction accuracy, the overall average accuracy of the
extraction results of the Yellow River Delta time series was
found to be 89.79% and the average kappa coefficient was
0.8838, which proved that the proposed method can achieve
high accuracy in extracting typical vegetation types in the
Yellow River Delta. In terms of computational efficiency,
we found that the time spent on vegetation extraction with
the proposed method is only 1/4~1/5 of that of the nonpar-
allel random forest algorithm, and the average speedup ratio
reaches 4.18, which proves that the proposed method can
greatly improve the computational efficiency. Support vector
machines, multiclass logistic regression, and multilayer per-
ceptrons were used in the cooperation of multiple machine
learning algorithms. The accuracy evaluation of the Yellow
River Delta time series impervious surface extraction results
shows that the overall average accuracy of the impervious
surface extracted by the multistrategy synergistic method
reaches 88.19% and the average kappa coefficient reaches
0.8647, which proves that the multistrategy synergistic
method can obtain ideal results in extracting the impervious
surface of the Yellow River Delta. The effectiveness of the
method in extracting impermeable surfaces in the Yellow
River Delta was verified. The transformation of wetland
types was obvious, with many natural wetlands transformed
into artificial wetlands or nonwetlands, and the main trans-
formation types occurred between farming ponds, salt pans,
and reservoir pits and mudflats, swampy wetlands, bare
land, and agricultural land. Wetland transformation in the
Yellow River Delta is influenced by both natural and anthro-
pogenic factors, with human activities being the main
influencing factor.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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Machine-to-machine (M2M) communication technology is an emerging technology that can connect smart wireless devices. The
most obvious feature of M2M is that the communication between devices does not require human intervention. Therefore,
ensuring the low-energy consumption of M2M devices is a necessary condition for prolonging the survival time of their
devices. This paper first considers the coexistence of M2M and H2H scenarios. Aimed at the energy efficiency of M2M
equipment and the channel capacity of H2H equipment, a multiobjective problem is constructed for joint spectrum and power
resource management, and a weighted Chebyshev algorithm is proposed to solve this problem. Secondly, in view of the
additional interference problems caused by the introduction of M2M communication, the intercell cooperative link selection
algorithm is used to optimize its resilience. The effectiveness of the algorithm is proven by simulation results.

1. Introduction

The development of wireless communication technology
and people’s needs complement each other. Compared with
the existing 4G (4th generation) technology, the upcoming
5G (5th generation) technology will provide higher trans-
mission rate, lower transmission delay, and higher user
satisfaction [1, 2]. Machine-to-machine communication
(M2M) technology is not only the key component of Inter-
net of things technology but also the basis of realizing infor-
mation society. Therefore, this paper focuses on M2M
technology [3, 4].

M2M uses sensor and other technologies to enable
wireless communication equipment to have the ability of
autonomous communication [5]. The biggest feature of this
technology is that it does not need human intervention. There-
fore, it can be applied to a variety of scenarios, such as intelli-
gent transportation system, intelligent monitoring system,
medical system, public security monitoring, and electronic
meter reading [6]. These application scenarios are composed
of a large number of mobile devices, and different devices have

different quality of service, which will cause huge traffic con-
sumption. According to literature [7], it is predicted that the
total number of connections of M2M devices in 2022 will
increase to 18 billion compared with the current total number
of connections of M2M devices, accounting for 61% of the
total accessible communication devices. Therefore, in the face
of such a large number of M2M devices, people have paid
more and more attention to their size, power, and cost.
M2M technology and human-to-human communication
(HTC) technology are different. The research focus of HTC
technology is mainly to improve the user’s transmission rate
and reduce the delay, and the number of devices is far less than
the number of M2M devices. When MTC devices and HTC
devices coexist in the same cellular network and compete for
spectrum resources together, the traditional communication
quality between people will be affected by MTC. Therefore,
in the future 5G ultradense M2M scenario and the network
where MTC and HTC coexist, how to ensure the performance
ofMTC equipment without affecting the performance of HTC
equipment is an important problem to be solved at this
stage [8].
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At the same time, in order to meet the QoS requirements
of such large-scale M2M devices, it is necessary to effectively
allocate the current wireless resources. Therefore, this paper
proposes a new wireless resource management scheme.
Secondly, for the additional interference caused by the
introduction of M2M communication, it is necessary to
provide corresponding wireless resource management
and interference coordination strategies to optimize the
system performance.

2. Related Knowledge

2.1. M2M. The network architecture of M2M specified by
the technical committee of the European Telecommunica-
tions Standards Association is shown in Figure 1. M2M
transfers data from one terminal to another, that is, the dia-
logue between machines. For example, access control cards
for work, bar code scanning in supermarkets, and NFC
mobile payment are more popular recently. Key M2M
elements in the figure include the following: M2M device,
M2M area network (device domain) providing connection
between the M2M device and M2M gateway, personal local
area network, M2M gateway using the M2M function to
ensure interworking and interconnection between the
M2M device and communication network, M2M communi-
cation network providing communication between the M2M
gateway and M2M application, and M2M application pro-
gram included in the application layer [9]. For M2M appli-
cations, their data passes through various applications and
is processed and used by a specific business processing
engine. M2M equipment forms an M2M regional network.
Its applicable scenarios include not only small home net-
works but also larger scenarios, such as factory environment.

For the network architecture in Figure 1, the M2M
device can be connected to the M2M server through WAN
connection or M2M gateway. A gateway is an intelligent
M2M device, which can easily collect and process data from
M2M devices and manage their operations.

2.2. Research on M2M Wireless Resource Management. Dif-
ferent from the traditional communication system, in
M2M communication, a large number of devices with mul-
tiple quality of service requirements access the network,
which brings great challenges to resource allocation. At pres-
ent, a large number of literatures have studied the radio
resource management of M2M communication which is
different from H2H communication, mainly including
access control, spectrum allocation, and power control. This
paper mainly focuses on spectrum allocation and power
control [10].

At present, there are many possible architectures for
M2M communication. Document [11] proposes three archi-
tectures, including direct communication between M2M
devices and ENB, multihop transmission by gateway, and
end-to-end transmission between M2M devices.

Because the uplink communication adopts single carrier
frequency division multiple access (FDMA) multiple access
mode, when M2M equipment communicates directly with
ENB, the allocated frequency domain resource blocks are

required to be continuous, which increases the difficulty of
resource allocation. C-FDMA single-carrier frequency divi-
sion multiple access (single-carrier frequency division multi-
plexing) is the mainstream multiple access in the uplink of
LTE. SC-FDMA is a single-carrier modulation mode. The
basic processing methods can be divided into dft-s-gmc
and dft-s-ofdm. In Reference [12], resource block allocation
is transformed into resource block mode allocation, and the
optimization problem is solved by combining the Lagrange
dual method and ellipsoid method. According to the multi-
service characteristics of M2M equipment, document [13]
divides resource allocation into two steps. Firstly, the equip-
ment is graded according to the equipment type and the
allowable length of residual delay, and the equipment that
can be scheduled is selected. Then, the appropriate resource
block is selected according to the channel conditions of the
equipment in different frequency bands. In Reference [14],
user terminal equipment (UE) and M2M equipment are
put into two queues, respectively, and the calculation for-
mula of proportional fair scheduling algorithm is improved.
This method not only considers the current channel condi-
tions but also takes into account QoS and waiting delay.
Based on this, they proposed a new scheduling algorithm.
Both algorithms give M2M devices lower priority and ensure
the performance of H2H communication when a large num-
ber of M2M devices join. However, in the case of heavy H2H
load, these two methods can easily make it difficult for M2M
equipment to communicate for a long time.

According to the mass characteristics of M2M devices,
packet transmission of M2M devices is a good idea. Each
section of information, together with the call control signal
and verification information required for exchange, is
arranged into a message packet according to the specified
format. A packet is transmitted as a whole in the network,
with high utilization of communication resources, which
greatly improves the capacity and throughput of the chan-
nel. Document [15] proposes to group M2M devices and
uses the traditional uplink spectrum resource allocation
method for spectrum selection between groups and ordinary
H2H devices. Device-to-device (D2D) communication is
adopted in the group, and nonorthogonal spectrum is used
with H2H equipment. In order to reduce the interference

Client application

……

Smart grid Industrial IoT Smart agriculture

Monitoring systemCold chain
logistics Water supply 

M2M area 
network

Communication
network domain

Application
domain
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Figure 1: Network architecture of M2M.
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of M2M equipment to H2H equipment, the whole problem
is modeled as a bipartite graph, and the KM algorithm is
used to allocate resources. Reference [16] uses a similar
architecture, uses the KM algorithm to realize resource
allocation in the case of M2M/H2H shared spectrum, and
performs power control based on the interference level
reflected by the proportional integral derivative (PID) con-
troller. However, at present, most M2M devices do not
support D2D communication, resulting in limited applica-
tion scenarios. Document [17] proposes a nonorthogonal
resource allocation method. M2M devices conduct random
access in groups. Devices belonging to different groups can
use the same group of resource blocks to improve spectral
efficiency and adopt a continuous interference cancellation
method to reduce interference. Literature [18] combines
access control and resource allocation to reduce energy con-
sumption and completes the determination of grouping,
team leader selection, resource allocation, and packet size.

In addition, M2M equipment can also communicate
with UE. Reference [19] proposed a distributed resource
allocation method. Using the matching principle, the M2M
device can negotiate with the UE device and give the UE
certain compensation in exchange for the access of the sub-
channel. Document [20] proposes to use UE as the gateway
of M2M equipment. In the first stage, the M2M device trans-
mits the information to the corresponding UE. In the second
stage, the UE transmits the information of the M2M device
and its own information to the base station. By solving the
optimization problem and setting the appropriate transmis-
sion power, the power consumption of M2M equipment is
minimized on the premise of meeting the delay constraint,
so as to improve the network lifetime of M2M equipment.

2.3. Optimize Interference and Signal Fading. Signal fading
[21] and interference [22–24] are two important problems
encountered in the design of the mobile communication
system. Fading results in the reduction of coverage and
reliability of point-to-point communication links. The exis-
tence of interference limits the reusability of wireless
resources, thus limiting the improvement of spectral effi-
ciency (BPS/Hz/area) per unit area [25]. In view of these
two important problems, combined with the development
process and trend of the mobile communication network,
this section summarizes the research status of the M2M
mobile communication scenario and the development trend
of related mobile communication technologies.

As shown in Figure 2, in the mobile communication net-
work based on intercell cooperation, it is assumed that the
base stations are connected to each other through a backhaul
network without delay and capacity limitation. Under this
assumption, the base stations can share the global channel
state information and all data information of their users. In
this scenario, multibase station cooperation actually regards
the whole multicell network as a large multiuser multiple
input multiple output (MIMO) system [26, 27]. Therefore,
the multibase station joint signal processing algorithm can
eliminate interference, so as to greatly improve the system
capacity [28–30].

3. Method

3.1. M2M Resource Allocation Algorithm. In the scenario of
direct connection between MTC equipment and base sta-
tion, MTC equipment and HTC equipment share the same
frequency band resources, resulting in resource competition
between the two system networks. At the same time, this
paper maximizes the energy efficiency of MTC equipment
and the rate of HTC equipment, so as to complete the rea-
sonable allocation of bandwidth and power resources.

The system model diagram of this paper is shown in
Figure 3. Suppose that there is only one base station (ENB)
in this cell, and there are nMTC devices andM HTC devices
in its coverage. These devices are randomly distributed in
the cell, where the set of MTC devices is Ω = f1, 2,⋯, ng
and the set of HTC devices is Ξ = f1, 2,⋯,mg. In this paper,
it is assumed that all devices are directly connected to the
base station for data transmission.

In this cell model, since the communication behavior of
MTC equipment transmitting data mainly occurs in the
uplink, the uplink is considered the main link. It is assumed
that all access devices work in orthogonal frequency bands,
so the interference between devices is ignored. The total
shared bandwidth of all devices is set to Bmax , and this paper
assumes that the base station can obtain the global channel
side information (CSI) of all devices. In this paper, the gain
between the MTC device n and the base station can be
expressed as

dαngn = hn: ð1Þ

Similarly, the gain between the HTC device m and the
base station is expressed as

dαmgm = hm: ð2Þ

The signal propagating at multipath can reach the simul-
taneous interpretation of the field strength at the receiving
point from different paths, and the delay time of each path
is different. The superposition of the component waves in
each direction produces a standing wave field strength, thus
forming a fast fading signal, called Rayleigh fading, where
HN represents that the variable has experienced slow fading
and Rayleigh fading on the transmission link, DN represents
the distance between MTC user n and the base station, and α
is the path loss index.

In order to balance the performance of MTC devices and
HTC devices, we will construct a multiobjective optimiza-
tion problem. Compared with the single-objective optimiza-
tion problem which can only obtain the unique solution, it is
more suitable to solve the Pareto optimal solution in the
coexistence scenario of MTC and HTC. Therefore, the
weighted Chebyshev method is used in this paper.

The signal-to-noise ratio (SNR) of MTC equipment can
be written as

p−1n γn =N−1
0 b−1n gn: ð3Þ

Here, pn ≥ 0 and bn ≥ 0 represent the allocated
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transmission power and bandwidth of MTC device n in the
uplink, respectively, and n represents the power spectral
density of additive white Gaussian noise (AWGN).

Therefore, the energy efficiency (EE) of a single MTC
device can be expressed as

en = p0n log2 γn + 1ð Þbn: ð4Þ

Here, rn represents the transmission bit rate from MTC
device n to the base station. In addition, p0n = pn + pe, where
pe represents the fixed power consumption.

For HTC equipment, the uplink rate is also an important
indicator in the future 5G communication. Therefore, the
channel capacity requirements of HTC equipment are the
focus of consideration. According to Shannon’s theorem,
the bit rate of HTC equipment m in the uplink can be writ-
ten as follows:

rm = bm log2 N−1
0 b−1n gn + 1

� �
: ð5Þ

pm = fp1, p2,⋯pg and bm = fb1, b2,⋯, bg are the opti-
mized power and bandwidth variables of HTC devices,

respectively. rm represents the uplink bit rate of each HTC
device, and bm and pm represent the bandwidth and power
allocated to each HTC device, respectively. gm represents
the gain between HTC device m and base station.

Before introducing the weighted Chebyshev algorithm,
this section first needs to deal with the weight factor accord-
ingly. When a large number of MTC devices are connected
to the cell network, more subcarriers are allocated to MTC
devices, which will seriously affect the QoS of HTC devices.
To solve this situation, this paper defines the ratio of the
total number of subcarriers required by MTC devices to
the bandwidth of the whole network The value is its demand
factor ðDFÞp. Then, the weight function of energy efficiency
of MTC equipment Φ1ðρÞ can be defined as follows:

ϕ1 ρð Þ = 1 − exp spð Þ 1 − exp sð Þ−1: ð6Þ

Here, s is a parameter greater than 1, which affects
the curve slope of the weight function, and is set here
as Φ1ðρÞ ∈ ½0, 1�, and the objective function increases with
the increase in p. The gradient is a decreasing function, which
shows that the sensitivity of the energy efficiency objective

Data

S1,S2,S3,S4 S1,S2,S3,S4 S1,S2,S3,S4 S1,S2,S3,S4
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Figure 2: Cooperative multicell system model.
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function of MTC equipment to a high DF factor is reduced.
The energy consumption problem of MTC terminal can be
solved by the communication unit deciding whether to enter
the transmission state according to the relationship between
the current channel signal-to-noise ratio and the preset
threshold, which is obtained based on the maximum value
of the energy efficiency function of MTC terminal. In addi-
tion, the weight function expression of HTC equipment can
be calculated by Φ2ðρÞ = 1 −Φ1ðρÞ.

For the two optimization objectives, finding the minimum
value is the core idea of the weighted Chebyshev algorithm.

min
p,bf g

max
n∈Ω

ϕ1 − f u1ϕ1〠rnp
−1
n , ϕ1 − f −u2 ϕ2〠rm

n o
: ð7Þ

Here, Φ1 and Φ2 represent the positive weight factors of
energy efficiency and system capacity functions, respectively.
For the sake of fairness, the value of each single objective func-
tion is divided by its ideal point for normalization.

3.2. Optimization of Interference and Fading Signals.
OFDMA combines OFDM and FDMA technology. After
subcarriering the channel with OFDM, different subcarrier
resources are allocated to different users to achieve multiple
access. Consider a downlink OFDMA network jointly proc-
essed by multiple base stations, which contains k cooperative
cells, and M users are evenly distributed in each cell, as
shown in Figure 4. In each cell, the system bandwidth is
divided into a series of continuous subcarrier sets orthogonal
to each other, and each subcarrier set forms a subchannel.
Because the subcarriers of OFDM overlap in the frequency
domain, there is no guard frequency. Users access different
subchannels in different time slots to achieve multiple
access. Therefore, in the ideal synchronization case, there

will be no multiuser interference in each cell. In this paper,
a subchannel and a corresponding time slot are combined
and defined as a basic resource allocation unit (AU). Assum-
ing that each AU can only be occupied by a unique user,
interference free multiuser access can be realized through
the division of frequency and time resources.

This paper considers two different physical frame struc-
ture models in the downlink OFDMA network, namely,
ordinary physical frame and superframe. Each base station
adopts different operations for radio resource management
within and between cells under different frame structures.
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Figure 4: Cooperative multicell network layout and user distribution.
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Suppose that when the working frequency band is divided
into several continuous subchannels, the ordinary frame is
composed of these subchannels and several continuous time
slots. The super physical frame is composed of several time
continuous ordinary frames.

On any AUn, the signal-to-interference noise ratio
received by user m from its serving base station K and
other adjacent base stations can be expressed by the fol-
lowing formula.

SINRn
k,m =

hnk,m
�� ��2

N0p
−n
i ∑K

i=1p
n
i hni,m
�� ��2 , ð8Þ

where p represents the power of the transmitting base
station K on the resource allocation unit (AUn) and N0
represents the power of the additive white Gaussian noise
(AWGN). Hnim represents the complex channel response
coefficient of the cofrequency interference channel on
the AUn from the base station master to the user m in
cell K .

When the base station performs equal power allocation
among AU in the physical frame, there are

pt =Npnk , ð9Þ

where p represents the total transmission power of each base
station and N represents the total number of radio resource
allocation units (AU) contained in each physical frame.

Therefore, for the scheduling user m working on the
AUn in cell K , the downlink user rate can be expressed
as follows:

rnk,m = log2 1 +
hnk,m
�� ��2

N0p
−n
i ∑K

i=1p
n
i hni,m
�� ��2

 !
: ð10Þ

Further, the total rate of scheduling user m in cell K
can be expressed as

Rn
k,m = 〠

n∈N
log2 1 + SINRn

k,m
� �

, ð11Þ

where NT,m represents the AU set composed of all
resource allocation units occupied by user m in cell K .

By establishing intercell cooperative links to build a mul-
ticell joint signal processing system, interference can be
eliminated and cooperation gain can be obtained. Therefore,
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the network capacity gain of establishing cooperative links
can be modeled as follows:

benefit =
r̂nk,m − rnk,m

r̂nk,p
, ð12Þ

r̂nk,m = log2
pnk hnk,m
�� ��2

pni ∑
K
i=1p

n
i hni,m
�� ��2 +N0

 !
, ð13Þ

rnk,m = log2
pnk hnk,m
�� ��2

∑K
i=1p

n
i hni,m
�� ��2 +N0

 !
: ð14Þ

4. Results and Discussion

4.1. Performance Analysis in Orthogonal Resource Scenarios.
The relationship between multiobjective function and
demand factor p is simulated in Figure 5. In order not to lose
generality, the energy efficiency of MTC and the channel
capacity of HTC are normalized, respectively. The channel
varies randomly, and the values vary from large to small,
so the normalization of channel coefficients is for better data
comparison. The number of three services of MTC equip-
ment is ðnSM, nEA, nRMÞ = ð4,4,2Þ. As shown in Figure 5,
when the demand factor p changes from 0.3 to 0.9, the
energy efficiency of the normalized MTC equipment con-
tinues to increase. This is because the higher the weight fac-
tor of MTC devices, the higher their priority to obtain band

resources. On the contrary, the channel capacity of the nor-
malized HTC device decreases with the increase in P. This is
because fewer subcarrier resources are allocated to HTC
devices. It is worth noting that even when p is very high,
the normalized energy efficiency value will not increase
sharply, which is conducive to protecting the QoS of HTC
equipment from changing too fast.

The relationship between MTC energy efficiency and
HTC energy efficiency and the number of equipment users
served by RM is discussed in Figure 6. The increasing num-
ber of users means that the overall QoS requirements of the
MTC system are improving. Therefore, it can be seen from
the curve in the figure that as the proportion of service
devices gradually increases, the bandwidth available for
HTC devices gradually decreases. Therefore, the optimal
value of HTC channel capacity calculated by the KM algo-
rithm and its ideal point are in a downward trend. In addi-
tion, by observing the curve in the figure, we can know
that the optimal value of MTC channel capacity and its ideal
point are also in a downward trend. This is because MTC
equipment improves its ability to obtain power resources
to meet high QoS requirements, thus reducing the energy
efficiency value of the system. As a comparison with the
algorithm in this paper, the performance of the weighted
sum (WS) algorithm is also reflected in this figure. Assuming
that the weight ratio of the two objective functions of the
weighted sum algorithm is also 1 : 1, it can be seen from
the comparison curve in the figure that when the weighted
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sum algorithm is adopted, the MTC energy efficiency and
HTC channel capacity curve decrease or increase significantly
with the change of the number of devices. Using this algo-
rithm, we can see that the fluctuation range of these two curves
is not large. The weighted Chebyshev method is an iterative
multivariable optimization method based on the Remez
exchange algorithm, which can be used for polynomial inter-
polation. The corresponding interpolation polynomials can
minimize the Runge phenomenon and provide the best uni-
form approximation of polynomials in continuous functions.
It can be seen that the weighted Chebyshev algorithm adopted
in this paper to solve the multiobjective optimization problem
can better reflect the fairness of the compromise between the
two objective functions than the weighted sum algorithm,
which is more in line with the scene in the actual network.

The effectiveness of the proposed multiobjective optimiza-
tion algorithm under different user equipment scenarios is
proven in Figure 7. It can be seen from the figure that with
the increasing number of users n, the curve of the ideal point
and the optimization curve obtained by the KM algorithm are
in an increasing trend. Therefore, in the scenario of different
numbers of users, the multiobjective optimization algorithm
proposed in this paper still has good applicability, which ismore
suitable for the actual needs of future wireless networks.

Figure 8 shows the trade-off between energy efficiency
and channel capacity in the scenario of 8 users, 5 users,
and 3 users. When the demand factor P changes from 0.65
to 0.9, the Pareto optimal solution of HTC equipment and
MTC equipment changes. The Pareto optimal state is that
there is no more room for Pareto improvement; that is,
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Pareto improvement is the path and method to achieve the
Pareto optimal. The curve of the former shows a downward
trend, and the curve of the latter shows an upward trend.
This is because with the increase in P, MTC devices have
higher priority in obtaining bandwidth and spectrum
resources. Similarly, when p decreases, the curve in the
graph will show the opposite trend. In short, in the actual
scenario, according to the demand factor of MTC equip-
ment, network managers can balance the system perfor-
mance of MTC and HTC by adjusting the weight function.

4.2. Performance Analysis under the Interference Scenario. In
performance analysis under the interference scenario in
Figure 9, the performance of the weighted Chebyshev algo-
rithm used in this paper is compared with that of the tradi-
tional weighted sum algorithm, the weight factor is set as
Φ1 =Φ2 =Φ3 = 0:33, and the algorithm of three targets is
normalized. As can be seen from the figure, when the
weighted Chebyshev algorithm is adopted, the normalized
value of MTC interference to ENB is reduced by 2%. In con-
trast, for different numbers of users, when using the
weighted sum algorithm, the optimal channel capacity of

HTC equipment is close to its ideal point value 1, which is
much higher than that obtained by using the weighted
Chebyshev algorithm. However, the optimization perfor-
mance of MTC equipment is much lower than that of the
weighted Chebyshev algorithm.

4.3. Optimized Performance Analysis. Figure 10(a) shows the
relationship between the change of user QoS requirements
and the change of network average throughput and com-
pares the impact of the change of cell average number of
users on throughput. It can be seen that with the increase
in user QoS requirements, the average throughput of the cell
also increases gradually. However, when the average number
of users per cell increases, the average cell throughput
decreases. Moreover, with the increase in user QoS require-
ments, this difference becomes more and more obvious. This
is because there are too many users, resulting in fierce
competition among users in the cell, and the available wire-
less resources are quickly allocated, making it difficult to
maintain user demand.

Figure 10(b) shows the relationship between the change
of user QoS requirements and user satisfaction in the same
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case. It can be seen that when the user QoS is generally low,
most users can meet their communication quality require-
ments regardless of the total number of users. However, with
the increase in user QoS demand, the user dissatisfaction of
cells with high user density increases sharply compared with
cells with low user density. Figures 10(a) and 10(b) also
show that relying solely on wireless resource management
and user scheduling is difficult to meet the large number of
users and high user communication requirements.

Figure 11(a) describes the relationship between the aver-
age cell throughput and the user QoS requirements. The
results show that with the improvement of user QoS require-
ments, the performance of the three algorithms shows an
upward trend. The performance of the proposed algorithm
is between the other two, because the proposed algorithm
is limited by the backhaul network capacity, and there is a
trade-off between throughput performance and backhaul
network consumption. The problem of limited backhaul link
capacity is common in cellular communication systems,
which is also the bottleneck to realize the potential perfor-
mance gain of downlink comp.

The backhaul network is the return line of the line.
Generally, the end users have a large download service and a
small amount of uplink data. The throughput reflects the
amount of data that can actually pass through the network
and receive the backhaul network capacity limit. Figure 11(b)
compares the backhaul network capacity consumption of the
two algorithms in Figure 11(a). The global cooperation algo-
rithmworks better under the nonconvex setting, but it depends
on the global learning rate. It can be seen that with the increase
in user QoS requirements, the backhaul network communica-
tion pressure caused by the global cooperation algorithm
increases approximately linearly, and the consumption is too
large. Relatively speaking, the algorithm proposed in this paper
maintains the performance improvement of the whole network
brought by cooperation.

5. Conclusion

Firstly, this paper considers the coexistence of M2M and
H2H and considers the allocation and management of band
resources and power resources. A multiobjective problem is
constructed for joint spectrum and power resource manage-
ment, and the complex optimization problem is transformed
into a single objective optimization problem that can be
solved directly by the weighted Chebyshev algorithm.
Secondly, in view of the additional interference caused by
the introduction of M2M communication, an intercell coop-
erative link selection algorithm is proposed, which not only
eliminates the interference and improves the rate but also
effectively reduces the network capacity requirements of
wireless resource management. From the performance simu-
lation results, it can be seen that under the resource manage-
ment of the proposed algorithm, MTC and HTC systems
can coexist fairly. Moreover, the proposed scheme shows
performance advantages in user fairness, average network
throughput, and communication pressure relief for the
backhaul network and maximizes performance gain by
minimizing network redundancy overhead.
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Based on mobile edge computing and user perception technology, this paper analyzes and discusses the respective advantages and
disadvantages of the important optimization models and mobile models in the animation art design, as well as the wireless block
data transmission mechanism and protocol. In order to solve the problem that user mobility cannot be sensed, a content-centric
mobile edge animation art design mechanism based on user mobility perception is proposed. This mechanism comprehensively
calculates the centrality of users’ perception of nodes, the idle rate of animation design, and the staying time of users in a small
area. The mobile edge network controller integrates the information of each edge user’s perception node, calculates the
importance of each edge user’s perception node and prioritizes it, and selects the appropriate content animation to design the
user perception node according to the ranking result. Finally, various simulation or platform test experiments were carried out
for all the design schemes in this paper, and the experimental results were analyzed. The simulation experiment results show
that compared with the traditional animation design mechanism, the animation art design system effectively reduces the
average number of hops for users to obtain content by up to 15.9%, improves the hit rate of edge user perception node
animation design by at least 13.7%, and reduces the traffic entering the core network by up to 32.1%. According to the
comparison results, the various designs in this work can successfully use sensor data to preclassify migration tasks in the
mobile edge network environment. Compared with the latest block data transmission protocol, it has a significant performance
improvement, reducing the data distribution delay by 34.8%, thereby helping to improve the overall efficiency of mobile edge
computing.

1. Introduction

Mobile edge computing has become a computing model that
is expected to provide pervasive computing and storage ser-
vices for mobile and big data applications. At the network
edge, due to the deployment of small base stations, the
mobile edge computing service network can be established
[1]. These small base stations are usually able to directly con-
nect to mobile users and provide them with fast feedback
low-latency services. Therefore, mobile users can upload
and migrate some computationally intensive or delay-
sensitive tasks to the currently connected small base stations.
Mobile edge computing networks use the hardware
resources on small base stations to assist users in handling
such tasks [2]. The decision to perform task migration in
this new computing model faces many new challenges such

as complex task requirements, high user mobility, diverse
applications and services, and limited computing and stor-
age resources of small base stations [3]. Therefore, how to
collect and use the new features of the mobile edge network
and improve the task allocation decision and data transmis-
sion efficiency involved in the task migration process are all
topics and directions that are worthy of in-depth study
[4–6].

With the rapid development of the entire mobile Inter-
net and the development of a new generation of wireless net-
works, in order to solve the above problems, small base
stations with certain computing and storage capabilities have
been laid on the edge of the mobile network on a large scale
[7]. Therefore, how to use these small base stations scattered
on the edge of the network to provide users with lower
latency and higher bandwidth services and to undertake
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the task of reducing the burden on the core network has
become particularly important [8]. Therefore, task migration
under mobile edge computing can be used not only as a way
to expand terminal resources but also as an effective method
to increase network throughput and reduce task delay. In
this context, the research on task migration decision-mak-
ing, task migration allocation, and high-performance block
data transmission mechanism has great practical signifi-
cance [9]. Specifically, in terms of task migration decision-
making and allocation, the unique data or device character-
istics (such as sensor data) that can be provided by mobile
smart terminals or mobile Internet of things terminals are
used to combine the task’s demand for computing resources
and reduce task processing time. The goal of extending and
reducing the energy consumption of equipment is designed
to design a more optimized migration strategy, so as to
achieve more detailed division and decision-making on
whether the task is migrated or to which user-aware node
is for processing [10].

On this basis, this paper mainly designs and verifies the
following three aspects of work in mobile edge computing:
a service model architecture that perceives the characteristics
of mobile users and a migration task preclassification mech-
anism, a user-based mobile migration optimization algo-
rithm, and a high-performance block data reliable
transmission protocol. In order to solve the situation that
the content animation design location and the marginal user
perception node animation design space are insufficient, this
paper proposes an animation design mechanism based on
the age and popularity of the content information. This
mechanism uses the three attributes of communication,
computing, and animation design of the edge user percep-
tion node and uses the communication ability, computing
ability, and animation design ability of the user perception
node as an evaluation index to measure the importance of
the user perception node. The node animation design con-
tent is required by users, and when the animation design
space is insufficient, the information age and popularity of
the animation design content in the animation design user
perception node are used as reference indicators for content
replacement. Simulation experiments show that compared
with the animation design mechanism and probabilistic ani-
mation design mechanism, the algorithm in this paper
improves the fault tolerance rate of edge user perception
node animation design by 12.3% and 10.8%, respectively.

2. Related Work

The development of the mobile Internet has led to the vigor-
ous rise of video applications, and video traffic occupies a
dominant position in the explosive growth of data traffic
on a global scale. With the growth of mobile data traffic,
the traditional cloud computing-based mobile Internet
architecture cannot meet the low-latency requirements of
video applications, and the consumption of network band-
width has increased sharply. Therefore, the center of the
mobile communication network architecture has evolved
from base stations to information and content. The mobile
edge network (MEN) includes mobile fronthaul networks

(between radio frequency units and distribution units),
mobile midhaul networks (distribution units to centralized
units), and mobile backhaul network (above the centralized
unit) [11–13].

In terms of improving the recognition accuracy of user
behavior characteristics, Cong et al. [14] started with sensor
data such as different directions and positions of smart
phones and provided experiments and analysis methods. In
this work, two experiments of placing smart phones in dif-
ferent user carrying positions were carried out. The experi-
ments included 10 users participating in the test and 6
daily user behavior characteristics. They built a feature vec-
tor based on the three-dimensional acceleration signal to
calculate the average and standard deviation and built an
instance-based classifier. By organizing the acceleration sig-
nals into the same coordinate system, the accuracy of its rec-
ognition has been significantly improved. Sha et al. [15] use
acceleration sensors to distinguish seven behavioral features
generated in the user’s daily activities. It considered and clar-
ified the placement of 6 kinds of mobile phones. Compared
with the previous work, this work was able to construct more
features because it collected more time-domain and
frequency-domain features from the 7 users participating
in the experiment. Finally, a support vector machine classi-
fier is used to test the classification results. When the place-
ment position is known, the overall F-score can reach 94.8%.
Zhang et al. [16] tried to minimize the task execution delay
with a one-dimensional search algorithm in a single-user
scenario. The algorithm outputs whether a task determines
the migration strategy according to the computing and pro-
cessing capabilities of the user’s mobile devices and small
base stations, as well as the animation design queue status
of the application tasks. In addition, the model proposed in
this work also takes into account the characteristics of the
wireless channel between the user equipment and the small
base station. In the task migration calculation model pro-
posed by the author, the task migration decision is com-
pleted by the task migration strategy module at the user
equipment.

Wang et al. [17] proposed that the content of the anima-
tion design in the device is shared through D2D communi-
cation; that is, in each time period, each user should
animate the design data at a constant rate, and then, each
user transmits the D2D link at a constant rate as a convex
optimization problem. In SBS animation design, the content
animation is designed in the small base station (SBS). If the
user’s desired content animation is designed in SBS, the local
SBS will directly distribute the content to the device. Gener-
ally, the information between SBSs in the same area is
shared; that is, the data content or resource usage of the ani-
mation design in each SBS is known to neighboring SBSs.
Miao et al. [18] proposed to perform animation design on
SBS; that is, in each time period, it is ideal to design data
at a constant rate and redefine the problem as a convex pro-
gram. Then, the dual decomposition method is used to solve
this convex problem, and a subgradient algorithm for find-
ing the optimal dual variable is proposed. Finally, the opti-
mal transmission power structure at MBS and the optimal
animation design strategy at SBS are derived. Some scholars
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use the relevance of user files and user social relationships to
predict the popularity of content through collaborative filter-
ing and predict the needs of certain users to provide active
services by designing popular content in advance animation
on base stations and devices. This approach can greatly
reduce the peak demand for data traffic. Researchers make
time-varying estimates of popularity based on user requests
and the freshness of content and use the Poisson noise
model to estimate the popularity distribution a priori
[19–21].

3. Construction of an Online Design Model of
Animation Art Based on Mobile
Edge Computing

3.1. User Perception Level Distribution. The functions of the
user-perceived data center mainly include mobile network
control, management, and scheduling. The functions of the
mobile core network mainly include control plane network
functions such as mobility management (AMF), session
management (SMF), and user data management (UDM).
Gateway functions such as User Plane Function (UPF) are
interconnected with the centralized unit of the mobile edge
network or other macrobase stations to form a regional con-
vergence network [22, 23]. The mobile edge network is com-
posed of a mobile fronthaul network, a mobile midhaul
network, and a mobile backhaul network. Figure 1 is the
user-perceived hierarchical topology.

Each user perception node will operate according to the
three states of the time slot—transmission time slot, recep-
tion time slot, and sleep time slot. Then, the work of data
distribution and transmission will be completed in the form
of page-by-page transmission; that is, a user perception node
will only transmit the data of the next page after the current
page data has been received by the subuser perception nodes
in its structure.
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� �2
= 1: ð1Þ

The RAN network has evolved from a two-level struc-
ture consisting of a baseband processing unit and a remote
radio frequency unit in a 4G network to a centralized unit
(CU), a distributed unit (DU), and a radio unit (RU). The
centralized unit and the distributed unit can be deployed
separately or jointly. According to their different deploy-
ment methods, the RAN network is divided into different
networks: the radio frequency unit and the distributed unit
are between the fronthaul network and the distributed unit.
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Between the centralized units is the intermediate trans-

mission network, and above the centralized unit is the back-
haul network. The core network is split into two parts: a new

core network unit and a mobile edge computing (MEC) unit.
The mobile edge network is further divided into a mobile
fronthaul network, a mobile midhaul network, and a mobile
backhaul network.
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Specifically, in terms of network resource management,
with network virtualization technology as the technical sup-
port, the cloud control layer performs a unified and abstract
description of physical and network resources to achieve
resource pooling and unified scheduling. For different IoT
applications, the cloud-based control layer builds dynamic
edge networks on demand and implements collaborative
management of edge network resources by deploying virtual
gateways. First, it can support the data distribution transmis-
sion form of the multihop pipeline, and different page data
can be transmitted at the same time in different hops, thus
reducing the overall data distribution; the second is to estab-
lish a retransmission mechanism and ensure the reliability of
the final data transmission.

g m, tð Þ = n ∗ h m, tð Þ/k i, tð Þð Þ
∑n

i=1h i, tð Þ/k i, tð Þ : ð5Þ

A bitmap can be used in a request message to indicate
the missing data packet, and for the entire file object, using
a bitmap to represent it may occupy a large space in the lim-
ited message payload or even fail to represent it. However, it
will be much smaller if a bitmap is used to represent a page
of data, so it can also be appropriately placed in a request
message. When all page data has been received, the reliabil-
ity of block data transmission will be reduced. It is
guaranteed.

3.2. Mobile Edge Computing Algorithm. The tasks of the
mobile edge computing model can be processed in three
ways, namely, letting the task be executed locally, through
the edge small base station, or through the upper-level
macrobase station to request the mobile edge computing ser-
vice for task processing. By calculating the energy consump-
tion and delay costs generated by different access methods,
to achieve the lowest energy consumption cost as the optimi-
zation goal, it is combined with the minimum delay limit of
user tasks.

In the algorithm at this stage, the criteria for judging the
three categories are as follows: if the task is executed locally
that can meet its minimum delay requirements and the
energy consumption of the local execution does not exceed
the energy consumption of the migration task, it will be
retained for execution locally; if tasks that cannot meet the
minimum latency requirements for local execution must be
migrated to the mobile edge computing system for execu-
tion, tasks in other cases represent the third type and tasks
in this type will eventually be in the first stage that deter-
mines whether to migrate tasks to the mobile edge comput-
ing user perception node according to the wireless
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communication status. Figure 2 is a histogram of user per-
ception nodes of mobile edge computing.

The core idea of the animation design mechanism
based on the age and popularity of content information
is as follows: first, according to the three inherent commu-
nication, computing, and animation design attributes of
the edge user perception node, select the appropriate con-
tent required for the edge user perception node animation
design. The process of determining the edge user percep-
tion node is by calculating the distance from the edge user
perception node to the user perception node to character-
ize the communication capability of the user perception
node; the number of collaborative edge user perception
nodes sharing animation design content characterizes the
computing ability of the user perception node. The free
rate of the animation design space of the perception node
represents the animation design ability of the edge user
perception node. Finally, the total score of each edge user
perception node is obtained and the animation design pri-
ority of the edge user perception node is sorted, and sev-
eral are selected in order.

In the current network, video data traffic has replaced
voice data traffic as the main traffic type. In many cases,
D2D communication enables devices that are close to each
other to share content or interact with each other, such as
games and social networks. At the same time, D2D commu-
nication can improve network efficiency in many aspects:
firstly, it saves a lot of signaling resources and reduces trans-
mission delay; secondly, it saves a lot of elements compared
to transmission through base stations; in addition, because
the path loss is much smaller than that of base station-to-
device communication loss, it can improve the spectral
efficiency.

3.3. Composition of Animation Art Elements. In the anima-
tion art scene, mobile users migrate the computationally
intensive and time-sensitive tasks on their devices to a
mobile edge computing network composed of multiple small
base stations with computing and storage capabilities. In this
mobile edge computing system, we consider a small base sta-
tion set N , where N = f1,2,3,⋯, ng, and distribute the data
in the network according to the similarly mentioned mesh
topology distribution transmission. All of the small base sta-
tions can receive, execute, and transmit tasks that need to be
relocated. In addition, we also assume that the software-
defined network architecture is used in the mobile edge net-
work; that is, all small base stations are controlled and mon-
itored by the central controller. Among them, conditions C1
to C3 are guarantees of the delay conditions for using three
different methods; conditions C4 to C6 are that the task can
only choose one way to execute, and the purpose is to avoid
task duplication and waste of computing and energy
resources. It is to ensure that the channel allocation does
not conflict; condition C8 restricts the total number of chan-
nels occupied not to exceed the number of channels that can
be allocated.

The basic structure of MEC is given in the specification
document. The MEC system is divided into three levels at
a macrolevel, namely, the system layer, the host layer, and
the network layer. Figure 3 is the distribution of the basic
structure of animation art elements. The top layer is the sys-
tem layer, which is the level management entity of the MEC
system. It manages the MEC system globally and abstracts
the system as an interface for users and third-party devel-
opers to use; the middle layer is the core host layer, which
is hosted by the MEC. It consists of two parts and MEC host
management, including the underlying hardware resource

AMF

UPF

UPF

UPF

�e fault tolerance rate
of edge

Perception
node

Perception
node

Perception
node

Perception
node

Perception
node

Perception
node

Edge user perception node
animation design

AMF
DataAMF

�e node animation design
content�e animation design space

AMFAMF

UPF

AMF

Figure 1: User-perceived hierarchical topology.
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layer and the virtualization layer, which provide guarantee
for functions related to virtualized switching, storage, and
computing.

Among them, unloadable tasks must be performed
locally on the vehicle, such as user interaction, input and
output, and peripheral interfaces. The unloadable part of
the task can be executed by the animation processor, or it
can be transmitted to the MEC server on the RSU side by
establishing a connection with the roadside unit. The
unloadable task generally does not need to interact with
the local device. It is assumed that the tasks of each vehicle
user cannot be divided into multiple subtasks in fine-
grained granularity again; either all are handed over to the
local execution or all are offloaded. The roadside unit detects
the task status of the animation, minimizes the overall ser-
vice delay according to the status of the animation and the
task, plans the unloading strategy and arranges the order
of task scheduling, and arranges the priority of the unloaded
task.

3.4. Design Model Weight Iteration. In order to evaluate the
control optimization decisions taken by the animation
design system in each state, this section uses the resource
usage cost under the time delay constraint to represent the
cost function of the system. The main user’s resource usage
cost is mainly determined by the energy consumption and
resource price generated by the system. In order to maximize
the use of renewable elements, the cost of using renewable
elements can be set to zero.

One advantage brought about by migrating the user’s
computationally intensive tasks to the mobile edge comput-
ing small base station is that it can reduce the execution
delay. When the user’s local device performs all computing

tasks by itself (that is, no task migration is performed), the
execution delay (Dl) represents the time it takes to perform
tasks locally on the user device. In the case of migrating
computationally intensive tasks to mobile edge computing
small base stations for processing, the execution delay (Do)
includes the following three parts: (1) transmission of migra-
tion data to mobile edge computing user perception node
duration (Dot); (2) the calculation and processing time
(Dop) of the migration task of the small base station in the
mobile edge computing system; and (3) after the migration
task is processed, the user equipment receives the processing
transmitted back from the small base station to receive the
result data (Dor).

Figure 4 is the level of the animation art design model.
As the number of user-perceived tasks increases, the pro-
portion of tasks processed on the local device also
increases, because although offloading tasks can greatly
reduce the delay, due to the single-channel characteristics,
tasks need to be queued and the waiting time will also
increase as the number of tasks increases, and local pro-
cessing can be performed in parallel, so local computing
has a significant advantage. We iterate 100 times to reach
convergence, find the optimal unloading strategy, and
achieve the minimum overall system time cost. And we
compare the improved binary particle swarm algorithm
and the original binary particle swarm algorithm, both
can achieve convergence, and the convergence speed is fas-
ter, but the BPSO algorithm makes all the particles follow
the position of the optimal particle and gradually tend to
be the same. The phenomenon of prematurity has
appeared, so that it has fallen into the local optimal situa-
tion and cannot jump out of finding the global optimal
solution. The GA-BPSO algorithm strengthens the global
search ability through crossover and mutation operations,
so that the final result is obtained. Strategy performance
is better than that of BPSO. Therefore, from the point of
view of the convergence and convergence rate of the algo-
rithm, although the convergence rate of the algorithm is
not as fast as the BPSO algorithm, the discrete particle
swarm optimization algorithm introduced with the genetic
algorithm has a significant improvement in the optimiza-
tion ability, and the system delay performance is improved
about 9.2%.

4. Application and Analysis of the Animation
Art Online Design Model Based on Mobile
Edge Computing and User Perception

4.1. Mobile Edge Computing Data Preprocessing. The hard-
ware environment of this experiment is Intel(R) Core(TM)
i7-640m CPU @2.8GHz and 8G RAM, and the software
environment is Ubuntu 16.04 LTS 64-bit MATLAB 2016a.
Finally, it is compared with the animation design mecha-
nism LCE and the probability cache mechanism Prob and
compares and analyzes the three evaluation indicators of
the content source user’s perception node average number
of requests, animation design hit rate, and average request
delay.
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Figure 2: Histogram of user perception nodes of mobile edge
computing.
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The average number of requests accepted by the content
source user perception node reflects the number of times the
source user perception node has been visited. The lower the
request load is, the higher the animation design hit rate of
the edge user perception node will be; the traffic flowing to
the core network will decrease, and the performance of the
corresponding animation art design mechanism will be bet-
ter. This paper uses the edge confidence based on the mean
shift to describe the average probability that the detected
edge information points are true edge points. The greater
the degree of difference is, the higher the probability that
the detected edge point is the true edge point. At the same
time, we use the edge detection results to reconstruct the
animation and calculate the reconstruction similarity index

with the original image, to evaluate the integrity of the edge
detection results and to make up for the defect of the edge
confidence index; the reconstruction method adopts the lin-
ear interpolation reconstruction method.

Figure 5 is the similarity index curve of moving edge
reconstruction. The experimental results show that as the
number of auxiliary users increases, the total system cost
based on Lyapunov’s computing migration strategy shows
a significant downward trend. This is because more auxiliary
user SDs participate in D2D-ECN, and the joint optimiza-
tion strategy of task offloading, power control, and comput-
ing resource allocation can be used to realize distributed task
transmission and data processing and reduce the energy for
each auxiliary user, thereby reducing system overhead. It can
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be seen that the average number of requests accepted by
content source user perception nodes of the three animation
design mechanisms gradually decreases with the increase in
R. Among them, the AoIPC mechanism content source user
perception node accepts the least number of requests and
flows to the core network the least. This is because with
the increase in R, most of the content requested by the user
is directly animated at the edge user perception node, where
the user can directly obtain the requested content, so the
average number of requests received by the content source
user perception node is large. Compared with the AoIPC
mechanism, Prob is still insufficient in the diversity of ani-
mation design content at the user perception node, so it still
causes a certain amount of content redundancy. In the end,
the average number of requests received by the user percep-
tion node of the content source is relatively large. Compared
with AoIPC and Prob, the LCE mechanism has the same
animation design for all content resources at all user percep-
tion nodes. Even if the animation design capacity increases,
there is still a lot of content redundancy. The content source
user perception node obtains it, and the content source user
perception node accepts the most requests on average.

4.2. Animation Art Online Design Simulation. In this section,
MATLAB R2014b software is used to simulate and verify the
task migration algorithm in a single cycle. In order to verify
the performance of the two-way matching correlation algo-
rithm, we used the random request correlation strategy as
a benchmark to compare and analyze the animation utility
and the edge server utility.

In addition, in the two-way matching process, the influ-
ence of animation and edge server as the association appli-
cant or association decision-maker on the utility of their
respective preferences was analyzed through simulation.
On the other hand, in addition to adopting two-way match-
ing to satisfy the respective preference utility of animation
and edge servers, in the actual economic model, the resource

supply and demand parties will also maximize the total
income from the perspective of cooperation (social welfare)
to design animation and edge servers. This problem can be
described as a 0-1 linear programming problem that maxi-
mizes the weighted utility of animation and edge servers.
With the help of the correlation analysis and screening unit,
we can select all the sensor parameters that are positively
related to the user’s preferred applications and services and
pass them to the learning unit for training. We use learning
tools to classify, select which sensors are more critical to spe-
cific applications and services, and provide service references
for small base stations in mobile edge computing networks
accordingly.

Taking into account the richness and diversity of the
edge details of the animation, the edge detection experiment
is compared with the sample library composed of 20 images,
and the average value and the mean square error are used to
calculate the edge confidence and the results of the recon-
struction similarity and combined with the t-test. When
the P value of the significance test is greater than 0.05, it
means that there is no significant difference between the
effects of the two detection methods and vice versa and it
indicates that the effects of the two detection methods are
significantly different. Figure 6 shows the sensor parameters
of mobile edge computing.

In order to achieve the optimal compromise between the
long-term average task service delay and the long-term aver-
age energy consumption of the system, a joint optimization
problem of task offloading, computing resource allocation,
and energy scheduling is designed. From a time-domain per-
spective, network traffic shows periodic changes during
weekdays and weekends. From a spatial point of view, net-
work traffic presents single-peak and multipeak characteris-
tics in different areas. Moreover, business traffic has strong
randomness on the peaks and troughs. For a single IoT
device, according to different business requirements, the
generation of business data has stronger random
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characteristics. It can be seen that the distribution of renew-
able elements presents the characteristics of periodic cer-
tainty, periodic uncertainty, and complete randomness. It
can be seen from the temporal and spatial distribution char-
acteristics of business data and renewable elements that in
real network scenarios, it is difficult to use a deterministic
distribution or closed expression to accurately reflect the
characteristics of data and energy distribution under differ-
ent temporal and spatial conditions. The simulation results
prove that the algorithm proposed in this paper can effec-
tively reduce the average response delay of system process-
ing tasks by comparing it with other algorithms and ensure
that the cost of application service providers for leasing base
station resources is maintained at a relatively low level.

4.3. Example Application and Analysis. In this model frame-
work, we choose to use the naive Bayes method as a concise
learning tool. The edge confidence and reconstruction simi-
larity are used to quantitatively evaluate the detected edge
information points, the statistical samples are used to quan-
titatively evaluate the mean and standard deviation of the
results, and the t detection method is used to count the edge
confidence and reconstruction similarity of 20 images. Due
to the differences in the detection effects of strong and weak
edges in the method in this paper, the samples are divided
into two categories: animations containing a large amount
of strong edge information and animations containing a
large amount of weak edge information.

For battery-powered equipment that may have comput-
ing interruptions, energy harvesting technology is used to
ensure the continuity of data transmission and business pro-
cessing. One aspect of this consideration is that Naive Bayes
only needs a small amount of training data to estimate sen-
sor parameters for classification. On the other hand, this sec-
tion mainly proposes this innovative model framework
rather than a specific learning algorithm. This learning tool
was chosen because of the efficiency of its deployment in
the framework. Therefore, the computing migration system
needs to design a matching computing migration algorithm
based on this randomness and uncertainty, so as to ensure

the continuity of the computing migration process.
Figure 7 shows the calculation uncertainty distribution
based on the mobile edge.

The curve trends of the OCA-CLJP algorithm and the
OCA-SSCR algorithm are very close, but the former will,
under the condition of violating the long-term average cost
constraint, seek a solution with better cost through continu-
ous iteration. Therefore, in 0-20 time slots, the OCA-CLJP
algorithm is constantly switching between finding a solution
with better cost and a solution with better delay, which leads
to greater volatility of the delay curve, but this also makes
the cost converge faster. Among them, the HF algorithm
does not have a mechanism for cooperation between base
stations, so that a large number of tasks are routed to the
remote cloud for processing, resulting in a higher average
response delay of the system. However, the SFCC algorithm
has a fixed overhead limit (set to 160) in the time slot. Com-
pared with the OCA-OSCR and OCACLJP algorithms, the
service chain can be animated and the processing tasks will
be reduced, so its performance is better than that in this
article.

It can be seen that the three performance indicators of
the content animation design hit rate, the average number
of requests accepted by the content source user perception
node, and the average user access delay are the best when
considering both the content information age and the con-
tent popularity, and only the content information is consid-
ered. The performance of the animation design system is
second when the age does not consider the popularity of
the content, but the performance of the animation design
system is the worst when only considering the popularity
of the content without considering the age of the content
information.

Figure 8 shows the confidence of animation art design
based on moving edges. It can be seen that the overall edge
confidence of the method in this paper is slightly lower than
that of the PCNN method. Combined with subjective quali-
tative observation, it can be found that the false detection of
noise information by PCNN is the main reason for its high
confidence, and the filter method has too many falsehoods.
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8 Journal of Sensors



Edges make their confidence low. Because of the effective
suppression of noise information and false edges in this
method, the confidence is more expressed as a judgment of
true edges.

The reconstruction similarity of the method in this paper
is basically greater than that of other methods, but it is worth
noting that false edges will also lead to high reconstruction
similarity. As mentioned above, the higher edge confidence
in this paper indicates that the method in this paper has
fewer false edges, and the reconstruction of animation is
more based on true edges. It can be seen that the edges
detected by the method in this paper are more complete
and continuous. In summary, the method in this paper can

effectively detect the edge information of animation, which
has significant advantages in the accuracy and completeness
of the edge compared with other methods. It can be con-
cluded that the effect of using only a single indicator is worse
than the effect of using two indicators at the same time,
because each indicator of content measures different direc-
tions, and the information age of the content considers the
popularity of the content at the current moment. The popu-
larity of content considers the number of times the content
has been requested in the past period of time, so this article
considers the information age of the content and the popu-
larity of the content as indicators to measure the content
of the animation design to improve the performance of the
animation design system.

5. Conclusion

In order to maximize the user’s perception of the preferences
of both parties, this paper designs an animation art design
mechanism based on the mobile edge computing matching
theory. Different from the 0−1 planning problem method
of maximizing user perception preferences, the matching-
based association algorithm is based on the participants’
strict preference sequence, and after a limited number of
mobile edge calculations, they achieve mutually satisfactory
association results. First of all, according to the theory of
open user-perceived hierarchical queuing network, this
paper analyzes the average delay of processing tasks in the
service chain and then quantifies the animation design and
task routing decision-making of the service chain. Then,
under the long-term average cost constraint set by the appli-
cation service provider, this paper designs an online cost
adaptive algorithm based on mobile edge computing tech-
nology, which converts the long-term minimization problem
that requires future global task information into only single-
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slot problem of current time-slot task information. On this
basis, this article designs a joint optimization algorithm for
animation access mode selection and task distribution for
the high-speed animation environment, which is aimed at
meeting the needs of diversified applications and taking into
account the energy consumption of the system. Aimed at
this complex mixed integer programming problem, this
paper proposes a multiaccess coordinated computing migra-
tion strategy based on deep reinforcement learning. Both
theory and simulation results prove that the computational
migration algorithm proposed in this paper has good perfor-
mance gain and convergence. The simulation results verify
that the proposed collaborative computing migration algo-
rithm can significantly reduce the average service delay of
animation art design and reduce the energy consumption
of the system.
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In recent years, the Internet of Things has developed rapidly in people’s lives. This brand-new technology is flooding people’s lives
and widely used in many fields, such as medical field, science and technology field, and industry and agriculture field. As a modern
technology, the Internet of Things has many characteristics of low power consumption and multifunction, and it also has the
characteristics of data-aware computing. This is the characteristic of this new product. In people’s daily life, the Internet of
Things is also closely related to people’s daily life. In the tourism industry, the Internet of Things can make the best use of
everything and give full play to its various advantages as much as possible. The Internet of Things can perceive cross-modal
tourism routes. So here, this paper summarizes various algorithms recommended by the Internet of Things for this tourist
route and works out the experimental data methods of these algorithms for cross-modal tourism route recommendation. The
proposed algorithm is verified by data simulation, compared with related algorithms. We analyze and summarize the
simulation results. At present, there is no comparative analysis of the performance of ant colony algorithm, genetic algorithm,
and its optimization algorithm in tourism route recommendation. On the basis of crawling the tourism data in the Internet,
this paper applies ant colony algorithm, genetic algorithm, max–min optimization ant colony algorithm, and hybrid ant colony
algorithm based on greedy solution to tourism route recommendation and evaluates and compares the algorithms from three
aspects: average evaluation score, optimal evaluation score, and algorithm time. Experimental results show that the max–min
optimization ant colony algorithm and the hybrid ant colony algorithm based on greedy solution can be effectively applied to
automated tourist route recommendation.

1. Introduction

Internet of Things is interwoven by different modern tech-
nologies, including wireless communication technology
and live data analysis technology, machine language learning
technology, sensor technology, and built-in embedded sys-
tem [1]. The sensors in the internal perception level of the
Internet of Things sense all kinds of information about
things around them regularly and transmit the information
in the perception level to the upper application of the Inter-
net of Things through data fusion and network transmis-
sion, thus realizing the Internet of Everything. Therefore,

the related research on the key technologies of the Internet
of Things based on perception provides a foundation for
the development of the Internet of Things [2]. At present,
all walks of life at home and abroad have increased the
research and development of technologies related to the
Internet of Things, which closely links the Internet of
Things with life and production. The main application
fields of Internet of Things include smart cities, smart
homes, intelligent transportation, intelligent environment,
and intelligent enterprises. In 2009, IBM Company put
forward the innovative concept of “Smart Earth,” that is,
“Internet plus Internet of Things = Smart Earth” Internet
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of Things detects and perceives object information
through the perception layer, which is the Internet of
Everything based on perception [3]. As a key technology
in the sensing field of Internet of Things, a wireless sensor
network is a special ad hoc network [4], which plays a very
important role in the perception of Internet of Things. It
does not need fixed network support and has the char-
acteristics of fast development and strong survivability
[5]. It can carry out remote monitoring and real-time
monitoring and can replace people to work in harsh or
special environments, such as polluted areas, where the
environment cannot be destroyed, and temporary areas,
where natural disasters occur. The main applications of
wireless sensor networks are as follows: safe construc-
tion and monitoring of various large-scale projects;
monitoring the environmental conditions of livestock
and poultry, crop irrigation, soil air changes and large-
scale surface detection, and water-saving irrigation con-
trol [6]; and marine physics research, pollution monitor-
ing, data acquisition, resource exploration, underwater
military target monitoring, positioning, tracking, and
classification. Wireless sensor networks in a variety of
applications have a common point, either through the
location information of nodes in the sensor network to
locate nodes or targets or using nodes to track moving
objects [7]. With the in-depth application of wireless
sensor networks in many fields, especially in the detec-
tion and monitoring of enemy bases in military surveil-
lance and rapid location of injured persons in natural
disasters, these applications for the need of target loca-
tion information also make wireless sensor network
node location and moving target tracking become the
key issues to be solved urgently at this stage [8]. To
sum up, the optimization of precision and energy con-
sumption of target location and tracking technology
has gradually become a research focus. Target tracking
technology has become one of the key technologies of
perception-based Internet of Things, which is widely
used in military and civilian fields [9]. For the research
of target tracking technology, the important factors to
be considered are tracking accuracy and tracking energy
consumption. At present, there are mature tracking
algorithms, and their key research directions include
prediction algorithm, tracking structure, and positioning
algorithm [10]. At present, in this paper, the ant colony
algorithm is used to study the data of cross-modal travel
route algorithm under the Internet of Things, and its
research direction is to track a single target under the
perception of the Internet of Things [11]. The algorithm
requires consistent maintenance time, and at the same
time, the initial information of all node positions is
known. It takes the staying time of the sensor network
target as the weight value and adds appropriate calcula-
tion to this weight value so as to locate and track more
reasonably [12]. The second is a tracking algorithm
based on transmission tree, which uses genetic algo-
rithm and optimization algorithm for tracking. The
algorithm uses a dynamic tree structure to track dynam-
ically, which is different from the centralized tracking

algorithm. The transmission tree is composed of nodes
near the target, and the number of nodes increases and
decreases dynamically with the movement of the target
[13], thus ensuring high-precision tracking, reducing
the energy consumption of nodes, and prolonging the
network life. In addition, a distributed dynamic cooper-
ative tracking method is proposed, which uses a Gauss-
ian mixture particle filter to estimate the target state
[14]. The algorithm uses a Kalman filter to predict lin-
ear motion and an extended Kalman filter to predict
nonlinear motion, which has high prediction accuracy
and uses dynamic cluster structure to track in real time
[15]. The algorithm has high tracking accuracy and
strong applicability. The shortcoming of this algorithm
is that it requires high computing power and storage
capacity of sensor nodes [16]. In the diversified modern
society, the practical application of multitarget tracking
needs to make scholars at home and abroad step up
the research and development of target tracking technol-
ogy in the Internet of Things and thus has achieved
many related research results. To sum up, the Internet
of Things has great application prospects. The above
algorithms are used in other fields for in-depth research,
mainly for position tracking and location research.
However, in a single algorithm, there is a large error
in recommending tourist routes, which makes it impos-
sible to achieve accurate positioning and tracking. The
cross-modal model proposed in this paper applies the
ant colony algorithm, genetic algorithm, max–min opti-
mization ant colony algorithm, and hybrid ant colony
algorithm based on greedy solution to tourist route rec-
ommendation and analyzes the average evaluation score
and the optimal evaluation score of the selected routes,
respectively. This is based on the application of the opti-
mal model in the above research algorithm, which can
greatly improve the execution efficiency of the
algorithm.

In this paper, a variety of algorithms are studied to
combine and optimize the route, and the best algorithm
is selected. The path distance error value produced by dif-
ferent tourist attractions has the least influence and can
fluctuate in a relatively stable interval value to calculate
the optimal path solution, which can greatly reduce the
efficiency of travel path selection and travel experience in
people’s daily life. In the second part of the article, the
modeling basis of tourism route algorithm is explained.
The third part explains the collection of wireless sensor
network routing protocols and related algorithms applied
to travel route planning model; the fourth part is the
experimental comparison of algorithms combined with
various mathematical models.

2. Overview of Travel Route
Algorithm Modeling

When the traditional travel path engine provides users with
search results, regardless of the background of people’s
travel, returning the same results for different trips does
not return personalized results according to people’s travel
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route selection for specific travel modes, so it is necessary to
model the route [17], mining people’s travel route selection
methods by analyzing the historical behavior of travel or
the historical browsing content of travel routes. Traveling
route modeling refers to the process of establishing the
model of data analysis and representation of the same route
from the selection of people’s travel purpose and mode and
the historical information of people’s travel behavior, such
as the selection mode of people’s travel route and the time
consumption of travel route. The main purpose is to show
the results of selecting the best path for different scenic spots
and destinations, so that people can travel quickly and effi-
ciently, and avoid the waste of time caused by people’s
own path screening [18]. In terms of travel path data model-
ing, it can be seen from the literal meaning that the estab-
lished model is based on the travel path, which is closely
related to the path distance and time consumption, so it is
sometimes called personalized modeling. The result of path
selection is not to characterize the optimal path by a literal
overview but to get people’s optimal path solution by data
mining or Internet of Things perception tracking and then
express the data obtained from the optimal path solution
in a certain data structure format, through the research data
analysis of people’s path selection for different paths to
return targeted results for screening [19]. The second is the
data calculation of the algorithm. Through data mining
and cross-modal travel path algorithm analysis under the
perception of Internet of Things, the collected time error
data of various paths are modeled to obtain the calculation
of travel path algorithm. This algorithm data calculation is
a dynamic process, because the choice of scenic spots deter-
mines the length of the path, this data is not static, and the
consumption content of different path time will also change
[20]. Therefore, the travel path algorithm model also needs
to change with the change of path time. As shown in
Figure 1, only on the basis of establishing a high-quality
travel path algorithm model can the data reliability, rigor,
and scientificity obtained from the final optimal path solu-
tion be improved to a greater extent.

Choose the corresponding interest route for travel and
plan the corresponding route. Enter the individual analysis,
and recommend some interesting routes according to per-
sonal interest points. According to the above personalized
data, the travel route of users is constructed. After in-depth
analysis of the information such as people flow and road
conditions perceived by the Internet of Things, the best
travel route for users is finally constructed.

3. Routing Protocol for Energy Acquisition in
Wireless Sensor Networks

A traditional Internet of Things routing algorithm has been
quite mature, but for the energy acquisition of wireless sen-
sor networks, routing algorithm research is not particularly
in-depth [21]. At present, there have been some research
results of routing algorithms with perceptual performance,
and the existing research is mainly planar routing algorithm
protocol. The invention relates to a routing protocol with a
special energy collection mode, which can take the data
energy collection work as a special consideration factor of
an energy-saving routing protocol. The routing algorithm
first proposes a hybrid routing metric which combines the
residual energy and energy collection rate of nodes and then
proposes a mechanism to update the information of neigh-
bor nodes. According to this mechanism, the information
of neighbor nodes is updated [22]. Nodes can choose the
optimal data down-transform sampling location autono-
mously, considering the correlation between the hybrid
routing metrics and the amount of node information in
the adjacent location area. At present, an opportunistic rout-
ing protocol specially used for the best adaptation of Internet
of Things awareness is obtained. Routing divides nodes into
groups and determines the transmission priority of each
node by considering the available energy of each node and
the distance from the node to the sink node [23]. Simulation
results show that adaptive opportunistic routing has better
throughput, fairness, and scalability than other routes. Geo-
graphical routing is added to the routing of energy acquisi-
tion wireless sensor networks, and the routing is
considered by geographical location, which makes the
energy acquisition nodes get better performance [24]. Using
the idea of geographic routing, we continue to optimize this
route and get a geographic routing algorithm with repeat-
ability detection; that is, we introduce a repeatability detec-
tion mechanism on the basis of geographic routing. Before
forwarding data packets, we check whether the same data
packets have been sent before, and if so, we discard the cur-
rent data packets, thus improving network performance and
network forwarding efficiency [25]. Different layouts and
application scenarios of energy collection nodes are ana-
lyzed, different routing protocols are compared and ana-
lyzed, and the routing algorithm and node location
indication suitable for the optimal path solution algorithm
are found out. A cooperative path-aware algorithm for
throughput optimization based on path algorithm model is

Travel interest choice Personalized analysis Data analysis

Construction of user travel 
model

Internet of things perceptual 
embedding

Construct an algorithm to 
calculate the best travel route

Figure 1: Construction diagram of user travel route modeling algorithm under physical network awareness.
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proposed. These algorithms show effective improvement
and performance improvement for power scheduling prob-
lems with different time delays. The existing routing algo-
rithms for IoT awareness are mainly planar, while the
traditional hierarchical routing algorithms for IoT applica-
tions are mainly aimed at isomorphic sensor networks; that
is, the initial energy of each node is the same [26]. The nodes
in the data acquisition wireless sensor network are heteroge-
neous; that is, the energy is different. If we use the classical
clustering routing protocol in IoT awareness, the nodes with
less energy will sleep or die because of excessive energy con-
sumption, which will lead to network failure. Therefore, the
traditional clustering routing algorithm in IoT awareness
cannot be directly applied to the optimal path algorithm
model. The structure diagram of each layer of the current
Internet of Things is shown in Figure 2.

3.1. Solve the Mathematical Model of Tourism Route
Planning. In order to compare the mathematical models
based on the basic genetic algorithm of tourism route, in this
paper, the central idea and architecture of hybrid ant colony
algorithm are proposed. And the hybrid ant colony algo-
rithm is used to recommend the best route for tourism.
The main architecture of some mathematical algorithm
models involved includes chromosome self-coding, fitness
function selection, and data analysis operator architecture.
The detailed mathematical evaluation methods and algo-
rithms of these algorithm models are described as follows:

(1) Chromosome coding: people’s common travel routes
can be displayed by binary coding of machine lan-
guage. For example, chromosome sequences in the
number 10 dimension can be divided into (0, 1, 0,
1, 0, 0, 0, 0, 0, 1) to represent, and then 2, 4, and
10 are selected into the current best routes according
to chromosome coding characteristics.

(2) Fitness function: in the general genetic algorithm,
the key and most important thing is the construction
mode of fitness function architecture model. At pres-
ent, it is used to evaluate and select the target chro-
mosome data source and can calculate the
corresponding data genetic probability interval
which affects the single target in the framework of
selection operator, which is the key factor index ref-
erence of whether the popular genetic algorithm can
achieve the optimal solution path. Therefore, the

selection of appropriate fitness function can directly
affect the convergence and occurrence speed of
genetic algorithm and whether it is enough to find
the optimal path solution function. The mathemati-
cal evaluation model of appropriate function con-
structed in this paper is as follows:

fit f xð Þ, g xð Þð Þ = 1 − ∂ð Þ Amax
1 + Amin + f xð Þ

 !y

+ g xð Þð Þ∂,

pis =
Fi

∑M
i−1Fi

  i = 1, 2,⋯,Mð Þ,

〠
m

k−1
〠
n−1

j−1
xojk − 〠

m

k=1
〠
n−1

i=1
xiok = 0, ∀k ∈ A,

ð1Þ

where fit ð f ðxÞ, g ðxÞÞ is the fitness of tourism classic x; f ðxÞ
is the objective optimization function of the scenic spot cost,
which is composed of information such as scenic spot ticket
price; gðxÞ is the target optimization function of the scenic
spot heat, which represents the total number of visitors to
the scenic spot; Amin is the minimum cost and Amax is the
maximum cost; and gamma is the scaling factor of cost
and the scaling factor of heat. The function of Gamma is
to prevent the value of cost or heat from fluctuating too
much, in order to balance the influence of cost and heat on
moderation.

(3) Select operator: using roulette, firstly, the sum of
fitness corresponding to all populations is calcu-
lated; then, the relative fitness fiti/sum of each
individual is calculated as the probability of rou-
lette, each probability value forms an area, and
the sum of all probabilities is 1. Finally, a random
value between 0 and 1 is generated, and the num-
ber of times each individual is selected and deter-
mined according to the occurrence of the random
number in the above probability area. And adopt
the elite rule, and forcibly copy the best individual
of the previous generation directly into the next
generation, so that the individual of the next gen-
eration will be superior to the previous generation.
Umax and Umin are the maximum and minimum
dependent variables, respectively.

Application 
layer

Network layer Perceptual layer

Resource 
packaging, etc Internet, etc Wireless sensor 

network

Figure 2: Construction diagram of Internet of Things awareness module.
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(4) Genetic algorithm: a genetic algorithm is completely
not used for other external comprehensive informa-
tion in the process of systematic search and self-
evolution. It only calculates the advantages and dis-
advantages of individual solutions through the eval-
uation of functions and uses this as the
fundamental basis for the operation of subsequent
genetic steps. Because of the construction of genetic
algorithm and fitness function to compare permuta-
tion number and on this basis to calculate the size of
the probability of the selection of data, so the fitness
function of the selection of the value of the integer
value should be selected. Therefore, in many cases,
fitness function is especially necessary if the objective
function is demapped to the traditional form of find-
ing the maximum function value and the randomly
selected function value is nonnegative:

f xð Þ = x ⋅ sin 10 ⋅ π ⋅ xð Þ + 2,

pi =
f xið Þ

∑n
j=1 f xið Þ ,

b0,⋯, b20b21ð Þ2 = 〠
21

i=0
bi ⋅ 2i

 !
10

= xt:

ð3Þ

(5) Ant colony algorithm: literally speaking, it is equiva-
lent to ants finding the shortest path, which is due to
pheromones and environment. Assuming that there
are two paths for ants to choose from the food point
to return to the ant nest, the number of ants on the
first two paths is equal. When an ant reaches the tar-
get point, it will immediately return according to the
original path. The ants on the path with relatively
short distance in the two paths consume a short time
to go back and forth, and the frequency of repetition
increases. The number of ants going back and forth
in a certain period of time will increase, and the
amount of information left in the path will also
increase, which attracts other ants and leaves more
information than before. On the other hand, the rel-
atively long path will be the opposite, so more and

more ants will leave information back and forth to
reach the shortest path. In the data, Tt represents
the path variable, n represents the dependent vari-
able, t represents the distance independent variable,
and Pu represents the number of ant independent
variables, so the following ant colony algorithm for-
mulas can be obtained:

T tð Þ = 1 − pð Þ ⋅ Tu t − 1ð Þ + ΔTu,

ΔTu = 〠
m

k=1
ΔTk

u + λΔTb
u,
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n∂

β
u

∑jT
α
u∂

β
u

,

Tu n + 1ð Þ = p × Tu nð Þ + 〠
m

k=1
ΔTk

u:

ð4Þ

(6) Hybrid ant colony algorithm: the corresponding
model formula is constructed by greedy solution
combined with the ant colony algorithm. On the
basis of ant colony algorithm, increase the number
of matrix columns. The information amount struc-
ture is added. Therefore, the dependent variable will
have more reference value intervals. Through the
number in the interval, the error of the final calcula-
tion value will be smaller. Comparison based on the
travel route recommendation algorithm can form a
comparative data format, and the optimal solution
can be obtained by studying the error interval of
the data volume in combination with the perception
of the Internet of Things. Therefore, the formula of
the hybrid ant colony algorithm model is as follows:

m = 〠
n

k=2
bi tð Þ n ∈ kð Þ,
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1
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j=0
xijk ≤ G, ∀k ∈ A:
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In the comprehensive algorithm, Vi+1 is the optimal
solution of data amount, P1 is the distance variable, L is
the distance return value, c1r1 is the first product value of
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the return value, c2r2 is the second product value, and T is
the termination variable. In order to select the best tourist
route, an evaluation model is established to evaluate whether
it is the best tourist route. The idea of modeling is that the
selected tourist routes give priority to popular scenic spots,
and the sum of scenic spot ticket price and hotel expenses
is low. Therefore, an optimal score function of tourist routes
is defined, which is used to evaluate the score values of tour-
ist routes obtained by different algorithms, and a high score
indicates that the route is excellent.

ut =
E1 ⋅ Rt + E2 kð Þ ⋅ Rk tð Þ

Nc ⋅ Ex + E1ð Þ ,

Nc = 1 +〠
a∈c

Naxa,

XC = ∂Xc uc − ua xð Þð Þ,
ua xð Þ =〠

C1

xc ⋅ u
a
c ,

Eeh = Ri tð Þ ⋅ Δt,
Ri tð Þ = aie

t−bið Þ2/2ci2 ,

ð6Þ

where Ri is a variable frequency of wireless sensor in Internet
of Things. Through the location and tracking of variable
perception by frequency conversion, it can make the travel
route more localizable. Nc is the network layer coefficient
value of the Internet of Things. When the coefficient layer
of the Internet of Things changes, the discreteness can
become uncertain, and the calculation error becomes larger
due to the influence of fluctuation. Xc is the wireless coeffi-
cient of independent variable, and the wireless coefficient
increases with the increase of induction times. Finally, the
cross-modal perception error value of ut can be obtained
through mathematical evaluation model calculation.

3.2. Selection and Analysis of Experimental Data of Travel
Route. Scholars at home and abroad mainly focus on
improving the ant colony algorithm; however, when the
improved ant colony algorithm is efficient or can achieve
their expected results, this often needs to be verified in
examples. This chapter gives the comparison of the data
before and after the algorithm is improved in the form of
examples. When there are more data, the idealized data in
the standard database is used. Some scholars use the given
point coordinates when studying the route planning of vehi-
cle routing and then use the given point coordinates to get
the straight line distance between two points and use the
obtained distance instead of the distance value in the actual
road condition, which is obviously inconsistent with the
actual road condition. What we can get from the current
research data is that suppose a tourist enthusiast is going
on a go on road trip and after traveling to 107 4A-level
national key tourist attractions, these 107 tourist attractions
are located in different provinces and places. In this way, the
independent variable and dependent variable data of tourist
route will be affected by the number of tours in different
years and the number of days from departure to completion

of a tour. The total expenditure of tourism, travel time, travel
choice mode, travel time, and so on are constrained by exter-
nal conditions, which can be summarized into discrete
values to express this uncertain factor. Once again, the cost
of travel can include many factors to constitute other
expenses, such as the cost of expenses on the way, the toll
of the road, and the accommodation expenses along the
way. It is assumed that the mode of transportation for the
whole journey is self-driving. If one or several factors are
regarded as invariants, other factors can be determined, a
mathematical model can be established, and the optimal
route can be planned under the corresponding constraints.
Because these 107 scenic spots belong to different provinces,
therefore, we give priority to various scenic spots in the
province as independent variables. Then, the shortest time
ratio of each scenic spot in each different province is calcu-
lated. Then, the mathematical evaluation model under the
perception of Internet of Things is established in turn to
study. Then, the best travel path chart mode of different sce-
nic spots in the same province is planned, and the big data
perceived by the same Internet of Things finds out the dis-
tance between different scenic spots in the province. Accord-
ing to the planned road map, the time required from the unit
scenic spot to the next unit scenic spot can be studied in
turn. Moreover, the total travel time of scenic spots in each
province and the total time required for a unit scenic spot
to another unit scenic spot are the total travel time con-
sumption data in each same province. Then, the provinces
were taken as the unit, and the mathematical algorithm eval-
uation model is established in turn. Under the control of
corresponding constraint indexes, the best road map
between provinces is planned, and the time needed from
one province to another is calculated. The total time loss of
each trip is the total time needed from the target province
to the unit province and the total time consumption data
of playing in the province. As shown in Figure 3, based on
the data selection and construction of people’s travel routes,
on the one hand, random sampling is adopted for the num-
ber and time of routes of each scenic spot, and on the other
hand, random sampling is adopted for data selection to
ensure the comparability and rigor of data. For sampling, it
is necessary to ensure that batch calculation can be carried
out in the research of path analysis and calculation of several
algorithms, and wireless sensing embedded analysis data can
be carried out for travel under the perception of Internet of
Things. Combined with algorithms, uncertainty can be
reduced and dimension interval can be controlled. There-
fore, it is necessary to grasp the data selection of scenic spots.
Recently, the tourism department published a report on
China’s tourism development. According to the data, there
are 201 5A-level scenic spots in China. In the past two years,
the growth rate decreased by 6.29% and 8.06%, respectively.
The results show that the development of 5A-level scenic
spots has entered a stable period, and the advantages of
5A-level scenic spots in tickets show a downward trend. By
the second half of 2014, the peak season tickets of 5A scenic
spots decreased by 22.15 percentage points and 1.94 percent-
age points, respectively, compared with 2018 and 2019, with
an average ticket price of 103 yuan/ticket and an average off-
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season ticket price of 93 yuan/ticket. Compared with that in
2019, the total price decreased by 19.88 percentage points as
a whole, and for 2013, it decreased by 1.33 percentage points.
In 2020, 186 5A scenic spots were searched for keywords,
and the network attention of 5A scenic spots increased sig-
nificantly compared with 13 years, with an increase of
21%. This research report counts the daily average of Baidu
Index, and uses Baidu Index Search Platform to search the
results, which reflects the network attention of 5A scenic
spots in 2014.

Distance, cost, and time are important indicators for
users to measure travel itinerary, so it is great research sig-
nificance to choose these three indicators for comprehensive
comparison. As can be seen from Figure 3, a scenic spot has
an advantage in cost and low price, but the travel time is
short and the user experience is not ideal. 4A scenic spot is
the experience standard between 3A scenic spot and 5A sce-
nic spot. According to the individual needs of customers, the
corresponding concerns in these three indicators are
selected, and the corresponding scenic spots are appropri-
ately recommended, which has an efficient recommendation
rate.

4. Experimental

For the recommendation experiment of tourism route rec-
ommendation algorithm based on Internet of Things aware-
ness, in this paper, several randomly selected variable data
such as route time, distance, and cost of scenic spots are
applied to the algorithm model. Calculate the selected data
to obtain the final data with the shortest path and the data
with the least time consumption, modeling, and applying
the algorithm; using the sensing technology of Internet of
Things to track the path and time, this paper uses four algo-
rithms to apply calculation to different scenic spot travel
data, which are the ant colony algorithm, greedy algorithm,
hybrid ant colony algorithm, and genetic algorithm. At pres-
ent, these four algorithms have been partially studied, which
are convenient for the construction and calculation of the

algorithms. They are modern computing methods, which
can effectively combine the Internet of Things sensing tech-
nology, and the tracking delay represents the time difference
between the time when the location information is obtained
by tracking and positioning and the specified time. The sim-
ulation start time of the three algorithms is the same, and the
tracking delay is obtained by the average value of the differ-
ence between the determined time and the actual set time of
the position information obtained by several tracking algo-
rithms in the actual trajectory. The tracking simulation of
networks with different numbers of nodes is carried out,
and the trend of tracking delay with the number of nodes
in the network is obtained. Sensor tracking and positioning
is a simple and effective positioning method, which is suit-
able for a home environment. By judging the position, it
can judge whether the user is located in the signal blind area
and both sides of the wall and then give priority to the net-
work access problem of users in this area. Tracking and posi-
tioning of indoor moving targets mainly include two steps:
target position prediction and target positioning. Aiming at
the characteristics of simple motion and low speed of mov-
ing targets and weak computing power of sensor nodes in
smart homes, the dynamic cluster structure is used to track,
the prediction algorithm adopts grey model based on wave-
let denoising, and the trilateral positioning method based on
RSSL is used to realize coordinate positioning.

4.1. Comparison of Experimental Data. The data comparison
diagram of the four algorithms for the same path is shown in
Figure 4. It can be seen that the ant colony algorithm can
effectively infer the shortest path for scenic spots with short
relative distance, and among the four algorithms, the ant
colony algorithm is not particularly prominent in calculating
the time of travel route. On the contrary, hybrid ant colony
computing can greatly improve and analyze data on this
basis. Under the tracking based on Internet of Things per-
ception, the performance of the algorithm is evaluated by
tracking accuracy, which is measured by the distance
between the tracking position and the actual target moving
position, and the average accuracy after 100 seconds of
movement is taken. And compare the size of tracking struc-
ture. After 10 rounds of motion, the tracking accuracy map
is obtained. Different curtain structure sizes affect tracking
accuracy. The tracking distance radius is 1200, 1000, 800,
and 600 meters, respectively, and the corresponding tracking
accuracy is lower than 0.4 meters. The smaller the radius of
dynamic cluster structure, the worse the tracking effect.
When the cluster structure becomes smaller, it contains
fewer tracking nodes, which leads to the reduction of track-
ing information and the decline of dynamic cluster tracking
accuracy.

The accuracy of ant colony algorithm to path, the error
rate of the calculated data of the average optimal path, and
the theoretical optimal path under the change of discrete
values are shown in Figure 5. It can be seen that the ant col-
ony algorithm has values between 0.2 and 0.5, so some
approximate discrete values between 0.2 and 0.5 can be
obtained after synthesis, which are 0.2, 0.3, 0.4, and 0.5,
respectively. The influence of the change of discrete value
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Figure 3: Histogram of selection of tourist route attraction data.
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parameters on the operation results is expressed. When the
discrete value is 0.2, the calculation error rate of ant colony
algorithm is always maintained in a normal interval domain.
Although the error value increases when the discrete value is
0.3, it still tends to a normal interval level. However, when
the discrete value reaches 0.4, the error value gradually
increases beyond the normal interval area, and when the dis-
crete value reaches 0.5, the error value reaches its peak,
which exceeds the normal interval a lot. It can be seen that
for the ant colony algorithm, the influence of discrete values
perceived by the Internet of Things on the calculation error
rate of ant colony algorithm is not significant when the fluc-
tuation is 0.2 and 0.3, but when it exceeds 0.3, the influence
on the error rate of ant colony algorithm presents a positive
increasing trend. Therefore, the comparison in the experi-
ment should control the variable selection of discrete values.

When the constraint condition is invariant, the genetic
algorithm uses multiple regression calculation and iterative
calculation to calculate and analyze the path, so the error

value is not so obvious. But in terms of time calculation,
the ability of genetic algorithm to analyze data produces a
deviation value. Therefore, in the planning of travel routes,
the selection of time parameters will have corresponding
influence on the data of genetic algorithm. As far as the
genetic algorithm is concerned, the selection of different
time parameters can be seen from the data analysis diagram
in Figure 6. When the time takes the normal interval num-
ber, the analysis and calculation of path by the genetic
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algorithm are that there is no obvious fluctuation in a rela-
tively normal area, and when the time is above 4 scales, the
calculation data of the path gradually produces the deviation
from the optimal path data, showing an increasing trend of
proportional function. Therefore, when calculating the travel
path by genetic algorithm, the time parameters should be
selected in the positive range. When the unit time is selected
to exceed 4.32, the deviation of the path reaches 41.2%, while
the normal interval should fluctuate in the interval of 23%-
30%. The results show that the optimal solution obtained
by the genetic algorithm is within a certain error range with
the known optimal solution; it can find the path sequence
and path value which are very close to the known optimal
solution provided by the database. The solution accuracy
of ant colony algorithm in this paper is very close to the
known optimal solution at present, which reflects the ratio-
nality of the genetic algorithm designed in this paper to solve
the route from the side, and has reference significance.

In the greedy algorithm, the display form of data is more
accurate, and the greedy algorithm is a kind of algorithm
design theory that calculates the optimal data of some data
more simply and quickly. Generally speaking, the biggest
feature of greedy algorithm as travel path analysis is to calcu-
late step by step. Usually, based on the current state as the
theoretical basis, we seek an optimal test as the best selection
of path data, but from this aspect, we abandon some data
comparison of external conditions, which saves a lot of
unnecessary time consumption and data calculation for
seeking the optimal solution data. The greedy algorithm is
different from other shortest path algorithms. It adopts a
top-down calculation method. Through iterative model con-
struction, the inherited greedy selection data is selected, so
every time greedy data selection is carried out, and all com-
plex problems will be reduced to a small sub-problem data to
deal with, so as long as each step of greedy selection is car-
ried out, the greedy data solution of a subproblem can be
obtained. Although greedy data of subproblem can be
obtained in every step, the unique solution of all problems

cannot be guaranteed to be optimal data sometimes, so the
greedy algorithm cannot take the way of data backtracking.
As shown in Figure 7, it can be seen that the influence of
greedy algorithm on the number of iterations and the num-
ber of subproblems fluctuates in the comparison data of the
number of greedy path selections.

From the data obtained from the solution of the greedy
algorithm to the optimal travel path, it can be seen that the
influence of the fluctuation of discrete values on the greedy
algorithm lies in the fact that the lower the discrete values,
the greater the fluctuation. This is a reverse trend compared
with the genetic algorithm. In terms of time consumption, a
discrete value has little influence on the greedy algorithm,
but in terms of error, when the discrete value is selected as
0.2, the volatility reaches its peak and exceeds the normal
value interval, when the discrete value is selected as 0.3, the
volatility gradually decreases, and when the discrete value
is selected as 0.5, the error value is the smallest and the vol-
atility is relatively stable. The calculated optimal path has the
shortest solution distance and the least iteration times. The
greedy algorithm based on Internet of Things perception
calculates data pairs for travel paths, as shown in Figure 8.

In the greedy algorithm for the optimal solution of the
subproblem, the subproblem solution, the optimal solution,
iterative algebra, and algorithm feedback are analyzed. The
optimal solution, iterative algebra, and algorithm feedback
show the best performance at 2.5 times, while the subprob-
lem solution shows better performance at 3 times. The whole
algorithm shows the best performance from 2.5 to 3 times.

The hybrid ant colony algorithm is also called ant colony
optimization algorithm. On the basis of ant colony algo-
rithm, information source elements are used to construct
information mutually. The optimization algorithm con-
structed by information particle swarm optimization can
make use of the position information of single individual
at present. The current iterative algorithm calculates the
three information sources, namely, the limit value area of
the single unit before calculation and the limit value area
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constructed globally. Through the change of speed, the cov-
erage and compilation of the position data of the single unit
can be completed, and then the improvement measures can
be produced for solving the optimal data of the path prob-
lem. According to the current experimental research, the
above common ant colony algorithm is also particularly
prone to resulting data and falling into the analysis of local
optimal solution data. And the data solved by ant colony
algorithm is not particularly fast. Therefore, the hybrid com-
bination algorithm of common ant colony algorithm and
data particle swarm optimization algorithm can be used,
which is called the hybrid ant colony algorithm. It can com-
plement the deficiencies in the path algorithm, thereby
improving the data generation speed of the optimal solution
of the algorithm and solving the problem of local optimum
for a single problem path. It can be constructed according
to the hybrid algorithm model of common ant colony algo-
rithm and data particle swarm optimization algorithm. After
the algorithm flow completes an overall calculation accord-
ing to the normal ant colony algorithm, then, we let ants
adjust and analyze their positions according to the individ-
ual optimal limit range in particle swarm optimization and
the optimal problem data value of the whole path problem;
then, this hybrid algorithm can be applied to the calculation
of traveling salesman path problem at present. As shown in
Figures 9 and 10, it can be seen that the hybrid ant colony
algorithm has obviously improved the time of travel path
analysis and the calculation of the optimal path. And the
optimal path can be quickly obtained in a short time and
reduce the time loss rate. When the discrete value is selected,
it will not receive the fluctuation change, so that the data of
the optimal solution of the path obtained by the algorithm
will have an absolutely stable trend. In the theoretical path,
the hybrid ant colony algorithm can also achieve the analysis
of the target exponential rate and the overall calculation of
the data, so that the distance of the travel path can be
optimized.

5. Conclusion

Carrying the ant colony algorithm, genetic algorithm, greedy
algorithm, and hybrid ant colony algorithm in the research

of travel path data combined with Internet of Things sens-
ing, by analyzing the theoretical path solution of these algo-
rithms to the optimal path solution and time loss, according
to the comparison of several data, such as the error of dis-
crete value numerical selection analysis, the hybrid ant col-
ony algorithm is an algorithm model recommended by
cross-modal travel path comparison based on Internet of
Things perception. Based on this algorithm model, the influ-
ence of path distance error value produced by different tour-
ist attractions selection is minimized. The optimal path
solution can be calculated by fluctuating in a relatively stable
interval value. This can greatly reduce the efficiency of
choosing travel routes and the travel experience in people’s
daily life. Under the perception of today’s Internet of Things,
although the other three algorithms have their own advan-
tages and disadvantages, the path selection can be made in
a short time, but the discrete values are 0.2. The error of
the selection of 0.3, 0.4, and 0.5 is 18.7% beyond the normal
value range. In the optimal path, the value produced by the
fluctuation of iteration times of greedy algorithm is also in
the fluctuation range of 42.3%~47.1%, and the time loss rate
produced by the ant colony algorithm is repeated back and
forth in the range of 13%~18.2%. But the hybrid ant colony
algorithm solves this problem. In the selection of discrete
values, the error value can also be kept fluctuating in the
normal range of 10%~15%. And it can greatly reduce the
peak data of about 17.32 in terms of time loss. In terms of
regression value, the regression value of hybrid ant colony
algorithm (3.971) is far lower than that of ant colony algo-
rithm (0.23). When it is negative, the choice of optimal path
also produces a negative interval domain of -1.172~1.42.
Therefore, the construction and calculation of hybrid ant
colony algorithm are recommended in the research of
cross-modal travel path algorithm based on Internet of
Things awareness. A future work focuses on multiroute opti-
mization in the application of various algorithms and may
consider the road conditions, traffic, and people flow of the
routes for comprehensive application. According to the cur-
rent application of tourism websites, this paper comprehen-
sively evaluates the hot spots and whether to recommend the
corresponding routes.
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Most of the multiprocessor real-time scheduling algorithms follow the partitioned approach, the global approach, or the
semipartitioned approach which is a hybrid of the first two by allowing a small subset of tasks to migrate. EDF-fm (Earliest
Deadline First-based Fixed and Migrating) and EDF-os (Earliest Deadline First-based Optimal Semipartitioned) are
semipartitioned approaches and were proposed for soft real-time sporadic task systems. Despite their desirable property that
migrations are boundary-limited such as they can only occur at job boundaries, EDF-fm and EDF-os are not always optimal
and have higher tardiness and cost of overheads due to task migration. To address these issues, in this paper, we classify the
systems into different types according to the utilization of their tasks and propose a new semipartitioned scheduling algorithm,
earliest deadline first-adaptive, dubbed as EDF-adaptive. Our experiments show that EDF-adaptive can achieve better
performance than EDF-fm and EDF-os, in terms of system utilization and tardiness overhead. It is also proved that EDF-
adaptive is able to lessen the task migration overhead, by reducing the number of migrating jobs and the number of processors
to which a task is migrated.

1. Introduction

The partitioned and global approaches are the classical
scheduling algorithms for real-time multiprocessor systems.
Because the former assigns tasks statically to processors
and does not allow the tasks to migrate, it cannot achieve
higher system utilization whereas the latter schedules tasks
from a single run queue and the task hence can be
migrated [1]. Although the global approach can attain
higher system utilization but migrating tasks entails higher
run-time overheads, especially in soft real-time (SRT) sys-
tems, many approaches have been proposed, based on these
two algorithms [2–6] or the hybrid of the two [7–18]. Some
approaches are aimed at reducing the switch context or
preemption overheads and achieving higher system utiliza-
tion [19–22].

Semipartitioned scheduling extends the partitioned
scheduling by allowing a (usually small) subset of tasks to

migrate, and these tasks cannot be feasibly assigned to two
or more processors by a partitioned scheduling algorithm
[23–26]. This type of approach is different from the global
ones as the former use push migrations which are planned
before execution whereas the latter use pull migrations
which are reactive in nature and more difficult to account
for and implement efficiently.

In this paper, we are particularly interested in two semi-
partitioned scheduling algorithms, EDF-fm [12] and EDF-os
[13], because they are adaptive to SRT systems and allow a
migrating task to migrate only between job boundaries, i.e.,
successive invocations. However, EDF-fm deals with per-
task utilization restrictions according to the releasing
sequence and cannot fully utilize the underlying hardware
platform’s available capacity that makes it nonoptimal.
These restrictions preclude any task utilization from exceed-
ing half the capacity of a processor. EDF-fm has two phases
as follows:
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(1) Offline assignment, where the tasks are assigned to
the processors and meanwhile the tasks’ attributions
of fixed or migrating are given

(2) Online execution, where the extended earliest-
deadline-first (EDF) scheduling is used to execute
fixed tasks and migrating tasks on each processor.
Note that a fixed task, i.e., a nonmigrating task, is
the task assigned to only one processor and a migrat-
ing task is the task assigned to two or more proces-
sors in the phase of offline assignment

Like EDF-fm, EDF-os also has two phases, and in the
online execution phase, the migrating tasks are statically
prioritized over fixed ones. This ensures migrating tasks
never miss deadlines. However, in the assignment phase,
EDF-os is very different from EDF-fm. It assigns tasks as
fixed ones as many as possible using a worst decreasing
bin-packing heuristic. All remanent tasks are assigned in
decreasing utilization order, by considering each processor
and remanent tasks in turn. This approach allows migrat-
ing tasks to execute on any number of processors, instead
of just two. However, the preemption overheads will be
increased.

Though EDF-os increases the number of fixed tasks and
reduces the number of migrating tasks, it may schedule a
migrating task on three or more processors and thus the
actual migrating times do not decrease. As a result, since
the context switching overheads are also determined by the
number of migrating jobs and the preemption times, EDF-
os still has higher context switch overheads.

In this paper, we propose a novel EDF-based approach
that overcomes the limitations of EDF-fm and EDF-os by
reducing the number of jobs that miss deadline and making
a balance between the cost of overheads and system utiliza-
tion. The approach partitions tasks and schedules them
adaptively, according to their utilization; thus, we dub it as
EDF-adaptive. Given a real-time multiprocessor system with
periodic tasks, EDF-adaptive first divides the tasks into two
sets: one with high utilization denoted as SH and the other
with low utilization denoted as SL. EDF-adaptive then
chooses tasks from SH and SL whose utilization sum to an
integer is less than the number of processors. We call these
tasks complimentary. This selection process is repeated until
the sum of all integers equals to the number of processors.
During the execution, EDF-adaptive separates the proces-
sors into different scheduling queues according to the inte-
gers and puts these tasks into the corresponding queue.
Our experiments have demonstrated that, compared with
EDF-fm and EDF-os, EDF-adaptive is able to achieve lower
job switching overheads, and the lowest degree of splitting
and migrating, while in the meantime maintaining compet-
itiveness in terms of system utilization and slack task mini-
mum tardiness.

The remainder of this paper is organized as follows.
Related works of semipartitioned algorithms are described
in Section 2. The system model, definitions, and theorems
about different utilization systems and EDF-adaptive algo-
rithm in detail are introduced in Section 3. Experimental

evaluations are undertaken to demonstrate the effectiveness
of the proposed algorithm in Section 4. Finally, concluding
remarks are drawn in Section 5.

2. Related Work

As mentioned in the previous section, there are two typical
categories of scheduling algorithms for a real-time multipro-
cessor system, i.e., the global and the partitioned. Since our
proposed approach in this paper concerns more on the lat-
ter, here, we focus on our review on semipartitioned sched-
ulers, both for hard real-time (HRT) and soft real-time
(SRT) systems. The difference between them is that the tasks
in HRT are not allowed to miss their deadlines whereas
those in SRT are allowed.

A variety of semipartitioned schedulers have been pro-
posed for HRT that does not consider job boundary-
limited. EDF-WM (Earliest Deadline First with Window
constraint Migration) [14] assigns most tasks to processors,
allowing some tasks to migrate between processors. But it
is not only non-boundary-limited but also works by splitting
tasks in a way guaranteeing no job misses a deadline while
scheduling all jobs. When all processors share a single run
queue, G-FL (Global Fair Lateness) [15] provides lateness
bound for all tasks. For each job, G-FL uses a PP (Priority
Point) that precedes its deadline. G-FL schedules each job
based on the max-lateness bound which is minimized for
any task system. C-FL (Clustered Fair Lateness) [16] defines
the split factor of a task as the number of subjobs into which
each of its jobs is split. By splitting job budgets to create sub-
jobs with shorter periods and the worst-case execution
times, such bounds can be reduced to near zero for implicit
deadline sporadic task systems. Proposed for periodic task
systems, EKG (Earliest Deadline First with task splitting
and K processors in a Group) [17] is HRT-optimal when a
configurable parameter is reduced in a way that increases
preemption frequency.

Because non-boundary-limited schedulers above men-
tioned allow jobs to migrate in any time, it will be expen-
sive in practice if jobs maintain a much-cached state.
Some semipartitioned algorithms have been proposed to
support SRT systems under bounded deadline tardiness.
EDF-fm was first proposed, requiring utilization constraints
that render it nonoptimal. To overcome the constraints,
EDF-os was proposed by scheduling migrating tasks on
three or more processors. Since none of the other migration
algorithms mentioned above are job-boundary-limited, we
will compare our proposed approach with EDF-fm and
EDF-os.

3. Task Model and Scheduling Algorithm

3.1. Task Model. Assume a sporadic system consists of M
processors and owns N >M tasks τ = fτ1, τ2,⋯τNg. These
sporadic tasks are independent and to be scheduled upon
a multiprocessor platform with M ≥ 2 identical processors.
In a sporadic task model, a sporadic task is a four-tuple
τiðri, ei, di, piÞ where ei, di, and pi are positive integer
numbers and ri is a nonnegative integer number and it
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is characterized by a minimum interarrival time, also
referred to as its period pi, a worst-case execution cost ei
pi, and a relative deadline di and a release time ri. Every
task τi may be invoked zero or more times with two con-
secutive invocations separated by at least pi, time units.
Each invocation of τi is referred to as a job of τi. The
kth job of τi, where k ≥ 1, is denoted as Ji,k. The release
time of the job Ji,k is denoted as ri,k. Each job of τi is exe-
cuted for at most ei, time units. The absolute deadline (or
simply, deadline) of Ji,k, denoted as di,k, is the time at or
before which Ji,k should complete execution. Each task is
sequential and at any time may be executed on at most
one processor.

A periodic task system, in which every two consecutive
jobs of every task τi are separated by pi time units, is a spe-
cial case of a sporadic task system. In this paper, we focus on
the periodic task system and assume that di = pi holds for all
τi and the first job of each task will be invoked or released at
time zero. A task can then be represented using a two-tuple
τiðei, diÞ. The lth processor is denoted as Pl, where 1 ≤ l ≤M.
All tasks are synchronous and periodic and have the same
initial release date. They are preemptive and independent.
The overheads of other shared resources between tasks are
not considered.

3.1.1. Utilization System and Tasks. To facilitate the
description of our proposed EDF-adaptive, we categorize
the real-time system aforementioned according to its task
utilization.

Define ui = ei/di, where ui is the utilization of task τi.
Then, we have the utilization for all tasks UðτÞ =∑τi∈τui.

We define the real-time system as follows:

(i) Single full utilization system, if UðτÞ = 1

(ii) All full utilization system, if UðτÞ =M

(iii) K full utilization system, if UðτÞ = K , where K is an
integer. Under this scenario, the system may be
either underloaded if M > K > 1 or fully utilized if
K =M. For the latter, it may be an all full utilization
system K =M ≥ 2 or a single full system K =M = 1;
overloaded utilization system, if UðτÞ >M

For the overloaded utilization system, we schedule the
largest subset τsub so that the total utilization of the tasks’
subset is very close to M. That is, M −∑k

i=1ui where ε ∈ ð0,
1Þ is a minimum float number and k is the number of the
tasks in the subset τsub.

Each task is allocated a nonzero fraction, or share of one
processor with the available utilization of 1.0. If there are k
tasks being scheduled on the jth processor, the remanent uti-
lization of this processor is

Uτ
j = 1 − 〠

k

i=1
ui, ð1Þ

where the fraction of the τi’s utilization scheduled on this
processor pj, denoted as ui,j, is U

τ
j . The total remanent utili-

zation of this system is

Uτ
rem =M − 〠

M

j=1
Uτ

j : ð2Þ

We define τi as a high utilization task if ui ≥ 1/2, and a
low utilization task otherwise. Define SH as a high utilization
task set consisting of high utilization tasks, and SL as a low
utilization task set consisting of low utilization tasks. We
represent SH and SL as follows:

SH = τi ∣ ui ≥
1
2

� �
,

SL = τi ∣ ui <
1
2

� �
:

ð3Þ

A high utilization system is defined as a system consist-
ing of only SH set.

3.1.2. Theorems for EDF-Adaptive Utilization. Here, we
define several new theorems for the EDF-adaptive algo-
rithm. First, we propose a concept of complementary tasks.

Definition 1. Given k periodic tasks τ1, τ2,⋯τk, k > 1, we
regard k tasks are complementary if ∑k

i=1ui = 1. Then, we
have the following lemma.

Lemma 2. Complementary periodic tasks can be scheduled on
uniprocessor, and their total utilization is 1.

According to the DD scheduling algorithm [18], this
lemma can be easily proved.

Given a time interval Δ, CPU utilization UðΔÞ =∑k
i=1ui,

where k is a set of periodic tasks executed in Δ, and ui is
the ratio of the execution time of τi task to Δ. Also, define
the remanent utilization rate of a processor as βðΔÞ = 1 −
UðΔÞ; then, the remaining time unit is

spare Δð Þ = β Δð Þ × Δb c = 1 −U Δð Þð Þ × Δb c: ð4Þ

Let T be the minimum common multiple of n tasks’
period. Given ∑n

i=1ui ≤ 1 if n tasks can be scheduled in ½0,
TÞ, then n tasks can be scheduled for the entire period of
execution, according to [18]. This is because the correspond-
ing scheduling method can be executed repeatedly in the
future ½i ∗ T , ði + 1Þ ∗ T�, where i ≥ 1.

Lemma 3. Given n preemptive periodic tasks allocated to the
jth processor, the available time unit of the ith periodic task
τi = ðei, diÞ in ½0, T� is spare = T × ð1 −∑n

k=1ukÞ, where T is
the minimum common multiple of the period of n tasks and
τi. Define x as the available average time unit allocated to
each activation of τi, and l as the number of τk’ jobs allocated
to this processor.
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We have

(1) A necessary and sufficient condition for τi to be
assigned to the jth processor as a fixed task without
tardiness in ½0, T� is x ≥ ei where l = T/di and x =
spare/l

(2) If τi is to be assigned to the jth processor as a migrat-
ing task and ui,j is the fraction of the τi

’ utilization is
assigned to Pj, then l = dðT/diÞ × ðui,j/uiÞe and x =
spare/l. A sufficient condition for τi to be assigned
to the jth processor as a migrating task without tardi-
ness in ½0, T� is x ≥ ei

Proof. For fixed tasks, firstly, we prove the necessary condi-
tions under two scenarios.

One is for the first scheduled task, i.e., n = 1 and τ1ðe1,
d1Þ, where e1 is the execution time and d1 is the deadline
or period. Obviously, this task is assigned to the processor
as the fixed task. Given that the current spare time unit
spare = T = d1 time units and only τ1 is allocated to this pro-
cessor, we get

x =
spare
T/d1

= d1 ≥ e1: ð5Þ

The other is when n = k − 1, and the remanent time unit
is spare = T × ð1 −∑k−1

i=1 uiÞ, we need to decide if the kth task
τkðek, dkÞ will be allocated to this processor as a fixed task.
T time unit including τk tasks’ activation times is l = T/dk.
Because the time units that must be executed in each activa-
tion time are ek and τk are scheduling on this processor with
no tardiness, the remanent time unit spare must not be less
than l × ek. Then, we get x = spare/l ≥ ek.

Secondly, we prove sufficient conditions. When n = k − 1
, the remanent time unit is spare = T × ð1 −∑k−1

i=1 uiÞ. Because
T is the minimum common multiple of the period of n tasks
and τi, T is dividable to dk. If the kth task τkðek, dkÞ is
assigned to this processor as a fixed task, the activation times
of τk, in ½0 ; T�, is l = T/dk and the available average time unit
allocated to each activation is x = spare/l. The time units that
must be executed in each period are ek. If x ≥ ek, there are
enough time units for τk’s every activation with no tardiness.

For migrating tasks, when n = k − 1, the remanent time
unit is spare = T × ð1 −∑k−1

i=1 uiÞ; we need to decide if the kth

task τkðek, dkÞ will be allocated to this processor as a migrat-
ing task. Let uk,j be the fraction of τk’s utilization. We can
obtain the proportion of jobs allocated to this processor by
uk,j/uk. The total activation time of τk in ½0, T� is T/dk, but
there are at most dðT/dkÞ × ðuk,j/ukÞe jobs of τk allocated
to this processor in ½0, T�. Let l be the number of jobs,
l = dðT/dkÞ × ðuk,j/ukÞe. If x = spare/l ≥ ek, there are enough
time units for τk’s jobs to be scheduled on this processor
without any tardiness.

According to Lemma 3, given a task τi for a processor,
we can decide whether it should be regarded as a fixed task
or migrating task. If n − 1 tasks are assigned as fixed task
and for the nth task there always exists x < ei in ½0, T�, τn is
then removed. If the system becomes an underloaded utiliza-
tion system after the removal, we call τn is a probable slack
task.

Theorem 4. A probable slack task τiðei, diÞ can be delayed,
and its minimum tardiness is

Tardinessmin = ei ×
1

M − ∑i≠juj
−

1
uj

 !
: ð6Þ

Proof. If a probable slack task τi is removed, the system’s
remanent utilization is M −∑i≠juj > 0. To schedule this sys-
tem, the task has to be delayed in the whole process, and we
assume the minimum period after delay is dnew, which is also
the delay deadline for the soft real-time task. The tardiness
can be derived as

Tardinessmin = dnew − di = ei ×
1

M −∑i≠juj

 !
− di

= ei ×
1

M − ∑i≠juj
−

1
ui

 !
:

ð7Þ

3.2. EDF-Adaptive Algorithm. Similar to EDF-fm and EDF-
os, our EDF-adaptive also has two phases: offline task parti-
tioning phase and task splitting execution phase.

3.2.1. Task Partitioning Algorithm. To partition tasks, we
first arrange them in utilization ascending order. From SH

and SL, we find all complementary task sets with their total
utilization being Kð1 ≤ K ≤MÞ. Subsequently, we dispatch
K sets into the K processors’ scheduling queue. We assume
that a center processor distributes new tasks to processors,
and each processor sends a request and amends its own
scheduling queue.

Though the DD scheduling algorithm can be used for
the tasks in one processor with its scheduling queue, there
exist two issues. One is that the complementary task sets
may not be unique. For example, given six tasks with utiliza-
tion as f0:1,0:3,0:4,0:5,0:7,0:9g, we can divide them into two
optional complementary tasks set: one is {0.1,0.4,0.5},
{0.7,0.3} and the other is {0.1,0.9}, {0.7,0.3}. EDF-adaptive
always chooses the sets that include most tasks, unless the
system species the priority of tasks. The other issue is to
select the parameter ε so that all similar complementary
tasks can be obtained. EDF-adaptive selects ε so that the
total utilization is the nearest close to K .

Algorithm 1 presents the pseudocode to find comple-
mentary tasks set for K full utilization system. As shown in
Algorithm 1, the overall approach is to find and add comple-
mentary tasks into Setcomp and then remove them from Q.
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When there are still tasks in Q or U res is not 0 or j = i, Algo-
rithm 1 recursively finds the complementary tasks set by
adding ui and uj that is depending on the relationship
between ui, uj, and U res; there are several cases as follows:

If ui + uj ==U res, τi and τj belong to the complementary
set.

If ui + uj >U res, only one of them can be an element in
the complementary set, depending on if ui ==U res or uj =
=U res.

If ui + uj <U res, τi and τj may or may not be the ele-
ments in the complementary set.

If none of the conditions above is satisfied, the algorithm
updates the sequence number (j = j − 1) and continues to
search.

3.2.2. Task Splitting and Execution Algorithm. To achieve
higher system utilization, we split tasks assigned to K pro-
cessors according to their utilization.

First, the tasks are arranged in descending order of uti-
lization in the queue. The tasks with the highest utilization
are assigned to the jth processors and then removed from
the queue. If j ≤ K , calculate the remanent utilization of
the jth processor Uj. If Uj > 0, select the task which has
the lowest utilization in the queue and calculate the split
value by

f i,j =
T
di

� �
×

ui,j
ui

� �
, ð8Þ

Input: i: the sequence number of the task with minimum utilization
j: the sequence number of the task with maximum utilization
U res: the remanent utilization and initial value is K when the system is K full utilization system
Q: the set of all tasks in the system with their utilization in descending order
Output: Setcomp: the complementary task set.
1: if Q ≠NULL and U res ≠ 0 and j ≠ i then
2: if ui + uj ==U res then
3: Setcomp ⟵ τi, τj;
4: U res = 0;
5: Q⟵ delete τi, τj;
6: return 1;
7: else
8: if ui + uj <U res then
9: Setcomp ⟵ τi, τj
10: Q⟵ delete τi, τj;
11: U res =U res − ui − uj

12: Findði + 1 ; j − 1,U res,QÞ;
13: else:
14: if ui + uj >U res then
15: if ui ==U res then
16: Setcomp ⟵ τi;
17: U res = 0;
18: Q⟵ delete τi;
19: return 1;
20: else
21: if uj ==U res then
22: Setcomp ⟵ τj;
23: U res = 0;
24: Q⟵ delete τj;
25: return 1;
26: end if
27: end if
28: end if
29: end if
30: end if
31: j = j − 1
32: if j ≠ i then.
33: Findði, j − 1,U res,QÞ
34: return 0;
35: end if
36: end if

Algorithm 1: Find complementary tasks.
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where f i,j is the number of jobs that τi will be scheduled

on the jth processor in ½0, T�, according to Lemma 3.
The task τi will be allocated to execute on the jth proces-
sor in time ½0, T�, i.e., the units of execution time units of
τi on the jth processor. τi will be divided and assigned to
other processors if its remanent execution time unit is not
zero. If U j ≤ 0, it means that the jth processor has com-
pleted the assignment; if j > K , it indicates that the tasks
of this group set have been allocated over, and it returns
the corresponding processor with the allocated tasks. The
pseudocode of the splitting approach is presented in
Algorithm 2.

As shown in Algorithm 2, there are the following two
scenarios:

If Ui ≥Uj, it means Uj cannot satisfy Ui. The τi’s utiliza-
tion share on processor Pj is ui,j =Uj, and the remaining
utilization of τi is Ui =Ui −U j. The number of jobs that τi
will be scheduled on the jth processor in ½0, T� is f i,j.

If Ui <Uj, it means that Uj can satisfy Ui. The share of
task τi assigned on processor Pj is ui,j =Uj. We calculate

the number of jobs (f i,j) that τi will be scheduled on the jth

processor in ½0, T� and record f i,j in the scheduling queue
of processor Pj. Next, we update the remaining utilization
of Pj, U j =Uj −Ui, and remove the task τi from the comple-
mentary set before selecting the next task. If U j = 0, it means

that the remaining utilization of the jth processor has been
exhausted and the next processor must be selected.

In the execution phase, all released jobs of the fixed tasks
are scheduled online without migration. Different from
EDF-os and EDF-fm that the priority of migration tasks is
higher than that of fixed tasks at any time, in EDF-
adaptive’s execution phase; the priority of migration tasks
is only higher than that of fixed tasks with lower utilization.
To compare the task splitting and scheduling of EDF-
adaptive with EDF-fm and EDF-os, we use a task system
τ = fð9, 10Þ, ð7, 12Þ, ð3, 4Þ, ð2, 3Þ, ð3, 5Þ, ð1, 2Þg as an exam-
ple, since UðτÞ = 4 is feasible on four processors. Because
all task utilization but one exceed 0.5 and the other utiliza-
tion is exactly 0.5, all the tasks belong to SH . The comparing
results are shown in Figures 1–6.

Figure 1 illustrates the offline assignment phase of EDF-
fm functions, where tasks are assigned to the processors as
either fixed task or migrating one. We can see that EDF-

Input: Setcomp: a complementary utilization tasks set.
T : a global time counter.
Output: ProcessorSet½N ; K�: the N tasks distribution results for the K processors the complementary task set.
1: if Setcomp ≠NULL then
2: Setcomp ⟵ τi, τj
3: /∗Sort all the tasks in Setcomp according to its period in descending order;∗/
4: i = 1;
5: j = 1;
6: Ui = 1;
7: Ui = ui;
8: while j ≤ K do:
9: if Ui >U j then.
10: Ui =Ui −U j;
11: ui,j =U j;
12: Pset½j� ⟵ τi;
13: f i, j ⟵ ðT/piÞ × ðui,j/uiÞ;
14: ProcessorSet½i, j�⟵ f i,j;
15: j = j + 1;
16: else
17: U j =Uj −Ui;
18: ui,j =Ui;
19: Pset½j� ⟵ τi;
20: Setcomp ⟵ delete τi;
21: f i, j ⟵ ðT/piÞ × ðui,j/uiÞ;
22: ProcessorSet½i, j�⟵ f i,j;
23: i = i + 1
24: if U j == 0 then
25: j = j + 1;
26: end if
27: end if
28: end while
29: end if

Algorithm 2: Task splitting.
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fm has a simple assignment algorithm which dispatches
tasks according to their order of coming. If the currently
considered processor Pj has sufficient unallocated utiliza-
tion, the currently considered task τi is assigned to it as a
fixed task and ui,j =Ui; otherwise, τi exhausts the remaining

unallocated utilization of Pj and receives from Pj+1 the rest
of its allocation required. For example, τ2 is assigned to P1
and P2, and its utilization has been divided into two parts:
u2,1 = 1/10 and u2,2 = u2 − u2,1 = 29/60; that means, τ2 is a
migrating task.
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Figure 1: EDF-fm offline assigning tasks in 4 processors.
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Figure 2: EDF-fm online scheduling results in 22 time units.
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Figure 2 is EDF-fm’s online execution phase that extends
the earliest-deadline-first (EDF) scheduling to executed and
migrating tasks. Specifically, each migrating task executes
on two processors, and for each processor, at most two spe-
cific migrating tasks may execute upon it. Because the
migrating tasks are prior to the fixed tasks for EDF-fm, the
jobs of τ1 cannot meet any jobs’ deadline although it shares
a 9/10 fraction of the processor P1 of which the remanent
utilization is given the migrating task τ2. The jobs of τ1
and τ4 and τ6 miss the deadline, and their total tardiness is
44 time units. The migrating tasks are τ2, τ3, and τ5, and 9
time unit is unused. If the task’s utilization restriction of
EDF-fm is violated, migrating tasks may miss deadlines,
which invalidates the tardiness analysis.

Figure 3 is the offline assignment phase of EDF-os. All
the tasks’ utilizations are assigned to the processors in
decreasing order using a worst-t decreasing scheme rather
than an arbitrary ordering. This phase tries to assign as
many tasks as possible to be fixed; hence, the number of
fixed tasks is as same as that of the processors at least. The

remaining tasks are allocated nonzero shares from a succes-
sion of processors until the sum of its shares equals its utili-
zation. Because the remaining tasks’ utilization is considered
in decreasing order, each processor must contain at least one
fixed task with its utilization that is at least that of any
migrating task. It is possible that such a task receives a non-
zero share on only one processor, in which it is a fixed task;
otherwise, it is migrating. This procedure ensures that there
are at most two migrating tasks with nonzero shares on any
processors. However, a migrating task under EDF-os can
have nonzero shares on more than two processors. We can
see there are τ1, τ2, τ3, and τ4 four tasks’ utilization in
decreasing order as fixed tasks and τ5 has nonzero shares
on three processors. P3 contains one fixed task τ3 and two
migrating tasks τ5 and τ6.

Figure 4 is EDF-os’s online execution phase. As in EDF-
fm, migrating tasks are statically prioritized over fixed ones
on any processor and each job executes on only one proces-
sor and fixed tasks are prioritized against each other using
EDF. But if a processor has two migrating tasks τi and τi+1
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Figure 4: EDF-os online scheduling results in 22 time units.
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assigned in this order, τi is statically prioritized over τi+1.
This means a migrating task executes with the highest pri-
ority on any processor that is not its first processor. Note
that the lowest-indexed processor to which a migrating task
τi is assigned jobs is called τi

’
first processor. For example,

P2 is τ5’s first processor and P3 is τ5’s second processor, so
τ5 has the highest priority on P3 and τ6 has higher priority
than τ3.

EDF-os has better solutions for decreasing the number
of jobs missing deadline, and it distributes the fixed tasks
at first according to the processors, as shown in Figures 3
and 4. It can be seen that τ2 and τ3 in the EDF-fm have been
scheduled as migrating tasks and assign them as the fixed
tasks in the EDF-os, whereas the task τ5 is split and assigned
into three processors. The splitting will introduce more pre-
emption overhead in the third processor. The jobs of τ1 and
τ3 miss the deadline, and the total tardiness is 15 time units.

Figure 5 is the offline assignment phase of EDF-adaptive.
Algorithm 1 divides these 4 (i.e., K = 4) full utilization sys-
tems into 2 full utilization subsystems that are fð9, 10Þ, ð3,
5Þ, ð1, 2Þg and fð9, 10Þ, ð3, 4Þ, ð2, 3Þg. In each subsystem,
the sum of tasks’ utilization is 2. Meanwhile, the processors
are divided into two parts fP1, P2g and fP3, P4g according
to the subsystems, respectively. In each subsystems, as many
tasks with the maximum period as possible are assigned as
fixed tasks. We can see that the tasks with the minimum

period such as τ6 and τ4 are the migrating tasks in the two
subsystems, respectively.

Subsequently, according to Algorithm 2, we obtain the
number of scheduling jobs for each task on processors.
The scheduling results for this instance of EDF-adaptive
are shown in Figure 6. We also consider the bounded tardi-
ness restriction, i.e., the job is migrated at its boundary.
Unlike EDF-os and EDF-fm, EDF-adaptive does not stati-
cally prioritized migrating tasks over fixed tasks. Instead, it
always preempts the fixed tasks with the lowest utilization
in its subsystems. It can be seen in Figure 6 that only the jobs
of τ2 miss the deadline and the total tardiness is 3 time units.
The migrating tasks are τ4 and τ6, and only 1 time unit is
unused. The context switch overhead is lower than that in
EDF-os. With the statistic results depicted in Table 1, we
can find that EDF-adaptive is prior to EDF-fm and EDF-os
at the total tardiness but the context switch times are
between the two. These figures also show us that EDF-os
and EDF-adaptive need to increase the migrating times, pre-
emptive times, and context switch times to meet more jobs’
deadlines.

4. Evaluation

In this section, we evaluate the performance of EDF-
adaptive by generating task sets for the SRT system and

Table 1: Statistics for the example in 22 time units.

Algorithm Tardiness (time units) The number of migrating tasks Unused (time units) Context switch (time units)

EDF-fm 44 3 9 15

EDF-os 15 3 1 29

EDF-adaptive 3 2 1 23
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Figure 6: EDF-adaptive online scheduling results in 22 time units.
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compare it with EDF-fm and EDF-os against five criteria as
follows:

(1) Average remanent utilization, which is the ratio of
the sum of the unused time units of the processors
to the total time units

(2) Average slack task minimum tardiness, according to
Theorem 4

(3) Average context switching overhead, which is the
multiplication of the times of context switching jobs
and the overhead of per job context switching

(4) Migrating degree, which is the ratio of the number of
the migrating tasks to the total number of tasks

(5) Splitting degree, which is the ratio of the number of
the tasks split and scheduled on more than three
processors to the total number of tasks

4.1. Task Set Generation. We used an Intel (R) core (TM) 2
Quad Q8400 multiprocessors workstation with 4 processors
shared on 4MB L2 cache.

In the experiment, we randomly generated 100 task sets,
and each task set has generated 20 soft real-time periodic
tasks with different utilization and period parameters ran-
domly. From each task set, three types of task sets, over-
loaded, underloaded, and all full utilization, are selected.
We run each type of task set 10 times to calculate the average
value. These tasks come with implicit deadlines and are
either in SH or in SL because the utilization of half of them
is less than 0.5, and the other half is greater than or equal
to 0.5. The worst-case execution time (WCET) of each task
is determined by the product of its period and utilization
so that WCET of all tasks will be less than the deadline
(which is equal to the period).

We set utilization caps in two sections, ½1, 4� and ð4, 5�.
This cap is a range when the sum of all task utilization is
given. We calculate the system utilization and get the prob-
able slack task according to Lemma 3. Then, we add or
delete the probable slack task until an overloaded system,
all full utilization system, or underloaded system is obtained.
That is to say, when a set of 20 tasks is generated, the prob-
able slack tasks will be added or subtracted so that the sum
of the utilization of all tasks is less than 4 (underloaded sys-
tem), equal to 4 (all full utilization system), or in the range of
ð4, 5� (overloaded system), respectively.

4.2. Results and Discussions. To evaluate the performance of
EDF-adaptive, EDF-fm, and EDF-os, we ran 100 times and
obtained the average of each evaluation criterion. The
results are shown in Figures 7–11. In each figure, the hori-
zontal axis is the ratio of the number of tasks in SH to the
number of tasks in SL, denoted as R. When the ratio
increases, the system is moving from lower utilization to
higher utilization.

Average remanent utilization. It can be seen from
Figure 7 that for all algorithms, the remanent utilization
increases with R, but it nearly stabilizes when R is greater
than 1. Overall, EDF-adaptive and EDF-os get smaller rem-
anent utilization than EDF-fm. This is because EDF-fm
selects the tasks and executes them in releasing sequence
while EDF-os sorts the utilization of the tasks with descend-
ing order first before execution, and EDF-adaptive chooses
tasks to execute according to their utilization.

Average minimum tardiness. Figure 8 shows that EDF-
adaptive and EDF-os have lower tardiness than EDF-fm
because of their task selection, as it has been explained ear-
lier. In fact, EDF-adaptive has the lowest tardiness because
it can schedule the selective tasks that meet the full utiliza-
tion system.
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Average job switching overhead. Obviously, as shown in
Figure 9, EDF-adaptive has lower overhead than EDF-os but
has higher overhead than EDF-fm. Because EDF-adaptive
and EDF-os are able to meet the jobs’ deadlines, they have
to increase the preemptive and migrating times which will
give rise to context switch overhead. Although EDF-fm gets
the lowest switch jobs overhead, many jobs miss their dead-
lines as shown in Figure 7. While EDF-os needs to meet the
jobs’ deadline and has no restrictions on task segmentation,
some tasks may be partitioned into more than three proces-
sors that will introduce higher overhead than EDF-fm. EDF-
adaptive partitions tasks to meet K full utilization rate in the

nondescending order integer value. As a result, it can reduce
the switching cost of EDF-os. Obviously, EDF-adaptive can
achieve almost as the same as EDF-os on system utilization
and get the lowest tardiness in these algorithms and reduce
the switch jobs overhead.

Migrating degree. Figure 10 shows that EDF-adaptive
has a much smaller migration degree (thus lower migrating
overhead) than EDF-fm and EDF-os, because there will be
no migration between the different partition of processors
when the maximal K full utilization is achieved.

Splitting degree. The higher the splitting degree, the
more tasks have been scheduled on multiple processors.
It can be seen in Figure 11 that EDF-adaptive has per-
formed much better than EDF-fm and EDF-os, in terms
of preventing tasks from being split into multiple proces-
sors. Figure 11 also shows that EDF-os has the highest
splitting degree. This is because EDF-os allows tasks to be
assigned to more than 3 processors. This increases the par-
titioning of tasks. Based on the discussion above, we can
conclude that EDF-adaptive is able to schedule more tasks
in overloaded systems than EDF-fm and EDF-os. Because
EDF-adaptive can selectively schedule from the task queue,
it keeps the system running at full capacity as much as
possible. For example, in an overloaded system, EDF-fm
only schedules tasks in releasing sequence and EDF-os
schedules tasks in descending order of utilization and then
schedules migration tasks first, followed by fixed tasks.
EDF-adaptive is to select appropriate tasks to schedule
from SH and SL. For example, EDF-os schedules tasks with
a utilization of 0.3 in order, while EDF-adaptive can sched-
ule two tasks with a utilization of, say, 0.1 and 0.2. And in
terms of job switching, task migration, and splitting, EDF-
adaptive complexity analysis. Despite better performance,
EDF-adaptive suffers a higher time complexity than EDF-
fm and EDF-os.
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The time complexity of Algorithm 1 is Oðn2Þ because the
worst case for searching and selecting process is the total
number of tasks n in SH or SL. And it uses a recursive
approach for finding complementary tasks, mainly based
on the number of SH or SL. Algorithm 2 schedules tasks onto
the processors, and the time complexity is OðmÞ, where m is
the number of processors. Hence, the time complexity of
EDF-adaptive is Oðn2 +mÞ, while EDF-fm has the time
complexity OðnmÞ and EDF-os has the time complexity
Oðn + nmÞ. In our future work, we will investigate
approaches to reduce the time complexity and simplify the
process. One idea is to use hash functions to find the com-
plementary tasks from SH and SL.

5. Conclusions

In this paper, we have proposed the EDF-adaptive algorithm
for the soft real-time multiprocessor systems, which can be
divided into three types of system: underloaded utilization
system, full utilization system, and overloaded utilization
system. The algorithm can allocate task sets onto the proces-
sors to achieve better performance than EDF-os and EDF-
fm in terms of the degree of task’s splitting and migrating.
However, partition problems are generally Np hard and
EDF-adaptive is not optimal because of its time complexity.
In the future, we will try to apply EDF-adaptive for the het-
erogeneous systems and mixed-criticality systems, while
investigating new approaches to reduce the time complexity.
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With the development of various applications of wireless sensor networks, they have been widely used in different areas. These
networks are established autonomously and easily in most environments without any infrastructure and collect information of
environment phenomenon for proper performance and analysis of events and transmit them to the base stations. The wireless
sensor networks are comprised of various sensor nodes that play the role of the sensor node and the relay node in relationship
with each other. On the other hand, the lack of infrastructure in these networks constrains the sources such that the nodes are
supplied by a battery of limited energy. Considering the establishment of the network in impassable areas, it is not possible to
recharge or change the batteries. Thus, energy saving in these networks is an essential challenge. Considering that the energy
consumption rate while sensing information and receiving information packets from another node is constant, the sensor nodes
consume maximum energy while performing data transmission. Therefore, the routing methods try to reduce energy
consumption based on organized approaches. One of the promising solutions for reducing energy consumption in wireless
sensor networks is to cluster the nodes and select the cluster head based on the information transmission parameters such that
the average energy consumption of the nodes is reduced and the network lifetime is increased. Thus, in this study, a novel
optimization approach has been presented for clustering the wireless sensor networks using the multiobjective genetic algorithm
and the gravitational search algorithm. The multiobjective genetic algorithm based on reducing the intracluster distances and
reducing the energy consumption of the cluster nodes is used to select the cluster head, and the nearly optimal routing based on
the gravitational search algorithm is used to transfer information between the cluster head nodes and the sink node. The
implementation results show that considering the capabilities of the multiobjective genetic algorithm and the gravitational
search algorithm, the proposed method has improved energy consumption, efficiency, data delivery rate, and information packet
transmission rate compared to the previous methods.

1. Introduction

The wireless sensor networks (WSNs) are comprised of dis-
tributed microdevices with various measurement capabilities
that monitor the environment and transmit information to
the end users. The wireless sensor technology was intro-

duced more than 20 years ago, and many projects have been
conducted since then. Green calculations [1, 2] were pre-
sented in 2008 aiming to employ the limited resources and
maximize the energy efficiency throughout the lifetime of a
system. WSNs are usually comprised of a large number of
sensor nodes equipped with limited energy resources, but
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they should operate for a long time without charge or battery
replacement. To increase the network lifetime and reduce
energy consumption of the sensor nodes of the network,
clustering techniques have been presented to achieve an
efficient relationship among the sensor nodes [3, 4].

In the clustering techniques, the sensor nodes of a net-
work are combined to constitute small separate clusters.
Each cluster has a known leader called the cluster head
(CH) and other nodes are known as the member nodes
(MN). Selecting the CH is a fundamental challenge that is
the topic of this study. The sensor nodes sense the environ-
ment information and transmit it to the corresponding CH.
The CH nodes collect data from all sensor nodes of the clus-
ter and transmit it to the base station after data aggregation
and removing the duplicate data. Thus, the CH has to orga-
nize the network, collect data, and transmit data from the
sensor nodes to the sink and the base station and it con-
sumes more energy compared to other nodes [5–8].

Data collection based on clustering-based approaches
has various advantages compared to the conventional
schemes. First, collecting data received from various sensor
nodes in a cluster decreases the amount of data transmitted
to the base station, because the duplicate data is removed
considering the CH analysis [9]. Second, the sensor nodes
of each cluster can transmit data directly to the sink nodes.
But since data transmission in long intervals requires more
energy consumption, direct data transmission is avoided.
Instead, transmitting data to the CHs in adjacency of the
member sensor nodes consumes less energy; hence, the
energy requirement in the whole network for data transmis-
sion is reduced [10]. Third, rotation of the CHs helps to
ensure balanced energy consumption in the network, such
that the hunger of particular nodes due to energy shortage
is prevented. However, selecting a proper CH with optimal
capabilities, while balanced energy consumption rate and
network efficiency are met, is a well-known NP-hard prob-
lem in WSNs [11–13].

The NP-hard problems cannot be solved using linear or
polynomial methods and require using artificial intelligence,
swarm intelligence, or metaheuristic methods to find the
nearly optimal solutions. In this regard, heuristic and meta-
heuristic methods have recently attracted attention in the
context of sensor node clustering and CH selection in WSNs
that aim at improving the contradicting objectives of the
network simultaneously [14, 15].

Given that the main challenge in wireless sensor net-
works is energy constraint, so, the performance of most
applications in the WSN depends on energy consumption
[15]. Hence, the main goal of this paper is at saving energy
consumption in wireless sensor nodes. Since the amount of
energy required to sense data from the environment and
receive packets from other sensor nodes in the WSN is con-
stant, therefore, most of the energy consumption is related to
sending packets. The farther the next hop is from the current
node, the more energy it takes to send data. So, the closest
next hop that has the most remaining energy and least dis-
tance to sink not only can save energy but also could
improve the quality of service (QoS) parameters. On the
other hand, since finding the optimal path in wireless sensor

networks has been introduced as an NP-hard problem, the
best option to find the optimal solution is to use metaheur-
istic algorithms. Metaheuristic algorithms can find local
optimizations according to local search but may find weak-
ness or deadlock in finding optimal global solutions. There-
fore, the use of algorithms with global search properties or a
combination of metaheuristic algorithms can achieve opti-
mal global solutions.

Therefore, this study presents a novel optimization
approach using the multiobjective genetic algorithm
(MOGA) and the gravitational search algorithm (GSA) for
clustering the WSNs. In this study, the multiobjective
genetic algorithm based on reducing the intracluster dis-
tances and reducing the energy consumption of the MNs is
used to select the CH and the nearly optimal routing based
on the gravitational search algorithm is used to transfer
information between the cluster head nodes and the sink
node. Considering the capabilities of the multiobjective
genetic algorithm and the gravitational search algorithm,
the proposed method has improved energy consumption,
efficiency, data delivery rate, and information packet trans-
mission rate compared to the previous methods.

The main motivation of this paper is the combination of
the multiobjective genetic algorithm and gravitational search
algorithm in order to find the optimal local clusters and the
optimal global path in the wireless sensor network. Hence,
the main contribution of the article is summarized as
follows:

(i) Use of multiobjective genetic algorithm to find the
optimal thread nodes in each cluster locally

(ii) Reduce energy consumption and create a balance
between service quality parameters by using the
multiobjective fit function

(iii) Use the gravitational search algorithm to find the
optimal global path

(iv) WSN simulation and evaluation of the proposed
method based on important criteria in the wireless
sensor network and comparison with previous
methods

The rest of this paper is organized as follows. Section 2
reviews the literature. Section 3 describes the details of the
proposed method. Section 4 presents implementation and
evaluation of the proposed method. Finally, the paper is con-
cluded in Section 5.

2. Literature Review

In this section, the routing protocols based on swarm intel-
ligence for WSNs are studied. The protocols employed in
WSNs, including the ant colony optimization (ACO) algo-
rithm, particle swarm optimization (PSO), bacterial foraging
optimization (BFO), and artificial bee colony (ABC) algo-
rithms, are discussed.

The genetic algorithm-based energy efficiency clusters
(GABEEC) is used to increase the network lifetime. The
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GA evaluates all chromosomes by calculating the fitness
function. The fitness function has three parameters, includ-
ing the round in which the first node dies, the round in
which the last node dies, and the cluster distance. This algo-
rithm tries to reduce the network lifetime by reducing the
distance of the nodes, but the communication at the CHs
is reinforced due to transmitting information about the
residual energy to the base station (BS). The genetic cluster-
ing algorithm (GCA) employs two parameters, including the
total transmission distance in a cluster and the number of
CHs to achieve a longer lifetime [16]. The genetic
algorithm-based energy efficiency clustering hierarchy
(GAECH) performs the GA twice and improves CH selec-
tion considering the residual energy and total transmission
cost [17].

The ACO is one of the nature-inspired mechanisms that
performs optimal routing. This protocol is dynamic and reli-
able and can provide data aggregation and collect the rout-
ing structure. Also, it prevents network congestion, reduces
energy consumption, and supports multiroute data trans-
mission to achieve reliable communications in WSNs. This
protocol is aimed at preserving the maximum network life-
time during data transmission using an efficient method [18].

In the network routing, the ACO-based techniques
achieve a better overhead due to real-time computations
and less control. The ACO has various shortcomings, for
example, its performance depends on the previous cycle. It
seems that using the ACO-based routing protocol in
dynamic networks is suitable for preventing the link failure
(a number of artificial ants are generated at each round
and search for the shortest route between the source and
the destination). In the last decade, the ACO has been used
to solve hybrid optimization problems like NP-complete
problems. In addition, the performance of the proposed
method in finding the shortest route is reinforced in terms
of network lifetime and load balance in WSNs using various
solutions like sensor node clustering [19].

In a study, the authors presented a CH selection algo-
rithm using the ACO to construct balanced load clusters.
This algorithm uses the residual energy of the node and
the distance between the nodes to select the CH [20].
Another ACO-based clustering method organizes the energy
efficient clustering protocol through local interactions
among the sensor nodes. First, the CH nodes are selected
among the nodes with high residual energy. Then, the clus-
ters are constituted through random interaction of regular
nodes. The interaction among sensor nodes is carried out
via local message transmission. This algorithm puts pressure
on the network by repeating the interaction of the sensor
nodes and does not provide the sufficient energy clustering
mechanism [21].

PSO is a subset of swarm intelligence based on a
population-based random optimization approach. PSO
applies the social behavior of the birds or fishes to the real-
world problems. This approach preserves local solutions
and global solutions and generates the best fitness of an
objective [19]. Also, swarm intelligence is used in the WSN
for clustering optimization. In a study, the authors presented
a clustering algorithm using PSO. They considered two types
of nodes: natural sensor nodes and high-energy nodes. The
high-energy nodes operate as CHs while the normal sensor
nodes operate as members of the cluster [22]. PSO is also
used in the information broadcast protocol. The selection
measure for the CH is the residual energy, intracluster dis-
tance, and node degree. A hybrid protocol that combines
the harmony search algorithm (HSA) and PSO is also used
for clustering optimization. This hybrid algorithm selects
the CH using the fitness function that includes the residual
energy of the nodes, node degree, and the distance between
the nodes. The metaheuristic HAS-PSO algorithm is used
to select a fixed number of CHs. It does not guarantee to
cover the whole network for a specific number of CHs.
The CHs in HAS-PSO employ direct communication to
transmit data to the BS that reduces the energy effi-
ciency [23].

Table 1: Comparison of the clustering methods based on swarm intelligence.

Protocol Location
Clustering
algorithm

Approach
Cluster

head round
Routing the CH

to the BS
Mobility

Node
establishment

BS location

GABEEC Unaware Centralized GA All rounds Direct Stationary Random Outside the area

GCA Unaware Distributed GA All rounds Direct Stationary Random Center of the area

GAECH Unaware Centralized GA All rounds Direct Stationary Random
Outside, corner, and
center of the area

hACO Unaware Centralized ACO All rounds Direct Mobile Random Outside the area

ANTCLUST Unaware Centralized ACO All rounds Direct Stationary Random Outside the area

PSO Unaware Centralized PSO All rounds Direct Stationary Random Inside the area

PSO-SD Unaware Centralized PSO All rounds Multihop Stationary Random Inside the area

HAS-PSO Unaware Centralized PSO All rounds Direct Semistationary Random Inside the area

WSNCABC Unaware Centralized ABC All rounds Direct Stationary Random Center of the area

ABC-C Unaware Centralized ABC All rounds Direct Stationary Random Center of the area

Bee-Sensor-
C

Unaware Distributed ABC All rounds Multi-hop Mobile Random Outside the area

EABCA Unaware Centralized ABC All rounds Multi-hop Stationary Random Center of the area
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The artificial bee colony (ABC) optimization also used
constitute clusters in the WSN. WSN clustering using ABC
(WSNCABC) employs the artificial bee colony to calculate
the CH fitness using parameters like residual energy of the
nodes and the distance between the BS and the nodes. How-
ever, this algorithm has a high cost for direct data transmis-
sion from the CH to the BS [24]. The clustering protocol
based on ABC (ABC-C) has been presented in another study
that improved the fitness function. The residual energy, dis-
tance of the node from the BS, and quality of the link are
considered as the parameters of the fitness function. This
algorithm selects the CH periodically [25]. The B-Sensor-C

algorithm has been developed for event-oriented SNs. When
an event occurs, the protocol constitutes the clusters and
selects the CH. The most important node that verifies this
event should be the CH and others should follow it [26].
The energy-aware bee colony approach (EABCA) improves
the network performance with the fitness function. Multihop
communications between the CH and the BS are not
required for data delivery [27].

Table 1 compares the clustering-based methods based on
swarm intelligence regarding important parameters of WSN
clustering.

3. The Proposed Method

As mentioned, in this study, a novel optimization approach
is presented for WSN clustering using the multiobjective
GA and the gravitational search algorithm. In this study,
the multiobjective GA based on reducing the intracluster
distance and energy consumption of the MNs is used to find
the CHs and the nearly optimal routing based on the gravi-
tational search algorithm is used to find the optimal route
and transmit information between the CH nodes and the
sink node. This study is presented to reduce the energy con-
sumption of the sensor nodes, increase the network through-
put, increase the data delivery rate, and reduce the
information packet transmission delay. Figure 1 shows flow-
chart of the proposed method.

As shown in Figure 1, the proposed method has three
main steps as follows:

(i) WSN configuration and random node clustering in
the network

(ii) Determining the optimal CHs using GA

(iii) Determining the optimal route using the gravita-
tional search algorithm

In the rest of this section, the aforementioned methods
are described.

3.1. Initial Clustering. In the first section of the proposed
method, the proposed WSN is simulated with 100 sensor
nodes and one sink node. The initial parameters are consid-
ered based on the standard parameters of similar methods.
Finally, the proposed method is compared with other avail-
able methods. After initial configuration of wireless sensor
nodes in the network, a “Hello” message is transmitted by
the sink node to all sensors to identify the nodes and deter-
mine the location of the existing nodes of the network. All
sensors of the network transmit a routing reply (RREP) to
the sink node after receiving the “Hello” message to obtain
the exact location of each sensor node for initial clustering
of the nodes. Since the energy required to transmit the RREP
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Figure 1: Flowchart of the proposed method.
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Figure 2: Chromosomes of the proposed method.

4 Journal of Sensors



packets and data is different, different energy consumption
constants are considered for each packet type. Thus, the
energy consumption of the proposed method is examined
accurately. In the next step, after receiving the RREP and
identifying the initial location of the wireless sensor nodes,
the proposed method clusters the nodes based on the ran-
dom CHs. Since the initial energy of all nodes at the begin-
ning steps is constant, random selection of the CHs does
not interrupt the data transmission and early energy dis-
charge of some sensor nodes does not occur. Then, the wire-
less sensor nodes are clustered based on their distance from
the CH node. The distance of the sensor nodes from the CH
node is measured based on the Euclidean distance, which is
represented in equation (1) as follows.

Euclidean − distance = xi − xj
� �2 + yi − yj

� �2� �1/2
: ð1Þ

in which ðxi, yiÞ represents coordinate of the ith node. In this
step, the CH nodes are given to the GA as the initial chro-
mosomes so that the optimal location of the CH is found.
In the proposed GA, an optimal node in the selected cluster
might not be found as the CH. In this case, the cluster is
wound up and upon finding an optimal CH around the clus-
ter, clustering is carried out again.

3.2. Using GA to Determine the Optimal CHs. As mentioned,
in the second step of the proposed method, the GA is used to
find the new and optimal CHs instead of random CHs
selected in the previous step. In the following, the chromo-

somes are configured and the fitness function of the GA
for the proposed method is defined.

3.2.1. Chromosome Encoding. The proposed GA receives an
initial set of CHs as input and initiates by generating an ini-
tial population of the chromosomes, where each chromo-
some represents a possible solution for the clustering
problem. Therefore, a chromosome is a vector of genes
and the numbers inside each chromosome represent the
index of a CH node. In Figure 2, an example of the chromo-
somes of the proposed method is given.

As shown in Figure 2, the chromosomes of the proposed
method include a vector of genes where each gene represents
an index of a CH node. The numbers inserted in each gene
represent the CH selected randomly in the initial step. At
the beginning, each chromosome is considered as the prob-
abilistic clustering in the WSN that changes by applying the
fitness function and mutation and crossover operators.
Finally, the chromosome with maximum fitness is selected
as the nearly optimal cluster.

3.2.2. Fitness Function of the GA. The fitness function of each
chromosome is determined considering the objective func-
tion that is a combination of residual energy of the CH,
mean intracluster distance, and distance of the CH from
the sink. For each possible clustering of the population, the
fitness function is considered as the representative of the
parameters of interest to balance the residual energy of the
CH, mean intracluster distance, and distance of the CH from
the sink. Since the scales of the distances between the nodes
and energy of the sensor nodes is not the same, the values of
the proposed method should be normalized to obtain a unit
value as the fitness function; in the proposed method, MIN-
MAX normalization, given in equation (2), is used [28].

NX = X ið Þ −min Xð Þ
max Xð Þ −min Xð Þ : ð2Þ

where NX is the normalized data, XðiÞ is the main data,
min ðXÞ is the minimum possible value of the data, and
max ðXÞ is the maximum value of the data.
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The fitness function used to evaluate the given chromo-
somes using the proposed objective function is calculated
based on equation (3).

Fitness = min 〠
M

i=1
〠
n

j=1
Di,j + 〠

M

i=1
DSi − 〠

M

i=1
Eresi

 !
, ð3Þ

subject to

〠
M

i=1
Eresi > Emini , ð4Þ

〠
M

i=1
DSi ≤DSf aresr j ,

〠
M

i=1
〠
n

j=1
Di,j ≤ 〠

n

j=1
DSj,

Mi ≥ 0,DSi ≥ 0,Di,j ≥ 0,

ð5Þ

Considering the fitness function given in equation (3),
the proper chromosomes are selected from the initial popu-
lation and other chromosomes are transmitted to the muta-
tion and crossover operators to diversify the population and
generate new superior chromosomes. Each chromosome of
the new offspring population is checked to see if it is a pos-
sible solution for the problem or not (does it minimize the
fitness function and satisfy the given constraints or not).
The impossible chromosomes that violate the existing con-
straints are penalized considering their fitness value such
that they have a lower probability to be selected for genera-
tion and conversion to new chromosomes. The most proper

chromosome that represents the nearly optimal clustering
solution is preserved at each iteration and sorted based on
its optimality. This process continues until the termination
condition is met.

3.2.3. The Crossover Operator. The crossover operator is an
essential step of the GA to diversify the population and gen-
erate new chromosomes. To increase the search domain and
public feasible solutions, the GA should apply the crossover
operator between two chromosomes (parents) and generate
new offspring as the new population. The crossover operator
is performed as a random replacement of a number of genes
of the first chromosome with the second chromosome. Thus,
the parameter that is essential in the crossover operator is
called the crossover probability or P-crossover, which is
defined as follows for random crossover.

P − crossover = round k ∗ Gmax −Gminð Þð Þ, k is a rand in 0, 1½ �,
ð6Þ

in which Gmax is the maximum number of genes and Gmin is
the minimum number of genes of the chromosome. The
parameter k is considered as a random number in the range
of 0 and 1. The value of P-crossover is considered as a part of
the chromosome that should be exchanged between the first
chromosome and the second chromosome; the beginning
and ending points are called the crosspoints. The beginning
crosspoint might be selected from the beginning of the chro-
mosome or any other part of the chromosome, and the end-
ing crosspoints are added to the P-crossover. Figure 3 shows
the crossover operator.

Table 2: Initial parameters of the proposed WSN.

Parameters Value

Network dimension 100 × 100
Number of sensor nodes 100
Coordinate of the sink node 50, 50ð Þ
Initial energy of the nodes 0:5 J
Initial energy of the sink node 50 J
Energy consumption of data transmission 5 × 108

Energy consumption of data reception 5 × 108

Energy consumption of routing packet transmission 1 × 1010

Energy consumption of routing packet reception 13 × 1013

Energy consumption of data aggregation 5 × 109

Initial probability of selecting the sensor node as the CH 0:01
Maximum number of rounds 3500
Data packet length 4000
Number of packet transmissions at each hop 10
Routing packet length 100
Radio range 5000
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As shown in Figure 3, each gene, Ti, represents a CH
node and Ri represents the cluster of each gene for any of
the solutions.

3.2.4. Mutation Operator. The mutation operator, like the
crossover operator, also plays a significant role in generating
a new population and diversifying the chromosomes. This
operator can increase the search domain and the possible
solutions and generate new offspring as the new population.
Thus, in this operator, the probability parameter is of great
importance that is considered as a chromosome that should

mutate. The P-mutate parameter or the mutation probability
can be calculated.

P −mutate = round k ∗ Gmax −Gminð Þð Þ, k is a rand in 0, 1½ �:
ð7Þ

The P-mutate parameter represents the mutation proba-
bility, and the parameter k can be considered as a value
between zero and one; zero or one can be considered as
the first or the last gene of the chromosome. The difference
of the mutation and the crossover operators is that the cross-
over operator changes several genes of a chromosome with
another chromosome but the mutation operator only
changes the value of one gene to generate a new chromo-
some. Figure 4 shows the mutation operator.

As shown in Figure 4, there are two chromosomes with
different genes that change at ði + 1Þ and ðN − 2Þ, indepen-
dently. At ði + 1Þ, the value of the gene changes from R2 to
R4. Similarly, the value of the gene mutates from R5 to R2
at ðN − 2Þ. The gene mutation might yield excellent results.
Sometimes the results might not be satisfactory. However,
the gene mutation is essential to preserve population
diversity.

3.2.5. Selection Operator. The selection operator, after the
crossover and the mutation operators, selects the chromo-
somes with maximum fitness or the nearly optimal solution
among the new population and the chromosomes generated
as the next generation for the clustering problem to reduce
energy consumption in the WSN. In this case, the CHs
assigned to each cluster with maximum residual energy,
minimum mean intracluster distance, and minimum dis-
tance to the CH are examined to balance the energy con-
sumption of each cluster. Therefore, the efficiency of the
clustering algorithm is optimized to balance the energy con-
sumption of the WSN.

Table 3: Information of the initial CHs.

CH no. Node index

1 11

2 15

3 18

4 20

5 39

6 47

7 56

8 58

9 67

10 80

11 86

12 88

13 95

14 97
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Figure 5: Initial configuration of the proposed WSN.
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Figure 6: Initial clustering of the nodes in a WSN.
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3.3. Using the Gravitational Search Algorithm to Find the
Optimal Route. As shown in Figure 1, in the third step of
the proposed method, the gravitational search algorithm
finds the best route based on the CHs selected by the pro-
posed GA. In this step, considering the selected CHs, the
information transmission routes from each cluster to the
sink node are specified. Therefore, the CHs in each cluster
are considered as particles of the gravitational search algo-
rithm. Thus, at each information packet transmission step,
the gravitational search algorithm measures the particles’
weight and leaves the particles that do not have sufficient
quality and other particles are selected as proper solutions.

The weight of the selected particles is determined based
on the objectives. In other words, in the proposed method,
at each information transmission step, the gravitational
search algorithm checks if the route between the sensor

nodes and the sink node that requires information transmis-
sion decreases the total energy consumption and the end-to-
end delay and increases the data delivery rate and the net-
work throughput or not. The routes that optimize these
measures are selected as the optimal routes, and the routes
that worsen even one of these measures are considered as
the abandoned routes. Therefore, the fitness function of the
proposed gravitational search algorithm is as given in equa-
tion (8).

CSfitness = min 〠
n

i=1
〠
n

j=1
delayi,j + 〠

n

i=1
Econs − 〠

n

i=1
DDRi − 〠

n

i=1
throuputi

 !
,

ð8Þ

subject to

〠
n

i=1
〠
n

j=1
delayi,j ≥ 0,

〠
n

i=1
Econs < Einit,

〠
n

i=1
DDRi > 0,

〠
n

i=1
throuputi > 0,

ð9Þ

where CSfitness is the fitness function value of the gravita-
tional search algorithm, delayi,j is the end-to-end delay of
nodes i and j, Econs is the total energy consumption of the
network, Einit is the initial energy of the network, DDRi is
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Figure 7: Replacement of the new CHs with previous CHs.

Table 4: Fitness value of the initial population.

CH no. Node index Fitness value

1 11 0.8884

2 15 0.8449

3 18 0.8094

4 20 0.8086

5 39 0.8653

6 47 0.8099

7 56 0.7486

8 58 0.6119

9 67 0.8012

10 80 0.5602

11 86 0.6077

12 88 0.4836

13 95 0.5802

14 97 0.0982

Table 5: Fitness values of the new population.

CH no. CH index Fitness value CH index Fitness value

1 11 0.8884 76 0.9485

2 15 0.8449 74 0.9678

3 18 0.8094 81 0.9438

4 20 0.8686 21 0.9721

5 39 0.8653 94 0.9631

6 47 0.8099 81 0.9844

7 56 0.7486 51 1

8 58 0.6119 28 0.9463

9 67 0.8012 55 0.9984

10 80 0.5602 51 1

11 86 0.6077 51 1

12 88 0.4836 51 1

13 95 0.5802 7 0.9742

14 97 0.9822 97 0.9822
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the data delivery rate at each node, and throuput is the net-
work throughput. According to the fitness function, each
population that obtained the minimum fitness value can be
selected as a practical solution for information transmission.

4. Implementation of the Proposed Method

To implement the proposed method, first, the WSN is con-
figured based on the standard parameters. The proposed
network is implemented in a 100 × 100 environment. To
implement this scenario, MATLAB 2021a is used. Other
parameters of the proposed network are given in Table 2.
Figure 5 also shows the initial configuration of the proposed
WSN.

As shown in Table 2 and Figure 5, the proposed WSN is
simulated based on the initial parameters. This network is
comprised of 100 sensor nodes that are distributed randomly

in the network. The sink node is also at the center of the net-
work that facilitates access to it.

In the first step, the sink node collects information about
the location of the network sensors and selects multiple CHs
accordingly. The CHs are selected randomly, and the sensor
nodes also join the CHs based on their distance and consti-
tute clusters. After formation of the first cluster and trans-
mitting data to the CH, the information about the initial
energy and the intracluster distances and distance of the
CH from the source can be calculated. In Figure 6, the initial
clustering of the WSN is shown. Table 3 represents the
information of the initial CHs.

Information of Table 4 is given as the initial chromo-
some to the GA, and the second step of the proposed
method is implemented. In the first step of the proposed
GA, the initial population is evaluated considering the ran-
domly selected CHs. To evaluate the input population of
the proposed GA, the fitness function is applied to the initial

This solution of cluster heads as route must be abandoned
51 37 61 76 76 79 61 79 76 76 21 53
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
This route is selected by probability 0.76915
========================================
76 21 59 79 51 37 10 29 41 25 69 87
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
This solution of cluster heads as route must be abandoned
71 87 61 76 76 87 22 87 76 42 19 42
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
This solution of cluster heads as route must be abandoned
22 87 42 87 76 76 76 76 76 71 87 51
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
This route is selected by probability 0.8945
========================================
67 76 21 62 71 57 17 79 73 37 25 38

Algorithm 1: The output of the gravitational search algorithm for finding the high-quality routes.
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Figure 8: Convergence of the gravitational search algorithm to the optimal point.
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population. Accordingly, the proposed GA evaluates the
CHs in terms of the residual energy, mean intracluster dis-
tance, and distance from the sink node. Since no data is
transmitted in the initial population, the initial energy of
all CH nodes and MNs is the same. Thus, in the first step,
the CHs are evaluated in terms of intracluster distance and
distance from the sink node. In the following, since the opti-
mal routes are found, information transmission, energy con-
sumption, and residual energy affect the selection of the
optimal CHs. To this end, Table 4 represents the fitness
value of the initial population.

As shown in Table 4, the fitness value of each CH in the
initial population is calculated. It is seen that some CHs have
an excellent fitness but other are weak. Thus, in the next

step, the new population is generated based on the crossover
and mutation operators and the fitness value of the new pop-
ulation is examined. The new population of the proposed
method is a combination of the CHs that have replaced the
previous CHs, and their fitness is evaluated. Table 5 repre-
sents the expert population that have replaced the initial
population considering their fitness.

As shown in Table 5, the fitness values of the new popu-
lation are calculated. The clusters of three CHs with indexes
of 86, 80, and 80 are broke down, and they are integrated in
a cluster with CH 51. Also, it is seen that CH 97 is trans-
ferred from the previous population to the new expert pop-
ulation. Figure 7 shows the replacement of the new CHs with
the previous CHs.

Figure 9: Death process of the sensor nodes by information transmission in the WSN.
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Figure 10: The average energy consumption in all nodes of the network.
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As shown in Figure 7, the previous CHs are represented
with a black × , the previous connections are represented in
blue, and the connections with new CHs are represented in
red. The new CHs are selected as the proposed solution for
information transmission form sensor nodes, data aggrega-
tion, and data transmission to the sink node. Considering
the distance of the CH nodes from the sink node, if a CH
observes another CH along the direct route to the sink, the
packet transmission is carried out in multihops between
the CHs and the sink node.

Now, the proposed method enters the third step in
which the gravitational search algorithm examines the qual-
ity of the route based on the CHs obtained using the GA.
Considering the global search capability of the gravitational
search algorithm, it can find the optimal route in the whole

network. This step determines if the selected route is optimal
for information packet transmission or there might be a
more optimal route and the GA is trapped in local optimum.
Algorithm 1 represents the output of the gravitational search
algorithm for the routes proposed by the GA.

As shown in Table 5, the optimal routing of the pro-
posed method is carried out using the gravitational search
algorithm. The gravitational search algorithm examines the
quality of the routes proposed by the GA based on the fitness
function given in equation (11), and the routes that improve
the network objectives are returned with their fitness value.
Figure 8 shows convergence of the gravitational search algo-
rithm to the optimal point.

As shown in Figure 8, since the employed fitness func-
tion is a minimization function, the gravitational search
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Figure 11: Total residual energy of the network nodes.
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algorithm reduces the objective function value at each step
so that it converges to the optimal point. In the following,
in Figure 9, the dead nodes of the WSN are represented.

As shown in Figure 9, the wireless sensor nodes run out
of energy by information transmission and die. In Figure 9,
small red dots show the dead nodes; as the information
transmission steps increase, the number of dead nodes also
increases until the network is interrupted. In the following,
the proposed method is evaluated.

4.1. Evaluation of the Proposed Method. The proposed
method is evaluated to examine its quality and improve the
proposed method on the primary problem. Various mea-
sures have been presented in the literature to evaluate the
WSNs, which are introduced considering the research objec-
tives mentioned in the first section. In this section of the

study, the proposed method is evaluated in terms of energy
consumption, residual energy, message transmission delay,
number of lost packets, data delivery rate, and network
throughput. Thus, Figure 10 shows the average energy con-
sumption of the network. Figure 11 also shows the total
residual energy as the data transmission steps increase.

As shown in Figures 10 and 11, the slope of the energy
consumption and residual energy curves is linear, indicating
that energy consumption in the network nodes is symmetric.
Thus, some nodes do not run out of energy earlier than
other nodes and all nodes run out of energy almost the same.
Thus, all nodes run out of energy gradually, indicating a long
lifetime of the network. Figure 12 shows the death process of
the sensor nodes of the network.

As shown in Figure 12, the first node in the proposed
WSN has died after 1470 iterations. In WSN routing
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methods, if a node dies, an alternative route might be found
for information transmission but the information of that
area cannot be aggregated. So, as long as a node’s death does
not interrupt the network, its death can be handled. In the
proposed method, this has occurred in the 3020th round in
which about half of the nodes have run out of energy and
the network is interrupted.

Another measure used to evaluate the proposed method
is the number of lost packets. The smaller is the number of
lost packets in the information aggregation process, the
quality of information collection and accuracy of the routing
method are higher. Selecting nodes with congestion of trans-
mitted packets that appear as the network bottleneck might
be one of the main reasons of information packet loss.
Figure 13 shows the lost nodes in the proposed method.

As shown in Figure 13, the number of lost packets in the
proposed method is about 70 packets, yielding a maximum
of 0.02 lost packets considering the 35000 total transmitted
packets during routing. Therefore, it can be concluded that
the proposed method is able to find the optimal route and
deliver the information packets correctly. To this end, the
date delivery rate, which is the ratio of received data to the
transmitted data in the whole network can be examined.
Figure 14 shows the data delivery rate of the proposed
method.

As can be seen in Figure 14, the data delivery rate of the
proposed method is high and reaches 99.8% for 3500 rounds
of the network. As the method, this large value indicates the
ability of the proposed method to find the optimal route and
deliver and the information packets correctly. After this
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measure, the network throughput can be examined. The
throughput is the ratio of the transmitted packets per unit
time to the bandwidth of the transmission medium. Since
the bandwidth of WSNs is considered the same for all sensor
nodes, the network throughput indicates the data delivery
rate per unit time. Figure 15 shows the network throughput
of the proposed method.

As shown in Figure 15, the network throughput has
increased in an ascending order reaching 100% at the end.

The last measure that is evaluated is the end-to-end
delay of the network nodes. Since the transmission time fac-
tor of a packet is fixed for the nodes, the main reason of the
delay in end-to-end transmission is the distance between the
nodes. Since in the proposed method, information is trans-
mitted between the sensor nodes and the CH, the shorter
distance between the CH and other nodes indicates accurate
clustering and shorter mean intracluster distance, which is
one of the objectives of the proposed GA. Figure 16 shows
the cumulative effect of end-to-end delay of 100 nodes.

As shown in Figure 16, the proposed method has a
100ms delay for 100 nodes and 3500 transmission rounds,
demonstrating the high clustering accuracy of the pro-
posed method.

4.2. Comparison of the Proposed Method with Previous
Studies. Considering the importance of routing in WSNs
for balancing the energy consumption of the nodes, the pro-
posed method is compared with a previous method in terms
of energy consumption and other evaluation measures. To
this end, the proposed method is compared with [5, 11,
29] in terms of energy consumption and network lifetime.
Figure 17 compares the proposed method with a previous
method in terms of average energy consumption.

As shown in Figure 17, the proposed method has a lower
average energy consumption for 100 nodes compared to the
previous methods. Figure 18 also compares the proposed
method and the previous methods in terms of lifetime and
death of the first node.

As shown in Figure 19, the proposed method has a lon-
ger lifetime compared to the previous method and the first
node in the proposed method dies later than other methods,
indicating the balanced energy consumption of the proposed
method. Figure 19 compares the proposed method and pre-
vious methods in terms of data delivery rate.

As shown in Figure 19, the proposed method has a
higher data delivery rate compared to the previous methods,
indicating the selection of the optimal route and avoidance
of the bottlenecks and losing the minimum number of infor-
mation packets.

5. Conclusion

The wireless sensor network is one of the most recent envi-
ronments monitoring and controlling networks that collect
information from the environment and aggregate data for
network applications autonomously without any infrastruc-
ture. Thus, the popularity of these networks has resulted in
various challenges, among which the unbalanced energy
consumption can be mentioned. Considering the limited

energy of the sensor nodes, unbalanced energy consumption
might affect all performance measures of the network. Thus,
in this study, a novel optimization approach using the multi-
objective genetic algorithm and the gravitational search
algorithm has been presented for WSN clustering. In this
study, the multiobjective genetic algorithm based on reduc-
ing the intracluster distances and the energy consumption
of the member nodes is used to select the cluster heads
and the nearly optimal routing based on the gravitational
search has been used to transmit information between the
cluster heads and the sink node. The implementation results
of the proposed method show that considering the capabili-
ties of the multiobjective genetic algorithm and the gravita-
tional search algorithm, the proposed method has
improved the average energy consumption, data delivery
rate, and network lifetime significantly compared to the pre-
vious methods.
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According to the development needs of wireless sensor networks, this paper uses the combination of embedded system and
wireless sensor network technology to design a network node platform. This platform is equipped with a sports training sensor
module to measure the physiological indicators of the ward in real time. The network node sends the collected physiological
parameters to a remote monitoring center in real time. First, according to the generation mechanism of the physiological index
signal and the characteristics of the physiological index signal, the wireless sensor network analysis and processing method are
used to denoise the physiological index signal, and the wireless sensor network package is used to extract the characteristics of
the physiological index, indicating different types of respiration. The energy characteristics of the sound physiological index
signals are different, which verifies the feasibility of the independent component analysis method for separating the
physiological index and the physiological index signal of the heart sound. Secondly, the hardware system of physiological index
signal acquisition is designed, and the selection principle of the hardware unit is introduced. At the same time, the system
structure of the monitor is designed, and then, the wireless sensor network sensor node is researched, the hardware of the
wearable monitor system is designed, and the hardware architecture and working mode based on the single-chip MSP430F149
are given. Finally, the wireless hardware platform includes the following main modules: sensor part, preprocessing circuit
module, microprocessing module based on MSP430 low power consumption, wireless transceiver module based on RF chip
CC2420, and power supply unit used to provide energy.

1. Introduction

The wireless sensor network (WSN) is composed of micro-
sensor nodes deployed in the monitoring area. It is the result
of a multidisciplinary development that combines sensor
technology, wireless transmission technology, distributed
information technology, and embedded technology. Process-
ing technology can collect, process, and transmit object infor-
mation to objects that need to be sensed [1–3]. The WSN has
a wide range of applications, from environmental monitor-
ing, industrial processing control to military applications;
you can see the WSN [4]. The increasing demand for sports
training and health care also requires continuous and real-
time detection of human vital signs, integrating WSN tech-
nology into sports training, health care, diagnosis, and treat-
ment and establishing a wireless sports training health

monitoring system, which will become the future research
and application hotspot [5]. At the same time, with the con-
tinuous development of science and technology in recent
years, there has been a situation of multidisciplinary cross
integration, and the detection of vital signs parameters based
on wireless sensor network nodes has become a new auxiliary
and support method in the clinical diagnosis and treatment
process. At present, most of the main wireless sports training
monitoring systems are aimed at the detection of conven-
tional human physical parameters, and the related monitor-
ing of the physiological index system, which is one of the
four major systems of the human body, is not very common
[6–8].

Regarding wearable devices, almost all current
researches focus on the wearability of the device itself, while
there is almost no research on data transmission, resource
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sharing, and remote command between human bodies wear-
ing wearable devices. Therefore, research on wearable wire-
less sensor networks has important value and significance
[9–11]. The methods of physiological index signal analysis
are generally divided into a time-domain analysis method,
frequency-domain analysis method, and time-frequency
joint analysis method. In digital physiological index signal
processing, frequency domain analysis can be divided into
periodogram and autocorrelation methods based on Fourier
analysis and modern spectrum analysis methods based on
non-Fourier analysis. Mao et al. [12] aimed at the current
application status of wearable technology in the field of reha-
bilitation and discussed the possibility of wearable devices in
the field in the future and the main problems. Masè and
Micarelli [13], based on the concept of a wearable computer,
proposed the concept of a wearable wireless network and
built a wearable wireless network model using Bluetooth
and Zigbee technology. Zhang et al. [14] proposed a wireless
sensor network using a wearable computer as an intelligent
interface, elaborated the architecture of the wireless sensor
network, and proved the feasibility of the wireless sensor
network. Khundaqji et al. [15] take the energy efficiency of
human motion capture in wireless wearable devices as the
main line, and in-depth research and exploration of energy
efficiency improvement strategies are used in wearable com-
puting in a low-power constrained environment. Kong and
Wang [16] studied the sensor data fusion algorithm with
the background of wireless wearable sensor network. The
above literature mainly focuses on a brief overview of wear-
able wireless sensor networks. It does not analyze the net-
work characteristics of wearable wireless sensor networks
and the specific transmission process of the network, nor
does it study the characteristics of network node mobility
and real-time data transmission. Therefore, it is necessary
for us to study the network optimization and routing algo-
rithm of the wearable wireless sensor network based on the
characteristics of the wearable wireless sensor network to
improve the real-time and reliability of data transmission
in the network [17–19]. Some scholars have pointed out
the various problems and challenges faced by the WBAN
network routing protocol through the research and analysis
of various existing routing protocols in the WBAN network.
In this environment, effective on-body communication rout-
ing has a significant impact on the performance of wearable
wireless sensor networks [20–22]. For example, the
researchers put forward a new opportunistic and mobile-
aware routing protocol by studying the problems related to
link quality and routing performance in high dynamic wire-
less body area networks [23–25].

Based on the multiresolution characteristics of the fea-
ture extraction method of wireless sensor networks, this
paper conducts localized feature characterization of physio-
logical indicator signals to obtain parameters that represent
the characteristics of physiological indicator signals, which
can be used to classify and recognize physiological indicator
signals. Although modern processing technology has made
some progress in analyzing physiological index signals, the
diagnosis of physiological index system diseases still adopts
auscultation. It is necessary to establish a complete physio-

logical index collection, analysis, and recognition system
and based on a wireless sensor network. This paper presents
a research on the detection of wireless sensor network nodes
that integrates collection, processing, and transmission of
physiological indicators. At the same time, factors are
selected according to the situation of this article to avoid
the large prediction error caused by the incomplete consid-
eration of input factors in the prediction model of this arti-
cle. The key issue of this system is how to accurately
collect, process, and short-distance wireless transmission of
physiological index sounds. Physiological indicator signal
pickup is to collect physiological indicator signals on the sur-
face of the human body through the sensor; first, remove the
interfering physiological indicator signals through the filter
circuit; the processing module uses the microprocessor to
analyze the physiological indicator signals on the basis of
the collected physiological indicator sound physiological
indicator signals. The collected and processed physiological
indicator signals are transmitted to the next node or central
station through short-distance wireless communication
transmission technology, so as to provide diagnosis and
treatment services for clinical sports training. Since the
research in this paper is a wearable wireless sensor network
applied to sports emergency scenarios, data transmission
between human bodies should have a lower delay and a
lower packet loss rate. The data aggregation in the physical
communication network should be as energy-efficient as
possible. Therefore, the research on the routing algorithm
of On-Body network and B2B network in wearable wireless
sensor network is very important.

2. Construction of a Wearable Sports Training
Physiological Index Monitoring Model Based
on a Wireless Sensor Network

2.1. Hierarchical Distribution of Wireless Sensor Networks.
The wireless sensor network is composed of a large number
of randomly distributed sensor nodes with real-time percep-
tion and self-organization capabilities, which can realize the
purpose of overall monitoring of a certain area. In the On-
Body network, the capabilities of sensor nodes are limited.
It needs to use less power to transmit the collected data from
the sensor nodes to the coordinator node in order to achieve
the purpose of energy saving. However, because WSN and
WBAN have different architectures and applications run
under different conditions, the routing protocols in tradi-
tional wireless sensor networks cannot be directly applied
to our On-Body network. Figure 1 is the hierarchical frame-
work of the wireless sensor network.

It can separate hidden components from multidimen-
sional statistical data. For linear transformation, the physio-
logical indicator signal to be measured is a physiological
indicator signal that is linearly mixed by multiple indepen-
dent non-Gaussian physiological indicator signals. The inde-
pendent physiological indicator signal can be regarded as the
basis of linear space. The ICA technology calculates the
source physiological index signal from the physiological
index signal to be measured under an unknowable advance
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of the source physiological index signal and the linear trans-
formation method.
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It remains unchanged for reversible linear transforma-
tions. Obviously, compared with the entropy that remains
unchanged for the orthogonal transformation, the condi-
tions for negative entropy are more relaxed. In ICA, this
property makes it possible to take edge negative entropy
and then find a linear transformation to maximize it.
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Because the Zigbee protocol uses a layered architecture
similar to the OSI seven-layer model, each layer completes
certain functions, and the layers and connected layers can
call the functions of the layer each other. This layered struc-
ture is similar to the stack structure, so we also call it the
protocol stack. Mutual information (MD) is a basic criterion
used to measure the independence between random vari-
ables. Mutual information can be expressed in the form of
K-L divergence. The mutual information between multiple
random variables is defined as its joint probability density

function between the products of each edge density function.
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Each layer provides services to its neighboring layers.
These services are completed by two service entities: a data
service entity and a management service entity. The former
provides data transmission services, and the latter provides
management and other services. These service entities all
provide interfaces for their neighboring layers through ser-
vice access points (SAP). The function functions defined by
each layer can only be called by the functions of the layer
or its connected layers, thus ensuring a clear hierarchical
structure of the protocol.

2.2. Physiological Index Monitoring Module. The transmis-
sion of each sensor is scheduled in a synchronous manner,
so that each sensor can efficiently transmit the collected data
to the coordinator node. As we have introduced before,
compared with other sensors, the coordinator node is
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Figure 1: Hierarchical framework of wireless sensor network.
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generally considered to be a more resource-rich device; it has
less power constraints and is usually compatible with multi-
ple standards and multiple communication modes. The
coordinator node wirelessly interconnects the data sensed
by the sensor node on the body to the coordinator node
on other human body or external network infrastructure
(GSM, GPRS, 3G, LTE, etc.) through off-body communica-
tion. In the case of unavailability or out of range, coordinator
nodes can expand the end-to-end network connection in a
multihop body-to-body manner by cooperating with each
other, thereby forming self-organizing and dynamic wireless
body-to-body networks. Among them, the main functions of
the PHY physical layer include starting and closing wireless
radio frequency transmission and reception, channel energy
detection, link quality detection, channel selection, idle
channel evaluation, and data packet transmission and recep-
tion through the radio frequency module; the main func-
tions of the MAC layer include beacon management, time
slot management, sending and receiving frame structure
data, and providing appropriate security mechanisms; the
network layer is mainly used for network connection, net-
work information maintenance, data management, and net-
work security.

According to the above summary and analysis of various
sensor nodes, it can be seen that the transmission data rate
of different sensor nodes is different, or even quite different.
Figure 2 is a physiological indicator to monitor the transmis-
sion data rate. Therefore, in the subsequent simulation
experiments, we need to consider the characteristics of dif-
ferent wearable sensor nodes and reasonably carry out loca-
tion planning, speed setting, and initial energy setting. The
classic theory of the central limit theorem in probability the-
ory tells us that under certain conditions; the distribution of
the sum of multiple independent distributions tends to be
Gaussian. From the perspective of network topology, nodes
can be divided into coordinator device nodes, router device
nodes, and terminal device nodes. Among them, in addition
to its own monitoring information, the coordinator node is
also responsible for network formation, network related
configuration, management of other network members,
and link status information management. The terminal node
only needs the functions of collecting data and sending and
receiving data. Usually, the coordinator device node and the
router device node are generally FFD nodes, and the termi-
nal device nodes are RFD nodes.

2.3. Wearable Network Design. The wearable wireless sensor
network is a self-organizing network based on the human
body wearing the wearable device. Wearable wireless sensor
networks can not only quickly network but can also accu-
rately collect various physiological indicators of the human
body and surrounding environment information in real
time. At the same time, sports personnel can also collect
information and data sensed by other sensor nodes on their
bodies through the wearable node and conduct information
interaction between each sports personnel and the com-
mand center in a single/multihop manner for accuracy. This
not only saves lives and monitors the real-time health status
of rescue team members and victims but also helps combat

commanders make the best decisions in sports operations.
Therefore, the wearable wireless sensor network plays an
important role in the emergency sports system and has far-
reaching significance for the development of the existing
Public Safety Network (PSN). In order to reduce the inter-
ference of the electrode contact impedance on the detection
result, the double-electrode impedance method is selected in
the specific circuit for the detection of physiological index
signal parameters. It borrows the chest monitoring electrode
for measuring the PWM and adopts the PWM method inte-
grated with the controller MSP430.

Figure 3 shows the topology of a wearable wireless sensor
network. Conceptually, the physical layer should also
include a physical layer management entity (PLME) to pro-
vide a management service interface that calls the physical
layer management functions; at the same time, the PLME
is also responsible for maintaining the physical layer PAN
information base (PHY PIB). The physical layer provides
physical layer data services through the physical layer data
service access point (PD-SAP) and physical layer manage-
ment services through the physical layer management entity
service access point (PLME-SAP). The network coordinator
first sets itself as a cluster header and sets the cluster identi-
fier (CID) to 0 and, at the same time, selects an unused PAN
network identifier for the cluster to form the first network in
the network. Whether a device can become a cluster member
is determined by the network coordinator. If the request is
passed, the device will be added to the neighbor list of the
network coordinator as a child device of the cluster. The
newly added device will add the cluster head as the parent
device to its neighbor list. According to the central limit the-
orem, if the random variable X is composed of the sum of
many mutually independent random variables, as long as
the ink has a finite mean and variance, no matter what dis-
tribution it is; the random variable X is closer to the Gauss-
ian distribution than the ink. In other words, S is more non-
Gaussian than X. Therefore, in the separation process, the
non-Gaussian measurement of the separation results can
be used to express the mutual independence between the
separation results. When the non-Gaussian measurement
reaches the maximum, it indicates that the separation of
the independent components has been completed. BSS refers
to recovering an independent source signal only from the
mixed physiological index signal to be measured (usually
the output of multiple physiological index signals). In the
actual environment, since there is no prior knowledge about
the mixed system, it is required to infer the mixed physiolog-
ical indicator signal from the physiological indicator signal
to be tested and realize blind source separation.

2.4. Model Data Collection Factors. In a clustered structure,
all human bodies wearing wearable devices form multiple
clusters according to corresponding conditions. The cluster
head of each cluster can manage all members in the cluster
and can act as a gateway between clusters to realize all clus-
ters. Finally, in a distributed structure, each human body
wearing a wearable device is responsible for its own On-
Body network communication and communicates with the
surrounding On-Body network in a self-organizing form.
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The B2B network studied in this paper adopts a distributed
network structure, and each mobile node forms a centerless,
mobile, and self-organizing network. It cannot guarantee
that the predicted result is completely accurate. The differ-
ence between the predicted load value and the actual load
value is the error of the load forecast. The Zigbee node is
composed of four parts: sensor module, information pro-
cessing module, RF radio frequency module, and power
module. The sensor module is used to monitor external
information and pass it to the information processing mod-
ule; the information processing module is responsible for
coordinating the work of each part of the node, and it also
needs to process and save the information obtained by the

sensor module; the RF radio frequency module is responsi-
ble for sending and receiving of node data. Figure 4 is the
distribution of physiological indicators of the wireless sensor
network.

Reliable communication in sensor networks is very
important. The communication requirements of different
sports training sensors vary with the sampling rate, from
1Hz to 1 kHz. One way to improve reliability is to perform
signal processing of sensor physiological indicators. For
example, feature extraction can be performed on an ECG
sensor, and only information about a certain event (such
as QRS features and the corresponding R peak time stamp)
can be transmitted. For optimal system design, the balance
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of communication and calculation is crucial. Based on the
IEEE 802.15.4 protocol, the master node and each subnode
together form a star network with simple structure, stability,
and reliable operation. Once the network configuration is
complete, the coordinator node manages the network and
maintains channel sharing, time synchronization, data
extraction and processing, and data fusion. Based on the
synergy of information from multiple sports training sen-
sors, sensor nodes display the user’s health status and feed
it back to the coordinator node through a wireless interface
and then transmit it to the PC for further processing and
storage of the collected data. If the user has an abnormal sit-
uation, an alarm will be sent on the sports training node and
on the PC at the same time for the doctor to verify the user’s
status. The work flow of the information collection terminal
mainly includes initialization, port configuration, communi-
cation module configuration, and main function loop func-
tions. The initialization module includes data area
initialization, parameter initialization, AD port configura-
tion, and clock initialization. Port configuration includes
network module configuration and Zigbee module configu-
ration. The main functions include gas information collec-
tion, acceleration physiological index signal collection,
pulse physiological index signal collection, body temperature
physiological index signal collection, blood pressure physio-
logical index signal collection, and Zigbee physiological
index signal and network physiological index signal process-
ing functions. The nodes work synchronously and at the
same time transmit the received physiological indicator sig-
nals to the PC for processing and display.

3. Results and Analysis

3.1. Wireless Sensor Network Data Reception. This design
uses the RC reset method to design the reset circuit, and
the circuit adds a discharge loop. When the system power
supply is stable, the circuit will cancel the reset physiological
indicator signal. In order for the system to operate stably,
after the system power supply is stable, the reset physiologi-

cal indicator signal must be cancelled after a delay to prevent
the power supply jitter from affecting the system reset.
According to the Zigbee protocol standard, Zigbee equip-
ment has a transmission output power of 0-3.6 dBm and a
communication distance of 30-60 meters and can detect
energy and link quality. According to these detection results,
the transmission power can be automatically adjusted to
minimize the energy consumption of the equipment under
the condition of ensuring the quality of the communication
link. Both the selectivity and sensitivity index of CC2420
exceed the requirements of the IEEE 802.15.4 standard.
CC2420 hardware supports CSMA/CA, and it integrates
functional modules such as digital RSSI module, power sup-
ply monitoring, and channel conversion that can be used to
realize node ranging function, including hardware MAC and
CRC automatic verification processing. In order to further
suppress the common-mode interference with physiological
indicator signals, in the design of the entire acquisition cir-
cuit, this topic has designed a shielding drive circuit and a
right leg drive circuit. By studying the causes of errors and
analyzing the error values to improve the forecasting model,
it can effectively reduce errors and improve the accuracy of
forecasting. It can be seen that error analysis is very impor-
tant for load forecasting. Connecting the shielding wire to
the amplifier output can not only separate the shielding layer
from the ground but also drive the shielding the layer’s
potential to have the same potential as the lead core wire;
eliminating the distribution between the shielding layer
and the lead core wires improves the input impedance and
common mode rejection ratio. After the networking is suc-
cessful, the reliability of the Zigbee network will be tested.
Generally, the received physiological index signal strength
index (RSSI) is used to measure the communication quality
of the network, and the packet error rate (PER) is used to
measure the receiving ability of the test terminal.

Figure 5 shows the receiving capability of the physiolog-
ical indicator monitoring terminal. The frequency of the use-
ful part of the ECG physiological index signal is mainly
concentrated at 0.05Hz. In the range of 100Hz, since the
existence of 50Hz power frequency physiological indicator
signals will interfere with useful physiological indicator sig-
nals, according to different situations, high-pass filtering,
low-pass filtering, and band-stop filtering are used to pro-
cess the collected physiological indicator signals. The ECG
physiological index signal extracted from the human body
surface contains a large amplitude DC interference physio-
logical index signal. In order to enable the operational
amplifier to work in the amplification area, the operational
amplifier gain of the designed pre-amplifier circuit should
not be too large. If it is too large, the DC stability of the
circuit will decrease. In this design, a metal film resistor
of 8.25K is selected in the operational amplifier, which
can increase the gain of the first-stage amplifier circuit
by about 7 times. It is not enough to rely solely on the
high common mode rejection ratio of AD620. The inter-
ference physiological indicator signal amplitude still
reaches the physiological level. In the wireless network sys-
tem of multipoint networking, the wireless platform based
on ANT module has the advantages of low power
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Figure 4: Physiological index distribution of wireless sensor
network.
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consumption, simple interface, convenient network proto-
col, etc.

3.2. Physiological Index Monitoring Model Simulation. The
main part of a typical application circuit is to connect
CC2420 to a microprocessor, with few external components
such as crystal oscillator and load capacitors, input/output
matching components, and power supply voltage decoupling
capacitors. The single-chip microcomputer uses
MSP430F149, which is a 16-bit low-power single-chip
microcomputer with RISC architecture. It exchanges data
with the personal computer through the serial port, receives
the data of the sub-nodes in the cabin through the wireless
module, and manages and coordinates the synchronization
of the nodes in the cabin at the same time. When provided
by the internal circuit, an external crystal oscillator and
two load capacitors are required. The size of the capacitor
depends on the crystal frequency and input capacitance
and other parameters. For example, when a 16MHz crystal
oscillator is used, its capacitance value is about 22 pF. The
RF input/output matching circuit is mainly used to match
the input and output impedance of the chip so that its input
and output impedance is 50 Ω, while providing DC bias for
the power amplifier and low noise amplifier inside the chip.
Figure 6 is the result of the radio frequency input/output
matching ratio of the wireless sensor network.

There are two passive filter circuits in the design, both of
which consist of three components to form a T-type, which
is called a double-T network. When the frequency of the
physiological index signal is relatively low, increasing the
capacitor impedance will increase the output and reduce
the feedback. As the frequency of physiological indicators
increases, the impedance of the capacitor gradually
decreases, resulting in a decrease in output and an increase
in negative feedback. When the frequency of the physiolog-

ical indicator signal reaches 50Hz, the output value is the
smallest. If the frequency of the physiological indicator sig-
nal continues to increase, the impedance of the capacitor will
decrease successively, and the final output value will also
become larger and larger. The collected data is transmitted
to the coordinator node through the Zigbee wireless sensor
network, and the coordinator transmits the data to the
MCU of the information control terminal through the serial
port for processing and display. The following figure shows
the results after the measured temperature and pulse. The
system test is divided into two parts: the first part is the test
of the hardware part of the data acquisition module; the sec-
ond part is the test of the background software system. In
this system, the hardware part of the test is mainly based
on the Zigbee development environment and the serial
debugging assistant. Firstly, each submodule is tested sepa-
rately, and then the output of the circuit and the communi-
cation connection between the modules are tested. Table 1 is
the communication composition between wireless sensor
circuit modules.

After sorting out and standardizing the original data,
there are about 4500 pieces of original data. Since the data
analysis in this article is based on system functions, the fea-
ture selection of training data is based on the selection of
collection indicators in the front-end collection module of
this system. The label of the data set is established based
on the report results given by the doctor in the medical
examination report. It can be seen from the model evalua-
tion indicators that the model has a strong classification abil-
ity. The threshold can be adjusted by pressing the button.
When the temperature or pulse exceeds the threshold, an
alarm message will be sent to the preset guardian’s mobile
phone in the form of a short message. During the operation,
the microprocessor can set the timer and interrupt program
to make the two light sources alternately light up and to
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Figure 5: Receiving ability of physiological indicator monitoring terminal.

7Journal of Sensors



RE
TR
AC
TE
D

ensure a fixed frequency, to ensure that the sensor can run at
high speed and stably.

3.3. Analysis of Experimental Results. In terms of node hard-
ware design, the sensor module part is mainly designed for
the collection temperature physiological parameters; for the
wireless communication module part, this article uses direct
sequence spread spectrum on the FPGA development plat-
form Quartus II 10.1. In terms of node software design, this
paper considers the feasibility of the scheme and the rational
use of hardware resources, designs the overall workflow of
the node, and adopts a divide-and-conquer method to
design separate software for individual functions, including
overall node scheduling, physiological and physiological
indicator data acquisition, and wireless communication pro-
gram. The simulation experiment is carried out on
MATLAB as the platform. The experiment is divided into
two groups of unconsidered factors and considered factors.
When the outside world sends a physiological indicator sig-
nal to the chip, the boot area that stores the BOOTROM.

For the allocation of training set and test set, in this
paper, 60% of the experimental data in the data set is used
as the training sample, and 40% of the experimental data
in the remaining data set is used as the test sample.
Figure 7 shows the statistical distribution of the deviation
of the wireless communication transmission. The model

training experiment is implemented based on Python, and
the support vector machine classifier SVC method is used
to classify and train the data. The selection of the kernel
function in the training method adopts the default Gaussian
function, because it can obtain ideal results on most sample
sets, and the support vector machine with Gaussian function
as the kernel can usually show good performance. After the
GPRS module is connected to the MSP430F149, the serial
port will be initialized first, and then, the microcontroller
will send the AT command to the GPRS module to make
the module log in to the GSM network and establish a con-
nection. After the configuration of the data transmission
mode is completed, the data receiving function is used to
the preset mobile phone in the form of short message. The
temperature data obtained after DSl 8820 conversion is
stored in the memory in the form of two-byte complement.

Since the data set contains continuous feature data with
different value intervals, the data needs to be normalized.
Normalization is to adjust the range of the data to the inter-
val of ½0, 1� or ½−1, 1�, eliminating the influence of different
dimensions on the data. Figure 8 is a comparison of fre-
quency measurement deviations of wireless sensors. The
minimum-maximum normalization method is adopted for
processing, and the value is mapped to the interval range
of ½0, 1�. Each group is divided into the BP neural network
model, GABP neural network model, and PCA. The GABP
neural network model was carried out by four groups. The
acceleration movement amplitude in the vertical direction
is greater than the lateral forward and backward movement,
and the amplitude gradually increases from the head to the
toe of the human body. In order to effectively reflect the
motion state of the human body, this paper adopts the
SMB38 three-dimensional acceleration sensor that measures
the three-dimensional acceleration values of the front and
rear, left and right sides, and upper and lower parts of the
human body. For example, the uric acid value is generally
three digits. The uric acid value is a single-digit value, which
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Table 1: Communication composition between wireless sensor
circuit modules.

Module
Working frequency

(GHz)
Distance
(m)

Transmission rate
(Mbps)

1 2.5 0-1000 250

2 3.0 20-800 500

3 4.0 200-1000 300

4 5.0 50-500 40
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is an abnormal value. The processing of outliers is to use the
average value of the entire data set instead for correction.
From the pulse test results, it can be seen that the pulse
values of the three tested subjects are within the normal
range, and there is not much difference between the test
results of the medical pulse meter. It can be seen from the
variance of the three sets of pulse test data that sometimes
the result is not stable, but it can also be within the accept-
able range. This is because the sensor element of the front-
end pulse acquisition module is related to the circuit design.
If there is a need for accurate measurement in the future, the
pulse measurement module can be further improved and
optimized.

4. Conclusion

According to the short-distance, low-complexity, low-
power, low-cost, and high-stability requirements of wearable
sports monitors, this paper chooses IEEE802.15.4 as the
wireless communication protocol for a wireless sensor net-
work. On this basis, the network structure, software, and
hardware of the wearable sports monitor system are
designed, and the technical difficulties and key points of
implementing the monitoring device are analyzed and stud-
ied. The synchronization and coordination of the network
carries out the collection and transmission of physiological
indicator signals. The sensor module is responsible for the
collection of physiological and physiological index signals
and the conditioning of physiological index signals. In order
to achieve a clear comparison effect, this paper uses the max-
imum relative error, the absolute value of the relative error,
and the average relative error to do error analysis; we select
the maximum relative error of the predicted load of 48
points. Each physiological and physiological index signal
needs to be designed independently, based on different phys-
iological physiology. For the reception and transmission of
wireless data, this module mainly uses direct sequence
spread spectrum technology for communication and uses
FPGA development technology to complete the digital logic
circuit of the direct sequence spread spectrum communica-
tion system to analyze and study the technical difficulties
of wearable sensing detection and data collection of physio-
logical and physiological indicator signals and design sensor
nodes and coordinators by integrating these five detection
circuits and radio frequency communication modules node.
Through experimental verification, the physiological index
signal denoising and feature extraction proposed in the
paper have good effects and certain feasibility; the hardware
system design scheme conforms to the principle of
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The influence of 5G has penetrated into all aspects of people’s lives. The field of garment production management is inevitably
affected by 5G. The various advanced technologies it promotes can greatly promote the production and management of
clothing. Learning and understanding these technologies can help you learn how to change in the changing garment factory to
obtain more intelligent and efficient production methods without being excluded by age. The garment production line
management system proposed in this paper is based on the garment production line, introduces Internet technology into the
garment production process, and monitors all links of the garment production process through the Zigbee network. The
system improves the automation degree of enterprises, greatly expands the application scope of wireless sensor networks, and
improves the application level of data acquisition, monitoring, equipment maintenance, and diagnosis in China’s industrial
field. Wireless network node location technology is also an important supporting technology for managing wireless Zigbee
networks. The visual display of a physical topology map can effectively help administrators manage and maintain wireless
networks.

1. Introduction

5G is the fifth-generation wireless communication. The
advantages of 5G include high speed, low delay, high
throughput, and high security. It is impossible to simply
understand the upgrade of traditional technology of the com-
munication network. It should be regarded as a technological
change with essential and subversive changes in various fields
affecting people’s production and life. Therefore, we have
such a problem [1]. In the 5G era, how can the field of gar-
ment production management keep pace with the times
and improve its own scientific and technological content?
With the elimination of old technology, the field of garment
production management is inevitably affected by 5G technol-
ogy. This technology promotes production, and various
advanced technologies are extremely convenient for garment
factory production and garment management [2].

In the traditional garment production process, the site
control is poor, and the bottleneck of the production line
cannot be foreseen. In the process of production and pro-

cessing, a large number of data such as material data, labor
time, and output data need to be recorded manually. In
addition, when product quality problems occur in the pro-
cessing process, quality tracking cannot be carried out, and
the classification of responsibilities is unclear. Finally, due
to the lack of on-site systematic management, it is difficult
to estimate the production progress of orders and the data
that have been completed in the workshop. The production
cost cannot be calculated correctly [3].

The automatic garment production monitoring system is
equipped with RFID reader devices in each process and RF
tag cards on each garment. When clothes pass through each
process, employees can use the cards to observe the current
line processing process and the completion of each process
in real time and estimate the overall completion time, thus
realizing the overall monitoring of the production line [4].
The monitoring process can also count the ratio of each
employee and the labor effect in the cycle. These play an
important and decisive role in stimulating the enthusiasm
of employees. Combined with Internet of Things technology

Hindawi
Journal of Sensors
Volume 2021, Article ID 5204841, 17 pages
https://doi.org/10.1155/2021/5204841

https://orcid.org/0000-0001-7040-5693
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5204841


and garment production management system, it can signifi-
cantly improve efficiency and reduce costs [5].

A low-cost information collection system is used to
manage the distribution of clothing production lines in
order to ensure traceability of products throughout the sup-
ply chain, which is very important for any product. For the
garment production line, the traditional way is to rely on
the team leader’s personal experience or intuition without
relying on data. If the management team leader or workers
are not on duty, it will directly affect the production effi-
ciency and damage the production capacity. For such prob-
lems, the system uses information collection tools to
continuously use the collected data in the supply chain and
analyzes the data to display it [6]. In this way, even inexpe-
rienced leaders can use the data provided for management
purposes. Research shows that team change can be achieved
by assignment. With the development of science and tech-
nology, various new technologies are also applied in all walks
of life, and nanotechnology is also applied to the clothing
industry. The characteristics of nanomaterials determine
that they can play a role in promoting and innovating the
clothing industry. We summarized the nanodispersion the-
ory by searching literature and then, combined with experi-
ments, put forward the application of nanomaterials in safe
and intelligent clothing design [7].

Military protective clothing is often threatened or
destroyed by chemical components, coupled with a series
of shortcomings such as its own bulkiness, so its practicality
has been of wide concern. Researchers made graphene elec-
tronic fabric by laminating graphene, which is light, durable,
and scalable. In addition, graphene intelligent protective
clothing is provided by configuring a graphene triboelectric
nanogenerator [8]. Through experiments, it is found that
the clothing has high sensitivity to chemical warfare agents.
Nowadays, with the rapid development of digitalization,
many traditional industries have begun to change to digital
industries, such as the clothing industry. Everyone is com-
peting to launch the digital customization platform for
clothing, but it is still in the exploratory stage, and the satis-
faction is not very high in the actual use process. In fact, it is
mainly caused by the low consumer participation and poor
communication of the platform. To solve this problem, we
first analyze the psychological needs of customers and then
optimize and transform them in combination with the con-
struction of the sales platform and design an intelligent
interactive platform for personalized clothing customization
[9]. Young people are exposed to more and more diversified
things, and they also have a higher personalized pursuit of
clothing. In order to meet the needs, we designed an intel-
ligent clothing matching selection system, that is, a per-
sonalized clothing recommendation solution based on a
self-organizing mapping SOM neural network. The system
combines the collected personalized demand information
with the objective elements of customers and then estab-
lishes a database to mine personal preferences. By using
this system, we can provide customers with relevant refer-
ence for clothing [10]. Experiments show that the system
has good accuracy and performance and has great devel-
opment potential.

2. Detailed Design and Implementation of Each
Module of the System

2.1. Grid Probabilistic Positioning Algorithm. The biggest
feature of the DV-Hop localization algorithm is that it does
not need any auxiliary hardware equipment, but the algo-
rithm itself is not optimized and the localization accuracy
of specific network applications is not high. Therefore, the
system transforms the node location problem into the prob-
lem of identifying the correct location of network nodes in
each grid [11].

For ∀k ⊆ S‐A, we set the unknown node “k” in A and set
the minimum number of hops Hk = ðhk1, hk2,⋯hk∣A∣Þ for each
anchor node of A. The unknown node “K” can be expressed
as the probability distribution in the grid by the following
formula.

Fk =
f k11 ⋯ f k1n

⋮ ⋱ ⋮

f kn1 ⋯ f knn

0
BB@

1
CCA, ∀k ⊆ S − A: ð1Þ

The probability of unknown nodes in each grid satisfies
the following equation.

f kij =
Probability that the sensor node“” is located at the i, jð Þposition, i, jð Þ ∉ A,
0, i, jð Þ ∈ A:

(

ð2Þ

f kij represents the probability that the sensor node “k” is

located ði, jÞ in the grid. The calculation method of f kij itself
is expressed in equation (3). Of course, if the location ði, jÞ is
the location of the anchor node, then the probability that the
unknown node is in this grid is zero.

f kij =
YAj j

l=1
p
hkij
ij : ð3Þ

p
hkij
ij in equation (3) represents the probability that the

number of hops from the unknown node “k” to each anchor
node is the number of hops represented by the vector Hk.
The probability of the Poisson distribution is expressed as
the following formula.

Pτ

λτ−1e−λ
τ − 1ð Þ! : ð4Þ

In formula (4), τ = 1, 2,⋯and λ are the hops and dis-
tances from the unknown node to the anchored node.
Through this calculation, the probability that the unknown
node “k” exists in each grid in the message topology can be
obtained, in which case, only the location of the maximum
probability or the estimated location of the location node
“k” is determined.
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2.2. Realization of RFID Data Acquisition. Users use RFID
readers to collect data in the system. The identification stage
includes the operation of finding the card, preventing colli-
sion, and operating the card. Authentication provides the
password of the selected card through authentication, and
the authentication authority of the card provides effective
protection of the data in the card. You can start reading
and writing the data in the card through authentication [12].

Figure 1 shows a flow of an RFID reader operation rep-
resenting an implementation function of a corresponding
function. Under normal circumstances, after receiving the
card reading instruction, the card reader will first look for
the card operation and then send a radio frequency signal
to look for the response card. If a plurality of radio frequency
tags exist within the identification range of the card reader, a
plurality of cards respond to a card search signal sent by the
card reader. At this time, the card reader adopts anticollision
protocol. One of the many cards found to operate is selected.
If a card is selected, we check whether we have access to the
sectors that need to be read and written. The contents of the
card are read and written only after passing the verification.
After the final operation, the final operation card is needed.
In this case, when the card cannot leave due to the test sys-
tem, if the data in the card can be read again, the card reader
needs to be reset.

Because the macroprocessor is single-column red, the
idea of the main function design of the system is whether
various tag bits polled continuously in the dead cycle are
already located in it, and after initialization, they enter the
dead cycle and become the state where their respective tags
are polled. As you can see from the loop, if there is no iden-
tification location, the job of the system is to find the card. In
the operation of the card, the buzzer prompts the user with a
prompt sound of success or warning according to the oper-
ation result in Figure 2.

The system has two kinds of tag cards. One is the
employee card assigned to the employee. The other is a card
distributed by clothing. We call it the “packing card.” When
the card reader reads different types of cards, the screen will
display different contents. The acquisition terminal reads
data from the card, first judges the type of the card, and
makes different responses to different types of the card.

The card operation trigger event is when the reader reads
the legitimate tags belonging to the system, that is, the above
two tags. In order to complete a friendly interaction with
users, prompt information will be displayed on the LCD
screen when operating the card. At the same time, if external
instructions are needed in operation, keyboard operation
will be involved. There is no mobile banking on the monitor.
The word touch code of the word to be displayed is stored in
an array in advance. It is just read directly when necessary.
Keyboard operations are performed through external
interruptions.

In order to count the accounting of employees,
employees should first use their own employee cards before
using the packaging cards. Therefore, when the card reader
identifies the card, it must first determine whether the
employee card is used in the current system. If there is an
employee card recorded on the system, it will show the code

of the current operator. Otherwise, the monitor will swipe
the employee card first and then finish reading the card. If
the unregistered card is detected, the LCD panel will also
pay attention to the corresponding operation. Normally, if
the confirmation card is an employee card, the current oper-
ator is prompted and the current employee number stored in
the local cache is updated in Figure 3.

In order to improve CPU utilization, the macroprocessor
uses the interrupt mechanism, because the macroprocessor
operates in single-column red. Interruptions used during
system implementation will interrupt timer interruptions
and serial data reception. Timer interruption is mainly used
for timing display. For example, the information of the cur-
rent user will be automatically displayed after a certain
period of time after swiping the card. Reception of serial data
is interrupted. This is mainly used for receiving serial data.
After receiving the serial data, the Serial Port Receive Inter-
rupt Service Handling Subroutine is executed if the location
of the tag is detected.

The crosstalk interrupt handler is responsible for receiv-
ing serial data. Crosstalk is received per byte, and the register
flag bit RI is set to 1. The received data is set on the register
SBUF. Therefore, our job is to set the received data into an
arrangement. The process flow is shown in Figure 4.

If the register RI is set to 1, it indicates that new data
has arrived at the serial port, where the data is received
in byte form, and it is first determined whether the
received byte is a frame header, and if it is the auxiliary
flag bit Frame Start, it is determined whether the current
byte is a data frame header or a frame trailer. Because
the header and trailer use the same recognition, for Frame
Start recognition, if 0 is the header, 1 represents the trailer.
The flag position is set to 1 after the initial reception of the
frame header, and if 0xC0 is encountered again after the

Searching card

Anti-collision

Card selection

Read and write

Certification

End

Figure 1: RFID reader operation flow.
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reception of data, the current byte can be determined to be
the last of the frame.

2.3. Design and Implementation of Reliable Communication
in Zigbee. Zigbee is a wireless network protocol with low
speed and short distance transmission. The bottom layer is
the media access layer and physical layer which adopt the
IEEE 802.15.4 standard specification. The main features are
low speed, low power consumption, low cost, support for a
large number of network nodes, support for a variety of net-
work topologies, low complexity, fast, reliable, and safe. Zig-
bee is a new wireless communication technology, which is

suitable for a series of electronic components and devices
with short transmission range and low data transmission
rate. It is a wireless network technology with short distance,
low cost, and low power consumption, and it is also a tech-
nology suitable for star network topology. The Zigbee net-
work transport software module sends data to the trusted
module via crosstalk. The coordinator module is physically
connected with the ARM9 gateway, and the main logic is
implemented on the Linux platform, but the coordinator
itself is only responsible for a data transceiver. There is not
much processing logic [13]. Then this time, only the pro-
gram of the Zigbee terminal is introduced.

Begin

Initialize and set the card
operation to read 

Show welcome

Whether to display the current user

Whether to display warning signs

Whether to display the pass flag

Single port data reception completed?

Card operation

Set card reading operation

End processing

Show the current user

Sound a warning

Make a passing sound

Processing serial port data

NO

NO

NO

NO

NO

Yes

Yes

Yes

Yes

Figure 2: Main function execution flow chart.
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The whole Zigbee programming process is based on the
model of event processing, which promotes the execution of
the whole program through events. Figure 5 is a state switch-
ing diagram of the state machine. The coordinator node
selects whether to receive data packets according to the
report sequence number. The gateway node does not receive
error messages. After the sequence number is reset, the state
machine is in state 9 (trans_state_t_9), where tasks per-
formed by the system send heartbeat packet messages to

the gateway every 10 seconds. When the RFID terminal
transmits a message to the Zigbee terminal, the Zigbee ter-
minal determines the correctness of the message, modifies
its format, generates a newspaper, inserts the newspaper into
a waiting transmission matrix, and generates an event j
(trans_state_convert_arc_t_j). When the event exists, the
modified report is sent to the gateway together with the
sequence number of the current state machine, and a timer
is started to set the receiving waiting time of the ACK. If

Successful card reading
operation 

Display the current
employee number 

Prompt to swipe the
employee card 

Is there an employee
operating 

Enter the RFID card
operation module 

Is there a swipe card
operation 

Read the card
information and store it

in the cache 

Determine the card typeDisplay employee card
information 

Prompt for unregistered
card 

Display baling card information, baling
card number, batch, number of pieces, etc. 

Send data to serial port

Waiting for ACK
information 

Does ACK arrive End card operationDisplays Submission Success and Current
Operator Number 

Yes

Yes

No

No

No

Employe
e card

Unregistered
card 

Bundling
card 

Yes

Figure 3: Main function execution flow chart.

Serial interrupt occurs
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uartBuffer 
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Figure 4: Flow chart of serial interrupt service program processing.
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the Zigbee terminal does not receive an ACK within the
specified time, we believe that an error occurred in the pro-
cess of sending the newspaper. This report was not sent and
needs to be sent again. After the newspaper is sent, accord-
ing to whether the confirmation letter is received within
the specified time, the system enters state 3 (trans_state_t_
3) and state 5 (trans_state_t_5), respectively, indicating that
the system enters the retransmission stage in state 5. If the
retransmission times exceed the threshold set by the system,
the event of resetting the serial number will occur, and the
system enters state 8. In this case, the network failure or
the serial number may be unsatisfactory in Tables 1 and 2.

According to the state machine, a normal state switching
sequence, a state switching sequence when the transmission
timeout is less than a threshold value, and a state sequence
when the system fails or the sequence number is wrong are
provided.

(1) Transmission of messages under normal circum-
stances. The usual sequence message transmission
is k − >a−>b−>j−>g−>i−>g−>i−>⋯; that is, the
program states are 11, 8, 9, 1, and 3, and it switches
cyclically between state 1 and state 3. States 11, 8,
and 9 are the state machine startup and initialization
processes.

(2) Temporary congestion on the network causes some
messages to be lost. In this case, some packets will
be delayed or lost in the system network, and in this
case, some packets may be transmitted repeatedly. At
this point, the reported transport sequence is k − >a

−>b−>j−>c−>e−>e−>:⋯−>e−>h−>i−>c−>g−>i
⋯

(3) Network failure or message disorder. In this case, the
sequence of states corresponding to the above-
mentioned switching graph is k > a − >b > j−>c−>e
−>e−>⋯−>e−>f−>a−>b.

2.4. Implementation of Multiprotocol Conversion Gateway
Module. The ARM9 gateway is the function of protocol con-
version of the whole system. It is a service process that trans-
forms the original data of the wireless sensor network
collected by the Zigbee coordinator into TCP/IP data and
transmits it to the background server. The overall workflow
of the gateway is shown in Figure 6.

The three major functions of the gateway program are to
obtain serial data, the boundary of the original data, and the
repackaging of the data. Each function is shown in Table 3.

2.4.1. Obtain Serial Port Data. The gateway acquires raw
data frames of undefined boundaries transmitted by the
coordinator via crosstalk and stores them in the raw data
queue, where each complete data frame is initiated by a
delimiter 0xFE and the delimiter is a boundary that can be
used to set the data frames. It is the thread uart_rcv_loop
that gets the thread to receive the serial message. The thread
execution flow chart is shown in Figure 7.

The data read from the serial is the original byte stream.
The program checks the length of the data received from the
sequence. If the data is complete, the data is saved to the
queue. After the data is lost, the current operation is
recorded in the error log. Each queue has a length. After
reaching a certain length, the queue data is written as a
buffer memory.

2.4.2. Data Delimitation and Encapsulation. The data
boundary separates mixed data frames and discards incom-
plete data frames. The thread that completes this operation
is package_analysis. The thread task extracts packets from
the original data g_rawdata_queue, determines each packet,
and reencapsulates each processed data frame into a packet
in a new format, thus inserting it into the queue g_pack-
age_queue, waiting for the network thread to be sent for pro-
cessing. The process diagram is shown in Figure 8.

The thread polls the original packet queue g_rawdata_
queue, and if the queue is not empty, the data is fetched at
the head of the queue. In the extracted queue array, the read
state is set to be ready to receive the frame header, and the
frame header identification 0xfe is searched at this time; after
finding the frame header, the data reading state is set to pre-
pare for receiving the frame length, and then, the frame
length byte is read. The specific processing flow chart is
shown in Figure 9.

The original packet queue g_rawdata_queue in the
thread extracts data from the column header if the column
is not empty. The data extracted at a time may include a plu-
rality of raw packets each starting with 0xfx so that the data
extracted from the queue is treated as a byte stream. In the
extracted queue arrangement, the read state is first set to
be ready to receive the frame header, and the frame header

11
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3
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j

c

h

g e
i

f

Figure 5: Implementation flow chart of Zigbee terminal based on
state machine.
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identification 0xfe is sought at this time. After finding the
frame header, the data reading state is set, the frame length
is prepared to be received, and then, the frame length byte

is read out. The frame content is read from the frame length
byte. Finally, format conversion is carried out, and the con-
version process is the process of data reencapsulation. The

Table 1: Definition and description of state in system.

Status Abbreviation Meaning

trans_state_t_1 1 The data transmission request is received

trans_state_t_3 3 ACK arrival

trans_state_t_5 5 The retransmitted data frame is in a timeout state

trans_state_t_8 8 The state in which the reset sequence number frame request is sent after receiving other states

trans_state_t_9 9 Reset the status of sequence frames after successful transmission

trans_state_t_11 11 Restart

Table 2: Definition and description of events in the system.

Events Abbreviation Meaning

trans_state_
convert_arc_t_c

c The message was sent out of time for the first time

trans_state_
convert_arc_t_g

g The message sent receives ACK within a given time

trans_state_
convert_arc_t_i

i After this message is successfully sent, the next message will be sent

trans_state_
convert_arc_t_e

e
The message is sent out of time for the second time or more, but it is less than the maximum number

of transmissions

trans_state_
convert_arc_t_f

f
The timeout times of message sending are greater than the maximum transmission times; request to

send a reset sequence number frame

trans_state_
convert_arc_t_h

h Receive ACK within a given time when the message is sent again after timeout

trans_state_
convert_arc_t_a

a Sending a reset sequence frame to the coordinator

trans_state_
convert_arc_t_j

j Start sending messages

trans_state_
convert_arc_t_k

K State machine initialization, requiring a reset frame to be sent

Journal:

1. Data Flow Logs

2. Status log 

Obtain serial port data Can the data be processed in
time Data delimitation Data encapsulation

Is the network normalData cache

Send to the background
server 

End processing

Cache it in a file and send it
to the background after the

network is restored

Figure 6: Business flow chart of gateway program.
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processed new packet is inserted into the packet (g_pack-
age_queue). If the original queue is empty, the thread will
go to sleep at intervals. The specific processing flow chart
is shown in Figure 9.

2.4.3. Packet Sending. Packet sending sends the packet data
to the background service program through the TCP/IP pro-
tocol. The thread of this process is the network_loop. A
schematic diagram of the processing of this thread is shown
in Figure 10 which is a flow chart of the design of a packet
sending thread.

The network sending thread first creates a socket con-
nection and sends a connection request to the server. If
the request is successful, it reads the encapsulated packet
queue and sends the data to the background server via
the network. If this process fails, the socket is closed and
the above process is reexecuted. When an error exception
occurs during an operation, it is recorded in the error
exception log.

2.4.4. Log Submodule. In order to improve the detection pos-
sibility of the system, the gateway module uses the log detec-
tion unit and now maintains the data flow log and the status
log. By observing the data flow log, you can know the action
details of the gateway. The status log is used to confirm
whether the gateway is faulty in Figure 11.

2.5. File Cache Submodule. The gateway module uses two
cache files in the storage of sequence data and the packaged

data storage. In the gateway module, the upper limit of the
queue size is set to 1024, and when the data volume exceeds
1024, it will be cached by external files. The logic of file cach-
ing is as follows:

(a) After processing the data in the queue (assuming
there are N columns left blank at that time), you
need to confirm the cache file and save N data at
the end of the queue

(b) When new data enters the queue, the cache file is
checked. If the cache file is not empty, the new data
is saved directly to the cache file. If the cache file is
empty, make sure the queue is full. If it is not filled,
the new data is queued and filled, and the new data
will be temporarily saved in the cache file

3. Design and Analysis of Probability Location
Algorithm Based on DV-Hop Grid

This section will describe in detail the combined DV-Hop
localization process and grid probabilistic localization algo-
rithm execution process and, according to the specific appli-
cation scenarios in this paper, improve the algorithm
execution of the average hop distance and hop between
nodes in the calculation method. Finally, the different factors
that affect the bit accuracy of the method are analyzed.

3.1. Calculation of Average Jump Distance. In this part, the
method of calculating the average hop distance between
nodes by using the uniformity of nodes in the system is
improved. In the current hypothesis, the number of nodes
in a uniform network is the density of nodes (per square
meter), the communication radius between nodes isR(m),
and the total number of nodes in a circle has a radiusR.
The N nodes are arranged in the form of Figure 12, in which
adjacent nodes of different layers represent equilateral
triangles.

In the figure, there are about 19 nodes in a circle with
radius R as the center, and the nodes are divided into two
layers. The first layer (from inside to outside) contains 6
nodes, the second layer has 18 nodes, and generally, there
are 6 m nodes in the m layer. The estimated total number
of nodes n is suitable for the following equation.

n ≤
m 6 + 6mð Þ

2 : ð5Þ

Equation (5) can transform the resulting equation (6)
and solve the equation (6) to obtain equation (7). The value

Table 3: Function description of each thread in gateway programming.

Thread function name Functional description

uart_rcv_loop Processing data received from the coordinator

package_analyse Delimitation and reencapsulation of original data packets

network_loop Packet sending

pingtest_loop Test the connection between the gateway and the server

Initialization

Read data from
serial port 

Data integrity?

Join the teamRecord a log

End processing

No

Yes

Figure 7: Flow chart of obtaining serial data thread execution.
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Join the team
Raw data queue g_rawdata_queue

Encapsulated queue g_package_queue package_after_analyse

uart_raw_data

Out of the team

Join the team

Format
conver
sion 

Figure 8: Schematic diagram of delimiting and encapsulating processing threads.

Begin

Whether the original
queue is empty 

Original data out of
queue Enter Team 2 

Correct?

Setting frame header
connector 

Set frame length
receive

instant translation 

0xFE

Correct?

Read frame length
bytes 

Is the processing
finished 

Format transformation

N

N

N

N

Y

Y

Y

Y

Y

Figure 9: Flow chart of frame delimitation processing.

Array

Queue

G_package_queue Send_to_network

Background
serviceOut of the

team Socket

write

Figure 10: Schematic diagram of thread processing of network sending data packets.
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of m is greater than 0, and the final value of m is shown in
equation (7).

m2 +m −
n
3 ≥ 0, ð6Þ

m ≥
−1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 4n/3

p

2 orm ≤
−1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 4n/3

p

2 , ð7Þ

m ≥
−1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 4n/3

p

2 : ð8Þ

Equation (10) can be obtained by appropriately scaling
equation (8). Then, formula (9) is brought in, and the
result of taking the minimum value of M to M is shown
in formula (11).

n = ρπr2, ð9Þ

m ≥
ffiffiffi
n
3

r
−
1
2 ,

ð10Þ

m ≈ r
ffiffiffi
ρ

p
−
1
2 :

ð11Þ

From formula (11), it can be calculated that the circu-
lar area of n nodes is arranged in about m layers, so the
distance between nodes is H = R/M. After expansion, it is
shown in the following formula.

h = r
m

≈
r

r
ffiffiffi
ρ

p − 1/2 = 2ffiffiffi
ρ

p − 1/r : ð12Þ

Because the value of h is greater than zero, we take h
= r when

ffiffiffi
ρ

p − 1/r ≤ 0. Considering comprehensively, the

Begin

Create a socket

Initiate a connection request to
the server 

Success?

Fetch a packet from
the queue 

Send

Success?

Close the current
socket 

N

Y

Figure 11: Network send thread design flow chart.

M r

Figure 12: Node distribution diagram of single hop network.
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average jump distance h between nodes can be obtained as
shown in the following equation.

h =

2ffiffiffi
ρ

p − 1/r , 
ffiffiffi
ρ

p
−
1
r
> 0,

r,  ffiffiffi
ρ

p
−
1
r
≤ 0:

8>><
>>:

ð13Þ

Equation (13) is the average hop distance between
nodes calculated in the ideal case of uniform arrangement
of nodes.

3.2. Algorithm Design Flow. The process of mesh location
determination algorithm based on the DV-Hop is similar
to the DV-Hop location determination algorithm. The algo-
rithm firstly calculates the minimum hops from each node in
the network to the anchor node by broadcasting packets to
the anchor node. In the location determination algorithm,
each location node of course estimates that the barrier con-
structed by all nodes is the same [14]. The finishing execu-
tion flow of the algorithm is shown in Figure 13.

The calculation formula of parameter input is shown in
the following equation.

λ = Distance from grid point to anchor node
Corrective factor : ð14Þ

λ in the above formula is the distance between grid point
and anchor node in the unit of transmission hops, and the

correction factor is calculated by equation (13). ph
k
1

ij is found,

and ph
k
1

ij represents the probability that the unknown node k
is located at the location ði, jÞ and reaches the anchor node
through the hk1 hop.

Formula (14) is the correction coefficient calculated the-
oretically, and the secondary factor needs to be further
adjusted for the specific actual environment. In the next sec-
tion, when the simulation experiment is carried out in the
last paper, the small amplitude correction coefficient is given
to obtain the best positioning effect of the system, and the
ideal correction coefficient in the simulation environment
is obtained under different network scales. Even in a real
environment, this parameter must be adjusted to achieve
the best positioning effect based on the specific network size
and layout environment.

The experiment shows that the transmission hops of an
unknown node and anchor node are integers, and the trans-
mission hops have almost 0.5 error. In addition, considering
that there is a certain error in obtaining the transmission
hop count from the unknown node to the anchor node,
the local average hop count is taken in this implementation,
that is, the following equation.

Si =
∑j⊆n tð Þhj + hi

n ið Þj j + 1 − 0:5: ð15Þ

nðiÞ sends an adjacent node having a hop count of 1
from a surrounding node of the unknown node I to the node

I itself. hi and hj are the hops of node i, node j, and anchor
node, respectively. The formula calculates a local average for
transmitting hops from the unknown node I to the anchor
node. The hop count from the adjacent node to the anchor
node is the reference information for calculating the hop
count from the adjacent node to the anchor node. This cal-
culation of hop count from unknown optimized node to
anchor node is one of the improved parts based on the
DV-Hop positioning algorithm. When the network scale
becomes larger, the local average hop count is due to the sig-
nificant differences between communication models of each
part of the network, so it can further reflect the hop count
from the location node to the anchor node. At this time,
the hop count from the nodes around the node to the anchor
node has certain reference significance for the hop count
from the node itself to the anchor node.

3.3. Simulation Experiment and Result Analysis. According
to the algorithm description provided in the previous sec-
tion, the influence of grid size and the number of error nodes
from two latitudes of the total network ratio on the algo-
rithm error are observed. In this paper, we use formula
(12) to calculate the error.

error =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xdest − xið Þ2 + ydest − yið Þ2

q
, ð16Þ

where (xdest,ydest) is the location coordinates estimated
by nodes located at positions (xi, yi).

Experiments show that the positioning accuracy of the
DV-Hop-based probabilistic mesh location determination
algorithm is directly related to the number of anchor nodes
and the size of the network itself. Figure 14 is a diagram
showing the change of positioning accuracy related to the
number of anchor nodes when the network sizes are 30,
54, and 96, respectively.

It can be seen from the figure that with the increase of
the number of anchoring nodes, the positioning accuracy
index increases. When there are 20 anchored nodes, the
accuracy of 96 nodes is only about 50%. This is because, as
the network size increases, the proportion of anchored nodes
decreases, affecting the correct speed.

In the experiment, the position configuration of anchor
nodes is important, which directly affects the positioning
accuracy. Figure 15 shows that when the anchor point is 5
and the total number of nodes is 20, the correct number of
position nodes changes with the position of anchor nodes.
In the figure, 50 tests indicate that the position of each
locked node is randomly selected. It can be seen that the
location of anchored nodes has a significant impact on the
positioning accuracy of nodes.

From Figure 15, if the number of anchored nodes in the
network significantly affects the error of the node position-
ing algorithm, and the proportion of the anchoring score
increases to 30%, the error of the improved probabilistic grid
positioning algorithm is as follows: it can be seen that it is
about 7% of the communication distance. The location error
of the DV-Hop algorithm and unimproved probabilistic grid
algorithm is higher than this value.
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The selection of the correction coefficient has a signifi-
cant influence on the positioning results. This paper intro-
duces the change of the modification factor of the network
scale through simulation experiment. According to the trend
of the simulation curve, the correction coefficient can be
dynamically adjusted according to the scale of the network
in the practical application. If the ratio of anchor nodes in
the network is assumed to be 10%, the curve of the optimal
correction coefficient is shown here in Figure 16 according
to the scale of the network expansion.

When the network size is more than 160 square meters,
the configuration interval between nodes is 2 meters, and the
change of correction coefficient begins to be stable.

4. Performance Test

4.1. Zigbee Network Performance Test. Figure 16 shows the
operational topology of a single production line during sys-
tem execution. The red node in the figure is the coordinator
node, the blue node is the root node, and the yellow node is
the terminal node. The whole network represents the tree
structure.

During operation, the system tests the performance of
the local Zigbee network of each line, and the Zigbee net-
work is divided into a network establishment phase and a
data transmission phase. It takes about 90% of the time in
the process of network construction. Here, in the

Network initialization

Anchor node flooding self-
information

Is it an anchor node
Record the hop count to each

anchor node (generate a hop count
vector) 

Calculate correction factor

Broadcast correction factor

Is it an anchor node Execute grid probabilistic
positioning algorithm

Report one's own position

End of positioning

Receive positioning commands

No

Yes

No

Yes

Figure 13: Flow chart of grid algorithm execution.
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construction of the network, the time consumption of net-
works with different sizes is tested. The test results are
shown in Figure 17.

As shown in the figure, with the increase of the network
scale, the time required for network construction is getting
longer and longer. If the network size is less than 80 nodes,
the Zigbee network can be built within 10 seconds. If the
network size is too large, the association space that coordina-
tion nodes must maintain will become larger, because it

takes more time to maintain the terminal nodes in the
network.

4.2. Gateway Performance Test. The throughput of the gate-
way is tested. It is the ability to transfer data without using
cache files, that is, without losing data packets. The test
results of this paper are shown in Table 4.

During the test, the input speed limit is 200 seconds. It
can be seen from the table that the output speed increases
linearly with the input speed, so the processing capacity of
the gateway is in the crosstalk limit speed (38400 bps is used
here), and the performance of the unsaturated gateway fully
undertakes the transmission task of the Zigbee network. In
addition, because the smaller the timer interval in the Zigbee
protocol stack, the greater the error, and the greater the error
for the two items at the back of the table.

4.3. Overall Response Time of Platform. The data is generated
by the staff using the card from the collection terminal and
then inserted into the database through the collection termi-
nal, Zigbee network, gateway, and background server pro-
gram. The whole process takes about 1.6 s. The system has
made 28 measurements and obtained the average response
time of each module. For example, the response time of each
module is shown in Figure 18.

The Zigbee network module accounts for about 73% of
the time. The coordinator needs to confirm the data sent
by the terminal. This time, it is a two-way street. On the
other hand, the processing power of the processors used by
Zigbee coordinators and terminals is limited. When a termi-
nal transmits a large amount of data, caching processing is
needed to legally check the data. The background business
processing module is equivalent to the time ratio of the gate-
way module. These processing tasks are similar, but the pro-
cessing power of the background service is better than that
of the gateway module.

4.4. Platform Performance Optimization Test

4.4.1. Data Acquisition Concurrent Stress Test. The
employee’s production data will eventually be inserted into
the database through the wireless network. The concurrency
of network transmission is not considered here. We simu-
lated the production reports delivered to us during the
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Table 4: Gateway throughput test results.

Send rate (pieces/s) Gateway output rate (pieces/s)

0.5 0.57

1 1.12

2 2.3

20 20.8

50 58

200 243

73%

16%

6%
5%

Comparison of response time
of each module of the system

Zigbee network
Acquisition terminal
Gateway
Background service

Figure 18: Response time ratio of each module of the system.
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production process, increased the number of users linked to
the database, and tested the average insertion time of data
with different connection numbers. The following
Figure 19 shows the results of data acquisition and simulta-
neous stress testing. When the number of simultaneous con-
nections is 20, the average time for inserting one data after
system optimization is 1.95ms, which can meet the system
requirements.

4.4.2. Concurrent Stress Test of System Client. In order to test
the simultaneous user volume of the system, it is obviously
impossible to install the system on hundreds of computers.
In order to solve the above problems, first set the username
and password of the database as regular passwords. We use
the test database and can freely change the test account
information. First, we modify the database with the pro-
gram, so that the username and password of the test data-
base are the same. At the same time, the program is
changed, so that the system login program accepts the
parameters of the command line, generates the simulated
username and password for batch input, and executes the
batch file to simulate the system registration and use of mul-
tiple users. In 10 computers, the simulated login and simul-
taneous stress test were carried out on the system client.
Figure 20 shows the resulting test results. The test results
show that the optimized system will be kept in the hands
of more than 600 users at the same time, which can fully
meet the scale requirements of client software installation
and be used in large garment factories.

4.4.3. Performance Test of System Page Response Time. The
paging response time of the system refers to the time from
the time when the user sends out the paging request to the
time when the corresponding data is obtained. The system
page is the medium for the interaction between the system
and the user. The paging response time of the system is
the most intuitive evaluation standard for the user. The
response time of the production status page was tested,
and the test results shown in Figure 21 are obtained:

For the optimized system, the average response time of
the production status page is 1.04 s. At the same time, the
pages of different systems are tested in the same way, and
the response time of each page is maintained at about 1 s.
As for the paging response time of the system, there is an
unwritten standard in the industry, with the principle of 2/
5/10 seconds. The system with paging response time within
2 seconds is considered to bring excellent experience to
users. It can bring a good user experience in 5 seconds and
bad user experience in 10 seconds. The average user
response time of this system is maintained at about 1 second,
which can bring users a good experience.

5. Conclusion

This paper is aimed at the background of increasingly obvi-
ous advantages such as technological innovation and prod-
uct manufacturing upgrade. The garment production line
management system proposed in this paper is based on the
garment production line, introduces Internet technology

into the garment production process, and monitors every
link of the garment production process through the Zigbee
network. The system improves the automation degree of
enterprises, greatly expands the application scope of wireless
sensor networks, and promotes the application level of data
acquisition, monitoring, equipment maintenance, and diag-
nosis in China’s industrial fields. Through the Internet of
Things technology, the clothing production process can be
improved, production efficiency can be improved, and
industrial upgrading can be realized.
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With the gradual acceleration of modernization, metro projects have been opened for the development and construction of urban
areas. How to ensure the smooth operation of subway project in public service has become the focus of urban public safety service
research. In view of this content, this paper studies the subway field of urban rail transit operation and improves the public safety
of urban rail transit operation. Firstly, the factors affecting the track traction power supply are analyzed, the anti-interference
technology of ring array electromagnetic sensor is added, and the research scheme is formulated according to the track
potential research standard to ensure the operation of the power supply system. Then, the electromagnetic sensor traction
algorithm is used to detect the subway track power supply signal, and the working characteristics and advantages of single
electromagnetic induction and double electromagnetic induction are analyzed. The experimental results show that compared
with the traditional electromagnetic sensor power supply signal detection algorithm, the content of this paper can judge
whether the power supply is normal according to electromagnetic induction, detect whether the subway traffic deviates from
the track traction coordinates, and understand the size of the deviation from the track. It improves the efficiency of traction
power supply detection, stabilizes the running track of subway traffic, and is conducive to the protection and development of
urban public safety.

1. Introduction

With the rapid development of urbanization, the increase
and expansion of scale are inevitable. The field of urban pub-
lic security is facing many new problems and challenges [1].
How to control urban population management, improve
social harmony governance scheme, innovate urban public
security system, and enhance people’s living standards are
all problems that the country needs to face in the process
of promoting urban construction [2, 3]. Among them, in
the process of strengthening social governance, the field of
urban public safety is a very important link [4]. Due to the
combination of urban problems and security problems, the
whole public link has become very complex, especially in
the face of the rapid expansion of urban scale and the growth
of population base [5]. At present, many provinces and cities
in developed regions have made a lot of investment and
energy investment in transportation hubs. With the inten-
sive growth of population, the traffic environment is becom-

ing more and more complex and bad. Expanding new modes
of transportation is the main problem we cannot avoid. Sub-
way track construction and development is a project content
conforming to the social process. Most medium-sized cities
have invested and studied subway construction projects [6].

Ensuring the stability and optimization of power supply
system is an important support for subway construction and
operation. In the metro power supply detection, most sys-
tems adopt relatively safe rigid catenary, which has the
advantage of increasing the power supply safety in the trac-
tion process of metro rail transit. Therefore, it is vigorously
applied and popularized in the field of metro power supply
[7, 8]. However, in practice, the power supply link and oper-
ation technology of metro system are not very developed. A
variety of environmental factors and facility factors lead to
power supply contact failure, which affects the operation
safety of metro rail transit and urban public safety [9].
Therefore, in addition to providing reliable contact equip-
ment for the operation of metro system, we also need to
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focus on the power supply detection mode, so as to finally
improve the development of metro rail transit and urban
public safety in China [10]. At present, most countries use
sensor technology to support the research on the traction
power supply system of metro rail transit. Common sensor
technology includes multisensor technology, current sensor
technology, and electromagnetic sensor technology [11,
12]. Through the understanding of the above technologies,
we believe that electromagnetic sensor technology and
equipment can better analyze the actual situation of rail
transit power supply. The change of magnetic field is
detected by electromagnetic sensor, and the interference fac-
tors and deviation of subway car body can also be detected
and analyzed [13].

Based on the traction environment of metro rail transit
in the field of urban public safety, this paper studies and ana-
lyzes the application of electromagnetic sensor technology in
power supply detection mode. The innovative contributions
include (1) the factors affecting track traction power supply
are analyzed, and the anti-interference technology of ring
array electromagnetic sensor is added. The error frequency
in power detection is basically reduced. (2) The electromag-
netic sensor traction algorithm is used to detect the subway
track power supply signal, so as to improve the high sensitiv-
ity feedback efficiency and anti-interference performance
under the power detection mode. (3) Further safe and effec-
tive application of electromagnetic technology to rail transit
high-tech development.

This paper is mainly divided into three parts. The first
part is about the development status of electromagnetic sen-
sor technology in various countries. The second part is to
use the subway track potential test to analyze whether the
power supply system mode is normal and use the sensitive
electromagnetic sensor to test the current noise to judge
whether the power supply is normal and using electromag-
netic sensor technology to improve the signal detection abil-
ity of upper position on electromagnetic track. Finally, the
electromagnetic sensing measurement technology based on
ring array improves the anti-interference performance of
power supply system. The third part analyzes the detection
results of electromagnetic sensor technology on traction
power supply mode and the anti-interference performance
of electromagnetic sensor to improve power supply
environment.

2. Related Works

In recent years, China has made important breakthroughs
in geological survey, oil resources, metal minerals, and
other fields [14]. The technology of electromagnetic sensor
equipment is gradually widely used, but the main produc-
tion equipment of inductive electromagnetic sensors such
as audio electromagnetic and transient electromagnetic
are still in foreign countries [15, 16]. With the national
attention, China has gradually caught up with the foreign
standard level in the research and production of inductive
electromagnetic sensors [17]. A series of high-tech
research contents have been carried out for electromag-
netic sensor technology. In the actual use environment,

due to the interference of magnetic field, we will be subject
to fluctuations and uncontrollable decline in accuracy
when receiving the feedback effect of electromagnetic sen-
sor [18]. This requires electromagnetic sensor technology
to maintain high sensitivity and accuracy in the detection
process. In the traction power supply detection mode of
metro rail transit, we can use electromagnetic sensors to
detect and analyze its current noise and know whether
the power supply system operates normally. According to
the current measurement requirements of power system,
sensor magnetic array is the best way to combine electro-
magnetic sensor and magnetic core. It can solve the prob-
lems of space interference and environmental multifactor
interference. Therefore, electromagnetic sensor technology
can be widely used in various fault detection and anti-
interference facilities and equipment [19, 20].

Sensor technology developed earlier. In the use of elec-
tromagnetic sensors, they are mainly aimed at the field of
automation and military machinery [21]. Due to the rapid
replacement of mechanical equipment, the working condi-
tions of military aircraft and other engines are severe,
which are prone to defects and wear. Researchers have
improved the traditional sensor technology into electro-
magnetic sensor technology to detect the damage of com-
plex structures of equipment. The wear detection is
processed by the combination of electromagnetic sensor
and digital locking detection [22].

Researchers collect and study the signal transmission
and speed of the motor according to the electromagnetic
sensor and spiral rotation signal equipment [23]. They can
convert the speed signal into frequency pulse signal to realize
current voltage conversion. The signal measurement and
feedback based on the electromagnetic sensor is mainly used
in the hull power supply control system, with the advantages
of accuracy and real time.

The sensor research field is applied to the monitoring
system, and the research technology also covers from infra-
red sensor to indoor transmission electromagnetic sensor
[24]. The electromagnetic sensor can detect and analyze
according to the circuit change and aging, which improves
the safety guarantee of residents’ life.

China’s corresponding national call for scientific and
technological innovation, explore energy security and
strengthen technical deployment in the deep-sea field. The
application of electromagnetic sensor technology in marine
controllable power supply system provides a research and
development basis for the exploratory process of deep sea
[25]. Mainly according to the electromagnetic time-
frequency acquisition principle, combined with the sensor,
the acquisition performance is analyzed. Based on the above
development status of electromagnetic sensor technology in
various countries, this paper puts forward the research on
the detection mode of traction power supply of metro rail
transit. The electromagnetic sensor is used to analyze the
current noise signal and test the subway track potential.
Finally, the influence of interference factors of power supply
system is improved. This research can improve the safety of
metro rail transit and realize the control of urban public
safety.
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3. Research on Detection and Improvement of
Traction Power Supply of Metro Rail Transit
Based on Electromagnetic Sensor in the
Field of Urban Public Safety

3.1. Research on Traction Power Supply Detection Mode of
Metro Rail Transit Based on Electromagnetic Sensor. All elec-
trical equipment in the power system must operate under the
condition of not exceeding their allowable voltage, current,
and frequency, not only in normal operation but also in acci-
dent. Therefore, the security of power system represents the
ability of power system to maintain continuous power supply
in case of accident in a short time, which belongs to the prob-
lem to be considered in the real-time operation of power sys-
tem. Reliability refers to the probability index that the power
system continuously supplies power to users for a long time,
which belongs to the scope of power system planning and
design. Stability refers to the state that the power system can
continue to supply power to the load normally after being dis-
turbed, that is, it has the ability to withstand disturbances. It is
generally divided into power angle stability, frequency stabil-
ity, and voltage stability.

The stability and reliability of power supply system are the
basis for the normal operation of metro rail transit system. The
analysis and detection of power supply environment are also an
important link to monitor the normal operation of metro. In
order to study the power supply detection mode, the electro-
magnetic sensor needs to have high sensitivity and real-time
reliability. Firstly, the inductive electromagnetic sensor is used
to test and analyze the current noise, mainly from the bottom
noise and sensitivity performance, combined with the actual
comparison to test whether the electromagnetic sensor can
meet the requirements of metro track traction power supply
detection task. In this paper, the electromagnetic sensor is
designed by coil induction. The basic components include high
conduction magnetic core, multi-induction coil group, calibra-
tion coil, and current bottom noise amplifier. At present, the
current noise analysis of electromagnetic sensor is usually
based on the sensor design principle and the numerical simula-
tion of induction coil noise, so as to obtain the noise index and
analyze whether the power supply link is normal. However, this
method cannot represent the bottom noise of the whole sensor,
the actual noise index is small, and cannot make accurate judg-
ment. Therefore, this paper improves the original sensor to be a
highly sensitive inductive electromagnetic sensor, and its bot-
tom noise has a uniform power spectrum in sound domain
and frequency domain. In order to study the influence of cur-
rent white noise signal operation on noise, the mean variance
is used for signal power detection, respectively. The signal
and power spectrum are shown in Figure 1.

It can be seen from Figure 1 that the influence of signal
value, energy, and power value is very high, so we need to
carry out differential operation and summation. The calcula-
tion formula is as follows:

sub tð Þ = f1 tð Þ − f2 tð Þ,

add tð Þ = f1 tð Þ + f2 tð Þ:
ð1Þ

f1ðtÞ and f2ðtÞ form the contrast variables of signal values,
respectively. After difference operation and summation, the
energy value also changes accordingly. In order to get the
influence of interference analog signal on noise signal, we
need to add sinusoidal signal for differential sum operation.
The signal and power spectrum after adding sinusoidal sig-
nal are shown in Figure 2.

As can be seen from Figure 2, the same signal value can
be offset by using the signal difference technology. The signal
value after differential calculation is equal to the sum of the
previous signal values. If the electromagnetic sensor with
equal frequency characteristics is adopted, the interference
of environmental factors can be solved by differential tech-
nology, so as to obtain the bottom noise of power supply
current. In this paper, the synchronous test is carried out
from the same track position, and the actual mapping data
and prediction data of the electromagnetic sensor probe
are obtained through data acquisition and processing, as
shown in Figure 3.

As can be seen from Figure 3, the power efficiency of the
electromagnetic sensor before differential calculation is
between 0.0005 and 100Hz, and the range is relatively stable.
The actual measured data can basically agree with the pre-
dicted data. The difference signal also decreases obviously
in this frequency band, which shows that this method can
be applied to the bottom noise acquisition process of electro-
magnetic sensor. Before the electromagnetic sensor traction
algorithm, it is necessary to analyze the current noise detec-
tion combined with the track potential. DC traction mecha-
nism is the main mode of metro track power supply. The
traction mechanism converts electric energy into power sup-
ply basis and supplies power through feeder grid. The cur-
rent generally flows back to the power supply station
through the rail to form a completed current loop. Due to
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Figure 1: Signal and power spectrum.

3Journal of Sensors



the mixing of miscellaneous electricity, if there is a problem
with the power supply mode, we cannot know according to
the potential difference, so it will lead to instability such as
potential frequency modulation. In urban public safety, if
passengers cannot detect whether the power supply mode
is normal when taking the subway, there will be step voltage
and other personal hazards. The factors affecting the subway
track potential include the maximum voltage during traffic
operation and the leakage of stray current. The most fre-
quent problem of power supply mode is in the return struc-
ture area. Based on the above situation, we need to use
electromagnetic sensor magnetic field response to obtain
the operation of power supply mode. First, learn about the
setting of electromagnetic sensor, as shown in Figure 4.

As can be seen from Figure 4, since the electromagnetic
track is close to the ground, the corresponding height is set
to establish the coordinate axis. The sensor coil should be

in a vertical parallel position. If the subway rail transit sup-
plies power normally, the corresponding magnetic field will
be generated and the induced electromotive force will be
generated. We can obtain whether the traction power supply
of metro rail transit is normal according to the reflection of
magnetic field. The relationship between coil induction and
coordinates is as follows:

E = C
h

x2 + h2
: ð2Þ

In the formula, C is the standard coefficient, that is, the
induced electromotive force.

When the electromagnetic induction scheme is estab-
lished, we can advance from single induction distribution
to double inductance mode. Judge the position and opera-
tion of the subway car according to the change of the two
inductances. The difference of electromotive force between
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two inductors is

ΔE = h

x2 + h2
−

h

x − Lð Þ2 + h2
: ð3Þ

The offset calculation formula of inductance electromo-
tive force difference control is as follows:

e = h/ x2 + h2
� �� �

− h/ x − Lð Þ2 + h2
� �� �� �

h/ x2 + h2
� �� �

+ h/ x − Lð Þ2 + h2
� �� �� � : ð4Þ

According to the above formula, we can get the induced
electromotive force function diagram and its difference and
sum value comparison diagram, as shown in Figure 5.

As can be seen from Figure 5, the difference can be real-
ized that the center of the double inductor is located in the
center and presents a monotonic function. This disadvan-
tage is that the interval size is limited. If the vehicle track
operation section changes sharply, it is likely to form error
data. Therefore, the sum value calculation is carried out to
solve it. The sum value image shows that this interval is
almost a linear monotone interval, which can eliminate the
signal processing error. According to the above research,
we can use electromagnetic sensors for current detection
and power supply potential judgment in the traction power
supply detection of metro rail transit. It adds reliability guar-
antee for subway traffic safety in urban public safety.

3.2. Research on Improving Interference Detection of Traction
Power Supply of Metro Rail Transit Based on Ring Array
Electromagnetic Sensor. Facing the demand of traction
power supply detection of metro rail transit, electromagnetic
sensor array can solve the problem of spatial interference
energy. With the reduction of research cost of sensors such
as tunnel magnetoresistance (TMR), it is possible to form a
variety of arrays. Compared with the traditional sensor
equipment, the ring electromagnetic sensor array can have
a centerless structure and there is no saturation problem. It
greatly improves the performance of the whole power supply
measurement process and can also be applied to power sup-
ply detection and protection equipment. The basic way of
ring array detection is to use multiple TMR sensors to mea-
sure the change of magnetic field according to the ampere
current path law. A closed current loop is added near the
electromagnetic sensor to effectively resist interference and
noise, so as to increase the accuracy of power supply
detection.

According to the distance between the TMR sensor and
the current carrier, the magnetic field range is sensed, so as
to calculate whether the measured current is normal.
Assuming that the conductor passes through the center of
the ring array through a primary current and is vertical,
the output signal of each single electromagnetic sensor is
expressed as

V tmr = Ks H ⋅ s
∧� �

= ks
I × r
2πr2 ⋅ s

∧
: ð5Þ

In the formula, Ks represents the sensitivity of the sensor
after calibration, H is the magnetic field intensity variable
generated by the carrier, and I is the measured current var-
iable. The average output value of multiple sensors in the
array is calculated as follows:

Vmean =
1
N
〠
N

n=1
V nð Þ

tmr: ð6Þ

N in the formula is the total number of sensors. If the
carrier does not pass through the center of the ring array,
the output value will have different ranges. The measured
current value can be calculated according to the sensitivity:

Ical =
2πrVmean

ks
: ð7Þ

In the ring TMR array, the measurement error needs to be
calculated, and the interference factor is the adjacent conduc-
tor magnetic field. Set the current variable and center distance
in 3D coordinates. Define the angle between the variable and
the x-axis, that is, the position of the first electromagnetic sen-
sor. The corresponding variable expression is

a nð Þ = 2πn
N

+ a0 n = 0, 1,⋯,N − 1ð Þ: ð8Þ

The distance relationship between the sensor and the mea-
sured current can be obtained from the basic principle of the
ring array, that is,

Vmean =
Ks

2π
I0
r0

+ I1
N

� �
〠
N

n=1

r0 − dcross cos a nð Þ

r2 + d2cross − 2r0dcross cos a nð Þ :

ð9Þ

Then, calculate the measurement error caused by

x/cm
–40 –20 –10 0 10 20 40

–1.4

–1.2

–0.8

0

0.8

1.2

1.4

Induced electromotive force curve
Difference curve of induced electromotive force
Sum curve of induced electromotive force

Figure 5: Induced electromotive force function diagram and its
difference, sum value comparison diagram.
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interference:

εcross =
Ical,cross − I0

I0
= I1
I0
Δcross, ð10Þ

Δcross =
r0
N

= 〠
N−1

n=0

r0 − dcross cos a nð Þ

r20 + d2cross − 2r0dcross cos a nð Þ :
ð11Þ

εcross is the measurement error. It can be known from for-
mulae (10) and (11) that the error is the ratio of the interfer-
ence current to the measured current. The spatial distance
between two currents determines the ratio range. It can also
be proved that after the initial array is determined, the error
value can decrease with the increase of the number of TMRs,
then

lim
N⟶+∞

Δ = 0 r0 < dcrossð Þ: ð12Þ

When the number of TMRs increases, the output of the
ring array is closer and closer to the Abe loop principle. That
is, the calculation along any path in the magnetic induction
intensity is equal to the algebraic sum in the current path mul-
tiplied by the permeability. The relationship between the error
value and the number of electromagnetic sensors and interfer-
ence distance is shown in Figure 6.

As can be seen from Figure 6, in order to show the rela-
tive relationship between distance and current, it is assumed
that there is interference. Most interference currents are the
same, and the number of sensors changes from 1.5 to 6. It
can be seen that the maximum measurement error occurs
when the distance is between 16 and 20. With the increase
of distance, the measurement error decreases exponentially
and approaches 0. In the carrier measurement error, we also
need to consider the eccentricity error of electromagnetic
sensor in the influence of noninterference and geomagne-
tism. The influence of eccentricity error on annular TMR
array is shown in Figure 7.

As can be seen from Figure 7, the intersection of the car-
rier and the annular array is no longer on the center of the
circle, a variable dunc is defined as the center offset variable,
and the distance between the intersection and the electro-
magnetic sensor is calculated. The distance of each sensor
is different due to the eccentricity of the carrier. Calculate
the output current of the ring array, the distance from the
carrier to the sensor, and the direction of the sensitive axis
according to the Biot-Savart formula:

Vmean,unc =
ksIcal
2πr0

= 1
N
〠
N

n−1
V nð Þ: ð13Þ

Finally, the relative measured value of offset error is
derived according to the above formula:

εunc =
Ical,unc − I0

I0
= Δunc − 1: ð14Þ

Through calculation, we can know that when multiple

TMR sensors are used, the maximum error caused by eccen-
tricity is uncontrollable. This situation will lead to serious
measurement failure. However, with the increase of the num-
ber of sensors, the error decreases exponentially. Therefore, in
the detection process of traction power supply of metro rail
transit, we can apply electromagnetic sensors to optimize the
measurement error and anti-interference application. The
annular array of electromagnetic sensors has excellent com-
pensation ability for error offset, improves the accuracy of
actual measurement, and gives the offset range.

4. Analysis of Research Results of Metro Rail
Transit Traction Power Supply Detection
and Improvement in the Field of Urban
Public Safety Based on
Electromagnetic Sensor

4.1. Analysis of Research Results of Traction Power Supply
Detection Mode of Metro Rail Transit Based on
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Electromagnetic Sensor. Firstly, the sensitivity of the induc-
tion effect of the electromagnetic sensor is tested. The ratio
of the induced voltage to the magnetic field strength and fre-
quency changes with the change of the magnetic field
strength. In the high-frequency stage, the effective area of
the magnetic core becomes smaller, which reduces the con-
trol of the electromagnetic sensor on the sensitivity of the
power supply mode. Therefore, in this paper, the excitation
coil is used to generate the corresponding magnetic field to
realize the production of magnetic field strength within the
limited power range. A modulated square wave signal is
added to the excitation coil, and the frequency signal is col-
lected at an interval of 0.1 seconds. The sensitivity feedback
curve in the power supply system can be obtained by mea-
suring the current output signal corresponding to the sensor,
as shown in Figure 8.

As can be seen from Figure 8, when the magnetic field
strength is weak and the frequency is low, the corresponding
induced voltage is also low. The number of acquisition
points generated in the interval seconds of the modulation
frequency signal is larger and larger, and the feedback fre-
quency is more and more dense. Experiments show that
the electromagnetic sensor has high induction sensitivity in
power supply detection mode. It can effectively detect the
current direction and whether the output voltage is normal.
We use the area with a length of 1.132 km from Hongshan
station to Nanjing station for power supply detection. The
actual test results are shown in Figure 9.

As can be seen from Figure 9, as the subway depth
decreases, the section track resistance is also different. We
represent the resistance change in different colors to obtain
the current voltage and current. The closer the color to
red, the higher the resistance. It can be seen that the power
supply is in normal state and the resistance change is basi-
cally stable. The high sensitive feedback efficiency of electro-
magnetic sensor is also reflected in the actual detection,
which provides a guarantee for urban public transport
safety.

4.2. Analysis of Research Results on Improving the Detection
Interference of Metro Rail Transit Traction Power Supply
Based on Ring Array Electromagnetic Sensors. Based on the
ring TMR array prototype, this paper adopts the full bridge
structure design, including high-sensitivity sensing unit. In
order to verify the performance of annular array electromag-

netic sensor, we designed an error test system. When the
carrier passes through the sensor array, connect the current
power supply and DC power supply. The current mode is
regulated by a selector switch. We take the collected high-
precision resistance as the reference of the measured data.
Control the eccentricity of the ring array and compare the
actual value and theoretical value of the anti-interference
error value, as shown in Figure 10.
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As can be seen from Figure 10, the current output is con-
trolled at the same variable, and the distance change of the
sensing conductor is adjusted for sampling. It can be seen
that the actual test value of the experimental error value is
almost the same as the theoretical value, which basically
achieves the experimental purpose. It can effectively improve
the interference in power supply detection in metro rail
transit traction and increase the accuracy and sensitivity of
power supply detection mode. In the field of urban public
safety, metro rail transit has always been a content that can-
not be ignored. If we can effectively improve subway traffic
safety, we can further ensure urban public safety.

To sum up, this paper optimizes and improves the inter-
ference in the detection of metro traction power supply
according to the ring array electromagnetic sensor technol-
ogy. The error frequency in power detection is basically
reduced, improving high sensitivity feedback efficiency and
anti-interference performance in power detection mode.
The above research results show that electromagnetic sensor
technology can improve the safety of metro rail transit and
ensure the timeliness and effectiveness of power supply
detection. The study meets the needs of urban public safety
and should be vigorously carried out and supported.

5. Conclusion

In the process of urbanization, with the growth of popula-
tion base, the problem of public security is gradually
revealed. Facing the complex social environment, how to
safely and effectively apply high-tech development has
always been an inevitable research content in people’s life.
Based on the traction environment of metro rail transit in
the field of urban public safety, this paper studies and ana-
lyzes the application of electromagnetic sensor technology
in power supply detection mode. Firstly, the functional gap
between electromagnetic sensor and ordinary sensor is ana-
lyzed, and the appropriate research direction is found
through the development status of various countries. Then,
the electromagnetic sensor is mainly used to analyze the
power supply mode of current noise detection and judge
whether there is voltage fault through the change of poten-
tial difference. Analyze whether the power supply mode is
normal according to the change of magnetic field and
induced electromotive force, and effectively judge the vehicle
body section where the fault occurs. Test the sensitivity of
the electromagnetic sensor to prove whether it meets the
power supply detection requirements. Finally, according to
the ring array electromagnetic sensor technology, the inter-
ference in the traction power supply detection of metro rail
transit is optimized and improved. Basically reduce the error
frequency in power supply detection. Improve the high sen-
sitivity feedback efficiency and anti-interference perfor-
mance in power supply detection mode. The above
research results show that electromagnetic sensor technol-
ogy can improve the safety of metro rail transit and ensure
the timeliness and effectiveness of power supply detection.
The study meets the needs of urban public safety, so it
should be vigorously developed and supported.

Although intelligent electromagnetic flow sensor has
many advantages and is widely used in various fields of
industrial production, it also has some shortcomings so that
it is limited in use. Electromagnetic flow sensor cannot be
used to measure gas, vapor, and liquid containing a large
amount of gas. This has caused some obstacles in rail transit.
Because the insulating lining material of the measuring pipe
is limited by temperature, the industrial intelligent electro-
magnetic flow sensor cannot measure high-temperature
and high-pressure fluid. In addition, it is also vulnerable to
external electromagnetic interference. Therefore, in the
future research, the research will continue to focus on the
above problems.
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Digital sensors use biotechnology and information processing technology to strengthen the processing of relevant visual and
auditory information, which is helpful to ensure that the receiver can obtain more accurate information, so as to improve the
learning effect and reduce the impact on the environment. This paper designs an experiment to explore the role of digital
sensors in language audio-visual teaching, which provides a reference for the application of digital sensors in the future. The
impulse response function in sensor technology is introduced. The speech time domain envelope and time-varying mouth area
of the sensor device are calculated. The auditory attention transfer detection based on line of sight rotation estimation is
carried out through the auditory attention decoding fusion technology and the sensor auditory attention conversion detection
method. At the same time, the characteristic of sensor heog signal is analyzed. The results show that the algorithm proposed in
this paper has good results.

1. Introduction

With the development of society, the research on image pro-
cessing, pattern recognition, image and video compression,
biometric recognition and information security, three-
dimensional visual information processing, and intelligent
human-computer interaction in the field of machine vision
is gradually increasing. Visual auditory processing is widely
used in the field of machine hearing. Machine auditory com-
puting model and speech language information processing
system are widely used. Many scholars have carried out arti-
ficial neural network and machine learning and carried out
computational intelligence research in the field of intelligent
information system. Research on neural computing model
and physiological and psychological basis of vision and hear-
ing mainly explores the perception mechanism of vision and
hearing from the perspective of physiology and psychology,
so as to provide basic theories and methods for visual and
auditory information processing.

The most important thing in teaching is vision and hear-
ing. Vision and hearing are important perceptual systems

that people rely on in verbal communication. But in fact,
because of many environmental factors, people in audio-
visual and oral teaching cannot fully grasp the information.
Digital sensor technology can strengthen information, so
digital sensor began to appear in language audio-visual and
oral teaching. Digital sensor equipment plays a better role
in language audio-visual and oral teaching. Students using
digital sensor equipment can learn better, so as to greatly
improve the teaching effect.

Strengthening the processing of relevant visual and audi-
tory information helps to ensure that the receiver obtains
more accurate information, so as to improve the learning
effect and reduce the impact on the environment. This paper
creatively puts forward an experiment to explore the role of
digital sensors in language audio-visual teaching, so as to
provide reference for the application of digital sensors in
the future. The impulse response function in sensor technol-
ogy is introduced. The speech time domain envelope and
time-varying nozzle area of the sensor device are calculated.
Through auditory attention decoding fusion technology and
sensor auditory attention conversion detection method,
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auditory attention transfer detection based on line of sight
rotation estimation is realized. At the same time, the charac-
teristics of sensor heog signal are analyzed. The results show
that the algorithm proposed in this paper has good results.

This paper is mainly divided into five parts. The first part
is the background introduction. The second part is literature
review, which mainly introduces the relevant research results
of digital sensors. The third part is the introduction of
related algorithms, mainly introducing the digital sensor
and related technologies and algorithms. The fourth part is
empirical analysis, which proves the advantages of digital
sensor in language audio-visual and oral teaching through
various studies. The fifth part is summary and analysis.

2. Related Work

In fact, sensor technology alone refers to information classi-
fication and processing technology here. The commonly
used classifiers include decision tree (DT), support VEC
tor machine (SVM), and neural network. Alhumayani et al.
used the correlation coefficient, variance, frequency domain
entropy, and mean value of acceleration sensor as behavior
characteristics for the first time and combined with DT algo-
rithm to realize the classification of 20 behaviors [1]. Yang
realized the recognition of five gait based on FFT coefficient,
quartile difference, and SVM algorithm [2]. Feng and Pan
proposed using principal component analysis technology to
reduce the dimension of mean, variance, and frequency
domain features and using decision tree as classifier for clas-
sification [3]. In addition, Luo and Xiao use the compressed
sensing method to efficiently process low dimensional sam-
pling data for classification [4, 5]. In 2013, researchers from
the University of Catalonia in Spain and the University of
Genoa in Italy identified six behaviors such as walking,
sitting, and standing by using the built-in sensors of mobile
phones and disclosed the data set recorded in the experi-
ment to volunteer researchers [6]. Because the traditional
methods extract behavior features manually, there will be
some empirical deviation in the description of behavior,
and a lot of manual intervention is required, so the results
are not very ideal. The development of big data technology
and deep learning makes it possible to automatically learn
the most distinctive behavior characteristics from massive
raw data [7–9]. Jiang and Yin proposed a behavior recogni-
tion method using deep convolution neural network DCNN
[10]. In this method, the data of gyroscope and acceleration
sensor are converted into frequency domain signals through
sliding window and Fourier transform processing, and the
model is trained through supervised learning to obtain a
feature extractor to identify human behavior. The experi-
mental results show the superiority of this method on three
public data sets (UCI, USC, and SHO) [11–13]. As an inter-
pretable probability graph model, restricted Boltzmann
machine is mainly divided into deep belief network (DBN)
and deep Boltzmannmachine (DBM) [14–17]. Among them,
DBN belongs to a generation model, which can extract
feature representation from unlabeled high-dimensional
sensor data. For example, Fang and Hu and Bhattacharya
and Lane used this method to extract irrelevant data in the

data, realizing nonlinear dimensionality reduction of high-
dimensional data [18, 19]. DBM learns features from sensor
data by stacking undirected bipartite graphs. This method
mainly uses sparse feature technology to reduce the sensi-
tivity of data and combines cross-correlation feature
extraction and sensor fusion methods [20–22]. Deep auto-
encoder (DAE) includes two parts: encoder and decoder.
First, it uses the encoder to find the correlation characteris-
tics between sensor data, converts the high-dimensional data
space to the low-dimensional space, and then uses the error
back propagation algorithm to reconstruct the sensor sample
data in the decoder [23]. Many research works use this
method to reduce the feature dimension and use the method
of approximate identity and compressed version to screen
the feature vector, using DAE [24, 25]. It can be seen that
there are many applications of digital sensors in information
processing, but there are still few direct biological informa-
tion enhancement at present. This paper also explores the
enhancement of human information classification and col-
lection by digital sensor technology.

3. Method

3.1. Introduction of Impulse Response Function in Sensor
Technology. For the speech time domain envelope sðtÞ
sampled in discrete time tðt = 1,⋯, TÞ and the EEG signal
rðt, nÞ sampled in EEG channel nðn = 1,⋯,NÞ, assuming
that the auditory processing of mapping speech features to
neural response is a linear time invariant system, the impulse
response wðτ, nÞ of the forward system can be used to
describe the system, as shown in the following formula:

r t, nð Þ =〠w τ, nð Þs t − τð Þ + ε τ, nð Þ, ð1Þ

where εðτ, nÞ represents the system residual. Impulse
response wðτ, nÞ can be regarded as a set of temporal spatial
filters, called TRFs. When solving TRFs, the inverse correla-
tion method and ridge regression strategy can be used to
solve the ill posed problem encountered in matrix inversion,
see the following formula:

w = STS + λM
� �−1

STr: ð2Þ

The matrix S ∈ RT×τwin is composed of the delay sequence
of speech time domain envelope s ðtÞ, and τwin is the delay
length; matrix r ∈ RT×N is multichannel EEG data; matrix
M ∈ RTwin×τwin is regularization matrix; λ is a ridge parameter,
which can be optimized by cross validation. The optimiza-
tion index is the correlation coefficient (Pearson correlation
coefficient) between the predicted EEGr̂ðt, nÞ and the real E
EGrðt, nÞ.

Similar to the forward system, if the system inversely
mapped fromEEG to speech time domain envelope is also a lin-
ear time invariant system and its impulse response is gðτ, nÞ,
the system can be described by formulas ((1))–((3)):…∗as the
following formula

ŝ tð Þ =〠〠r t + τ, nð Þg τ, nð Þ: ð3Þ
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ŝðtÞ represents the reconstructed speech time domain enve-
lope, which can be regarded as linear regression of speech time
domain envelope. Impulse response gðτ, nÞ is also a set of spa-
tiotemporal filters, which integrates the neural response of spe-
cific delay τ and then sums the integrated signal between
channels to obtain the reconstructed speech time domain enve-
lope. The filter is also called a decoder. The solution of the
decoder is similar to that of TRFs, as shown in the following for-
mula:

g = RTR + λM
� �−1

RTs: ð4Þ

The matrix R ∈ RT×N−τwin is composed of the delay
sequence of multichannel EEG data rðt, nÞ, and τwin is the
delay length; matrix s ∈ RT×1 is the time domain envelope of
speech; matrix M ∈ RN−τwin×N−τwin is the regularization matrix.
The ridge parameter λ can be optimized by cross-validation.
The optimization index is the correlation coefficient (Pearson
correlation coefficient) between the reconstructed speech enve-
lope ŝðtÞ and the actually noticed speech envelope sattðtÞ, which
is called reconstruction accuracy.

3.2. Speech Time Domain Envelope and Time-Varying
Mouth Area Calculation of Sensor Equipment. For each clean
speech signal, we first filter the speech signal by band
through the bandpass filter bank (a total of 8 frequency
bands). The center frequency of the bandpass filter bank is
evenly distributed on the equivalent rectangular bandwidth
(ERB) scale of 150–8000Hz.

The relationship between ERB scale and frequency Fi
(kHz) is shown in the following formula:

ERBN number = 21:4 log104:37Fi + 1, ð5Þ

where Fi represents the passband center frequency of the
i ði = 1,⋯,NÞ th filter. The output xiðtÞ of each filter is
Hilbert transformed to obtain the analytical signal HðxiÞ.
Considering the nonlinear compression characteristics of
the cochlea, we further model and compress the HðxiÞ (0.3
power) and conduct 8Hz low-pass filtering to obtain the
speech time domain envelope eiðtÞ of the corresponding fre-
quency band, as shown in the following formula:

ei = LP H xið Þj j0:3� �
, ð6Þ

where LPð•Þ represents low-pass filter operator. Finally, the
speech time domain envelope e ðtÞ can be obtained by aver-
aging the speech time domain envelope of all frequency
bands, as shown in formula (7). For the convenience of writ-
ing, we will abbreviate it as speech envelope later.

e = ∑i=1
N ei
N

: ð7Þ

The manually set features contain people’s prior knowl-
edge of the main features of the signal, but they cannot reflect
all the features of the signal, such as the slope and small fluc-
tuation of HEOG signal in the impulse process. Therefore,

this paper further takes the heog signal waveform as the
input and uses the DNN classifier in the sensor technology
to automatically learn and extract the features related to
the scanning angle in the signal. Considering that the
time-domain characteristics of HEOG signal are most
related to the scanning angle, and the cyclic neural net-
work based on long short-term memory (LSTM) structure
has good time series analysis ability, we use the classifier
based on LSTM network. Because the signal waveform in
this task is relatively simple, we use the cascade structure
of single-layer LSTM (number of neurons: 64), single-
layer fully connected network (FCN) (number of neurons:
12), and softmax classifier to map the HEOG waveform
(sequence length is 160, corresponding to 5 s) to the scanning
angle label.

In the training of LSTM, we use multiclassification cross-
entropy as the loss function. Assuming that the one hot code
of the sample category label is y = ½y1, y2,⋯, yc�, and the pre-
diction result of the LSTM classifier is ŷ = ½ŷ1, ŷ2,⋯, ŷc�,
where C is the number of categories, the loss function is
shown in the following formula:

LossCE = −〠
i=1

c

yi log ŷið Þ = − log ŷcð Þ: ð8Þ

3.3. Fusion Technology of Auditory Attention Decoding and
Auditory Attention Conversion Detection Method of Sensor.
We can match the output of AAD method based on auditory
selective attention neural mechanism (measured by EEG)
with the auditory attention object of the listener, but the
accuracy of linear decoding algorithm currently used is
low and the detection delay of attention conversion is large
(5–10 s).

Because the advantages and disadvantages of AAD and
aad methods are complementary, the visual behavior-based
aasd method (measured by heog and NEMG) has low alarm
leakage rate and small detection delay (<2 seconds), but its
output can only reflect the conversion of auditory attention
and cannot correspond to the object of auditory attention.
Therefore, this paper puts forward some “early warning
and correction” strategies. Aad issues early warning to
AAD. The output of the AAD method will be used to guide
the implementation of the AAD method. When line of sight
rotation is detected, the AAD algorithm will be executed
once to detect the auditory attention object; otherwise, the
final detection result will be maintained. This strategy can
significantly reduce the amount of computation of the
AAD algorithm. Aad directs aad to correct the test results.
In order to alleviate the error propagation problem caused
by aad errors, when the line of sight rotation is not detected
for a continuous period of time, the AAD algorithm is exe-
cuted once to compare and correct the new and old detec-
tion results.

Its formal expression is as follows.
That is, when no attention transition is detected in

consecutive M frames, set the correction state cðkÞ to 1.
After calculating the warning and correction state of the
k frame, the AAD operation state pðkÞ, that is, the final
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detection result of the auditory attention object ID ðkÞ, can
be calculated, as shown in the following formulas.

p kð Þ = a kð Þ + c kð Þ, ð9Þ

ID kð Þ =
ID k − 1ð Þ, if p kð Þ = 0,
d kð Þ, if p kð Þ = 1:

(
ð10Þ

Note that the AASD algorithm is the operator v ð∙Þ,
and the AAD algorithm is the operator d ð∙Þ. Boolean
value v ðkÞ is the AASD state of frame k (1 indicates rota-
tion is detected), Boolean value a ðkÞ is the early warning
state of frame k (1 indicates early warning), Boolean value
cðkÞ is the correction state of frame k (1 indicates correc-
tion should be performed), and constant M is the correc-
tion window length; Then, it satisfies the following
relationship formulas:

a kð Þ = v k − 1ð Þ, ð11Þ

c kð Þ = ¬ 〠
i=1

M

v k − ið Þ + 〠
i=1

M

a k − ið Þ
 !

: ð12Þ

In order to solve the problem of gradient saturation,
ReLU activation function is selected in this paper. ReLU
activation function was introduced into neural network
by Nair and Hinton in 2010. It is essentially a piecewise
function, which is defined as follows;

ReLU xð Þ =max 0, xf g =
x x ≥ 0,
0 x < 0:

(
ð13Þ

In this paper, L2 regularization is used as the regulari-
zation method of convolutional neural network model. L2
regularization is a very common model regularization
method in traditional machine learning and deep neural
network models. Two regularization techniques are also
commonly used in depth model to regularize its convolu-
tion layer and classification layer. Finally, the overfitting
phenomenon is avoided by constraining the model com-
plexity of convolutional neural network. Assuming that
the network layer parameter to be regularized is ω, the
form of L2 regularization term is as follows:

L2 =
1
2 λ∥ω∥

2
2: ð14Þ

Among them, λ reflects and controls the complexity of
the regular term. The larger the value, the greater the
model complexity, and vice versa. In the actual use of L2
regular term, the regular term is usually added to the
objective function set in advance, and the overall objective
function is used to complete the error back propagation in
the convolutional neural network model, so as to guide the
training of convolutional neural network model by chang-
ing the regular term. L2 regularization is commonly called
“weight attenuation” in deep learning. In addition, L2 reg-

ularization is also called ridge regression or regularization
in machine learning.

Through the normalization of square difference, the
distribution variance of input and output data can be con-
sistent. The specific formula is as follows:

Var sð Þ = Var 〠
i

n

ωixi

 !
, ð15Þ

where s represents the output result of the layer network
before nonlinear transformation, ω represents the layer
parameters, and x represents the layer input data.

4. Results and Discussion

4.1. Auditory Attention Transition Detection Based on Line
of Sight Rotation Estimation under Sensor Operation. This
section will analyze the signal characteristics of heog,
NEMG, and IMU sensors under the conditions of head fix-
ation and head rotation, respectively, and explore the feasi-
bility of applying these signal characteristics to AASD tasks
by establishing the mapping relationship between these
signal characteristics and the rotation angle of line of sight.
Estimation of line of sight rotation is based on heog under
fixed head. First, the experiment of line of sight rotation
under the condition of fixed head is carried out in this
section. Subjects induced sensor heog by paying attention
to visual stimuli at different horizontal angle positions on
the display. Through the feature analysis of heog signal, we
will design a suitable classification algorithm to estimate
the corresponding line of sight rotation angle. Four subjects
with normal vision or corrected to normal vision (1 female,
age range 22–25 years) participated in the experiment.

The experiment was conducted in the copper mesh
shielded sound insulation room (IAC acoustics) of the
speech and hearing research center of Peking University.
In this experiment, the subject’s head was fixed by the head
support (wearing the sensor at the same time), and there was
a 34.5-inch display (AOC) 0.4m in front of the head. Visual
stimulation is a red dot presented through the display, and
the background of the display is black. The possible posi-
tions of red dots are located in the horizontal area on the
display at the same height as the subject’s eyes. There are five
positions, which are 0° in front of the subject, 45° and 30° to
the left in front of the subject, and 30° and 45° to the right in
front of the subject. During the experiment, the red dot will
only appear at a certain position at any time, and the sub-
jects are required to always look at the red dot. We control
the position change of the red dot to instruct the subjects
to make horizontal scanning behavior, so as to induce heog.
In one trial, the subjects were instructed to produce all 20
saccade behaviors once by setting the position change order
of red dots. At the beginning of each trial, red dots will
randomly appear in one position and continue to appear
for 5 s and then jump to another position and continue to
appear for 5 s. A total of 10 trials were conducted for each
subject. The duration of each trial was 1 minute and 45
seconds. The presentation order of red dots in each trial
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was randomly controlled. At the end of each trial, subjects
will rest for a period of time to ensure sufficient attention.
Before the formal experimental process, each subject should
be trained to be familiar with the stimulation materials and
experimental process. The whole experiment lasted about
0.5 hours for each subject.

4.2. Sensor Data Acquisition and Preprocessing. The record-
ing and storage of sensor heog data are carried out through
the NeuroScan synamps2 system. We used a pair of bipolar
electrodes to record heog, which were placed outside the
eyes. In addition, the midline of the forehead is used as the
ground electrode, and the tip of the nose is used as the refer-
ence electrode. In order to ensure the data quality, the
impedance between electrodes is kept below 5 k0hm. Heog
is amplified (magnification: 20000), online bandpass filtered
(frequency range: 0.15–100Hz) and sampled (quantization
accuracy: 16 bits, sampling rate: 250Hz), and then stored
for offline analysis. The generation and recording modes of
trigger signal are similar to that in Section 3.2 of this paper.
Each time the red dot changes its position, a trigger signal is
generated to facilitate subsequent data preprocessing.

We use Matlab for digital preprocessing of heog signal,
which is similar to previous work. For each test, we succes-
sively extract 20 heog signals according to 20 trigger signals
with a window length of 5 s (0.5 s before the trigger signal to
4.5 s after the trigger signal), corresponding to each saccade
behavior. Because the basic form of heog signal is slowly
changing time-domain fluctuation, and its main compo-
nents are located in the low-frequency band, the signal is
further downsampled to 32Hz, and 10Hz low-pass filtering
and baseline correction is performed. Finally, in order to
ensure that the heog amplitude values of all subjects are
comparable, we normalized all data of each subject within
subject to ensure that the maximum amplitude is 1, and
the minimum is -1 in all heog waveforms of each subject.
Through the analysis of preexperiment, when the starting
and ending positions of rotation are different but the scan-

ning angle is the same (for example, the rotation amount
of line of sight direction is +45° when turning from -45° to
0° and from 0° to 45°), the heog waveform shape is almost
the same. Therefore, we classify the same rotation angle into
one category, and finally, get the heog data corresponding to
12 types of scanning angles.

4.3. Characteristic Analysis of Sensor Heog Signal. The nor-
malized average heog waveform corresponding to 12 types
of scanning angles (Δ = ± 15°, ±30°, ±45°, ±60°, ±75°, and
±90°) is shown in Figure 1 (the error interval represents
the standard deviation, and the red vertical line represents
the time of trigger signal, which is the same later). It can
be seen that in addition to the difference in amplitude, the
heog waveform under each scanning angle is very similar.
After the indication of saccade is given, the amplitude of
heog begins to change significantly after about 0.2 S. At
about 0.4 s, these results show that the extreme value of heog
amplitude is an important feature of heog signal, which is
consistent with previous findings. We further calculated
the amplitude extreme value of each heog signal of each sub-
ject within the 2S segment at the beginning of the signal, and
the average result is shown in Figure 2. It can be seen that
the extreme value of heog waveform increases monotoni-
cally with the increase of rotation angle, indicating that it
can be used as a manually set feature to estimate the change
angle of line of sight orientation.

4.4. Estimation of Line of Sight Rotation Based on Heog
Waveform and DNN in Sensor. The classification accuracy
of the sensor built-in classifier based on heog amplitude fea-
ture is 81:8 ± 2:2%, which shows that the scanning angle can
be better estimated by using heog amplitude feature under
the condition of fixed head. The confusion matrix of classi-
fication results is shown in Figure 3(a). The elements i and
j of the confusion matrix represent the proportion of class
i samples classified to class j, which is the same later. It
can be seen that confusion mainly occurs in the same
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rotation direction and between adjacent rotation angles,
especially between +60° and +45° and -60° and -45°, which
is consistent with the trend in Figure 2. This shows that
the spatial resolution of heog using amplitude features is still
limited.

The classification accuracy based on heog waveform and
LSTM classifier is 90:9 ± 2:0%, which is significantly higher
than that of the sensor’s own classifier. The confusion matrix
of classification results is shown in Figure 3(b), and it can be
seen that the degree of confusion is significantly reduced.
This shows that compared with manually setting the feature
(i.e., the amplitude extreme value of heog), the time-domain
feature automatically learned after LSTM network enhance-
ment reflects the information related to the scanning angle
more finely and comprehensively and can be used as an
enhanced version of the sensor.

4.5. Estimation of Line of Sight Direction Rotation of Sensor
Based on HEOG and NEMG under Head Rotation. For
example, although the algorithm using heog to estimate the
scanning angle has achieved high accuracy under the condi-
tion of fixed head, the performance of the algorithm will be
significantly reduced under the condition of head rotation.
This is because under the condition of head rotation, the
change of line of sight orientation no longer depends only
on saccade, but also on head rotation, and the strategies of
the two kinds of behavior are variable. In this experiment,
subjects can perform natural saccade and head rotation
when completing the task of line of sight rotation. We will
use heog and NEMG to measure saccade and head rotation,
respectively. By analyzing the characteristics of several
sensor signals, a suitable classification algorithm is designed
to estimate the corresponding line of sight rotation angle.

17 subjects with normal vision or corrected to normal
vision (4 women, age range 21–28 years) participated in
the experiment. All subjects ignored neurological diseases.
The experimental process has been approved by the institu-
tional review committee of Peking University, and the
informed consent of each subject has been obtained. The
experiment was conducted in the copper mesh shielded
sound insulation room (IAC acoustics) of the speech and

hearing research center of Peking University. The subjects
(with sensors) had a 17-inch display (DELL) at 0.85 meters
on the left and right in front of them. Visual stimulation is
a red dot presented by the two monitors, and the back-
ground of the monitors is black. The possible positions of
red dots are located in the horizontal area on the display at
the same height as the subject’s eyes. There are six positions
in total, three of which are 45°, 30°, and 15° to the left in
front of the subject, and the other three are 15°, 30°, and
45° to the right in front of the subject. During the experi-
ment, red dots will only appear at a certain position of a
display at any time. The subjects were asked to always turn
their eyes towards the red dot. We instructed the subjects
to turn their eyes by controlling the position change of the
red dot. Before the change of position, the subjects were
asked to minimize head movement and other body move-
ments. When the transition occurred, the subjects were
allowed to perform natural saccade and head rotation. In
this experiment, in order to ensure that the subjects have
obvious saccade and head movement behavior, the position
of the red dot will only change between the two displays.
We have set up a total of six line of sight orientation changes
with different start and end positions: ±30°, ±60°, and ±90°
(corresponding to -15° to +15°, +15° to -15°, -30° to +30°,
+30° to -30°, -45° to +45°, and + 45° to -45°). In one trial,
the red dot is continuously converted between two fixed
positions for 40 times. The duration of continuous presenta-
tion at a certain position is still 5 s, and the duration of each
trial is 3 minutes and 40 seconds. Therefore, two of the six
line of sight rotation occurred in one trial, 20 times each.
A total of 3 different trials were conducted for each subject
to produce all six gaze orientations. At the end of each trial,
subjects will rest for a period of time to ensure sufficient
attention. Before the formal experimental process, each sub-
ject should be trained to be familiar with the stimulation
materials and experimental process. The whole experiment
lasted about 0.25 hours for each subject.

4.6. Characteristic Analysis of HEOG, NEMG, and IMU
Signals in Sensor. In this section, the extreme value of heog
waveform is still used as a manually set feature to estimate
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the change angle of line of sight. When the line of sight
rotates, different from the slow fluctuation of heog signal,
NEMG signal will show obvious amplitude change in con-
tinuous and rapid neural discharge mode. It can be seen that
the relationship between NEMG amplitude change trend
and head rotation direction is expected, that is, within 1 s
after head rotation, NEMG amplitude of contralateral SCM
will increase and remain stable, while NEMG amplitude of
ipsilateral SCM will decrease and remain stable. Therefore,
the amplitude change of NEMG is its most significant signal
feature. This characteristic will be described by calculating

the short-term energy of NEMG signal. Figure 4 shows the
normalized average heog waveform under head rotation. It
can be seen that the heog waveform is similar to the heog
waveform under the condition of fixed head.

We calculate the root mean square (RMS) of the signal
to represent the signal energy and select the frame length
of 0.1 s and the frame shift of 0.05 s. On this basis, the
short-time energy of each NEMG is normalized, and the
average short-time energy in the first 0.5 s is classified as 1.
Figure 5 shows the change of normalized NEMG short-
time energy with time under various line of sight rotation
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angles. It can be seen that after the indication of line of sight
rotation is issued, the NEMG short-time energy of the oppo-
site SCM begins to change significantly after about 0.1 s,
reaches the extreme value at about 0.4 s, and then remains
at a high level, while the NEMG short-time energy of the
ipsilateral SCM has little change. Similar to the trend of
HEOG, the increment of NEMG short-time energy value
increases with the increase of line of sight rotation angle.
The results show that the extreme value of short-term energy
can be used as a manually set feature to estimate the change
angle of line of sight orientation.

We further analyze the differences between the results of
different classifiers. It can be seen that under all input condi-
tions, the accuracy of FCN classifier is not different from
that of the sensor’s own classifier, which may be because

the network structure of FCN is relatively simple, and its
automatically extracted signal features are similar to those
set manually. Under all input conditions, the accuracy of
LSTM classifier is the lowest, which may be because there
is certain noise interference in the sensor signal under the
condition of head rotation, and LSTM network is sensitive
to the time information in the signal waveform, so its ability
to extract features will be disturbed by noise. This also
explains that the accuracy of univariate heog input (49.3%)
is significantly lower than that in head fixation experiment
(90.9%). Under the condition of univariate input, the perfor-
mance of digital optimization classifier is similar to that of
SVM and FCN classifier. Under the two bivariate input con-
ditions, the performance of digital optimization classifier is
the best, which is 72.6% (HEOG and NEMG) and 93.3%
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(HEOG and IMU), respectively, indicating that digital opti-
mization has better feature extraction ability than FCN and
LSTM. This may be because the convolution kernel can
observe the signal waveform in a certain time window at
one time and has stronger ability to integrate the features
between channels, so it reduces the possibility of noise inter-
ference to the digital optimization classifier. The confusion
matrix of digital optimization classification results under
two bivariate input conditions is shown in Figure 6, and
the confusion mode is similar to the classifier provided by
the sensor. The results also show that the algorithm can cor-
rectly judge the rotation direction under the condition of
bivariate input. Compared with IMU, NEMG has poor reso-
lution when measuring head rotation behavior.

In general, these results show that under the condition of
audio-visual matching, the Los rotation estimation based on
heog and NEMG can more accurately reflect the informa-
tion related to auditory attention conversion, such as rota-
tion time and rotation angle. Considering that the AASD
task does not require accurate line of sight rotation angle
information, we can reduce the line of sight rotation angle
estimation to line of sight rotation detection, that is, the
rotation label output by the classifier (class 7: 0°, ±30°,
±60°, and±90°) is changed to rotation label (class 2: rotation,
no rotation), so that while meeting the requirements of
AASD task, the advantage of low detection delay (2 s) is also
retained. Based on this change, this section will continue to

explore the feasibility of AASD task based on line of sight
rotation detection.

Based on the results in Figure 7, after remapping the out-
put label of the classifier into rotation (±30°, ±60°, and±90°)
and nonrotation (corresponding to 0°), the experimental
results of AASD task can be obtained, and the confusion
matrix is shown in Figure 8. It can be seen that when two
variables heog and NEMG are input, FCN is easier to
misjudge the rotation condition as no rotation than digital
optimization classifier (FCN: 6.3%, digital optimization:
3.1%) (see Figure 9). This missing alarm means that AASD
algorithm fails to guide the calculation of AAD, which will
affect the detection of auditory attention objects. On the
contrary, false alarm has less impact, because AAD algorithm
can correct it. In order to further quantify the performance of
each algorithm in the AASD task under various input condi-
tions, we calculate three indicators: F1 value, missed alarm
rate and false alarm rate according to the confusion matrix.
F1 value is the harmonic average of accuracy rate (the
proportion of samples divided into positive examples) and
recall rate (the proportion of samples divided into positive
examples). The model can be comprehensively evaluated.
The missed alarm rate is the proportion of the missed posi-
tive cases in all the positive cases. False alarm rate is the
proportion of samples judged as positive cases, which are
actually negative cases. It can be seen that the performance
of the digitally optimized classifier is better, which has higher

68

56

81

83

54

2

0

0 0

0

2

0

01

1

314

21 0 0

0

01

03

1

12

256

2 41

8 69 21

43

–30 –60 –90 +30 +60 +90

–30

–60

–90

+30

+60

+90

–30

–60

–90

+30

+60

+90

FC
N

 cl
as

sifi
er

ro
ta

tio
n 

an
gl

e (
°)

–30

–60

–90

+30

+60

+90

–30

–60

–90

+30

+60

+90

CN
N

 cl
as

sifi
er

ro
ta

tio
n 

an
gl

e (
°)

100
90
80
70
60
50
40
30
20
10
0

%

100
90
80
70
60
50
40
30
20
10
0

%

87

89

95

94

95

1

0

0 0

0

0

0

01

0

04

00 0 0

0

00

02

2

4

86

2 9

12 79 7

5

62

64

94

92

59

1

0

0 0

0

0

0

00

0

05

30 0 0

0

00

02

1

5

2810

4 33

9 65 25

37

89

94

98

98

94

1

0

0 0

0

0

0

00

0

01

00 0 0

0

00

01

1

1

92

0 6

2 88 9

6

HEOG + NEMG
classification result (°)

–30 –60 –90 +30 +60 +90

HEOG + IMU
classification result (°)

–30 –60 –90 +30 +60 +90

HEOG + NEMG
classification result (°)

–30 –60 –90 +30 +60 +90

HEOG + IMU
classification result (°)

Figure 6: Confusion matrix of classification results of sensor with classifier and digital optimized classifier under head rotation condition (%).

9Journal of Sensors



F1 value, lower false alarm rate, and lower false alarm rate
than the FCN classifier. This is similar to the comparison
results of the two classifiers in the previous section, which
proves that in this task, the digital optimization network
has stronger feature extraction ability and is more robust to
noise interference. In addition, although the results when
using bivariate heog and NEMG are still worse than bivariate
heog and IMU on the whole, the gap is not large, especially
the missing alarm rate (both 3.1%) under the condition of
using digital optimized classifier is almost no difference.

The results show that the proposed AASD algorithm based
on heog and NEMG is feasible.

One advantage of the fusion strategy is that it avoids the
EMG artifact interference caused by saccade and head rota-
tion. Figure 10 shows the signal waveforms of EEG, EOG,
and NEMG recorded in a trial with an attention conversion
interval of 15 s. In order to show the interference of EMG
artifact on EEG, we selected some of the most representative
EEG channels for display. They are either closer to the EMG
artifact source in spatial position (for example, FPZ is close
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to the saccade and blink artifact source—eye muscle, T7, and
T8 are close to the head rotation artifact source—SCM), or
they contribute greatly to AAD (for example, FC5 and FC6
are located in the temporal lobe, and Oz is located in occip-
ital lobe). In the channel FPZ close to the eye muscle, obvi-
ous interference from heog and VEOG can be seen; obvious
interference from NEMG can be seen in channels T7, T8,
and OZ close to SCM; FC5 and FC6 channels located in
the temporal lobe may be disturbed by both heog and
NEMG; the channel CZ located at the top of the skull is
hardly disturbed by these artifacts due to its long distance.
In general, almost all EEG electrodes are subject to artifact
interference at the time of saccade and head rotation, so
EMG artifact interference mainly comes from heog and
NEMG induced by saccade and head rotation. In addition,

the delay introduced by their volume conduction through
the head is very small. This shows that the moment when
EEG is disturbed by EMG artifact is the moment when
AASD output is positive. Under the fusion strategy proposed
in this paper, EEG segments interfered by EMG artifact will
not participate in the calculation of AAD, so EMG artifact
interference has no effect on the detection results of auditory
attention objects.

The experimental results of model fine-tuning of CRNN
regression and CRNN classification model under different
decoding window lengths are shown in Figure 10, which
shows the average decoding accuracy (box diagram) and
individual decoding accuracy (scatter diagram) of the data
of 12 subjects. It can be seen that under all decoding window
length conditions, the average decoding accuracy of the fine-
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tuning model is higher than that of the pre training model,
but the improvement is significant only under the condition
of 10 s (t = −3:411, P = 0:006). For the other two window
length conditions, there may be two reasons why the gain
caused by fine tuning is not significant. First, the accuracy
of the pre training model itself is high and has ceiling effect;
second, the classification model mainly relies on the spatial
selective attention feature in EEG, which may have high con-
sistency among subjects, so the pretraining model is also
suitable for new subject data. On the contrary, the gain of
fine tuning on CRNN regression model is significant under
all window length conditions (2 s, t = −3:688, P = 0:004; 5 s,
t = −3:612, P = 0:004; 10 s, t = −3:597, P = 0:004). This may
be because the regression model relies on more complex spa-
tiotemporal features in EEG related to the processing of
audiovisual stimuli, which are less consistent among sub-
jects. For example, different subjects may have different
dependence on visual and auditory stimuli, which makes
their EEG feature space different. It can be seen that com-
pared with the subjects without sensors, the subjects with
digital sensors have obvious advantages in language audio-
visual teaching.

5. Conclusion

Digital sensor replacement equipment has obvious advan-
tages in people’s language audio-visual and oral teaching.
Once in a noisy and complex environment, the effect of lan-
guage audio-visual and oral teaching will decline. The help
of digital sensors can help people improve their ability to
accept information and reduce environmental obstacles. To
some extent, sensor technology will also strengthen people’s
audio-visual response. In addition, daily face-to-face verbal
communication is a scene of audio-visual matching. How-
ever, people’s senses are often disturbed, which affects the
learning in teaching. Under this condition, digital sensors
can be selected to strengthen the processing of the obtained
information, so as to get better learning and teaching results.
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Along with the rapid improvement of the aviation industry, flight density also increases with the increase of flight demand, which
directly leads to the increasingly prominent influence of wake vortex on flight safety and aviation control. In this paper, we
propose a new joint framework—a deep learning framework—based on multisensor fusion information to address the
detection and identification of wake vortices in the near-Earth phase. By setting multiple Doppler lidar in near-Earth flight
areas at different airports, a large number of accurate wind field data are captured for wake vortex detection. Meanwhile, the
airport surveillance radar is used to locate the wake vortex. In the deep learning framework, an end-to-end CNN-LSTM model
has been employed to identify the airplane wake vortex from the data detected by Doppler lidar and the airport surveillance
radar. The variables including the wind field matrix, positioning matrix, and the variance sequence are used as inputs to the
CNN channel and LSTM channel. The identification and location information of the wake vortex in the wind field image will
be output by the framework. Experiments show that the joint framework based on a multisensor possesses stronger ability to
capture local feature and sequence feature than the traditional CNN or LSTM model.

1. Introduction

Airplane wake is a special atmospheric turbulence phenome-
non which occurs in the whole flight process. Jet flow and
wingtip wake are the two main part of airplane wake. To be
more specific, wingtip wake consists of two whirlpools with
opposite rotation directions, which lasts for tens of seconds
to several minutes. In space, airplane wake is a long cylindri-
cal distribution medium target behind the airplane. Gener-
ally, it reaches a hundred times of wingspan at the rear of
the airplane, with a length of several kilometers, which
belongs to a very strong turbulence. In 2004, the Federal
Aviation Administration (FAA) defined wake vortex or
wingtip wake as “Round air mass caused by the movement
of wings in the air during the process of generating lift” (see
Figure 1). When the airplane flies through the clouds, the
water vapor particles will be stirred by a strong air flow,
which looks like a vortex [1–5].

Actually, every airplane creates wake but the strength of
the different airplane type is determined by many factors,
including the weight, speed, wingspan (or rotor design) of

the airplane, and the atmospheric conditions during the
process. Part of the reason for wake generation is the same
as airplane lift [6–8]. Based on the propulsion of the airplane
engine and the configuration characteristics of the wing
surface, the pressure difference will be created when the air
flows through the wing surface. For the reason that the air
pressure of the lower wing surface is higher than that of
the upper wing surface, the lift force is formed. At the same
time, the high-pressure air from the lower surface of the
wing will tumble around the tip of the wing and then get
into the low-pressure air above the wing, forming two
vortices at the rear. However, the structure of the vortex is
small, the two wake vortices will induce each other to
eventually form a horseshoe-shaped vortex.

As the aviation industry has grown, the quantity of
airplanes has increased sharply, which means that the flight
interval between airplanes has been reduced. So the impact
of wake on the flight safety and air traffic control has become
crucial. Another side effect of airplane wake is restricting air-
port throughput. That means that decreased utilization of
airspace and runways will make it impossible to increase
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airport capacity and cause flight delays. In general, the
adverse effects of the wake will damage the aerodynamic
performance of the rear machine. In serious cases, flight
accidents will be triggered, especially in the takeoff and land-
ing, due to the decrease of flight speed and the poor aerody-
namic performance [9, 10].

With the development of navigation technology and
information technology, experts propose that the utilization
of airspace can be improved by reducing the wake spacing of
airplanes. However, the primary task of reducing wake sep-
aration is to detect and identify the wake of the airplane.
The key to solve these problems is to detect and identify
the dissipative characteristics of airplane wake by means of
technology. In order to achieve this, the development of sen-
sor technology and deep learning technology will provide us
with a feasible scheme. The convolutional neural network
(CNN) is considered to be one of the most widely used deep
learning techniques such as target recognition and image
processing, which can provide an idea of accurate eddy cur-
rent identification based on a flow field image. With the
addition of the CNN, the model can identify the flow field
image and locate the wake accurately [11–16]. Concurrently,
the long short-term memory (LSTM) network also has good
performance in sequence feature extraction and data classifi-
cation [17–19]. In addition, with the maturity of detection
equipment technology, lidar has gradually become the most
mature way to study airplane wake due to its high precision
and high accuracy. At the same time, airport surveillance
radar has been applied to airplane detection within the air-
port, which has also been proved to be effective in detecting
and locating airplanes. The fusion of the two sensors can
greatly improve the efficiency and accuracy of the wake loca-
tion [20–31].

Therefore, this paper takes the detection and recognition
of airplane wake in the near-Earth stage as the research con-
tent and detects the wind field in the flight channel of the
airport with the help of Doppler lidar and a surveillance
radar is used to obtain the real-time flight status of the
airplane. Finally, deep learning technology is used to fuse
information of different sensors and realize the accurate
identification and prediction of the wake vortex. Effective
identification of the wake vortex can improve flight safety

and reduce the existing wake interval, so as to ensure flight
safety. It is of great significance to the steady development
of the civil aviation industry to reduce the second flight delay
and relieve the capacity pressure of the airport.

2. Preliminary

As an important basis for studying the dissipation struc-
ture and characteristics of airplane wake, the field wind
field measurement for wake can accumulate a large
amount of measured data, which can be used to better
mine the temporal and spatial characteristics of wake in
different wind fields and through the auxiliary monitoring
of the airport surveillance radar, so as to make the identi-
fication results more accurate, which is of great practical
significance [5, 6, 31–36].

Coherent Doppler lidar is the product of the combina-
tion of traditional radar technology and modern laser tech-
nology, which possesses the characteristics of high range
and angle resolution, accurate position information, strong
antijamming ability, and all-weather operation. Due to
unique four-dimensional scattering distribution, we need
to fully consider the precise change of the tangential velocity
of the wake in space and time and the working characteris-
tics of the lidar. The detection content of coherent Doppler
lidar includes the radial velocity information, signal-to-
noise ratio information, Doppler spectrum, data and other
information. In view of the above requirements, the contin-
uous development of radar technology provides technical
possibility for the field wind field measurement.

In order to obtain the 3D scanning of a complex wind
field and the accurate data of airplane wake, wind3d 6000
coherent Doppler lidar was selected to collect the wind field
data in airports through enough tests (see Figure 2 and
Table 1).

Wind3d 6000 radars were placed in several airports to
detect the wind field changes in the side direction perpendic-
ular to the airplane wake vortices using the RHI scanning
mode. By setting the change period of the pitch angle, we
can get the wind field data image Hk = ðaijÞm×n in polar
coordinates as shown in Figure 3, where aij is the radial

Figure 1: Airplane wake vortex.
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velocity of the wind field in different locations (i = ∂1,
∂2,⋯, ∂m represents pitch angles and j = γ1, γ2,⋯, γn rep-
resents distances to range radar) [37–42].

Meanwhile, the airport surveillance radar can reliably
monitor and track within 75–110 km of the airport and the
flight altitude is less than 6000m which can help coherent
Doppler lidar to better obtain the flight state and airplane
position (see Figure 4).

It is the fact that the data of the RHI wind field detected
by the radar is easily interfered by the external atmospheric
environment and the clutter of the equipment itself, in order
to eliminate the interference of the signal echo in the
transmission and detection process and to strengthen the tail
vortex Doppler characteristics of the data. It is necessary to
preprocess the data and eliminate the useless noise data
and interference data [43–48]. At the same time, the surveil-
lance radar data also needs corresponding spatiotemporal
alignment and filtering.

3. Methodology

According to the characteristics of data generated by a mul-
tisensor, it is obvious that the data is fusion information
composed of regional radial wind speed, wind field parame-
ters, flight status, and airplane positioning. Supposing that it
is necessary to identify the wake vortices in the wind field,
the model needs to possess strong recognition ability for
local features and sequence features.

In this paper, we employ a parallel DL framework—
LSTM and CNN—to capture fusion information in wake
vortex recognition. In this section, we first present a brief
review of the traditional LSTM and CNN.

3.1. LSTM. Long short-term memory (LSTM) networks, a
special RNN network, are designed to solve the problem
of long dependence. The network was introduced by
Hochreiter & Schmidhuber (1997) and has been improved
and popularized by many people. Their work has been
used to solve a variety of problems; until now, it has been
widely used.

The core of LSTM is a cell state, which is represented by
the horizontal line through the cell. Cells are in the same
state as conveyor belts. It runs through the whole cell but
has only a few branches, which can ensure that the informa-
tion flows through the RNNs unchanged.

As a kind of deep learning model, long-term and short-
term memory networks have a chain structure. Time stamps
are used to connect cells, which can effectively enhance the
memory ability of memory cells. Each memory cell is

Figure 2: Wind3D 6000.

Table 1: Radar parameters.

Index item Parameter

Laser wavelength
1.5 μm, invisible, and safe for the

human eyes

Radial detection range 45m~6000m
Radial distance resolution 15m/30m/user setting

Data refresh rate 1Hz~10Hz, −37.5m/s~37.5m/s

Wind speed
measurement accuracy

≤0.1m/s

Scanning servo accuracy
Fixed point/DBS/VAD/PPI/RHI/

Cappi script programming
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Figure 3: Detection principle in polar coordinates.
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controlled by three parts: input gate, forgetting gate, and
output gate. The input gate is mainly responsible for saving
the input vector to the memory cell. In this process, some
information will be deleted selectively by the forgotten door.
After some processing, the new information will become the
input information of the next memory cell and output the
final result through the output gate after several iterations.
The whole process schematic diagram of the LSTM model
is shown in the figure below (see Figure 5).

3.2. CNN. As a convolutional neural network of the feedfor-
ward neural network, the connection mode of its neurons is
inspired by the visual cortex of animals, with the least
number of multilayer perceptron recognition variants. LeNet
is an early convolutional neural network, which is Yann
Lecun’s successful work after many iterations. The convolu-
tion neural network can not only complete the work of the
reading postal code and numbers but also accurately process
images and recognize video data. Among them, the structure
of the convolution neural network is mainly composed of
four parts: the convolution layer, activation function, pool-
ing layer, and fully connected layer.

3.2.1. Convolution Layer. The convolution layer is a kind of
mathematical operation on the input variables. For example,
convolution of variables will produce a third new variable. In
the process of feature extraction, multiple filters are needed
because the weights of different filters and data windows
are different and fixed, so the content of each filter is
different.

3.2.2. Activation Function. The activation function is to
reflect the more complex mapping relationship in the model,
that is, the acquired local features are mapped to the new
feature map. At present, the common activation functions
are sigmoid, tan h, and ReLu. But the convolution layer
usually uses ReLu as its activation function, because it can
reduce the overfitting problem and make the calculation
easier (see Figure 6).

3.2.3. Pool Layer. The pooling layer is a process of sample
discretization, that is, to reintegrate the input sample data
and reduce the dimension without reducing the sample
characteristics. The most common pooling processes use

an abstract form to reduce the number of parameters and
the difficulty of calculation.

3.2.4. Random Deactivation. As an artificial intelligence deep
learning model, it has the advantages that the traditional
model cannot compare; but because of too many parameter
settings, it is easy to lead to model overfitting. When the
problem of overfitting is solved by random deactivation
(dropout layer), it is not necessary to add new constraints
or train more models, only to change the eigenvalue of the
hidden layer to 0 according to a certain proportion.

3.2.5. Full Connection Layer. As a multilayer perceptron, the
all-connected layer refers to the connection between each

Figure 4: Surveillance radar.
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Figure 5: Structure of LSTM.
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Figure 6: Activation function.

Figure 7: Wake vortex image in coherent Doppler lidar.
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neuron in the former layer and each neuron in the latter
layer. At the same time, the full connected layer calculates
the hidden layer of the model through the linear function
and obtains the final output results.

3.3. Combination of CNN and LSTM. Radar data usually
appear in polar coordinates (see Figure 7). Therefore, the
radar image must be accompanied by periodic characteris-
tics and local characteristics. Focusing on the joint recogni-
tion of temporal and image features, the CNN and LSTM,
respectively, show good performance in their respective
fields. Local features will be better captured by CNN, and
temporal features will be more suitable for LSTM. Hence,
we will use a combined structure to recognize the wake vor-
tex by a multisensor.

The spatial features in the radar image will be captured
by the CNN in this paper. Firstly, due to the dimension
requirement of the CNN for input variables, the wind field
matrix produced by one radar scanning cycle will be
expanded to the n × n matrix form which fills in the missing
position with 0 (Hk = ðaijÞm×n ⟶HEk = ðaijÞn×n). Suppos-
ing that we need to recognize the wake vortex in kth wind
field images, the wake vortex will exhibit some special local
characteristics which will trigger a series of wind field evolu-
tion. For these regular local features, the CNN will show a
good learning ability.

In this paper, LSTM is applied to the learning of
sequence features. For the wind field image, when the air-
plane wake is detected in the region, the wind field intensity
around the wake vortex will show an obvious upward trend.

In order to make the model better grasp this trend, this
paper deals with the radar data according to the sequence
characteristic. We can generate the variance sequence of
the radial wind velocity of each radar record point at differ-
ent pitch angles, and these sequences will contain wake vor-
tex characteristics so that the LSTM model can grasp them.

Rk
j =〠

i

aij − EX j

� �2,

Rk = Rk
1, Rk

1,⋯,Rk
n

� �
,

ð1Þ

where Rk is the variance sequence of the radial wind velocity
and j = γ1, γ2,⋯, γn are data record points at different dis-
tances. EXj represents the mean value of radial wind velocity
of record point j at different pitch angles i = ∂1, ∂2,⋯, ∂m.

Furthermore, in order to better integrate airport surveil-
lance radar information, we transform the spatial coordinate
system of the airport surveillance radar into a 200 × 200 grid
network, in which the grid accuracy is 20m, where Mk =
ðbijÞ200×200 represents the airplane positioning matrix.

The applied combination of the CNN and LSTM is used
to capture the spatial features HEk,Mk and the sequence fea-
tures Rk = ðRk

1, Rk
1,⋯Rk

nÞ, where HEk reflects the local change
of regional wind field intensity, Mk can infer the accurate
spatial position of airplane and wake, and Rk represents the
difference characteristics of the wind field sequence. The
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fusion of three spatial and sequential variables can greatly
improve the detection accuracy of the airplane wake vortex.

Firstly, in order to realize the recognition of variable
characteristics, the model will be divided into three channels
for learning. Secondly, we add a full connection layer to
achieve the fusion of local features and temporal features.
Finally, a softmax layer is set to achieve information recogni-
tion and classification (see Figure 8).

4. Experiments and Results

4.1. Datasets. In this paper, the real-time wind field data has
been generated by coherent Doppler lidars which have been
located at Qingdao Liuting Airport (TAO) and Chengdu
Shuangliu Airport (CTU) from Aug 16, 2018, to Oct 10,
2018. In addition, the airport surveillance radar data is also
matched with the wind field data. In particular, various types
of civil airplanes will take off and land at these airports,
which will bring more promotion for the recognition accu-
racy and adaptability of the model.

Due to the low SNR of the echo signal, in order to reduce
the interference of the high-frequency clutter in the sensor
signal and retain the characteristics of the wake vortex con-
tained in the low-frequency signal, this paper uses the dis-
crete wavelet transform to process the signal. The discrete
wavelet basis function is defined as follows:

Ψb,c tð Þ =
1ffiffiffi
b

p Ψ
t − c
b

� �
: ð2Þ

Table 2: CNN parameters.

Layer (type) Parameter

conv2d_1 (Conv2D) 32, 3, 3ð Þ, activation = “ReLu”
� �

max_pooling2d_1 (2, 2)

onv2d_2 (Conv2D) 64, 3, 3ð Þ, activation = “ReLu”
� �

max_pooling2d_2 (2, 2)

conv2d_3 (Conv2D) 64, 3, 3ð Þ, activation = “ReLu”
� �

max_pooling2d_3 (2, 2)

conv2d_4 (Conv2D) 64, 3, 3ð Þ, activation = “ReLu”
� �

dense_1 (dense) 64

dense_2 (dense) 1

Table 3: LSTM parameters.

Layer (type) Parameter

dense_1 (dense) 64

dense_2 (dense) 32
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Ψa,bðtÞ is wavelet basis, b is the scale factor, and c is the
time translation factor.

In this paper, the high-frequency information and low-
frequency information are separated with the wavelet
denoising method:

It can be seen that after denoising, the signal-to-noise
ratio of data has been significantly improved in Figure 9,

which indicates that the data quality after denoising has been
significantly improved.

For airport surveillance radar data, it includes the
airplane flight number, registration number, wake level,
longitude and latitude coordinates, and other parameters.
However, track correlation and track filtering need to be
carried out for all airplanes within the range based on the
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airplane registration numbers, so as to integrate them into
relatively complete and smooth independent tracks.

In addition, the track coordinates and wind field coordi-
nates of each aircraft are spatiotemporal aligned and stan-
dardized to ensure the real-time matching of the track and
wind field.

4.2. Results. In this paper, the dataset will be partitioned into
two parts: the first part is training data (40 days) and the
second part is test data (16 days). The employed CNN-
LSTM with full variables are trained on the training set
and validated on the test set. Meanwhile, two CNN networks
and a LSTM network with the same topology are adopted to
train and test, respectively, where the wind field matrix HEk,
the airplane positioning matrix Mk, and the sequence fea-
tures Rk = ðRk

1, Rk
1,⋯Rk

nÞ are used as the input variable of
CNN and LSTM. The definitions of two models are shown
in Tables 2 and 3 as follows:

Figures 10 and 11 show the learning performance of the
CNN-LSTM, CNN, and LSTM on the training set, where the
training accuracy and validation loss after each training
epoch are recorded for all models. It can be observed that
the training accuracy of CNN-LSTM increases faster than
other models in the initial 5 epochs, and similarly, the train-
ing loss of CNN-LSTM also showed a faster decline rate. The
training results indicate that CNN-LSTM has a higher con-
vergence speed and learning performance than traditional
model frameworks in wake recognition training. In addition,
the training process of the LSTM network is relatively diffi-
cult due to the single information in variables.

In the following model validation process, the CNN-
LSTM shows more excellent recognition ability than other
models for the wake vortex in the wind field, which benefits
from the fusion of sequence features and local features (see
Figures 10 and 11). Moreover, the CNN also shows good
image recognition ability, and on the contrary, the LSTM
has some disadvantages for image features (see Table 4).

5. Conclusions

This paper presents a joint framework to detect and identify
airplane wake vortices in the wind field based on a multisen-
sor. The coherent Doppler radar has been proved to have
excellent performance in the field of wind field detection.
At the same time, airport surveillance radar data is innova-
tively introduced and fused with wind field data, where the
integration of a track enables the model to capture the spa-
tiotemporal variation characteristics of wake vortex easier.
Besides that, the employed CNN-LSTM network can capture
local features and sequence features simultaneously, which is
especially desirable for image recognition with time series

features. Therefore, aiming at the problem of wake recogni-
tion in the wind field, a fusion framework composed of
CNN-LSTM and a multisensor has been regarded as an ideal
solution. To validate the effectiveness of the proposed frame-
work, the wind3d 6000 coherent Doppler radars have been
installed to continuously monitor the wind field changes
over the airport runway in several airports. After the discrete
wavelet denoising, the fusion information from the multi-
sensor is transformed into three input forms of the CNN-
LSTM model—the wind field matrix and the variance
sequence. Through the training and validation of the
CNN-LSTM model, the recognition accuracy of this frame-
work for the wake vortex in wind field reaches 90%, which
is proved to have high practical value and research
significance.

Furthermore, several future work can be considered in
this study. Firstly, the model variables can be further inte-
grated by introducing the time dimension. By combining
the continuous wind field images into a continuous segment,
the spatiotemporal information contained in variables will
be significantly improved. It is worth noting that the deep
learning framework also needs to be expanded on this basis,
which will transform time variables and space variables into
spatiotemporal variables. In addition, the influence factors of
different meteorological conditions and wind conditions on
the wake vortex can be introduced, which may greatly
improve the recognition accuracy of the model.

This method provides a new idea for wake detection
under multisensor and multisource data and innovatively
realizes the real-time fusion and accurate prediction of the
track and wake vortex.
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Table 4: Predictive performance comparison.
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Passive sensing networks can maintain the operation of the network by capturing energy from the environment, thereby solving
the energy limitation problem of network nodes. Therefore, passive sensing networks are widely used in data collection in complex
environments. However, the complexity of the network deployment environment makes passive sensing nodes unable to obtain
stable energy from the surroundings. Therefore, better routing strategies are needed to save network energy consumption. In
response to this problem, this paper proposes an IPv6 passive-aware network routing algorithm for the Internet of Things.
This method is based on the characteristics of passive sensing networks. By analyzing the successful transmission rate of the
network node transmission link, transmission energy consumption, end-to-end transmission delay, and waiting delay of IPv6
packets, the utility evaluation function of the route is obtained. After the utility evaluation function is obtained, the network
routing is selected through the utility evaluation function. Then, the utility value and the deep neural network method are
combined to train the classification model. The classification model assigns the best routing strategy according to the
characteristics of the current network, thereby improving the energy consumption and delay performance of the network.

1. Introduction

The Internet of Things is the expanding application and net-
work extension of the communication network and Internet.
It uses perception technology and intelligent devices to per-
ceive and identify the physical world. It is interconnected by
means of network transmission to complete the functions of
numerical operation, signal processing, and information
mining, so as to realize the information interaction and
seamless connection between people, things and things,
and between people and things, so as to achieve the purposes
of real-time control, accurate management, and scientific
decision-making of the physical world [1, 2]. The applica-
tion range of the Internet of Things in the real world is very
wide, including application fields such as smart home, vehi-
cle network, underwater detection, human health monitor-

ing, and industrial monitoring [3, 4]. The current research
on the Internet of Things mainly revolves around the active
perception network; that is, the nodes of the Internet of
Things are equipped with power supplies by default, and
there is no need to consider the energy problem of the Inter-
net of Things nodes. However, the active perception network
is no longer sufficient to meet people’s actual application
needs. Passive energy supply is an important link to truly
solve the space and time constraints of the Internet of
Things application and realize the large-scale application of
the Internet of Things.

The passive sensing network refers to a network com-
posed of passive sensing nodes. Its nodes are not equipped
with themselves or are not mainly dependent on their own
power supply equipment for power supply, but support their
computing, sensing, communication, and networking by
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obtaining energy from the environment [5, 6]. Since passive
nodes can maintain the operation of the network by captur-
ing the energy of the surrounding environment, they can
adapt to many application scenarios with limited energy
supply and are a very promising network form in the Inter-
net of Things. However, the passive sensing network can
capture the energy of the surrounding environment, but it
does not mean that it can obtain energy supply stably for a
long time. For example, for passive sensing nodes that rely
on optical energy, they will also lack energy in the face of
weak optical signals. Therefore, when selecting network
routes, we still need to pay attention to the transmission
energy loss of the network [7]. Moreover, passive sensing
nodes are often deployed in complex environments to per-
form monitoring tasks, so the network transmission delay
will be relatively high under the influence of environment
and terrain. Therefore, the routing propagation delay of pas-
sive sensing networks is also a problem that needs to be paid
attention to when studying routing protocols.

In the research of the passive network of the Internet of
Things, Hadi et al. proposed a general QoS-aware scheduling
program for passive optical networks. In this research, the
author discussed the service differentiation dynamic band-
width allocation scheme in time division and wavelength
division multiplexing passive optical. In the network appli-
cation, in order to further reduce the computational com-
plexity, the optimized closed-form solution involved in
each scheduling iteration is derived and the transmission
delay is directly included in the scheduling, which effectively
reduces the transmission delay [8]. Li-ting et al. proposed a
passive network architecture of an optical data center with
high throughput and low delay, using passive optical devices
such as an arrayed waveguide grating router, coupler, and
demultiplexer, and gave wavelength allocation and packet
transmission methods for each scale of architecture, with
lower delay and higher throughput [9]. Hong-Chao et al.
propose an opportunistic routing protocol with energy con-
sumption and delay balance in passive sensing networks.
The protocol estimates the expected energy consumption
of the node by analyzing the node communication process,
so that the node selects the neighbor node with low energy
consumption as the forwarding candidate. The protocol
makes decisions by combining the duty cycle information
of the next hop neighbor node of the candidate node, so that
the transmitting node can select the candidate node that can
forward data faster to reduce the delay, so as to achieve the
balance of energy consumption and delay performance [10].

This paper mainly focuses on the routing transmission
energy consumption and transmission delay of passive sens-
ing nodes in the Internet of Things. In the second section,
the successful transmission rate, transmission energy con-
sumption, transmission delay, and waiting delay of IPv6
packets are analyzed, and the utility evaluation function of
routing is obtained. In the third section, a model is trained
by using the method of the deep neural network and the
method of utility value, so that it can select the best routing
strategy for the current network. The fourth section carries
out simulation experiments on the research methods of this
paper and analyzes the results.

2. Node Communication Link Analysis

In the passive sensing network of the Internet of Things, IoT
devices located in the IPv6 network often need to send con-
trol/query commands to specific nodes in the passive sensing
network, and these commands are encapsulated in IPv6 data
packets. For example, the IoT center that performs monitor-
ing tasks can send IPv6 packets to passive-aware network
nodes deployed in complex environments through the IPv6
network to control the corresponding nodes to perform spe-
cific operations. This type of application requires that the
transmission delay and transmission energy consumption
be reduced as much as possible on the premise of reliable
delivery of IPv6 packets. Figure 1 is a schematic diagram of
a 10-node passive sensing network. The IoT node communi-
cates with neighboring nodes within its communication
radius to form a communication link, and there is a process-
ing system in the network as the IoT center through the
communication link sends control/query commands to IoT
nodes.

2.1. Node Link Successful Transmission Rate. Using ðnodei,
node jÞ to represent the communication link between the i
-th Internet of Things node nodei and the j-th Internet of
Things node nodej in the network, the bit error rate of link
ðnodei, nodejÞ is

BREi,j =
1
2π

ð∞
a
e−t

2/2dt,

a =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Pt − Plossð ÞBN

R

r
,

ð1Þ

where Ploss = Pl + 10γ log10ðdi,jÞ + Pt .
Pl represents the power loss per unit distance, Pt repre-

sents the received power threshold of the device, and the
received power threshold of all devices is the same by
default. di,j represents the distance between the i-th IoT
node nodei and the j-th IoT node nodei, and γ represents
the power attenuation coefficient.

In this network, assuming that IPv6 packets are sent
using a dynamic allocation strategy, if Ai,j is used to

Node2

Node1 Node3

Node4

Node7

Node5

Processing system

Node10

Node9

Node8

Node6

Figure 1: 10-node passive awareness network example.
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represent the number of fragments used by node nodei in
link ðnodei, node jÞ, the probability of success that node
nodei successfully transmits a data packet to nodej by link
ðnodei, nodejÞ for

pij = 1 − BREi,j
� �Kv6/Ai, j , ð2Þ

where Kv6 represents the length of the IPv6 packet.

2.2. Transmission Energy Consumption. For passive sensing
networks, IoT nodes maintain the operation of the network
by capturing energy from the environment. For example,
nodes can perceive and capture energy from the surround-
ing environment such as sunlight, temperature, wind, and
RF signals, so as to support the operation of IoT devices
and solve the energy limitation problem of IoT. However,
limited by the comprehensive impact of a complex environ-
ment, nodes cannot stably obtain energy from the surround-
ings for a long time. Therefore, reducing transmission loss
and saving energy as much as possible is an important stan-
dard to evaluate node routing performance for passive sens-
ing networks.

For the energy loss in the transmission link ðnodei, nod
ejÞ, we use Eij to represent the unit transmission loss of the
link, which is expressed as

Eij = α−1e0 + β−1e1D
2
i , ð3Þ

where α represents the transmission loss coefficient, e0 rep-
resents the energy consumption of the node sending or
receiving 1 bit on the circuit, e1 represents the amplifier
energy consumption for sending 1 bit of data under the
communication radius Di of the node i, and β represents
the amplifier loss coefficient.

Then, a coded packet of length s is transmitted, and the
sending energy consumption of node nodei is

Eij
t sð Þ = sEij: ð4Þ

The receiving energy consumption of node nodej is

Eij
t sð Þ = sα−1e0: ð5Þ

Considering that the IPv6 packet adopts a dynamic allo-
cation strategy, it needs to be decoded when Ai,j coded
packets are correctly received, so that node nodej can suc-
cessfully receive a complete IPv6 packet. Therefore, here,
we consider the transmission energy consumption in the
case of successfully receiving an IPv6 packet. If the success
probability ofnodeisuccessfully transmitting a data packet
tonodejthrough theðnodei, nodejÞlink ispij, the total trans-
mission energy consumption of an IPv6 packet from nodei
sending to node j successfully receiving is

∗Eij
t =

Ai,j Eij + α−1e0
� �

pij
: ð6Þ

2.3. End-to-End Transmission Delay. For passive sensing
networks used in emergency scenarios such as disaster mon-
itoring or battlefield environment monitoring systems, the
requirements for link transmission delay are very high.
Therefore, in order to construct a better node route, we also
need to consider the transmission delay problem.

The transmission delay for nodei which transmits a data
packet of length li,j to node node j is

delayij = tp +
li,j
tv

1 + εdi,j
� �

, ð7Þ

where the subscript of li,j means transfer from nodei to nodej,
tp represents the time required for a node to compete for chan-
nels and encode data before sending data packets, tv represents
the transmission rate of unit data, li,j/tv represents the trans-
mission duration, and ε represents the loss factor per unit
propagation distance.

We consider thatAi,jcoded packets need to be correctly
received before they can be decoded and reassembled into
a complete IPv6 packet. According to the successful trans-
mission probability pij of the data packet of the ðnodei, nod
e jÞ link, the delay from sending an IPv6 packet from nodei
to nodej successfully receiving is

∗delayij =
tp + Ai,j/tv

� �
1 + εdi,j
� �

pij
: ð8Þ

2.4. Time Delay of Waiting IPv6 Packets. Because passive
nodes may not be able to transmit IPv6 packets successfully
due to insufficient energy, they need to wait until sufficient
energy is captured from the surrounding environment to
continue to complete the transmission of IPv6 packets.
Therefore, for the transmission process of data packets, we
also need to consider the waiting delay when the remaining
energy of nodes is insufficient.

We assume that the remaining energy of nodei is E
p
i and

that nodei needs to successfully send k IPv6 packets to nodej.
If the remaining energy is insufficient, then the amount of
energy that nodei needs to capture is Ep

ijðkÞ:

Ep
ij kð Þ = k

Ai,jEij

pij
− Ep

i : ð9Þ

The electric energy that a node can obtain from the sur-
rounding environment during the duration t is

Ec tð Þ = δηt, ð10Þ

where δ represents the charging efficiency coefficient of the
node capacitor and η represents the average energy capture
rate of the node.

According to formulas (9) and (10), when the remaining
energy of nodei is E

p
i and k IPv6 packets need to be success-

fully sent to node j, the required waiting delay tij is
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tij =
k Ai,jEij/pij
� �

− Ep
i

δη
: ð11Þ

2.5. Routing Utility Evaluation Function. In order to enable
the selected node routing strategy to comprehensively con-
sider the performance of the link successful transmission
rate, transmission energy consumption, transmission delay,
and waiting delay of the passive sensing network of the
Internet of Things, we adopt an optimal routing evaluation
function to determine the utility value of node routing; a
routing strategy with a higher utility value is more suitable
for the current network. Taking the ðnodei, nodejÞ link as
an example, we express the routing utility evaluation func-
tion as

Qij =
w1pij

w2
∗Eij +w∗

3delayij +w4tij
: ð12Þ

w1, w2, w3, and w4 are the weighting factors of the link
successful transmission rate, transmission energy consump-
tion, transmission delay, and waiting delay, respectively,
which can be specifically set according to the performance
requirements of the network. ∗Eij represents the total trans-
mission energy consumption of the IPv6 packet from the
sending of nodei to the successful reception of nodej, D rep-
resents the delay of the IPv6 packet from the sending of
nodei to the successful reception of nodej, and the transmis-
sion delay calculated by tij includes the required when the
remaining energy of the node is insufficient charging time.

Assuming that the route is ðnode1, node2,⋯,nodenÞ, the
best route evaluation function of the route is expressed as

Q1n =
∑n−1

i=1,j=i+1Qij

n − 1 : ð13Þ

Through the best route evaluation function, we can
determine the utility value Q1n of the route ðnode1, node2,
⋯,nodenÞ. We can choose the node routing strategy accord-
ing to the utility value. The route with the higher utility value
is more likely to be selected as the best routing strategy.

However, currently, there are many routing strategies
for the Internet of Things commonly used. To select the
best routing strategy for the current network through the
utility value method, the amount of calculation involved is
very large. Therefore, in the following chapters, we use the
deep neural network method, using specific network
instances as input, 150 routing strategy IDs as labels, and
the routing strategy ID with the largest utility value as the
true label of the instance, to perform the deep neural net-
work training. After the neural network model is trained,
when a new network instance is inputted, the optimal rout-
ing strategy can be selected without performing utility value
calculation.

3. Routing Selection Based on Deep
Neural Network

A deep neural network (DNN) is a neural network structure
composed of a large number of neurons through an input
layer, an output layer, and multiple hidden layers (usually
at least two hidden layers). DNN has achieved great success
in common tasks such as natural language processing, image
processing, and other major machine learning problems [11,
12]. At present, the research field of the computer network
also uses DNN technology to optimize the network. In the
research of this paper, our node routing is selected by a deep
neural network, and the neural network is trained by intro-
ducing a feedforward deep neural network and back propa-
gation learning algorithm [13, 14]. In a feedforward
network, information flows from the input node to the out-
put node through the network without any feedback/loop
connection. In the back propagation, the network model is
optimized through the gradient optimization algorithm.
The structure of the deep neural network is shown in
Figure 2.

3.1. Neural Network Structure Used. In this algorithm, we
construct the input layer node by taking the number of net-
work nodes, node communication radius, network state,
successful transmission probability of link, transmission
energy consumption, end-to-end transmission delay of path,
and waiting delay of the IPv6 packet as the characteristics of
the instance. Taking the ID number of the optimal routing
strategy corresponding to the example as the real output,
the routing strategy is predicted by constructing the feedfor-
ward propagation from the input layer to the hidden layer
and from the hidden layer to the output layer, and the
parameters are learned by back propagation.

In order to make the constructed deep neural network
play a role in routing selection, we used the characteristics

Input Hidden level Output

i1

i2

in

O1

O2

Om

Figure 2: Deep neural network structure.
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of the data set, and the structure configuration of the con-
structed deep neural network model is as follows:

(1) Network input layer: the nodes of the input layer are
determined according to the feature number of the
data set. The input layer nodes are connected with
the first layer hidden layer nodes, and the activation
function of Relu is used. The form of the Relu func-
tion is as follows:

f xð Þ =max 0,∞ð Þ: ð14Þ

x indicates that the Relu function gets inputted.

(2) Network output layer: the output layer uses the soft-
max function. The softmax function is often used in
the multiclass structure of deep neural networks to
normalize all output results. Each instance can only

belong to one class (that is, a certain routing strat-
egy):

Si =
ei

∑m
i=1ei

, ð15Þ

where ei represents the i-th output result; there arem
outputs in total.

(3) Network hidden layer: we use 8 hidden layers. The
number of nodes in the hidden layer can be adjusted
according to the number of input characteristics of
network instances. All hidden layers use Relu activa-
tion function.

(4) Network loss function: the loss function we use is
“cross-entropy loss.” Cross-entropy loss is very effec-
tive for estimating the loss of multiple classification
methods. The form of the cross-entropy loss func-
tion used is as follows:

H Xð Þ = −〠
n

i=1
p xið Þ log q xið Þð Þ, ð16Þ

where xi represents a specific instance and pðxiÞ rep-
resents the real label. In this article, when the label of
the instance belongs to the real category, pðxiÞ = 1.
When the label of the instance does not belong to
the true category, pðxiÞ = 0. qðxiÞ represents the pre-
diction result after the instance is processed by the
model.

(5) Network optimization method: in this deep neural
network model, we use Adam as the network opti-
mizer. The learning rate is the default learning rate
of the “Adam Optimizer,” which is 0.001.

(6) Number of network iterations: the network model
has been trained for multiple iterations in this article.

(7) Index: the performance evaluation index used is
accuracy. The accuracy rate represents the propor-
tion of the number of correctly classified instances
to the total number of instances.

(8) Verification data: in order to verify the performance
of the model, a verification split of 0.2 is used in this
article; that is, we use 20% of the training data to ver-
ify the network model.

The flow of the entire algorithm is as follows:

(1) Select multiple routing strategies to build a routing
set C

(2) For the data set composed of network instances, the
label of each network instance is a routing policy in
C, and the real label is the routing policy with the
largest utility value of the network instance in C,
wherein the utility value of the network instance is
obtained according to the routing utility evaluation
function of formula (12)
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(3) After obtaining the real label of each network
instance in the data set, the data set is divided into
a training set, verification set, and test set, and is sent
to the deep neural network model for training. The
trained model can select the routing strategy with
the maximum utility value for the network instance
from the routing set C under the condition of a given
network instance

3.2. Data Set Scheme. For the data set used for deep neural
network model training, we use the OMNET++ simulator
to obtain the simulated data set, which contains 50,000
instance samples. Each network instance sample contains

several characteristics of the number of network nodes, node
communication radius, network status, link’s successful
transmission probability, transmission energy consumption,
end-to-end transmission delay of the path, and waiting delay
of IPv6 packets. We equip the entire data set with 150 rout-
ing strategies as the classification result; that is, each network
instance corresponds to an optimal routing strategy as the
true label. The best routing strategy is determined according
to the best routing evaluation mechanism proposed in this
paper, which can make the routing strategy with the greatest
utility value the best routing strategy. The 150 routing strat-
egies include routing with minimum energy consumption,
routing with minimum delay, general IoT node routing algo-
rithms, and heuristic algorithms. The model obtains the best
weights through training, so that when we enter a new net-
work instance, we can base on the number of network nodes,
node communication radius, network status, link’s success-
ful transmission probability, transmission energy consump-
tion, and path. The end-to-end transmission delay and the
waiting delay of IPv6 packets output an optimal routing
strategy.

4. Experimental Simulation Results

Before getting the final usable deep neural network model,
we first analyze the influence of different hidden layers on
the model in the experimental test link, so as to determine
an optimal number of hidden layers. We test the loss and
training time of the model according to the number of hid-
den layers, and test the accuracy of our model under differ-
ent iteration times. We show the results of the model on the
test data set. The deep neural network model adopts the
PyTorch framework and is implemented using Python lan-
guage programming. The PC configuration used in the
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experiment includes NVIDIA GeForce RTX 3080 Ti 12GB
GDDR6 video memory, Intel i9 processor, 32G memory.
Different hidden layers are all experimented on the same
computer. The result obtained is shown in the following
figure.

Figure 3 shows how the training loss of the model
changes with the number of hidden layers. It can be seen
from the figure that the training loss gradually increases after
5 hidden layers. In deep neural networks, the number of hid-
den layers is not as large as possible. Sometimes, using more
hidden layers than required by the model will cause the
model’s classification ability to decrease. Therefore, for this
article, using a 5-layer hidden layer deep neural network to
achieve routing strategy selection will get better results.

It can be observed from Figure 4 that the training time of
the model will increase as the number of hidden layers
increases. Since we set the same number of neurons in each
hidden layer, as the number of hidden layers increases, the
number of neurons will also increase. In a deep neural net-
work, each neuron has a weight, so more neurons will
increase the amount of weight calculation, so the training
time will increase as the number of hidden layers increases.

Figure 5 shows the accuracy of the model on the test set
after training under different iterations of the training set. It
can be seen from the figure that when the training set is iter-
ated to 300 times, the accuracy of the model converges to a
certain value, and then, the accuracy value will not change
significantly.

Through the above experiments, we have determined
that the deep neural network model of this article uses 5 hid-
den layers and only iterates 300 times during the training
process to optimize the model parameters to obtain our final
model results. In order to verify the effectiveness of the
trained model in node routing, we use the trained model
and other algorithms to compare the total energy consump-
tion of routing transmission and the total end-to-end trans-

mission delay. The comparison algorithms are the passive
network multipath routing proposed in the literature [15]
(here, we abbreviate it as PNMR for the convenience of
expression) and the passive label network multihop routing
protocol proposed in the literature [16] (here for the conve-
nience of expression, we referred to it as PTNMT) for com-
parison. Among them, literature [15] conducts network
multipath routing detection from link average delay and
load balancing, and literature [16] considers the problems
of asymmetry of communication links and transmission
interference in passive sensing networks.

We first conducted a comparison experiment on routing
energy consumption. With different numbers of nodes, we
let the system randomly select the source node and the des-
tination node, and then, we let the three comparison algo-
rithms choose the node route by themselves, so that the
source node can successfully transmit the IPv6 packet to
the destination node. Figure 6 shows the total energy con-
sumption of the PNMR method, PTNMT method, and the
method in this paper under a different number of nodes in
the network routing. It can be seen from the figure that as
the number of network nodes increases, the total energy
consumption of the network routing of the three algorithms
continues to increase. When the number of network nodes is
small, the total energy consumption of the routing of the
three algorithms is relatively close. When the number of net-
work nodes increases, the total energy consumption of rout-
ing in this paper will be less, because the deep neural
network model of this paper will select the best routing strat-
egy for the current network to reduce end-to-end transmis-
sion loss.

In another group of comparative experiments, we also let
the system randomly select the source node and destination
node under different number of nodes, then let the three
comparison algorithms select the node route by themselves,
and record the delay time when they successfully transmit
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IPv6 packets from the source node to the destination node.
As can be seen from the results in Figure 7, for Figure 7,
the end-to-end routing delay of the network may increase
with the increase of the number of nodes. This is because
when the number of nodes increases, and the source node
and destination node are randomly selected by the system,
the number of routing hops from the source node to the des-
tination node may need to be more and the delay will be
greater. In Figure 7, we can see that the method in this paper
has less end-to-end routing delay than the other two
algorithms.

The following figure shows the comparison of the aver-
age data packet loss rate of the three algorithms. It can be
seen from the results in Figure 8 that as the number of nodes
increases, the distribution of the average data packet loss rate
of the network will gradually decrease and tend to be flat.
Since the source node and the destination node are ran-
domly selected by the system, when the number of nodes
is small, the probability of link interruption may increase,
resulting in a higher network packet loss rate. From the
comparison of the three algorithms, it can be seen that the
data packet loss rate of the algorithm in this paper is close
to that of the PNMR algorithm, and the packet loss rate of
the PTNMT algorithm is smaller.

5. Conclusions

In the Internet of Things, a passive sensing network can cap-
ture energy from the surroundings through Internet of
Things devices, so as to solve the problem of energy limita-
tion when the Internet of Things is deployed in the field
environment. However, the uncertainty of the field environ-
ment makes the Internet of Things devices unable to capture
stable energy, and node routing still needs to reduce energy
loss as much as possible. Therefore, this paper studies an
IPv6 passive sensing routing strategy selection method for
the Internet of Things, which is aimed at reducing the data
transmission energy consumption and transmission delay
of node routing, and at improving the operation efficiency
of the network. Combined with the method of the deep neu-
ral network, this paper intelligently selects routing strategies
for the current network through an artificial intelligence
model. Simulation results show that the proposed method
can reduce the transmission energy consumption and trans-
mission delay of the network.
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In today’s era, sensing technology has been very developed in the fields of machinery, medicine, safety monitoring, and so on. In
order to be applicable to more fields, new sensing technologies are also evolving. Tactile and sensory states are two important
indicators of human induction to external things. Based on the contact force information between fiber Bragg grating tactile
sensor and human body, this paper uses a new fiber Bragg grating tactile sensing system to study the artistic elements of ink
painting in modern graphic design. Subsequently, the structure and specific performances of the sensor experimental data are
analyzed. With its small volume, low cost, high sensitivity, and good compatibility with the observed body, the new fiber Bragg
grating tactile sensor will not be affected by external electromagnetic interference, various noise signals, complex integration,
and other problems. According to the data observed by ink painters in this paper, the new tactile sensing technology of fiber
Bragg grating can well control the external interference factors. In general, the technology is of great social and practical value.

1. Introduction

Tactile sensing is not only an important function of fiber
Bragg grating sensor but also an important correlation part
between human and robot hand [1]. In order to obtain the
specific strength, temperature, angle, and other information,
tactile sensing is also required, so as to help the robot hand
complete the difficult operation of ink painting. The so-
called fiber Bragg grating sensor is equivalent to the “skin”
of the robot hand [2]. Tactile sensors are widely used in all
walks of life, such as in modern graphic design [3, 4]. In
the past, there were many graphic designers in the modern
graphic design industry, but there was a special lack of tech-
nical talents of traditional ink painting technology [5].
According to relevant water information, the design fees of
graphic designers of ink painting are very high, which can-
not be borne by the general public. In recent years, it has
been learned from relevant news information that the rele-
vant technology of robot hand replacing human work has
been gradually widely used in all walks of life [6]. So far, in
all kinds of large, medium, and small factories using assem-
bly line operation, robots have completely replaced human

manual production, and the completion efficiency is also
very high [7, 8]. However, for the past sensor technology,
the graphic design direction of ink painting studied in this
paper is simply impossible to achieve. In recent years, with
the progress of science and technology, there are more and
more types of sensors. With the emergence of fiber Bragg
grating sensors, robots have also appeared in the field of
modern graphic design to replace human operations [9].
By wearing the sensor on the observation body, the designer
receives the data of strength, temperature, and other aspects
in the graphic design of ink painting and finally applies it to
the machine [10, 11]. Instead of human operation, machines
do not need to consider external abnormal factors, which
improve the use efficiency.

Tactile sensors have evolved many different forms in
recent years [12]. In the past, there were current type, volt-
age type, piezoresistive type, and so on. Ordinary tactile sen-
sors have a lot of problems at the level of electromagnetic
signal interference and signal interference [13]. Compared
with the traditional tactile sensor, the tactile sensor based
on optical fiber technology has better performance in preci-
sion measurement, performance stability, and sensitivity
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[14]. In recent years, there are more and more researches in
polymer optical fiber. Many researchers say that sensors
based on optical fiber technology can indeed promote the
development of science and technology. Then, based on
the above development of tactile sensors, the fiber Bragg
grating sensing technology is proposed [15]. This technology
can accurately observe all kinds of tactile index information
of ink painting graphic designers in design.

Based on the above, the sensor often has the problems of
inaccurate test data, large volume, and high cost. This paper
creatively uses a new fiber Bragg grating tactile sensing sys-
tem to study the artistic elements of ink painting in modern
graphic design. A fiber Bragg grating structure is added to
the fiber Bragg grating tactile sensor. The new FBG (fiber
Bragg grating) tactile sensor is applied to the design of tradi-
tional ink painting. The FBG new tactile sensing structure is
very sensitive to small forces, and strain can be analyzed by
various forces. The new fiber Bragg grating tactile sensor has
the advantages of small volume, low cost, high sensitivity,
and good compatibility with the measured object and will
not be affected by external electromagnetic interference, var-
ious noise signals, complex integration, and other problems.

This paper is mainly divided into three parts. The first
part briefly describes the development of tactile sensing
technology and fiber Bragg grating sensor. In the second
part, the fiber Bragg grating sensor technology is selected
to study the tactile observation of ink painting designers.
First, the sensor structure in tactile observation of ink paint-
ing graphic designers is optimized, and Bragg (FBG) struc-
ture is added. Finally, the overall performance of FBG
tactile sensor is designed and studied. In the third part, based
on the fiber Bragg grating sensing technology, the sensor
structure is analyzed through the tactile information
obtained by the observer. And the results of each perfor-
mance are analyzed.

2. Related Work

Tactile observation of ink painting designers is a part of tac-
tile sensor technology. First, the tactile sensor is used to
observe the tactility of the ink painting designer. Finally,
the observed tactile information is saved. However, in the
process of observing the designer, the intervention of some
external temperature cannot be avoided, such as poor con-
tact, temperature, noise, and other influencing factors [16].
In order to achieve the correct and comprehensive tactile
information, fiber Bragg grating sensing technology has been
used in designers’ tactile observation in recent years [17, 18].
The core content of fiber Bragg grating sensing technology is
to observe the behavior information of the observer in all
aspects. A new tactile sensing structure of FBG is added to
the core technology of this paper. Compared with the nor-
mal fiber Bragg grating sensing technology, FBG new tactile
sensor technology can better observe the detailed data infor-
mation [19]. It is more suitable for the designer to check the
tactile behavior in the process of designing ink painting. In
the new FBG tactile sensor, the performance of the sensor
is also improved and analyzed. Through the design and per-
formance analysis of fiber Bragg grating sensor in sensitivity,

resolution, repeatability, and hysteresis, the tactile observa-
tion of ink painting designers is finally realized.

Sensor technology is mainly used in the field of robot
creation [20]. At the beginning of contact with the sensor,
the fingers are made of composite materials. Finally, after
various experimental tests, the machine fingers in the exper-
iment can grasp objects accurately. The force of grasping
objects is very close to the human force [21]. Up to now,
the robot technology manufactured has always been a global
leader [22]. It can be seen that the use of sensors has pro-
moted the development of intelligent robots.

The application of sensors has a great impact in the field
of medicine. As we all know, the success rate of retinal min-
imally invasive surgery is very high. It is incredible that the
application of sensor technology is added to the probe used
in the operation, which is also the key to greatly improve the
success rate of surgery [23]. According to relevant data, the
research team spent five years studying this technology.
Nowadays, the development of medical technology is also
very mature.

Sensors are widely used in the machinery industry
[24]. The speed of development of the automotive industry
is obvious to all. In the automobile manufacturing indus-
try, Germany uses sensors to simulate manual manufactur-
ing. Through the addition of a manipulator, the speed and
performance of manufacturing various automobile parts
are greatly improved, and a large part of expenses are
saved.

The application of sensors has become more and more
extensive in the past decade. Nowadays, sensing technology
is applied in the research of promoting human sleep. The
sensor itself cannot promote sleep quality. The sensor is
placed under the mattress to detect a series of behaviors dur-
ing human sleep [25]. After analyzing the information
through sensors, we can infer the sleep stage of human
beings. Finally, the data is changed into tracks, and the
switch and volume of tracks are automatically adjusted, so
as to improve the sleep quality. Based on the fiber Bragg
grating sensing system under the sensor, this paper collects
the tactile information of the target person. Then, the FBG
structure is added to the fiber Bragg grating sensing system
to improve the overall performance. Then, put the sample
data into the FBG new tactile sensor for performance test,
and finally, apply the FBG new tactile sensor to the graphic
designer of ink painting.

3. Research on Tactile Observation
Technology of Graphic Designers of Ink
Painting Based on Sensor Technology

3.1. Research on Sensor Structure Design of Tactile
Observation for Graphic Designers of Ink Painting Based on
Sensor Technology. When the FBG sensor receives the influ-
ence of both force and temperature, it will change the wave-
length of the reflection center. The sensor achieves the
sensing effect by collecting the parameter information gener-
ated by the observer and the wavelength of the reflection
center. The fiber Bragg grating sensing experimental
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measurement system includes FBG sensor, PC, mediator,
and other operating software. In this paper, the FBG sensor
is combined with the fiber Bragg grating system. The
demodulation software in the fiber Bragg grating system
transmits the broadband light source to the FBG sensor.
The FBG sensor modulates the light wave after receiving
the light source information. Then, the modulated light wave
is reflected into the fiber Bragg grating demodulation equip-
ment through the sensor, the modulated light wave is
decomposed, and finally, the decomposed light wave is
transmitted to the PC. In short, the whole FBG new tactile
sensor can feel the external parameter information on the
ink painting designer. Finally, the information is trans-
formed into wavelength change. The principle of the whole
sensing system is shown in Figure 1.

As can be seen from Figure 1 is the information trans-
mission process of the whole system of the whole FBG sen-
sor in sensing detection. After designing the overall structure
of FBG sensor, the components are integrated into the new
tactile sensor, and the preliminary design of the whole sen-
sor has been completed. In the whole FBG sensor system,
there is also a major structural basis called fiber Bragg grat-
ing system. The construction diagram of fiber Bragg grating
system is shown in Figure 2.

As shown in Figure 2, the PC accurately controls and
stores various indexes and motion parameters transmitted
by the observer through the sensor. In this way, according
to the experiment in this paper, the parameters generated
by the ink painting designer when designing his works
can be stored on the PC. It can be seen from the above
that the external parameters are formed by the changes
of force and temperature and are also the main factors
that can affect the wavelength change in the grating reflec-
tion of fiber Bragg. Under the condition of temperature
change, the thermal effect and expansion effect of temper-
ature will affect the refractive index and fiber grating
period. The relationship formula between the above tem-
peratures is

dλβ
λβ

= 1
η

dη
dT

+ 1
∧
d ∧
dT

� �
dT: ð1Þ

In this formula, it is assumed that the thermal coeffi-
cient is ε = ð1/ηÞðdη/dTÞ and the expansion coefficient is
α = ð1/∧Þðd∧/dTÞ. The influence formula of temperature
on fiber Bragg grating can be deduced. See the following
equation:

dλβ
λβ

= α + εð ÞdT: ð2Þ

The influence of force on Fiber Bragg grating is mainly
based on the axial and transverse deformation caused by
force on the basis of fiber Bragg grating. Because the opti-
cal fiber will undergo axial deformation when stretched by

force, the transverse deformation can be directly ignored.
Based on the above information, the reflection center
wavelength formula and variable formula are

λβ = 2η∧, ð3Þ

dλβ
λβ

= 1 − Pð ÞεX : ð4Þ

P is the elasto-optic coefficient, and εX is the change of
axial force. Combined with the above equation, the reflec-
tion center wavelength under the action of temperature
and force is expressed as follows:

dλβ
λβ

= 1 − Pð ÞεX + α + εð ÞdT: ð5Þ

With the addition of the technology of the above equa-
tion, the construction of the whole sensor can save more
computation. The research direction of this paper is
mainly based on a series of parameters produced by ink
painting designers when painting. In selecting the types
of sensors for observation, we should not only meet the
conditions of small and portable but also meet the condi-
tions of high performance and low cost. Compared with
various devices, torque force sensing device is a good
choice. The sensor is installed and detected by humans,
as shown in Figure 3.

As shown in Figure 3, by installing the torque force sens-
ing device on the brush, the parameter data can be observed
when the ink painting designer holds the brush to draw. The
sensitivity and resolution of the device are very high, which
is very suitable for detecting more subtle tactile information.
The probability distribution under the torque force sensing
device is shown in Figure 4.

As can be seen from Figure 4, the torque force sensing
device can recognize very small force, which also improves
the tactile perception ability. When the torque force is added
to the FBG tactile sensing system, deformation will occur,
and the sensing element will feel the torque force. The

Temperature
and stress FBG sensor

Measured data

Control signal

Upper computer

Fiber bragg
grating

demodulation
system

Figure 1: Schematic diagram of sensing system.
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wavelength of the whole reflection center will also change, as
shown in the following formula:

M = f Δλβ
� �

; Fz = f Δλβ
� �

, ð6Þ

Δλβ
λβ

= KTΔT + KsΔε: ð7Þ

Based on the above formula, the data generated under
three different observation states are detected. The first tor-
que detection expression is

Δλ1
λ1

= KTΔT + KsΔε1: ð8Þ

The expression of the second reference optical fiber
method is

Δλ2
λ2

= KTΔT: ð9Þ

The expression of the third reference axial force detec-
tion is

Δλ3
λ3

= KTΔT + Ks2Δε2: ð10Þ

In the above formula, the change value Δλ of the reflec-
tion center offset, the initial center wavelength λ, and the
sensitivity K between the torque force and the axial force
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Figure 2: Construction diagram of fiber Bragg grating system.
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are all subjected to stress-strain. After adding different group
forces, the expression of center wavelength minus initial
wavelength is

Δλ1 = λ1 ′ − λ1 ; Δλ2 = λ2 ′ − λ2 ; Δλ3 = λ3 ′ − λ3: ð11Þ

It can be seen from the above formula that in the torque
detection of FBG sensor, in addition to calculating the tor-
que force, the influence of indoor temperature on the sensor
is also very obvious. Due to the constant change of indoor
temperature, the test value is not stable enough. Therefore,
the interference caused by indoor temperature must be elim-
inated. When other conditions remain unchanged, the out-
put signal will drift with the change of temperature. In
order to reduce this phenomenon, a certain algorithm is
adopted to correct the output result to eliminate the influ-
ence of temperature change on the output signal of compo-
nents within a certain range. The reference method of
indoor temperature compensation in this paper is the optical
fiber method. The calculation formula of indoor tempera-
ture compensation effect is

Δλ1
λ1

−
Δλ2
λ2

= λ1 ′ − λ1
λ1

−
λ2 ′ − λ2

λ2
= λ1 ′ − λ2 ′

λ1
= Kε1Δε1:

ð12Þ

From the formula and algorithm of indoor temperature
compensation effect, it can be seen that the principle of tem-
perature compensation is the same as that of axial force
detection. The elimination formula of axial force interfer-
ence is

Δλ3
λ3

−
Δλ2
λ2

= λ3 ′ − λ3
λ3

−
λ2 ′ − λ2

λ2
= λ3 ′ − λ2 ′

λ3
= Kε3Δε2:

ð13Þ

The above two formulas adopt the optical fiber method.
By deleting the interference to temperature in torque force
and axial force, the sensitivity of the new FBG sensor system
is greatly improved. To transmit the torque force to the new
FBG sensor, it is also necessary to bond the sensing element
with the elastic beam. The displacement formula of elastic
beam when receiving small torque force is

Δy = 9πR1/2

2Eht5/2
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R b − tð Þ − 1

4 b − tð Þ2M
r

: ð14Þ

The elastic beam will increase the displacement under
the action of force, which can enable the new FBG sensor
to detect smaller tactile information. Ink painting is a superb
skill. By adding an elastic beam, it can analyze data more
accurately and improve the ability to sense touch.

3.2. Research on Sensor Performance Detection Design in
Tactile Observation of Ink Painting Graphic Designers
Based on Sensor Technology. After the structure of FBG

new tactile sensor is completed, it should be designed and
analyzed according to the indicators of sensing performance.
FBG new tactile sensor carries out 3D printing and tactile
sensing experiment after tactile perception obtained by ink
painting designers. In this design, the new tactile sensing
structure needs to detect the strain of axial force and torque
force when painting with a brush, so it needs the tactile per-
formance index after applying force, respectively. The exper-
imental data show that the new FBG tactile sensor has
excellent performance. This paper mainly studies and ana-
lyzes the performance of sensitivity, repeatability, and hys-
teresis. The above performance is also an important index
to detect the powerful performance of the new FBG tactile
sensor. First, the experiment of strengthening the torque
force is carried out, then the reflected wavelength data shall
be recorded in the torque force interval of one millisecond
per meter, and the wavelength value shall also be recorded.
Use Origin software to fit the data collected by ink painting
designers. Torque force, wavelength value, and change trend
are shown in Figure 5.

As can be seen from Figure 5, the wavelength value in
each torque force gradient is in a stable state. A total of ten
test data points were recorded. After linear fitting of data
points, it can be found that the linearity of the fitted curve
has been greatly improved. Because the indoor temperature
difference of the observer during the test is not obvious
and there is no obvious difference in the fluctuation of the
wavelength value of the above data, it has always been a rel-
atively stable state. The applied linear equation and sensitiv-
ity equation are

YL = ±ΔLMAX
YFS

× 100%, ð15Þ

K = ΔY
ΔX

= dY
dX

: ð16Þ

According to the fitting curve obtained after the experi-
ment, the slope of the fitting curve is the embodiment of sen-
sitivity. By adding the linear equation, the smaller the
linearity of the fitting curve, it is proved that the fitting curve
is more consistent with the actual curve. Finally, the sensitiv-
ity of the sensor can be proved by establishing the relation-
ship between wavelength value, torque force, and axial force.

Repeatability is the degree of difference in the measure-
ment curve repeated several times in the same and single
stroke. In this paper, the tactile observation sample data on
each gradient in the forward and reverse travel are com-
pared. In order to more directly see the trend between the
observed sample data and the standard deviation, a trend
chart is made according to the standard deviation of tactile
data, as shown in Figure 6.

As shown in Figure 6, the red and blue lines represent
the change trend of positive and negative travel, respectively.
The maximum difference is generated at the peak in the vol-
ume data. The equation for repeatability is

YR =
2 ~ 3ð ÞσMAX

YFS
× 100%: ð17Þ
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According to the above formula, Bessel formula is used
for calculation, as follows:

σ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 yi − �yð Þ2
n − 1

r
: ð18Þ

Through the repeated measurement of torque force and
axial force under the same stroke, the repeatability detection
of torque force and axial force performance of the sensor is
finally achieved. In addition to the above two properties,
there is another property called hysteresis. In the torque
force sensing experiment, the performance is calculated by
comparing the maximum deviation value formed by positive
and negative with the full formed output value under the
same torque force gradient. The experiment was also carried
out using the sample data of the designer’s touch. Finally, the

overall change direction of the maximum deviation between
the positive and negative calibration points is obtained, as
shown in Figure 7.

As shown in Figure 7, the maximum deviation value
between gradients appears at the maximum peak, which is
obtained at 6 and 10, respectively. Bring the maximum devi-
ation value into the following formula:

YH = ΔHMAX
YFS

× 100%: ð19Þ

Finally, the hysteresis of the FBG tactile sensor in this
paper can be obtained from the results. Through the com-
prehensive analysis of the above three performance experi-
ments, it can be seen that the sensing performance of the
new FBG tactile sensor is very good.
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4. Analysis of Research Results of Tactile
Observation Technology for Graphic
Designers of Ink Painting Based on
Sensor Technology

4.1. Analysis of Sensor Structure Design in Tactile
Observation of Ink Painting Graphic Designers Based on
Sensor Technology. Based on the design of the sensing struc-
ture in the whole FBG fiber Bragg grating system, the reli-
ability and speed of the FBG fiber Bragg grating
demodulation analyzer for the collection of tactile informa-
tion of ink painting designers can be seen. And the transmis-
sion of data to the PC is very considerable in the process of
wavelength information demodulation. While the designer
applies force to the brush, the fiber Bragg grating demodula-
tor will quickly adjust the reflected center wavelength and
refracted light intensity under different gradients. Finally,
the torque force and axial force are stored under the tactile
information data of the ink painting designer and then
regenerated into the tactile reflection spectrum of the ink
painting designer. The generated reflection spectrum can
reflect the most intuitive result of FBG fiber Bragg grating
system in observing the whole structure under the touch of
ink painting designers. The torque force sensing reflection
spectrum is shown in Figure 8.

It can be seen from Figure 8 that the reflection spectrum
also has different change trends under different torque forces
applied to the new FBG sensor. It is obvious that the dis-
placement of the whole wavelength is also increasing with
the increase of the applied force. Next, by applying axial
force to the designer of FBG new sensor ink painting, the
axial force reflection spectrum is generated, as shown in
Figure 9.

As can be seen from Figure 9, after applying axial forces
of different gradients to the new FBG sensor, with the
increase of axial force, the wavelength displacement will also

increase. Through the above analysis, under the torque force
and axial force applied by the ink painting designer to the
FBG new sensor, the reflected wavelength value will increase
synchronously with the increase of force. The experimental
results also prove that the new FBG sensor achieves the pur-
pose of force tactile sensing of the observation object by add-
ing the new FBG structure.

4.2. Analysis of Sensor Performance Detection in Tactile
Observation of Ink Painting Graphic Designers Based on
Sensor Technology. Based on the multiangle performance
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analysis of the new FBG sensor in the tactile experiment of
ink painting designers, by using the optical fiber analysis
method, the reflected wavelength is processed by difference,
so as to achieve the experimental goal of temperature com-
pensation. In order to further prove the influence of the opti-
cal fiber method on the data of temperature sensing
performance, this paper makes an experimental study on
temperature compensation. The purpose is to prove that
the FBG new sensor system after passing the performance
test can be better applied to the tactile collection of ink
painting designers in different environments. The results
show that temperature compensation can be made by
recording simultaneous interpreting of two identical sensors
in different environmental conditions. Different reflection
spectra and projection spectra in the experiment are shown
in Figure 10.

From Figure 10, we can see that the temperature com-
pensation effect of two simultaneous interpreting sensors is
similar under different environmental changes. Therefore,
the experiment further proves the new FBG tactile sensor
under the reference optical fiber method. The experimental
results show that the new FBG tactile sensor can be applied
to different external environments and can capture the tac-
tile of ink painting designers normally. Therefore, the strain
sensitivity of the whole tactile sensing system is greatly
improved.

5. Conclusion

With the rapid development of science and technology, the
FBG structure sensor is widely used in minimally invasive
surgery, making fine parts, human tactile perception, and
so on. The original ordinary tactile sensor cannot meet the
capture and analysis of small movements at all. There are
often some problems in the sensor, such as inaccurate test
data, large volume, and high cost. After the sensors are used
in various fields, the FBG structure can store and analyze
small actions. Based on the above situation, the FBG struc-
ture is added to the fiber Bragg grating tactile sensor. The

new FBG tactile sensor is applied to the design of traditional
ink painting. The FBG new tactile sensing structure is very
sensitive to small force and can analyze the strain through
various forces. First, the new tactile sensing system is intro-
duced, and the calculation algorithm related to torque force
is added. The resulting difference data reflects the relation-
ship with the FBG structure. The results show by adding
the FBG structure. At the tactile data level, it contains more
data of small forces. In the whole system structure level, the
tactile perception of tactile sensor is greatly improved.
Finally, the system structure is used to test the performance
of the sample data of ink painting designers. In the research,
the torque force and axial force are tested by the reference
optical fiber method. The results show that the new FBG tac-
tile sensor has very sensitive tactile sensing performance. In
the tactile observation of ink painting designers, high-
performance sensing devices can also better sense the occur-
rence of small forces and improve the comprehensiveness of
data. However, the sensitivity of different axial forces of tor-
que force is not discussed in this paper. Therefore, although
the new fiber Bragg grating tactile sensor has very sensitive
tactile sensing performance, the detailed parameters should
be further discussed in the future research to obtain more
mature applications.

Data Availability

The data used to support the findings of this study are
included within the article.

Conflicts of Interest

We declare that there is no conflict of interest.

References

[1] A. Malandra, W. U. Rahman, N. Klimova et al., “Bordetella
adenylate cyclase toxin elicits airway mucin secretion through
activation of the cAMP response element binding protein,”
International Journal of Molecular Sciences, vol. 22, no. 16,
p. 9064, 2021.

[2] K. T. Ehmsen, M. T. Knuesel, D. Martinez, M. Asahina,
H. Aridomi, and K. R. Yamamoto, “Computational resources
to define alleles and altered regulatory motifs at genomically
edited candidate response elements,” Nucleic Acids Research,
vol. 49, no. 16, pp. 9117–9131, 2021.

[3] J. Hörberg, K. Moreau, M. J. Tamás, and A. Reymer,
“Sequence-specific dynamics of DNA response elements and
their flanking sites regulate the recognition by AP-1 transcrip-
tion factors,” Nucleic Acids Research, vol. 49, no. 16, pp. 9280–
9293, 2021.

[4] D. V. Lopez, F. A. H. al-Jaberi, N. D. Damas et al., “Vitamin D
inhibits IL-22 production through a repressive vitamin D
response element in the il22 promoter,” Frontiers in Immunol-
ogy, vol. 12, 2021.

[5] D. Wang, C. T. Guo, X. B. Wan et al., “Identification of amino
acid response element of SLC38A9 as an ATF4-binding site in
porcine skeletal muscle cells,” Biochemical and Biophysical
Research Communications, vol. 569, pp. 167–173, 2021.

1546
0

0.2

0.4

R 
(a

.u
.)

0.6

0.8

1.0

0

0.2

0.4

Tr
 (a

.u
.)

0.6

0.8

1.0

1547
𝜆 (nm)

1548 1549

Seed grating
Regenerated grating

1550 1551

Figure 10: Initial reflection and projection spectrum and reflection
and projection spectrum after data addition.

8 Journal of Sensors



[6] S. Lee, J. Jin, J. Baek, J. Lee, and H. Chae, “Readout integrated
circuit for small-sized and low-power gas sensor based on
HEMT device,” Sensors, vol. 21, no. 16, p. 5637, 2021.

[7] M. Stunnenberg, J. L. van Hamme, A. T. Das, B. Berkhout, and
T. B. Geijtenbeek, “Variations in the abortive HIV-1 RNA
hairpin do not impede viral sensing and innate immune
responses,” Pathogens, vol. 10, no. 7, p. 897, 2021.

[8] Y. T. Tang, Y. Li, Q. Li, K. Sun, H. N. Wang, and Z. R. Qin,
“User input enrichment via sensing devices,” Computer Net-
works, vol. 196, article 108262, 2021.

[9] C. Nnaji and I. Awolusi, “Critical success factors influencing
wearable sensing device implementation in AEC industry,”
Technology in Society, vol. 66, article 101636, no. 66, 2021.

[10] Z. Ouyang, S. Cui, H. Yu et al., “Versatile sensing devices for
self-driven designated therapy based on robust breathable
composite films,” Nano Research, vol. 31, no. 4, 2021.

[11] S. H. Kim, C. G. Wu, W. Y. Jia, Y. N. Xing, and R. S. Tibbetts,
“Roles of constitutive and signal-dependent protein phospha-
tase 2A docking motifs in burst attenuation of the cyclic
AMP response element-binding protein,” The Journal of Bio-
logical Chemistry, vol. 297, no. 1, article 100908, 2021.

[12] S. P. Guo, H. C. Chang, L. S. Lu, D. Z. Liu, and T. J. Wang,
“Activation of kelch-like ECH-associated protein 1/nuclear
factor erythroid 2-related factor 2/antioxidant response ele-
ment pathway by curcumin enhances the anti-oxidative capac-
ity of corneal endothelial cells,” Biomedicine &
Pharmacotherapy, vol. 141, article 111834, 2021.

[13] S. M. Nayak, R. Anjum, J. Husain, H. Dattu, A. Afrooze, and
G. Rahika, “PVA-ZNO nanocomposites thin films for sensing
devices,” Ferroelectrics, vol. 577, no. 1, pp. 221–228, 2021.

[14] S. Farokhimanesh, M. M. Forouzandeh, M. Ebrahimi, and Z. S.
Hashemi, “Metastasis inhibition by cell type specific expres-
sion of BRMS1 gene under the regulation of miR200 family
response elements,” Cell Journal, vol. 23, no. 2, 2021.

[15] Y. Ying, Y. F. Zhang, Y. R. Tu et al., “Hypoxia response
element-directed expression of aFGF in neural stem cells pro-
motes the recovery of spinal cord injury and attenuates SCI-
induced apoptosis,” Frontiers in Cell and Developmental Biol-
ogy, vol. 9, 2021.

[16] M. E. Wimmer, R. Cui, J. M. Blackwell, and T. Abel, “Cyclic
AMP response element-binding protein is required in excit-
atory neurons in the forebrain to sustain wakefulness,” Sleep,
vol. 44, no. 6, 2021.

[17] G. Zhang, E. Anselmo, L. To, and S. Chattaraj, “692-P: preclin-
ical study of a combined insulin infusion and glucose sensing
device (duo),” Diabetes, vol. 70, Supplement 1, p. 692, 2021.

[18] S. Sahu, P. K. Jain, N. Mudgal, and G. Singh, “Glycosuria sens-
ing based on nanometric plasmonic polaritons,”Materials Sci-
ence and Engineering, vol. 1136, no. 1, article 012064, 2021.

[19] G. Zonta, M. Astolfi, A. Gaiardo et al., “Medical parameters of
a sensing device for colorectal cancer preventive screening
through fecal odor analysis,” Electrochemical Society Meeting
Abstracts, vol. MA2021-01, no. 55, 2021.

[20] Q. Zhang, S. L. Koser, and S. S. Donkin, “Identification of pro-
moter response elements that mediate propionate induction of
bovine cytosolic phosphoenolpyruvate carboxykinase (PCK1)
gene transcription,” Journal of Dairy Science, vol. 104, no. 6,
pp. 7252–7261, 2021.

[21] G. A. Giotopoulou, G. Ntaliarda, A. Marazioti et al., “cAMP
response element-binding protein mediates immune-evasion

of KRAS-mutant lung adenocarcinoma,” ERJ Open Research,
vol. 7, no. 84, 2021.

[22] S. Nyembe, T. Ntho, G. Ndlovu et al., “Indium phosphide
nanowires: synthesis and integration into a gas sensing
device,” Sensors and Actuators: B. Chemical, vol. 333, article
129552, 2021.

[23] M. Liu, H. R. Li, L. Bai et al., “Real-time and visual sensing
devices based on pH-control assembled lanthanide- barium
nano-cluster,” Journal of Hazardous Materials, vol. 413, article
125291, 2021.

[24] K. Kim, S. Park, C. Yeo et al., “A sensing device with the optical
temperature sensors-based quad-RX module and a security
module,” Sensors, vol. 21, no. 5, 2021.

[25] C. C. Tu, S. Y.Wu, and Y. H. Tai, “36.1: invited paper: compar-
ison in the performance of passive and active TFT pixel sens-
ing circuits using PIN photodiode as the light sensing
device,” SID Symposium Digest of Technical Papers, vol. 52,
no. S1, pp. 253–256, 2021.

9Journal of Sensors



Research Article
Effect Analysis of Language Education Based on Computer and
Network Sensors

Wang Dandan ,1 Wu Yufei ,1 and Zhu Yanwei2

1School of Foreign Studies, Tangshan Normal University, Tangshan 063000, China
2School of Mathematics and Computational Sciences, Tangshan Normal University, Tangshan 063000, China

Correspondence should be addressed to Wang Dandan; 1212470926@st.usst.edu.cn

Received 8 September 2021; Accepted 20 October 2021; Published 17 November 2021

Academic Editor: Gengxin Sun

Copyright © 2021 Wang Dandan et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Language talent education is an essential education in education, but today’s language talent education needs to be improved
because of the influence of teaching methods and other factors. This paper puts forward an idea of sensor-assisted education.
The sensor is connected to the computer to help improve the language ability and information acquisition ability of the
educated by means of network sensing and try to intelligently classify the relevant languages in language education, so as to
reduce the time for the educated to process information, so as to realize the matching between language and reception. At the
same time, the research also found that the sensors based on computers and networks have the function of intelligently
strengthening the language, and the meaning of expression is simpler and more accurate. By studying the improvement of the
effect of language education based on computer and network sensors, this paper provides a reference for the application of
network sensors in the future.

1. Introduction

A sensor is a new breakthrough in the modernization of edu-
cational means. With the continuous updating of various
instruments and technologies, people try to expand their per-
ception range with its advantages. Sensors, like human “five
senses,” are responsible for information collection. In physi-
cal experiments, they can perfectly integrate sound, light,
force, heat, etc. These perceived physical quantities with elec-
tricity and amplify, transmit, and store them in measure-
ment. Applying the advantages of sensor technology in
physics experiment teaching presents digital experimental
means. The successful examples of physics experiment teach-
ing can show the visualization of physical phenomena and
laws. The key to success in the experiment is to let the stu-
dents “see the phenomenon.” Although physics is science
based on experiments, it is impossible to demonstrate all
the experiments in middle school laboratories. At this time,
the advanced technical means provided by digital sensing
information systems play a very important role. For example,
the effect of interaction is a common phenomenon in life.

How to better understand the characteristics of interaction
force from the law of physics is a teaching difficulty. Tradi-
tional experimental equipment can only measure the magni-
tude relationship of horizontal force with spring
dynamometer, and the error of the result is relatively large.
The advantage of digital sensors is shown at this time because
it cannot provide students with valuable data for analysis. By
introducing the sensor into the teaching of interaction force,
students can clearly record the images of the two forces
changing with time and the relationship between the two
forces in the process of movement by pulling the force sensor
on both sides in the experiment. With the organic combina-
tion of experimental technology and advanced experimental
means, students not only see physical phenomena and sum-
marize physical laws but also arouse their interest in physics,
which is also the key factor of teaching.

The effect of language talent education pays more atten-
tion to the environment. Language teaching will also be
related to learners’ listening. A noisy environment will seri-
ously affect the effect of language talent education. Not only
is the language teaching of teachers easy to be affected but
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also the information received by students is incomplete,
which is not conducive to the communication between
teachers and learners.

At present, intelligent sensor technology is applied in
many aspects, and the characteristic of intelligent sensor
technology is to retain information to the greatest extent.
This feature makes the intelligent sensor be applied to the
analysis of the effect of language talent education. Recently,
the intelligent sensor has derived the function of strengthen-
ing information, which makes educators spend less energy
on communication. With the combination of sensor and
network, language talent education can also be applied to
online teaching.

The first part is the introduction of the research back-
ground. The second part is the research on network sensors.
The third part introduces the related algorithms based on
computer and network sensors. The fourth part is experi-
mental verification. The fifth part is the summary.

2. Related Work

The research of computer and network sensors has been
very extensive, among which the most important is the
transmission function of network sensors. S-mad introduces
the idea of periodic sleep into wireless sensor network trans-
mission for the first time. At the beginning of the protocol
execution stage, nodes are divided into different virtual clus-
ters and enter the sleep state according to different virtual
clusters [1]. After the time synchronization phase, the node
preempts the channel in the way of carrier listening, and
the node that obtains the channel transmits data. However,
because the node sleep time is determined by the virtual
cluster, its sleep cycle is fixed. When the channel preemption
is not successful, the node is still in the wake-up state, which
increases the energy consumption of the network. Therefore,
the T-MACt 22l protocol is improved. The node dynami-
cally adjusts the length of wake-up time in the cycle accord-
ing to the current network data volume, so as to reduce the
idle listening time and avoid energy waste [2]. The above
MAC protocols require nodes to perform synchronization.
The synchronization mechanism generates not only unnec-
essary overhead but also periodic synchronization which will
further increase the network delay. Therefore, the asynchro-
nous low-power detection mechanism is proposed to solve
the above problems. Its basic idea is that the node periodi-
cally wakes up and sends the detection frame, and the detec-
tion frame contains its own sleep plan. When a node receives
the detection frame, it uses the obtained sleep plan to send
data to the node, which will greatly reduce the waiting time
of the sending node, so as to reduce energy consumption
[3–5]. However, this method needs all nodes to send detec-
tion frames continuously, which increases the transmission
cost of the whole network. At the same time, the detection
frames sent by nodes will be received by multiple nodes. If
these nodes wake up at the same time to send data, a large
number of nodes wake up and seize the channel at the same
time, resulting in low network channel utilization in the time
domain. Therefore, the asynchronous low-power detection
mechanism is only suitable for application scenarios with a

small amount of low-power data. In order to overcome the
above problems, B-MAC proposes a low-power listening
mechanism for the first time. Its basic idea is that when a
node preempts the channel, it first compares the currently
measured minimum received signal strength of the sender
with all received signal strengths through exponential
weighted average by evaluating the current channel quality.
When the signal strength of the sender is large, it indicates
that the channel quality is good [6]. Secondly, when channel
competition occurs in the network, in addition to using the
initial back-off algorithm, the node will evaluate the conges-
tion state according to the number of currently competing
channel nodes and select a specific node for transmission
to reduce the degree of network congestion. Finally, when
the node data transmission is completed, the receiving node
returns ACK to increase the reliability of the network. How-
ever, the preamble sequence of B-MAC is too long, which
increases the transmission delay. X-mac proposes to frag-
ment the preamble sequence, and each fragment contains
the destination address information. When the destination
address of the preamble sequence fragment received by the
receiving node is not its own, it will immediately enter the
sleep state. The node sends the fragment preamble sequence
at a certain time interval. If the receiving node matches the
destination address, it immediately returns an ACK to
inform the sending node. The sending node stops sending
the check-in sequence and sends the data to the receiving
node. In this way, the receiving node does not have to wake
up frequently to listen to whether a node sends data. At the
same time, the node adjusts its duty cycle according to the
load in the current network to further reduce energy con-
sumption and network delay [7]. However, the cost of chan-
nel detection is further increased because the transmitting
node needs to continuously send preamble sequence frag-
ments. Especially in low load wireless sensor networks, the
transmission cost ratio is too small to meet the needs of
applications. Therefore, b0x-mac replaces the preamble
sequence fragment with the data packet actually sent by
the node. When the receiving node receives the data packet,
it returns an ACK to the sending node, and other nodes
directly ignore the data packet and turn to sleep. Thus, the
cost of channel competition is further reduced, and the over-
all transmission cost ratio of the system is improved [8].

Although the above MAC layer protocol reduces the
transmission energy consumption of the node to a certain
extent, the duty cycle of the node is usually dynamically
adjusted according to a fixed value or according to the traffic
situation. The duty cycle adjustment method of the MAC
layer protocol is based on the way that the node can transmit
as much as possible, and there is no further description of
adjusting the duty cycle. Therefore, these methods can not
only guarantee the end-to-end transmission delay of nodes
but also increase the duty cycle of nodes, resulting in a waste
of energy. Researchers began to pay attention to the data
transmission mechanism with guaranteed delay and optimal
energy consumption. It was first proposed in wireless net-
works. Assuming that the arrival information of all schedul-
ing packets is known and has the same transmission
deadline, researchers minimize the transmission energy
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under the condition of meeting the transmission delay and
give off-line algorithm and on-line approximation algo-
rithm. Without assuming the network packet rate and chan-
nel statistical characteristics, the average data transmission
energy is minimized under the constraint of ensuring the
average queue waiting delay [9, 10]. However, wireless sen-
sor networks are different from traditional wireless net-
works. Therefore, EDF designs an anticollision delay
guaranteed transmission protocol according to the predic-
tion of wireless sensor network traffic. Rap proposes a prior-
itization method based on packet deadline and distance to
sink node. The end-to-end transmission delay of data
packets is controlled by adjusting the node transmission rate
[11, 12]. Speedpi ensures end-to-end transmission delay by
implementing a unified transmission rate in the whole net-
work [13]. El Khediri et al. proposed a data stream transmis-
sion control mechanism to ensure the transmission delay of
the network [14]. Some scholars have proposed a lazy trans-
mission scheduling mechanism to minimize data transmis-
sion energy in single-hop wireless sensor networks [15]. At
the same time, many articles have studied how to minimize
the transmission energy consumption of the node with the
worst link quality in the transmission path by reasonably
allocating the single-hop data transmission time under the
condition of limited total transmission time based on
dynamically adjusting the constellation point scale in multi-
hop wireless sensor networks [16]. In recent years, some
work has used graph theory to ensure transmission delay.
For example, for minimizing the transmission energy con-
sumption in the process of data collection in wireless sensor
networks, the algorithm of constructing a data collection tree
is based on a greedy algorithm to dynamically allocate chan-
nels [17]. Some scholars have proposed the transmission
scheduling problem to minimize the cost of data collection
and used the connected dominating set to solve the above
problem [18]. Some scholars put forward the transmission
proportion requirements based on data packets and dynam-
ically adjust the value of &amp; (ruler) through the greedy
algorithm to obtain that all data packets meet their own
delay requirements [19]. The node periodic sleep mecha-
nism is still not considered in the delay control problem of
wireless sensor networks. Therefore, the delay control proto-
col combined with the node periodic sleep mechanism has
been studied. In this paper, some scholars use the sleep cycle
of scheduling nodes to control the end-to-end transmission
delay in low-power wireless sensor networks for the first
time. It divides the problem into two subproblems. One is
how to adjust the sleep cycle of nodes; the other is how to
place sink nodes and the number of sink nodes [20].

Edge proposes an energy-efficient end-to-end delay
guaranteed transmission protocol. The protocol is divided
into two parts. Firstly, the minimum energy cost path or
minimum delay path from the node to sink node is found
through energy cost formula EEC and end-to-end delay for-
mula EED. Then, the number of wake-up time slices in the
node cycle is dynamically adjusted to make the single-hop
delay meet the requirements [21]. Therefore, dutycon pro-
poses a method to dynamically adjust the sleep time C in
the node cycle to ensure that the end-to-end delay expecta-

tion of the node meets a certain limit [22]. Some researchers
began to introduce the routing protocol mentioned in wire-
less mesh networks into wireless sensor networks [23]. On
the whole, the research of network sensors is relatively
diverse, but the focus is on transmission. Few sensors take
into account the application of language teaching [24]. This
paper is to explore the effect of language talent education
based on computer and network sensors [25].

3. Method

This paper puts forward the idea of sensor-assisted teaching.
The sensor is connected to the computer to help the edu-
cated improve their language ability and information acqui-
sition ability through network perception and try to
intelligently classify relevant languages in language educa-
tion, so as to reduce the time for the educated to process
information, so as to realize the matching between language
and reception. By studying the improvement of language
teaching effect based on computer and network sensors, this
paper introduces the sensor from three aspects: (1) intelli-
gent recognition algorithm of network sensor language, (2)
sensing related technology based on computer and network
sensors, and (3) introduction to multilayer sensing structure
of network sensors.

3.1. Introduction of Intelligent Recognition Algorithm for
Network Sensor Language. The principle of language intelli-
gent recognition of network sensors is variance normaliza-
tion. The parameter initialization method can well solve
the problem of variance normalization. In this paper, a sen-
sor decoder is constructed using a PIC microcontroller and
assembly language. When configuring parameter initializa-
tion, the parameter initialization method is used to make
the parameter initialization distribution obey Gaussian dis-
tribution, and the network model can be trained after actual
operation.

As shown in formula (1), xi ∈ Rk represents the ith
vocabulary with K dimension in the input statement. Of
course, K is set to 200 in this paper, which means that the
dimension of vocabulary in this paper is 200. After the
words in the input statement are converted into word vec-
tors, they are input to the input layer through superposition
as an input matrix. The i value of xi can be defined according
to the actual situation. In this paper, this value is set to 50,
which means that the input statement is allowed to include
up to 50 Chinese characters:

x 1:nð Þ = x1 ∧ x2∧⋯∧xn: ð1Þ

As shown in equation (2), two parallel convolution cal-
culations require a filter y ∈ Rjk. In this way, when applied
to a window with j words, a new feature will be generated,
which can be calculated by

ai = f y ⋅ xi:i+j−1 + b
� �

: ð2Þ

In equation (2), b ∈ R is the preset offset value and f is
the nonlinear activation function. In the sigmoid type
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function and ReLU function, this paper selects the ReLU
function as the activation function. In this way, for the input
statement, after being processed by the convolution kernel
filter, each window will get a feature map, as shown in

c = c1, c2,⋯, cn−h+1½ �: ð3Þ

It can be seen from equation (4) that c ∈ Rn−h+1; after
that, this paper continues to maximize the pool of the
obtained features, and c′ =max ðcÞ can be obtained as a
new feature of the convolution kernel filter. The purpose of
this is to facilitate the model to process input statements
with different lengths. After the above steps, the input state-
ment can be extracted into a group of features after convolu-
tion processing, and the extracted features become the basis
for the final completion of intention recognition. In this pro-
cess, the size of convolution kernels determines the window
size. Generally speaking, small convolution kernels are
selected, because compared with large convolution kernels,
small convolution kernels can increase the complexity of
the model and help to improve the accuracy of model train-
ing. Second, it can improve the network capacity and mine
more hidden information of the input data. Third, it can
reduce the number of convolution parameters. A cyclic neu-
ral network can be used in the sensor. The cyclic neural net-
work uses the nonlinear function f ð·Þ to convert the input
statement sequence x = fx1, x2,⋯, xNg into a hidden state
output h = fh1, h2,⋯, hNg, where n is the sequence length
of the input statement, and its network calculation unit is
as shown in

ht = f xt , ht−1ð Þ = f Wxxt +Whht−1ð Þ: ð4Þ

The public Zi after heat treatment and the input query
content instruction statement Qi are given, the public Zi is
embedded in the matrix Zu, and the query content instruc-
tion statement Qi is embedded in the matrix Zq, so the pub-
lic Zi and the statement Qi can be converted into a
continuous hidden vector zi1 and qi1. Finally, the coding is
as follows:

hig,z = LSTM wi
g,0, z

i
1

� �
, hig,0 = 0, ð5Þ

hig,q = LSTM wi
g,2, q

i
1

� �
, hig = hig,q: ð6Þ

Formula (7) belongs to the further integration of formu-
las (5) and (6), and hig is the output result obtained by the
short-term and long-term memory network after processing
the ðzi, qiÞ sequence. On the basis that it can represent the
user’s query intention through the ðzi, qiÞ sequence, the
probability distribution of each alternative answer in the
knowledge base to the intention can be obtained:

pi = softmax Zg ⋅ h
i
g + bg

� �
: ð7Þ

In equation (8), Zg represents the linear transformation

matrix and bg represents the corresponding offset, which is
mainly reflected in the matrix embedding of the input query
statement which remains unchanged, but the invisible out-
put hg of the last layer is linearly transformed, and the
results of the linear transformation are the initial input of
the long-term and short-term neural network in this section:

q′ = Zg ⋅ hg + bg: ð8Þ

In equation (8), Zg is a linear transformation matrix and

q′ after linear change is more accurate than the original CC.
In the training process of the long short neural network
model, when using back propagation to calculate the gradi-
ent, hg receives the gradient information from the global
network for updating.

Equation (9) represents the calculation formula after the
user input sentence is converted into a sentence vector. The
sentence is represented by s, and W and V represent the
words and word vectors that make up the sentence, respec-
tively:

S
!
= 〠

w∈S
Vw: ð9Þ

The similarity between the question sentences in the
question answering database and the user input sentences
can be calculated according to

sim S1, S2ð Þ = S1
! ⋅ S2

!

S1
!��� ��� ⋅ S2

!��� ��� : ð10Þ

3.2. Introduction of Sensing Related Technology Based on
Computer and Network Sensors. Network sensing technol-
ogy mainly involves the PMSM method, which is one of
the common methods of network sensors. PMSM itself is a
highly nonlinear structure, and the stator and rotor interact
with each other, so the electromagnetic environment inside
the motor is very complex. Since the magnetic circuit may
have large current during operation, resulting in motor sat-
uration, the sensing conduction equation of PMSM is

ua = Rs ⋅ ia +
d
dt

ψa,

ub = Rs ⋅ ib +
d
dt

ψb,

uc = Rs ⋅ ic +
d
dt

ψc,

8>>>>>>><
>>>>>>>:

ð11Þ

where ua, ub, uc is the phase voltage of three-phase wind-
ing, ia, ib, ic is the current of three-phase winding, Rs is the
equivalent resistance of three-phase winding, and ψa, ψb,
ψc is the corresponding flux linkage of three-phase winding.
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The stator flux linkage equation is

ψa

ψb

ψc

2
664

3
775 =

LAA MAB MAC

MAB LBB MBC

MCA MCB LCC

2
664

3
775

ia

ib

ic

2
664

3
775 + ψf

cos θ

cos θ −
2π
3

� �

cos θ +
2π
3

� �

2
666664

3
777775
,

ð12Þ

where LAA, LBB, LCC is the self-inductance of three-phase
flux linkage, MAB =MBA,MBC =MCB,MAC =MCA is mutual
inductance between two-phase flux chains, ψf is the rotor flux
linkage of the motor, and θ is the rotating electrical angle.

The electromagnetic torque equation is

Tc = −pnψf ia sin θ + ib sin θ −
2
3
π

� �
+ ic sin θ + 2

3
π

� �	 

,

ð13Þ

where pn is the polar logarithm.
The motion equation of the network sensing factor is

J
dωm
dt

= Te − TL − Bωm, ð14Þ

where ωm is the speed of the network motor, J is the
moment of inertia, B is the damping coefficient, and TL is
the load torque.

It can be seen that although the physical meaning of the
mathematical model in the three-phase static coordinate sys-
tem is easy to understand, it is not conducive to the applica-
tion of the motor control algorithm due to the coupling of
motor variables. Similarly, convert the ABC coordinate sys-
tem to α‐β. The process of the coordinate system is called
inverse Clarke transformation, and the transformation for-
mula is as follows:

f A f B f c½ �T = T2S/3S f a f β f0
� �T

: ð15Þ

3.3. Introduction of Multilayer Sensing Structure in Network
Sensor. FCN is the most basic multilayer perceptron struc-
ture in sensor networks. First proposed a regression model
based on FCN. The model uses FCN to reconstruct speech
envelopes from EEG signals in the way of sample-wise pre-
diction. Its network structure is shown in Figure 1. Consid-
ering that the system processing input speech into neural
response is a causal system, and the input of stimulation
reconstruction task is EEG signal and the output is speech
time domain envelope, the reconstructed speech envelope
at time 0 is only related to the neural response after time 0
+ 1, but not to the neural response before time 0. Therefore,
in order to predict the speech envelope value at time 0, FCN
takes the EEG signal in a period of time after time 0 as the
input. In the work of de Tailrez et al., the observation length
of FCN is 27 sampling points, corresponding to 420ms.
After FCN expands all channels of EEG signals within
420ms through one dimension (flatten) and activates two-

layer FCN (number of neurons: 2 and 1), the predicted value
of the speech envelope at time 0 is obtained. When FCN
slides continuously in the time dimension of EEG, the com-
plete speech time domain envelope can be predicted ().
Then, as in the second step of the linear decoding algorithm,
the auditory attention object is determined by correlation
analysis.

The authors conducted AAD experiments on data sets
with only audio stimulation and spatial separation of sound
sources (-45° and 45°). The results show that when the
decoding window length is 10 s, compared with the linear
decoding algorithm, the decoding algorithm based on the
FCN regression model achieves higher accuracy (the accu-
racy is improved by about 20%). In addition, there are three
findings in the experiment: (1) The accuracy of AAD using
correlation coefficient loss function is higher than that using
MSE loss function. This may be because the amplitude scale
of the speech time domain envelope output by the network
may not be fixed, the correlation value is independent of
the signal amplitude, and the MSE value is related to the sig-
nal amplitude. Therefore, the loss function based on the cor-
relation coefficient is better at capturing the consistency
between the change trend of network output and the real
speech envelope. (2) For the DNN decoder, the AAD accu-
racy when using broadband EEG is significantly higher than
that when using narrowband EEG, while there is no signifi-
cant difference in AAD accuracy when using two kinds of
bandwidth EEG for the linear decoder. This result shows
that compared with the linear decoder, the DNN decoder
can use more information in the EEG signal and has stron-
ger ability to describe the system. (3) After visualizing the
weight of FCN, it is found that the neurons corresponding
to the electrode channels of the temporal lobe (correspond-
ing to the auditory cortex) have higher weight, which is sim-
ilar to the temporal and spatial distribution patterns of the
linear decoder. This result shows that the FCN regression
model has certain interpretability. Ciccarelli et al. also used
the above reconstruction model based on FCN regression.
On the experimental data with only audio stimulation and
single-channel presentation conditions, they also found that
when the decoding window length is 10 s, the decoding accu-
racy of the FCN model (64%) is higher than that of the linear
decoding algorithm (59%).
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Figure 1: Flow chart of sensor’s own sensing structure.
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In addition to the above two studies, Nogueira and Dol-
hopiatenko proposed another decoding algorithm based on
the FCN regression model. The difference from the previous
model is that the causality between EEG and speech time
domain envelope is realized by delaying EEG. FCN only
observes the EEG signal at time 0 + τ and then maps it to
the predicted value of the speech envelope at time 0. Its net-
work structure is shown in Figure 2. In the training, the
author also uses the dropout strategy and the loss function
based on the correlation coefficient. In addition, the opera-
tion of batch normalization (BN) is used to speed up the net-
work convergence.

Compared with FCN, CNN is considered to have better
spatial feature extraction ability. Nogueira and Dolhopia-
tenko proposed a decoding algorithm based on the CNN
regression model, which uses the CNN structure to recon-
struct the speech time domain envelope from EEG. Its net-
work structure is shown in Figure 3. Similar to the FCN
model proposed by the author, the causality between EEG
and speech time domain envelope is realized by delaying
EEG. In order to predict the speech envelope value at time
0, CNN takes the EEG signal in a period near time 0 + τ as
the input, which corresponds to the size of the convolution
kernel in the time dimension. CNN used a size of 16 × one
-dimensional convolutions of N , corresponding to 250ms.
In the research using the linear decoding algorithm, it is
found that the receptive field of this length can cover the
most important delay range for speech envelope reconstruc-
tion; our results in this paper are also consistent with this
conclusion. The EEG signal passes through single-layer
one-dimensional CNN (number of convolution cores: 5,
size: 16x). And two-layer FCN (number of neurons: 5 and
1) are activated to obtain the predicted value of the speech
envelope at the time. With the convolution kernel sliding
continuously in the time dimension of EEG, the model can
predict the complete speech time domain envelope, so it
can also be regarded as a point-by-point prediction algo-
rithm. Then, as in the second step of the linear decoding
algorithm, the object is noticed through correlation analysis.
In the model training, the author also uses the dropout and
batch normalization strategy, as well as the loss function
based on the correlation coefficient. The experimental results
on the same data set show that when the decoding window
length is 10 s, the decoding algorithm based on the CNN
regression model only achieves about 50% accuracy, which
is equivalent to the opportunity level. This shows that the
model does not learn the mapping relationship between
EEG and speech time domain envelope, which may be due
to the unreasonable implementation of the causal system.

4. Results and Discussion

4.1. Results and Discussion of the Decoding of Language by
Sensors. In fact, there are 6 stimulation conditions
(3 spatial separations × 2 auditory attention switching intervals
). There is little difference between the decoders trained under
the two auditory attention conversion intervals, so the AAD
task uses the decoder jointly trained by all the data in the
training set. At 90°, the masking release effect caused by

spatial separation is the strongest, so its reconstruction accu-
racy is the highest. However, for 30° condition, although it
has weaker masking release effect than 60°, the reconstruction
accuracy is higher. This may be because the subjects have less
language behavior, less EMG artifacts, and less interference
with AAD at 30°, which offsets the disadvantage of low
masking release effect to a certain extent. Although the single
factor RM-ANOVA shows that the main effect of the conver-
sion interval condition is not significant (f1215 = 2:139,
P = 0:897, 2 = 0:009), we can still observe that the reconstruc-
tion accuracy (ATT = 0:0763) under the conversion interval
condition of 30 s is higher than that of 15 s ðATT = 0:0729),
which is consistent with the trend that the AAD accuracy
decreases with the decrease of the decoding window length,
as shown in Figure 4.

Then, we use the above decoder to reconstruct the
speech envelope frame by frame (5 s frame length, 1 s
frame shift) for each trial and determine whether the
AAD result of each frame is correct. Figure 5 shows the
continuous decoding results after intertrial average under
six stimulation conditions. The vertical axis in the figure
represents the probability of being determined as speaker
1. The closer the curve is to 1, the greater the probability
that the result of AAD is speaker 1. The closer the curve
is to 0, the greater the probability that the result of AAD
is speaker 2. It can be seen that the change trend of
AAD results after average between trials over time is
roughly consistent with the conversion setting of the atten-
tion object in the experiment (marked by vertical black
dotted lines), but there are also two problems. Firstly, the
accuracy of the algorithm is low; that is, the curve is close
to the position with the longitudinal axis of 0.5; secondly,
the algorithm has a delay of about 5–10 s; that is, the algo-
rithm can stably judge that the attention object of the
speaker has changed after about 5–10 s. These experimental
results show that in the auditory selective attention task
with language matching conditions and attention conver-
sion, the EEG-based AAD method can be used for lan-
guage attention object detection, but the accuracy is low
and has obvious algorithm delay (about 5–10 s). This is
mainly because the “linear system” assumption based on
the linear decoding algorithm is too simplified, and the
modeling ability of the mapping relationship between
EEG signal and speech time domain envelope is limited.
Nonlinear modeling can be used to solve this problem.

4.2. Application of Classifier in Sensor. As mentioned above,
since the amount of data with a label of 0° in the experimen-
tal data is much higher than that of the other 6 types of
labels, the classification accuracy index will be biased
towards the results of this kind of data. Therefore, we show
the results of FCN and CNN classifiers under various input
conditions through the classification result confusion
matrix, as shown in Figure 6. It can be seen that under all
conditions, the classification accuracy of 0° is the highest
and significantly higher than other rotation angles, because
the data of each sensor is relatively stable under this condi-
tion. The confusion mainly occurs in the same rotation
direction and between adjacent rotation angles, especially

6 Journal of Sensors



1D conv

Dense

1

Ti
m

e

…

NEEG aisle

EEG
Speech time domain inclusion

Dense

0
Softmax

Kernal: 5@9 × (N+2) 5@T × 1 5@1 × 1 5 × 1 2 × 1

Average pooling

Figure 2: Flow chart of enhanced perception structure in network sensors.

4 
un

its

4 
un

its

Kernal: 5@16 × N 5@T × 1

1D conv
(cause 

and effect)

Step t

Step T

LS
TM

 ce
ll

LS
TM

 ce
ll

Dense

1 × 1

Time t0

Ti
m

e

t 0

NEEG aisle

ŝ (t)

…

…

…

EEG
Speech time domain inclusion

Figure 3: Flow chart of returning to the enhanced perception structure in network sensors.

0

0.02

0.04

0.06

0.08

0.1

ratt runatt

30°
60°
90°

15s
30s

Pe
ar

so
n’s

 r

0

0.02

0.04

0.06

0.08

0.1

ratt runatt

Pe
ar

so
n’s

 r

Figure 4: Comparison of reconstruction accuracy of network sensors under different language stimulation conditions.

7Journal of Sensors



between +60° and +90° and -60° and -90°. For the two clas-
sifiers, the results of bivariate heog and NEMG are not as
good as bivariate heog and IMU, which also shows that the
effect of using NEMG to estimate head rotation is not as
good as IMU.

We further calculated the continuous line of sight rota-
tion estimation results for each trial in the test set. It should
be noted that after the listener turns the line of sight, the sen-
sor signal of several consecutive frames still fluctuates.
Therefore, note that there is a certain oscillation in the
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Figure 5: Continuous decoding results within a trial of the linear decoding algorithm in the network sensor.
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Figure 6: Confusion matrix of classification results of FCN and CNN classifiers in the sensor (%).
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estimation results of several consecutive frames after conver-
sion. For example, as shown in Figure 6, after an impulse of a
certain polarity occurs, the heog signal will gradually recover
to the initial potential, and the latter process can also be
regarded as a reverse impulse with a small amplitude. When
we extract the signal waveform frame by frame, the forward
and reverse impulse process will be divided into adjacent
frames, so the algorithm may mistakenly classify the reverse
impulse process as reverse line of sight rotation. Therefore,
when calculating the estimation results of continuous line
of sight orientation in the trial, when the estimation results
of two consecutive frames are not 0°, we sharpen them. Set
the smaller absolute value in the estimation result to 0°.
Figure 7 shows the average continuous estimation results
between trials under six stimulation conditions. Taking
FCN classifier and bivariate heog and NEMG inputs as
examples, it can be seen that the classifier can judge that
the line of sight direction has rotated within 2 s after the
attention conversion time (marked by vertical black dotted
lines), and the estimated value output by the classifier
increases with the increase of the spatial separation angle

set in the experiment. In addition, it can also be observed
that at the nonattention conversion time (i.e., the rotation
angle should be 0°), the classifier may also output a rotation
amount of non-0° (corresponding to the first row of the con-
fusion matrix), which may be caused by the fluctuation in
the sensor signal. The results using the CNN classifier show
similar patterns. Under univariate (results not shown) and
bivariate input conditions, the performance of the CNN
classifier is slightly better than that of the FCN classifier,
which is reflected in more accurate estimation of rotation
angle, less misjudgment of nonrotation time, and smaller
error interval. This is because the convolution kernel in the
CNN structure can observe the signal waveform in a certain
time window at one time and integrate the information in
the window, which has stronger feature extraction ability
and antinoise ability.

In general, these results show that under the condition of
audiovisual matching, the Los rotation estimation based on
heog and NEMG can more accurately reflect the informa-
tion related to auditory attention conversion, such as rota-
tion time and rotation angle. Considering that the AAD
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Figure 7: Estimation results of the rotation angle of the continuous line of sight within the trial.
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task does not require accurate line of sight rotation angle
information, we can reduce the line of sight rotation angle
estimation to line of sight rotation detection; that is, the
rotation label output by the classifier (Class 7: 0°, ±30°,
±60°, and ±90°) is changed to rotation label (Class 2: rota-
tion, no rotation), so that while meeting the requirements
of AAD task, the advantage of low detection delay (2 s) is
also retained. Based on this change, this section will continue
to explore the feasibility of the AAD task based on line of
sight rotation detection.

Based on the results in Figure 7, after remapping the out-
put label of the classifier into rotation (±30°, ±60°, and ±90°)
and nonrotation (corresponding to 0°), the experimental
results of the AAD task can be obtained, and the confusion
matrix is shown in Figure 6. It can be seen that when the
bivariate heog and NEMG are input, FCN is easier to mis-
judge the rotation condition as no rotation than the CNN
classifier (FCN: 6.3%, CNN: 3.1%). This missing alarm
means that the AAD algorithm fails to guide the calculation
of AAD, which will affect the language object detection. On
the contrary, a false alarm has less impact, because the AAD
algorithm can correct it. In order to further quantify the per-
formance of each algorithm in the AAD task under various
input conditions, we calculate three indicators: F1 value,

missed alarm rate, and false alarm rate according to the con-
fusion matrix. F1 value is the harmonic average of accuracy
rate (the proportion of samples divided into positive exam-
ples) and recall rate (the proportion of samples divided into
positive examples). The model can be comprehensively eval-
uated. The missed alarm rate is the proportion of the missed
positive cases in all the positive cases. The false alarm rate is
the proportion of samples judged as positive cases, which are
actually negative cases. It can be seen that the CNN classifier
has better performance. It has a higher F1 value and lower
false alarm rate than the FCN classifier. It is proved that in
this task, the CNN network has stronger feature extraction
ability and is more robust to noise interference. In addition,
although the results when using bivariate heog and NEMG
are still worse than bivariate heog and IMU on the whole,
the gap is not large; especially when using the CNN classi-
fier, the alarm leakage rate (both 3.1%) has almost no differ-
ence. The results show that the proposed AAD algorithm
based on heog and NEMG is feasible.

The comparison and fusion of auditory attention decod-
ing and auditory attention conversion detection methods
combines the advantages and disadvantages of the AAD
method based on the auditory selective attention neural
mechanism (measured by EEG) and based on visual
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Figure 8: Continuous decoding results of the CRNN model in the sensor under different stimulus conditions.
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behavior (measured by heog and NEMG) and then puts for-
ward the fusion strategy of the two kinds of methods. How-
ever, in the third chapter, due to the low accuracy of the
linear decoding algorithm, the feasibility of this strategy is
poor. Therefore, several AAD methods based on the DNN
model are proposed to significantly improve the correct rate
of understanding code, which makes the above fusion strat-
egy possible. Therefore, in this section, we will recompare
the performance of AAD methods and explore the feasibility
of the fusion strategy proposed in this paper.

4.3. Research on Enhancement of Sensing Related Technology
in Sensor Networks. Similar to Figure 6, we use the DNN
decoder to perform AAD calculation frame by frame for
each trial in the test set, where the frame length (i.e., decod-
ing window length) is 2 s or 5 s and the frame shift is 50%.
Considering that the classification and regression model
based on the CRNN structure proposed in this paper is
superior to other models in most cases, we will take these
two models as examples for calculation. Figure 8 shows the
continuous decoding results after intertrial average under
six stimulation conditions. The vertical axis in the figure rep-
resents the probability of being determined as speaker 1. The
closer the curve is to 1, the greater the probability that the

result of AAD is speaker 1. The closer the curve is to 0, the
greater the probability that the result of AAD is speaker 2.
It can be seen that compared with the linear decoding algo-
rithm, the decoding performance of the two CRNN models
is significantly improved, and the change trend of AAD
results after average between trials is more consistent with
the conversion setting of the object of attention in the exper-
iment (marked by vertical black dotted lines). In addition,
the CRNN classification model has better performance than
the CRNN regression model, which is reflected in higher
accuracy and smaller error interval. The decoding perfor-
mance under the condition of 90° spatial separation is better
than the other two angle conditions.

For the CRNN classification model, when the decoding
window length of 2 s or 5 s is used, the model can detect
the auditory attention conversion in time under each stimu-
lus condition, and the algorithm delay is the decoding win-
dow length. For the CRNN regression model, when the
decoding window length of 2 s or 5 s is used, the model can
also detect auditory attention conversion in time. However,
due to its large error interval, the model needs longer time
to achieve stable results. In conclusion, compared with the
linear decoding algorithm, the AAD algorithm based on
the CRNN model has higher accuracy and lower algorithm
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Figure 9: Continuous decoding results of the CRNN model in the enhanced sensor.
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delay (about 2–5 s). Based on the above results, this paper
summarizes the advantages and disadvantages of AAD,
and the results are shown in Figure 9. Among them, the
decoding window length is set to 2 s and the correction win-
dow length is set to 5 s. The AAD algorithm uses CNN clas-
sifier and bivariate heog and NEMG input. For the CRNN
classification model, under the condition of 15 s attention
conversion interval, the accuracy of auditory attention object
detection after using the fusion strategy is reduced, and the
accuracy of the initial part of the trial is higher than that of
the second half, mainly because more attention conversion
times will bring more cumulative errors (see Figure 10).

In addition, the decrease of this accuracy rate is greater
than 60° and 90° under the condition of 30° spatial separa-
tion, because the accuracy of AAD itself is low under the
condition of 30° and the algorithm cannot effectively correct
the cumulative error. On the contrary, under the condition
of 90° spatial separation, the AAD algorithm effectively cor-
rects the cumulative error. For the CRNN regression model,
under various stimulation conditions, the results after using
the fusion strategy have been improved, and the model out-
put can achieve stable results faster, reflecting the effective-
ness of the fusion strategy. We can also observe that the
result under the condition of 30 s attention conversion inter-
val is significantly better than 15 s, which also indicates that

the model has the problem of cumulative error. The error
correction ability of the CRNN regression model is weaker
than that of the classification model, which is mainly due
to its low decoding accuracy. In addition, we statistically find
that the fusion strategy significantly reduces the amount of
computation of the AAD algorithm (about 70%), and the
results show that the effect of language talent education
based on computer and network sensors is better.

5. Conclusion

The key of network sensors is information request and
enhancement. Because the sensor method is based on corti-
cal phase-locked response, and the establishment of phase-
locked response takes a certain time, there is a high delay
(e.g., 5–10 s) in the detection of attention conversion using
the sensor method. Under the condition of large interference
of environmental factors, the sensor can play a better role in
information capture. The experiment explores the strength-
ening effect of network sensors on language talent education.
In addition, the accuracy of using the CNN classifier in the
sensor is higher than that of other classifiers, indicating that
the CNN model in the sensor has stronger ability to extract
features from multichannel input signals. These results pre-
liminarily verify the effectiveness of this method.
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Figure 10: Continuous decoding results of the CRNN model in the sensor under the fusion strategy.
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Simultaneously interpreting the influence of sensor signal
types and classification algorithms on the transmission
modes of different sensors, based on this, this paper pro-
poses a fusion strategy of various sensor conduction modes,
which initially verifies the feasibility of the strategy in lan-
guage talent education. However, the research in this paper
only preliminarily verifies the effectiveness of this method.
Because there is no more in-depth data verification on the
ability of the CNN model to extract features from multi-
channel input signals, it needs to be further discussed in
future research.
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Heart rate is one of the important indices to calculate and evaluate the intensity and quality of motion. It can scientifically and
objectively reflect the intensity level of momentum and exercise in the process of exercise. It is an important index of athletic
strength and physical fitness of athletes in college sports training. This paper analyzes the basic metabolic model of the human
body and energy supply and demand model and constructs a scientific energy consumption test model for special sports
activity. An algorithm for heart rate detection and energy consumption based on acceleration data acquisition is proposed.
Therefore, it is proposed to calculate motion acceleration using bone point data obtained from a portable telephone camera
sensor for special sports activity and to calculate kinetic energy consumption through detection data. A model for evaluating
the proposed algorithm is also established.

1. Introduction

In the past, heart rate measurement under exercise was car-
ried out by using heart rate frequency band. This device
needs to install conductive heart rate frequency band in the
chest to collect ECG signals of users and analyze heart rate
[1]. Now, in sports research in China, polar heartbeat band
with high recognition is used [2]. Because the heart rate belt
is inconvenient to wear and the price is high, the physical
training in many colleges and universities is unbearable.
With the popularity of people who value health and devices
that can be installed, the number of people who want to
record their exercise status and heart rate has increased.
Many companies are developing corresponding products.
These new products are almost all in the form of watches.
These products exceed the limit of heartbeat band and greatly
improve the comfort of users. Therefore, rapid development
has been made in recent years. These devices generally use
photoelectric volume pulse wave to measure heart rate, but
the accuracy of heart rate measurement of these devices
during exercise is not very good [3]. For example, like Hua-

wei’s HUAWEI Watch, when the arm is quiet, you can wait
about 11 seconds to get the current heartbeat value. Static
measurements are 2 BPM different from medical devices,
but if the arm is shaken or swung in the test, the test will fail.

In addition, most of these watches have the function of
motion state recognition, which can recognize various motion
states such as running, walking, and rest [4]. The recognition
of this motion state is mostly based on acceleration sensors.
As an auxiliary function of heart rate meter, the recognition
of action state is also the research content of this paper.

With the development of society, people’s cognition of
sports training has changed and new understanding. In
colleges and universities, people have higher requirements for
the effect of physical education teaching and training. After
all, university is the last link and crucial link in personnel train-
ing. Having a healthy and ripped body requires creative think-
ing to strengthen students’ physique in the process of exercise
[5]. The rapid development of the Internet has brought many
positive impacts on all aspects of people’s lives. For example,
we communicate more closely and frequently with foreign
countries through the Internet, and we can shop and entertain
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without leaving home. However, people’s travel activities, exer-
cise, and face-to-face communication are becoming less and
less, which leads to obvious lack of physical fitness and deteri-
oration of physical fitness of college students in China [6].

In order to change this situation, we analyzed the situa-
tion and put forward Tabata training method in physical
education with high-intensity interval training as the focus,
hoping to further improve the physical fitness and health
level of college students. In the scheme of strengthening
national physical fitness by sports put forward by our coun-
try, the overall level of aerobics in colleges and universities
needs to be improved, so it is necessary to strengthen teach-
ing, analyze the present situation, and prepare for improving
the overall level. Combined with big data, the teaching
methods of microcourses are applied to bodybuilding gym-
nastics in colleges and universities. Teachers can collect
materials from the Internet, make videos, and then assign
tasks to students, so as to achieve the purpose of learning
and integrating knowledge. In addition, there are public
online courses to realize the training of talents in the form
of sharing, which shows that big data thinking provides a
new perspective and ideas for the construction of aerobics
online open courses [7]. Researchers collected and analyzed
the physical exercise data of students from two Russian
universities. Similarly, through the study of three courses,
there are differences in physical preparation and functional
status between students in nonphysical education colleges
and physical education colleges, which show that the index
value of functional status is related to training and its
dynamic change is characterized by higher cost of adapting
to physical functional status [8].

2. Motion State Recognition Algorithm Based
on Acceleration Signal

2.1. Feature Extraction

2.1.1. Signal Preprocessing. Firstly, the acceleration signal is
filtered. The original signal unit is converted to 9.8N/kg (grav-
ity acceleration g), and a 30-point smoothing filter is adopted.

The short acceleration signal does not contain enough sig-
nal to recognize the action. Long-time signals cause serious
delay to real-time systems [9]. According to experience, the
shorter sliding window does not contain enough information
to identify different actions, and the sliding time window is
long, which is not suitable for real-time systems. After repeated
experiments, the data every 8 s is finally selected to form a
feature matrix for motion state recognition [10]. The formula
of the sum vector is as follows:

G =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2 + z2

p
, ð1Þ

where x, y, and z are the components of acceleration in
three directions, respectively.

Here, signal processing is to make use of systematic
errors or noises produced by monitoring equipment in data
acquisition. These signals need to be processed in normal
data, which leads to large errors in later data processing. In

this paper, filters are used for filtering, and some signals
are adjusted to slide windows to reduce errors.

2.1.2. Time Domain Characteristics

(1) Standard Deviation. In motion state recognition, the time
domain features are mainly mean, standard deviation, energy,
sample entropy, peak degree, deviation, quartile difference,
and correlation coefficient. Some literatures show that the devi-
ation in the upper and lower directions can effectively distin-
guish the next layer. Kurtosis in front and back can effectively
distinguish running. Coefficients in the left and right directions
can distinguish between walking and going up.

The original signal is set as xð1Þ, xð2Þ, xð3Þ,⋯, xðnÞ the
mean value of xðnÞ signals is, and the standard deviation is
defined as

δ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 xi − �xð Þ2
n

, 
r

i = 1, 2,⋯, n: ð2Þ

In formula (2), n is the number of samples. The peak
value in vertical direction is a time domain characteristic
with good recognition effect.

(2) Sample Entropy. Sampling entropy is a method to detect
the complexity of new time series. The larger the sampling
entropy, the more complex the sequence and the worse the
periodicity. The acceleration signal of human body motion
has certain periodicity and unstable time series. Therefore,
the sample entropy is suitable for being used as the eigen-
value in human operation state recognition. As shown in
formula (3), the sample entropy calculation formula n is
the length of the sequence, and m is the dimension.

Let the original signals beXð1Þ, Xð2Þ, Xð3Þ,⋯, XðnÞ, from
whichM numbers are continuously extracted to form a group
ofM-dimensional vectors. ymðiÞ represents a vector composed
of m consecutive values starting from the i-th point.

ym ið Þ = x ið Þ, x i + 1ð Þ, x i +m − 1ð Þf g: ð3Þ

The distance between ymðiÞ and ymðjÞ is defined as d½
ymðiÞ, ymðjÞÞ�, and given the threshold r, the number of i
≤ n −m is calculated for each value d½ymðiÞ, ymðjÞÞ� < r.
And the ratio of this number to the total distance is n −m
− 1, which is defined as

Bm
i =

∑n=m
j=1 num d ym ið Þ，ym jð Þ½ Þð � < rÞf g

n −m − 1 : ð4Þ

Calculate its average for all i, add 1 to the dimension of
m, and repeat the above steps to obtain

SampEn m, rð Þ = lim
n⟶∞

−ln Bm+1 rð Þ
Bm rð Þ

� �� �
: ð5Þ

Different values of m, r, and n will get different sample
entropy values.
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2.1.3. Frequency Domain Characteristics. For extracting feature
vectors from humanmotion state recognition, many researches
have been carried out using frequency domain features. The
frequency domain features are FFT coefficients, DCT coeffi-
cients, spectral entropy, and energy spectral density. Compar-
ing the performance of several frequency domain features, it
is found that FFT coefficients have high resolution. Some
scholars use PCA to reduce and reduce FFT coefficients and
then have a significant impact on the accuracy of motion recog-
nition. In the five exercises discussed in this section, FFT coef-
ficients are applicable to the features identified as exercise states
at the point that running, stepping, and walking cycles are
good.

In this study, FFT coefficients are further analyzed, and it
is suggested that the main frequency should be used as one
of the eigenvalues. In this paper, the three-axis acceleration
signals are converted by FFT, and the main frequency is
extracted as the frequency domain feature. In this way, not
only the high resolution of FFT is used but also the feature
dimension is reduced and the computation is reduced.

2.2. Classifier Design

2.2.1. SVMClassifier. The basic idea of support vectormachine
is to transform the input space into high-dimensional space by
linear transformation and obtain the best linear classification
surface in the new space. To use the SVM Toolbox, you must
select the kernel function to use. The following are the repre-
sentations of several general kernel functions.

Linear kernel:

k x, yð Þ = xTy + c: ð6Þ

Polynomial kernel:

k x, yð Þ = axTy + c
� �d

: ð7Þ

Radial basis function:

k x, yð Þ = exp −γ x − yk k2� �
: ð8Þ

The radial basis function is a real function whose value
depends only on the distance from the origin, that is, ΦðxÞ
=ΦðkxkÞ, or it can also be the distance to any point c, which
is called the center point, that is, Φðx, cÞ =Φðkx − ckÞ. Any
function Φ satisfying the characteristic ΦðxÞ =Φ ð‖x‖Þ is
called radial basis function, and the standard one generally
uses Euclidean distance (also called Euclidean radial basis
function), although other distance functions are also possi-
ble. In the neural network structure, it can be used as the
main function of full connection layer and ReLU layer.
Using various eigenvalues extracted in the previous section,
Professor Lin Zhiren of Taiwan developed LibSVM for data
training.

2.2.2. Decision Tree Classifier. Decision tree turns complex
multicategory problems into several simple classification
problems to solve. The key to tree creation is how to select
features in each node to create a simple tree. Motion state

recognition based on decision tree is generally divided into
two steps. The learning of training set is used to generate
decision tree. The generated decision tree is used to identify
the motion state.

The flow of decision tree is simple, and the complexity of
algorithm is low. The general decision tree algorithms are
CART, ID3, C4.5, CHAID, and so on. Mr. Algorithm makes
complex trees and cuts them according to the results of
cross-validation and test group validation. It has a very
powerful statistical analysis function. In addition, the rules
contained in the results after data processing become easy
to understand. Therefore, classification regression tree is a
good method to establish statistical analysis model for char-
acteristic data. According to the research, the prediction tree
constructed by CART model is more accurate than the alge-
braic mathematical prediction benchmark constructed by
general statistical methods in many cases. The more com-
plex the data and the more variables, the more obvious the
advantages of the algorithm. In CART (Classification and
Regression Tree) algorithm, the Gini index structure is used
to determine the tree, and the Gini index is defined as

Gini Dð Þ = 1 − 〠
m

i=1
p2i , ð9Þ

where m still denotes the number of classes C in the data
set D, pi denotes the probability that any record of D belongs
to C, and pi is defined as the ratio of the number of groups
belonging to Ci in D to the total number of D. If all records
belong to the same category, then P1 = 1 and Gini ðDÞ = 0, in
which case the purity is the lowest. For each attribute that
enumerates a nonempty proper subset of the attribute, the
Gini coefficient after the attribute R is split which is taken

GiniR Dð Þ = D1j j
Dj j Gini D1ð Þ + D2j j

Dj j Gini D2ð Þ: ð10Þ

D1 is a nonempty proper subset of D, D2 is the complete
set of D1, D1 +D2 =D, attribute R has multiple proper
subsets, that is, GiniR ðDÞ has multiple values, and the smal-
lest value is selected as the Gini index of R.

ΔGini Rð Þ = Gini Dð Þ −GiniR Dð Þ: ð11Þ

The maximum attribute of Gini (R) increment is used as
the best splitting characteristic. In order to prevent the deci-
sion tree from fitting the sample, it needs to be pruned.
CART adopts price. In the pruning method of complexity,
price refers to the misclassification rate of samples. Com-
plexity refers to the number of leaf nodes of a tree and
defines the value complexity of a tree.

cc tð Þ = α ∗ Leaf t +
E
N
: ð12Þ

In equation (12), N is the number of decision tree train-
ing samples, E is the number of decision tree error samples,
and Leaf t is the number of leaves and parameters of the tree.
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α measures the relationship between price and complexity,
indicating the relationship between the degree of complexity
reduction of pruned trees and price. For t, cut down its
subtree s and obtain a new tree newt to replace the best leaf
node in t. The training data can be divided into M by newt
than t, but the number of leaf points contained in newt is
less than t. Equate the price complexity after replacement.

cc tð Þ = cc newtð Þ⇒ α ∗ Leaf t +
E
N

⇒ α = M
N leaf s − 1ð Þ :

ð13Þ

In formula (13), M is the number of misdivided samples
increased after replacing the S subtree of T with leaf nodes.
leaf s is the number of leaf nodes of the subtree s. The pruning
step: the first step: calculate the α value of each nonleaf node of
the complete decision tree Tmax; loop off the subtree with the
smallest α value until the root node is left; a series of pruning
trees {T0, T1, T2,⋯, Tm} are obtained, where T0 is the com-
plete decision tree Tmax and Ti+1 is the result of pruning Ti.
Step 2: using independent pruning set (nontraining set) to
evaluate Ti in the first step to obtain the best pruning tree;
standard error SE is shown in equation (14).

In formula (13),M is the number of error samples added
after the leaf node replaces the T subtree. leaf s is the number
of leaf nodes of subtree s. Pruning steps are as follows.

Step 1. Calculate the complete decision tree. The value of
each nonleaf node: cyclic cutting is minimal. α preserves the
subtree of values before the root node. A series of pruning trees
fT0, T1, T2,⋯, Tmg are obtained, where T0 is the complete
decision tree Tmax and Ti+1 is the result of pruning Ti.

Step 2. Using independent pruning set (nontraining set) to
evaluate Ti in the first step to obtain the best pruning tree,
standard error SE defined as

SE E‘
	 


=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E‘ ∗ N ‘ − E

� �
N ‘

s
: ð14Þ

In formula (14), N ′ is the number of pruning sets, and Ei
is defined as the error fraction of tree Ti to pruning sets.

E‘ =min Eið Þ: ð15Þ

Optimal pruning tree: T best meets the following condi-
tions and has the least number of nodes. The condition that
needs to be met: E ≤ E’ + SEðE′Þ.

3. Establishment of Energy Consumption
Model of Sports Activities

The energy consumption of daily physical activity often
cannot meet the total sports energy consumption demand of
the balance of energy supply and demand of human body, so
it is necessary to increase additional activity energy consump-
tion [11]. At present, the common sports activities include

running, skipping rope, swimming, and aerobic exercise. The
common characteristics of these sports are planning, regular-
ity, sports goals, etc. Therefore, this paper chooses four move-
ments, namely, opening and closing jump, left and right small
jump, skipping rope, and squat, which do not need additional
fitness equipment and have lower requirements for sports
environment. Compared with the commonly used accelera-
tion sensor method, the skeleton point data collected by the
mobile phone camera sensor can reflect the whole body
motion trend, so the motion acceleration can be calculated
by using the skeleton point data obtained by the mobile phone
camera sensor in special sports activities.

Every movement completed by the human body depends
on muscles and bones, and the work done by the body
during exercise leads to energy consumption. A strand points
out that there is a linear relationship between work, force
product, and oxygen consumption for motion, and the force
product is the integral of force and time, as shown in

W =
ðt1
t2

Fdt, ð16Þ

where F is the force acting on human muscles, according
to Newton’s second law:

W =
ðt1
t2

madt: ð17Þ

The differential of force product reflects the amount of
activity per unit time, and the type and intensity of dipping
and cutting are obtained by using the acceleration of move-
ment. Under the changing trend of three dimensions of space,
the energy consumption in a certain time is calculated by
using the information of human motion intensity and time.
Generally speaking, from the physical and mechanical point
of view, researchers choose to fix the acceleration sensor at
the hip joint because the hip joint is closer to the center of
gravity of the human body. Compared with wearable devices,
image recognition technology greatly reduces the invasion of
motion and can simply and conveniently obtain the position
of the human center of gravity and the change of acceleration
value during human motion.

3.1. Data Acquisition of Bone Point and Center of Gravity.
The bone point recognition algorithm adopts BlazePose
algorithm in Blaze series algorithms released by Google.
The algorithm is based on lightweight convolution neural
network architecture, which not only pursues the implemen-
tation of mobile devices but also ensures high recognition
accuracy. In the recognition process, the algorithm can pro-
vide up to 32 body key point information per frame, as
shown in Figure 1. Running BlazePose algorithm on a
mobile phone with Qualcomm Snapdragon 888 processor
can provide 22 frames of bone point data per second [12],
which is enough to meet the acquisition frequency require-
ments of acceleration data.

In the common calculationmethods of center of gravity, the
moment synthesis method needs to calculate the barycentric
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coordinates of the corresponding body parts by using the coor-
dinates of bone points, while the multiplication coefficient
method omits this step. On the basis of obtaining the coordi-
nates of the center positions of each bone point of the body, it
multiplies the corresponding bone point coefficient values and
accumulates the results after multiplying each bone point to
be the coordinates of the total barycentric of the human body.
In this paper, the method proposed by Wei et al. is used to
calculate the center of gravity of the human body in each frame
image. The center of gravity is calculated according to the
following equations:

Xc tð Þ = 〠
15

i=1
k∗i Xi tð Þ, ð18Þ

Yc tð Þ = 〠
15

i=1
k∗i Yi tð Þ: ð19Þ

In the formula, XcðtÞ and YcðtÞ are the coordinates of bone
point data obtained by BlazePose algorithm in X and Y axes,
XðtÞ and YiðtÞ are the coordinates of a bone point I in X and
Y axes when the number of frames is t, and ki is the coefficient
value corresponding to bone point I. The specific values are
shown in Table 1.

Through the change trend of coordinate information of
human skeleton points in each frame image, the displace-
ment trend of human center of gravity in a period of move-
ment is obtained by using the calculation method of center

of gravity, as shown in Figure 2, which shows the displace-
ment trend of the center of gravity of left and right small
jumps in a period of time.

3.2. Filtering of Bone Point Data. In actual use, the informa-
tion of human bone points obtained by BlazePose algorithm
has high accuracy, but there is still bone point shaking. In
order to avoid the large calculation error of acceleration
information caused by bone point jitter, which will affect
the accuracy of energy consumption fitting experiment of
special sports activities and the accuracy of energy consump-
tion detection in actual use, it is necessary to filter the bone
point data obtained by camera sensor.

Considering the real-time and effectiveness of the filter-
ing algorithm, the same filtering algorithm as the daily phys-
ical activity energy consumption detection is selected in the
energy consumption detection of special sports activities,
that is, the moving average filtering algorithm. Figure 3
shows the filtering effect of barycentric coordinates in the
process of human movement.

3.3. Acceleration Calculation Method. The data of 15 bone
points in each frame obtained by BlazePose algorithm can
calculate the coordinates of the center of gravity of the
human body in each frame by multiplication coefficient
method. During a period of movement, the coordinates of
the center of gravity of the human body constitute a discrete
displacement variable function, and the velocity variable and
acceleration variable are expressed by the change of displace-
ment and time during the movement, while the solution of
velocity and acceleration needs to build a continuous dis-
placement differential equation. In this paper, the finite dif-
ference method is used to solve this problem. Its principle is
to use discrete functions instead of continuous variable func-
tions and to replace differential equations with difference
equations, thus establishing finite difference equations. The
acceleration problem solved in this paper is a second-order
differential problem, so the second-order central difference
method is selected as the method to construct the difference
shown in Figure 4.

First-order difference:

Δf xð Þ
Δx

= f x + h/2ð Þð Þ − f x − h/2ð Þð Þ
h

: ð20Þ
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Figure 1: BlazePose algorithm bone point recognition diagram.

Table 1: Human skeleton points and corresponding coefficients.

Bone point Mapping coefficient value (k)

Nose 0.0706

Shoulder 0.0356

Midpoint of shoulder connection 0.2391

Elbow 0.0580

Hand 0.0372

Hip 0.1297

Midpoint of the line between hips 0.1630

Knee 0.1630

Distance 0.0801
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Second-order difference:

Δ2 f xð Þ
Δx2

= f x + hð Þ − 2f xð Þ + f x − hð Þ
h2

: ð21Þ

At the beginning of the movement, time t = t0:

m€v0 + c _v0 + kv0 = p0: ð22Þ

The initial acceleration is

€v0 =
1
m

p0 − c _v0 − kv0ð Þ: ð23Þ

The velocity at the midpoint of the step before and after
t = t0 is

_v−1/2 =
v0 − v−1

h
,

_v1/2 =
v1 − v0

h
,

ð24Þ
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Figure 2: Relative displacement trend of left and right small jump center of gravity (a) X axis and (b) Y axis.
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Figure 3: Filtering of (a) X axis and (b) Y axis of opening and closing jump center of gravity.
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Figure 4: Schematic diagram of second-order central difference
method.
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where H is an equal time step and the acceleration in the
middle of time is calculated by velocity:

€v0 =
_v1/2 − _v−1/2

h
= 1
h2

v1 − v0ð Þ − 1
h2

v0 − v−1ð Þ: ð25Þ

Thus, it is concluded that

€v0 =
1
h2

v1 − 2v0ð Þ: ð26Þ

Eventually,

v1 = v0 + h _v0 +
h2

2m p0 − cv0 − kv0ð Þ: ð27Þ

The coordinates of bone points obtained by BlazePose
algorithm are relative coordinates. The relative height coeffi-
cient at present time can be obtained by the ratio of the rel-
ative distance between the real height information of the
human body and the bone point data of the human body
in each frame image, and the displacement value multiplied
by the current relative height coefficient when calculating the
acceleration information in the motion process is the real
motion displacement data. The acceleration value of the
human body during training is calculated by using the finite
difference method described above.

3.4. Energy Consumption Calculation of Special Sports
Activities. The nutrients ingested by the human body meet
the fixed ratio relationship in oxidation reaction: the ratio
of reactant consumption to product production and released
energy is constant and has nothing to do with the reaction
steps and conditions. Fixed ratio relationship is the basis of
indirect calorimetry. By detecting the consumption of sugar,
fat, protein, and other nutrients in the human body during a
period of time, the total energy produced in the human body
during this period can be obtained by using the heat price of
each nutrient.

According to the law of fixed ratio, researchers put for-
ward another index to evaluate the heat price of food, which
is called the oxygen heat price of food, which refers to the
energy released when a certain food consumes 1 L oxygen
in the oxidation reaction in vivo. Oxygen and heat price of
food is a key index of energy detection. The key parameters
of oxidation reaction of basic nutrients for human energy
supply are shown in Table 2.

Different nutrients consume different O and produce
different CO2 during oxidation reaction, and the energy pro-
duced is also different. The ratio of CO2 production to O2
consumption per unit time is called respiratory entropy, as
shown in

Respiratory entropy = Ml number of CO2produced
Ml number of O2consumed : ð28Þ

The respiratory entropy of sugar is 1, and the oxygen
thermal value provided by sugar is 21.1 kJ/L, that of fat is
0.71, that of oxygen thermal value is 19.6 kJ/L, that of protein

is 0.80, and that of oxygen thermal value is 18.9 kJ/L. Under
normal physiological conditions, most of the energy is pro-
duced by the reaction between sugar and fat, so in order to
simplify the calculation method, the energy supply part of
protein is ignored. According to the respiratory entropy,
the reaction ratio of sugar and fat in this period of time
was calculated, and the corresponding oxygen thermal
valence was calculated.

4. Experiment

4.1. Motion State Recognition Experiment

4.1.1. Design of Exercise Experiment. According to the classi-
fication results of SCUT-NAA database, we propose an algo-
rithm, which can effectively realize the recognition of
motion state by using the acceleration sensor data of waist.
However, the acceleration sensor of the heart rate meter is
on the arm, and many literatures show that it is difficult to
identify the motion state based on the acceleration sensor
of the arm.

Firstly, this paper designs experiments and collects data.
The subjects collected the sports data of 10 male college stu-
dents in active service. First, they were required to stop for 1
minute, run for 3 minutes, rest for 1 minute, walk for 3
minutes, rest for 1 minute, stair for 2 minutes, rest for 1
minute, gymnastics for 2 minutes, and rest for 1 minute.
All of them include five sports states: static, running, walk-
ing, jumping, and gymnastics.

4.1.2. Experimental Recognition Results and Analysis. The
flowchart of multilevel motion recognition algorithm is
designed by using decision tree classifier.

It can be seen from Tables 3 and 4 that the recognition
rate of gymnastics is low. The main reason is that gymnastics
has various sports states. When the human body does gym-
nastics, it is recognized as static, running, walking, etc.,
among which 21 are not recognized as static, which affects
the overall recognition rate. There are two main reasons:
(1) the gap between gymnastics and sports. (2) The feature
values cannot better identify these five sports. These results
show that the features extracted in the study cannot fully
and effectively distinguish these sports states. The efficiency
of the selected features needs to be further improved.

4.2. Energy Consumption Test

4.2.1. Experimental Design. Taking the energy consumption
value detected by indirect calorimetry as the standard value
and the front camera of mobile phone as the main tool,
through the processing and calculation of the original image
data, the energy consumption detection model is established
on the basis of the recommended four sports and the validity
of the equation is tested. The purpose is to establish a real-
time, convenient, low-cost, and high-accuracy energy con-
sumption detection method for special sports activities.

(1) Subjects. In this experiment, 45 subjects were selected.
The body morphological indexes of the subjects are shown
in Table 5. All the subjects were healthy and had no sports
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injury. All the heads were called to return to the same equa-
tion with the superiority, and the other 15 subjects were used
as the verification group. The linear regression equation of
energy expenditure was constructed by using the training
data of 30 people, and the training data of the remaining
15 people were used to verify the regression equation. There
was no high-intensity activity before 24 hours and no dietary
intake before 1 hour.

(2) Experimental Method. Before the beginning of the exper-
iment, in order to avoid affecting the fitting results of energy

consumption detection equation due to the sequence of
actions, the sequence of actions that each experimenter
needs to complete in the experimental group is disturbed.
During the experiment, the experimenter followed the voice
and action guidance video to complete four kinds of fitness
actions, including opening and closing jump, left and right
small jump, squat, and skipping rope. The completion time
of each action is 1 minute, and the next action is started after
3 minutes of rest. During the rest of the experimenter, the
staff recorded the detection data of each action for subse-
quent analysis.

The experimental scheme of the experimenters in the
verification group is the same as that in the experimental
group. In addition, in order to compare the accuracy of
energy consumption detection model used in daily physical
activities with that constructed in special sports activities
experiments, the experimenters in the verification group
need to fix a mobile phone device of the same model in
the right pocket of trousers to record the motion accelera-
tion information collected by the mobile phone acceleration
sensor.

(3) Data Statistics. After completing the designed experi-
mental program, the experimenter uses the exercise cardio-
pulmonary function instrument to record the data in the
exercise process for calculation and gets the energy con-
sumption value of each experimenter. This energy consump-
tion value includes exercise energy consumption and basal
metabolism. In order to build a physical activity energy
consumption detection model, it is necessary to exclude
basal metabolism energy consumption first, as shown in

SPSS 20 software was used for statistical analysis, and the
corrected energy consumption recorded by cardiopulmo-
nary function instrument and the acceleration data calcu-
lated from image data were entered into the software in a
one-to-one correspondence relationship. Pearson analysis

was used to analyze the correlation between standard energy
consumption and acceleration, sex of experimenter, BMI,
and other indexes, and stepwise regression method was used
to build an energy consumption detection model. The
Bland-Altman (B-A diagram) analysis in MedCalc software

Table 2: Parameters of oxidation reaction of nutrients.

Nutrients
Physiological heat value (kJ/

g)
O2 consumption (L/

g)
CO2 production (L/

g)
Oxygen thermal valence (kJ/

L)
Respiratory
entropy

Sugar 17.2 0.83 0.83 21.1 1

Fat 39.8 2.03 1.43 19.6 0.71

Protein 18.0 0.95 0.76 18.9 0.80

Table 3: Recognition rate of motion experiment.

Kinds of sports Recognition rate of action type

Static 79.41%

Running 88.64%

Escape 93.09%

Jump 79.26%

Do gymnastics 68.52%

Average 81.78%

Table 4: Confusion matrix of exercise experiment.

Status Static Running Escape Jump Do gymnastics

Static 536 29 24 45 41

Running 23 359 0 11 12

Escape 15 0 377 1 12

Jump 27 5 3 214 21

Do gymnastics 53 2 17 13 185

Exercise energy consumption after correction = Energy consumption of indirect calorimetry − Basalmetabolism during exercise time:
ð29Þ
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is used to verify the consistency between the predicted value
and the standard value, and the prediction accuracy of the
energy consumption detection model is evaluated by calcu-
lating RMSE and MAPE coefficients of the predicted value
and the standard value.

4.2.2. Establishment of Energy Consumption Model. In the
energy consumption experiment of special sports activities,
the acceleration values used include the activity information
of all key body parts. Therefore, in the construction of
energy consumption model of special sports activities, there
is no need to build energy consumption detection models
according to sports intensity, and the sports acceleration
data and standard energy consumption data of the experi-
mental group are only processed for different genders to
build corresponding comprehensive energy consumption
detection models.

Table 6 is a nested energy consumption model based on
male VM value, in which Model 1 is a basic energy con-
sumption model only considering VM value and R is 0.62.
Compared with Model 1, Model 2 with BMI index has
improved the prediction accuracy of the model to 0.65, so
the comprehensive energy consumption detection model
based on male VM value is shown in

Energy consumption
5s = 0:000525 × VM+ 0:0087 × BMI = 0:261:

ð30Þ

Table 7 is a nested energy consumption model based on
women’s VM value, in which Model 1 is a basic energy
consumption model only considering VM value and R is
0.67. Compared with Model 1, Model 2 with BMI index
has improved the prediction accuracy of the model, and R
is increased to 0.70. Therefore, a comprehensive energy con-
sumption detection model based on women’s VM value is
shown in

Energy consumption
5s = 0:000589 × VM + 0:046 × BMI − 0:581:

ð31Þ

4.2.3. Band-Back Verification of Energy Consumption Model.
The acceleration VM values and BMI values of 15 experi-
menters in the verification group were brought into the corre-
sponding energy consumption detection model, the predicted
values of the model were obtained, and the synchronous stan-
dard values were recorded. The Bland-Altman statistical
method (B-A diagram) in MedCalc software is used to verify
the consistency between the standard energy consumption

value and the predicted energy consumption value, and the
deviation confidence interval of the B-A diagram is 95%.

As shown in Figure 5, in the B-A graph of men in the
verification group, 7 points fall outside 1.96 SD, accounting
for 3.5% of the total data volume, and in the B-A graph of
women in the verification group, 9 points fall outside 1.96
SD, accounting for 4.5% of the total data volume, all of
which do not exceed the 5% standard. In addition, the aver-
age difference between standard and forecast is 0.00 and
-0.02, respectively, which is close to the mean line 0. There-
fore, it is considered that the two comprehensive energy con-
sumption detection models constructed by experiments have
strong prediction ability.

4.2.4. Comparison of Accuracy of Different Energy Consumption
Models. VM values and BMI values collected by mobile phone
acceleration sensors worn by 15 experimenters in the verifica-
tion group were brought into the daily physical activity energy
consumption detection model to obtain the energy consump-
tion prediction value of the daily physical activity model, and
at the same time, the energy consumption prediction values
collected by the special sports activity energy consumption
detection model were recorded. The RMSE andMAPE indexes
of the predicted values and standard values of the two models
are used to evaluate the prediction accuracy of the models,
and the calculation methods are shown in formulas (32) and

Table 5: Basic information of experimenters.

Indicators Male (n = 35) Female (n = 10)
Age (years) 25:2 ± 5:2 24:6 ± 3:8
Height (cm) 182:1 ± 5:2 161:2 ± 3:8
Body weight (kg) 80:5 ± 7:3 48:7 ± 5:6
BMI (kg/m2) 24:3 ± 3:4 18:9 ± 2:8

Table 6: Energy nesting model (based on male VM value).

Model 1 Model 2
Energy consumption Energy consumption

VM
0.000532 0.000525

0.000 0.000

BMI
0.0087

0.005

Constant
0.45 0.261

0.000 0.000

R2 0.62 0.65

0.000 0.000

Table 7: Energy nesting model (based on female VM value).

Model 1 Model 2
Energy consumption Energy consumption

VM
0.000638 0.000589

0.000 0.000

BMI
0.046

0.000

Constant
0.345 -0.581

0.000 0.000

R2 0.67 0.70

0.000 0.000
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Figure 6: Comparison of indicators of male energy consumption detection models.
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(33). RMSE is the root mean square difference between
standard and prediction, and the smaller RMSE, the higher
the prediction accuracy of the model; MAPE is the average
percentage difference between the standard and the forecast,
and it is usually recognized that the MAPE value is less than
10%, which indicates that the accuracy of the model is high.

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ Predicted value − standard valueð Þ2

N

r
, ð32Þ

MAPE =〠 Predicted value − standard valuej j
Standard value × 100

N
:

ð33Þ

Figures 6 and 7 are the comparison charts of RMSE and
MAPE indexes of two energy consumption detection models
for men and women. It can be seen from the figure that RMSE
and MAPE values of energy consumption detection model for
special sports activities are lower than those of daily physical
activity model. In the comparison of male energy consumption
models, RMSE value of special sports energy consumption
model is 0:12 + 0:03, and the MAPE value is 6:45 ± 0:72%.
The RMSE value of daily physical activity energy consumption
model is 0:15 ± 0:04, and the MAPE value is 7:93 ± 0:726%. In
the comparison of female energy consumption models, the
RMSE value of special sports energy consumption model is
0:12 ± 0:04, and the MAPE value is 8:09 ± 1:09%. The RMSE
value and MAPE value of daily physical activity energy con-
sumption model were 0:13 ± 0:04 and 9:63 ± 1:01%, respec-
tively. From the above RMSE value, we can see that the
average value of men and women is less than 0.2, which indi-
cates that the accuracy of energy consumption model is better.
However, the average MAPE value of men and women is less
than 0.1, which indicates that the accuracy of energy consump-
tion model is high. From the analysis of the overall index value,
it is concluded that the model constructed in this experiment
has higher prediction accuracy.

4.3. Experimental Analysis. According to the comprehensive
analysis of the data during the exercise, there is a significant
correlation between sports energy consumption and morpho-
logical indexes such as gender, height, weight, and BMI. BMI
is calculated from height and weight, while gender is used as
classification index, and energy consumption between differ-
ent genders is analyzed separately. Therefore, gender and
BMI are considered as independent variables in the model
construction. Under the same age and exercise type, men’s
activity energy consumption is higher than that of women,
which is in line with the actual research conclusion: there are
differences in fat situation and metabolic level between men
and women, which leads to differences in energy consump-
tion, so it is reasonable to include gender and BMI as indepen-
dent variables in the construction of energy consumption
detection model.

The comprehensive energy consumption detection model
based on VM values of men and women is shown in

Male : Energy consumption
5s = 0:000525 × VM+ 0:0087 × BMI + 0:261,

ð34Þ

Female : Energy consumption
5s = 0:000589 × VM+ 0:046 × BMI + 0:581:

ð35Þ
After adopting stepwise regression method, the BMI index

is brought into the energy consumption detection model, and
the correlation between the predicted results and the standard
values is increased from 0.62 to 0.65 and 0.67 to 0.70, respec-
tively, which makes the interpretation of the model higher.

Figure 5 is the verification result of the energy consump-
tion detection model of special sports activities. From the B-
A diagram corresponding to male and female, it can be seen
that the difference between the standard value and the pre-
dicted value of energy consumption of the experimenters
in the verification group mostly falls within 1.96 SD, and
the number of points falling outside the range is less than
5%. The reasons for this situation include the following:

(1) Considering that the data collected by mobile phone
equipment and the data collected by exercise cardio-
pulmonary instrument are manually synchronized
by the staff, there may be inconsistent data

(2) In the aspect of data processing, although the origi-
nal skeleton point data is screened and processed,
there may still be errors caused by skeleton point
data shaking or disappearing

(3) The original data filtering algorithm is relatively simple,
which may filter out some useful skeleton point infor-
mation, resulting in some errors in the final energy con-
sumption detection model verification results

This kind of error is within the acceptable range of
experimental results, and the final energy consumption
detection model is reliable. In order to verify the superiority
of the energy consumption detection method and the con-
structed model of special sports activities, RMSE and MAPE
indexes are used to verify the two energy consumption
detection models of daily physical activity and special sports
activities. The results are shown in Figures 6 and 7. The anal-
ysis results from the two energy consumption models in dif-
ferent genders are as follows. The prediction accuracy of the
model constructed in this experiment is higher. The future
work mainly studies the correlation and prediction of
human body data perceived by human body multisensors,
and the difference memory connection of different data
can find the predictability of human body monitoring data
as early as possible.

5. Conclusion

The basic metabolism model and energy supply and demand
model of the human body were analyzed, and a scientific
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energy consumption test model of special sports activities
was constructed. An algorithm of heart rate detection and
energy consumption based on acceleration data acquisition
is proposed. Therefore, it is proposed to use the bone point
data obtained by portable telephone camera sensor to calcu-
late the motion acceleration and calculate the kinetic energy
consumption through the detected data. A model for evalu-
ating the proposed algorithm is also established, which can
accurately collect human heart rate and energy consumption
through sensor sensing information, thus providing health
monitoring and further analyzing human health.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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One of the most important means to position abnormal devices is to efficiently utilize the resources of wireless sensor
network (WSN) and make proper analysis of the relevant data. Therefore, this paper constructs an indoor positioning and
prewarning system that utilizes energy efficiently and achieves a long lifecycle. Firstly, the adjacent round iteration load
balancing (ARILB) routing algorithm was proposed, which elects the cluster heads (CHs) by the adjacent round strategy.
In this way, the random components were eliminated in CH election. Next, a short-distance multifrequency routing
strategy was constructed between CHs to transmit the information to the sink, and a positioning algorithm was designed
called ARILB-received signal strength (RSS). The ARILB-RSS positioning algorithm traverses the triangles formed by
anchor nodes, forming multiple sets of ranging points; then, the optimal anchor node is recorded, and the path loss factor
is iterated to reduce the positioning error. Simulation shows that the network survives 54.5% longer using ARILB than
using the distributed energy-efficient clustering (DEEC) algorithm; the packet delivery rate using ARILB was about 139%
higher than that of low energy adaptive clustering hierarchy (LEACH) algorithm and 35% higher than that of uneven
clustering routing algorithm based on chain-cluster type (URCC) algorithm; ARILB-RSS reduced the ranging error by
14.31% and then the positioning error by 26.79%.

1. Introduction

Since its entry to the World Trade Organization (WTO) in
2001, China has maintained a rapid growth of economy
for a long time, with its gross domestic product (GDP)
growing at the rate of about 1,000% [1]. Meanwhile, there
has been a significant increase in the fiscal revenue and eco-
nomic capacity of the Chinese government and the hard
power of the country. Against this backdrop, the Chinese
people pursue long-term and better living standards [2].
Infrastructure, as an important carrier of living standards,
has attracted more and more attention and policy support
from the government [3]. In recent years, China has stepped
up the construction of infrastructure, and completed numer-
ous stations, stadiums, and shopping malls. Airports and
residential communities are among these dense and complex
buildings. The new airports are usually built together with
transport facilities like high-speed rail and subway such as
Hartsfield-Jackson Atlanta International Airport (Atlanta,

USA), Heathrow Airport (London, UK), Frankfurt Interna-
tional Airport (Frankfurt, Germany), Narita International
Airport (Narita, Japan), and Shanghai Pudong International
Airport (Shanghai, China), making the building structure
even more complicated. With the advancement of urbaniza-
tion in China, newly built residential quarters in cities gener-
ally have a high floor area ratio.

While improving people’s living standards, the above
infrastructure adds difficulty to building maintenance and
risk prewarning. The monitoring and positioning of person-
nel and equipment in buildings are essential to building
maintenance and risk prewarning. For example, the building
infrastructure in Europe is becoming older. Steel structures
in industrial facilities and plant constructions are also
affected by this ageing process. America needs to spend
more than a quarter of a trillion dollars to bring its PreK-
12 public school buildings up to working order, because
these buildings lack building maintenance and risk prewarn-
ing. The health of building maintenance can be measured by
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flow of people and the operation status of equipment. These
metrics require continuous attention from the government
and enterprises [4]. Nevertheless, it is extremely difficult to
install, access, or manually maintain equipment in dense
and complex buildings. This pushes up the operation and
maintenance costs of buildings and reduces economic bene-
fits. Meanwhile, the demand for effective monitoring and
positioning of people in buildings has skyrocketed, owing
to the rapid growth in the number of buildings [5]. There-
fore, it is significant to realize reliable monitoring and posi-
tioning of indoor personnel and equipment.

The monitoring of people and equipment in buildings
must be objective and consider various random factors.
Objectivity is important because different equipment has
different properties [6], which leads to the variation in sen-
sor type and location. In order to ensure the improved type
of the monitoring system, the development needs of the
improved space and related instruments should be reserved
when designing the system. The most significant random
factor is people flow. The preset monitoring lines must
account for the errors induced by the unpredictable people
flow in the buildings. Hence, it is an inevitable trend in the
development of indoor monitoring and positioning to
improve the adaptability of the monitoring system.

Data is an inaccessible part of the various scientific and
technological methods for digital indoor monitoring. As a
key infrastructure for data acquisition, wireless sensor net-
work (WSN) has been increasingly applied to various data
collection tasks. WSN technology brings the data monitor-
ing system multiple advantages, such as real-time uninter-
rupted monitoring, strong dynamic performance, and easy
installation of facilities. WSN can effectively acquire data
about the changes in equipment indices and personnel den-
sity in the monitoring range, eliminating the need for large-
scale modifications to the original power supply lines.
Although the WSN system is still in the test phase, there
are some shortcomings, but it is still related to improve-
ments and applied in actual operations. Therefore, our sim-
ulation only considers the data preprocessed by sensor chip.
Then, it is a crucial issue to send these data to the data
center.

WSNs can be an integral part of military command, con-
trol, communications, computing, intelligence, surveillance,
reconnaissance, and targeting systems. The autonomous
coordination capabilities of WSNs are utilized in the realiza-
tion of a wide variety of environmental applications. For
example, the developments in implanted biomedical devices
and smart integrated sensors make the usage of sensor net-
works for biomedical applications possible. Smart sensor
nodes and actuators can be buried in appliances such as vac-
uum cleaners, microwave ovens, refrigerators, and DVD
players as well as water monitoring system. Routing algo-
rithm [7–10], as an important means of data transmission
in WSN, has received extensive attention from scholars.
Recent years have witnessed a marked progress in routing
clustering algorithms at home and abroad. Some of the latest
routing algorithms are reviewed below:

Unequal cluster-based routing protocol (UCRP) is a
routing algorithm to improve network throughput, packet

delivery ratio, and energy of cognitive radio ad hoc net-
works. The UCRP realizes these goals by processing multi-
layer rings and normal nodes with different initial energies.
Based on the optimal cluster radius, the UCRP was proved
to outperform existing models through experiments [11].
Proactive source routing (PSR) protocol [12] is a lightweight
routing algorithm that offers and provides new distance vec-
tor (DV) routing, link state (LS), and source routing method.
Simulations have shown that PSR yields similar or better
data transmission performance than other protocols.

The distributed probabilistic routing protocol (ProHet)
abstracts a bidirectional route by finding a reverse path for
every asymmetric link and using a probabilistic strategy to
choose forwarding nodes, based on historical local informa-
tion for WSN. ProHet realizes better efficiency, delivery rate,
message cost, and coverage ratio than classic routing algo-
rithms, such as prolong stable election routing (P-SEP) and
unequal cluster-based routing protocol (UPRR) [13]. In
2013, Jin et al. proposed a practical passive cluster-based
node-disjoint many-to-one multipath routing protocol, with
the aim to enhance energy efficiency and maximize network
lifecycle. This protocol searches for the optimal path through
active clustering. The typical feature of the protocol is a
node-disjoint many-to-one multipath routing discovery algo-
rithm and the cost minimization on the multiple paths [14].

Centralized energy-efficient clustering routing protocol
(CEECR) [15] provides a centralized cluster formation algo-
rithm, detached nodes, and a mobile strategy. Compared to
other routing protocols, CEECR reduces average energy dis-
sipation and improves the packet delivery ratio. Aided effi-
cient data gathering (AEDG) [16] is a novel approach to
limit the number of associated nodes with the gateway
nodes, with the aim to minimize network energy consump-
tion and prevent gateway overloading. Through this
approach, it is possible to obtain the suboptimal elliptical
trajectory between nodes and ensure the duration, stability,
and throughput of the network. Saleem et al. proposed a
novel biological inspired self-organized secure autonomous
routing protocol (BIOSARP) based on autonomous routing
mechanism. The core of the protocol is to optimize the
delay-reducing forwarding decision with the improved ant
colony optimization (IACO). BIOSARP offers better results
than many other protocols in WSN-based environmental
monitoring [17].

To reduce the number of routes in conventional routing
algorithms, Weng and Lai noted that the triangle routing
algorithm saves much energy to transmit data between the
transmitter and the receiver, by selecting sensors with a sim-
ple triangle rule. Therefore, they designed an enhanced rela-
tive identification and direction-based sensor routing
(ERIDSR) algorithm, which effectively lowers the total
energy in near-sensor nodes [18]. Ogundile et al. [19] put
forward a clustered WSN that requires a sturdy energy-
balanced (EB) and energy-efficient (EE) communication
protocol. With the aid of the priority table, the protocol is
formed by prioritizing the two shortest paths to the cluster
head (CH) or sink, following some simple yet efficient rules.
The purpose is to extend the lifecycle of WSN through bal-
ancing energy consumption.
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The routing protocol of the WSN should prolong the
lifecycle of the network and excel in data collection. The col-
lected data should be analyzed by the server to judge
whether the monitored area is abnormal. If the area is
abnormal, it is necessary to locate the abnormality and make
inspection and repair in a timely manner. So far, many
scholars have explored WSN positioning algorithms.
Depending on the necessity of node distance, the existing
WSN positioning algorithms can be divided into two catego-
ries [20]: range-based algorithms and range-free algorithms.
The typical range-based algorithms are time of arrival
(TOA) algorithm [21], time difference of arrival (TODA)
algorithm [22], angle of arrival (AOA) algorithm [23], and
received signal strength indicator (RSSI) algorithm [24].
The range-free algorithms include approximate point-in-
triangulation (PIT) test (APIT) [25], distance vector hop
(DV-Hop) [26], and centroid algorithm [27]. Among them,
the RSSI algorithm is low cost and easy to implement,
because most wireless communication modules support
RSSI ranging.

The above review shows that clustering and data trans-
mission are the research focus of WSN communication.
Therefore, this paper proposes the adjacent round iteration
load balancing (ARILB) routing algorithm. Once the net-
work is initialized, the number of CHs is optimized based
on adjacent rounds to extend the network lifecycle. Then,
the ARILB-received signal strength (RSS) algorithm was
designed to enhance positioning accuracy. In the positioning
phase, the ARILB-RSS algorithm determines the multilateral
centroid more accurately. Finally, MATLAB simulations
were conducted to demonstrate the performance of the pro-
posed ARILB-RSS algorithm, compared with the ARILB
algorithm.

2. Indoor Wireless Monitoring and
Positioning System

2.1. Technical Roadmap. Figure 1 shows the technical road-
map of our indoor wireless monitoring and positioning sys-
tem. There are two parts in the system: a routing algorithm
and a positioning algorithm. The routing algorithm is the
basis for running the positioning algorithm. The routing
algorithm is the basis for running the positioning algorithm.
First, the routing algorithm obtains various monitoring data
based on WSN and sends the data to the server. Then, the
server performs data analysis and discovers the anomalies.
Finally, the location algorithm calculates the location of the
anomalies.

(1) Routing algorithm

The routing algorithm collects data through sensors reg-
ularly arranged in the monitoring area and stores them in
sensor memories. Then, the data are transmitted to the data
center by the proposed ARILB algorithm, which is innova-
tive in specificity analysis, CH election, and data transmis-
sion. Specifically, the sensor nodes are deployed evenly;
adjacent rounds are introduced to the threshold equation

to optimize the number of CHs; the optimal relay link is
adopted to transmit the acquired data to the base station.

(2) Positioning algorithm (ARILB-RSS)

Firstly, the data obtained by ARILB algorithm are ana-
lyzed to find anomalies. Then, the abnormal equipment
and people are located by ARILB-RSS in three phases: rang-
ing, positioning, and correction. The ranging is realized with
a classic ranging model. The positioning and correction are
completed by ARILB-RSS, which is extended from the
ARILB. The positioning is implemented in the following
procedure: the triangles formed by anchor nodes are tra-
versed to form multiple sets of range points. Then, the opti-
mal anchor node is recorded by comparing the slope of each
anchor node with that of the equilateral triangle. After that,
the correction is made by periodically measuring the RSSI
between anchor nodes near the unknown node. Then, the
path loss factor of the next iteration is estimated based on
multiple measured values, thereby minimizing the position-
ing error.

2.2. Specificity Analysis. With the expansion of application
fields, WSN is facing more and more challenges. Unlike
other monitoring systems, the indoor monitoring system
does not need to focus on signal fluctuations in conventional
deployment environments. For example, sensor nodes are
sometimes arranged in liquid like water, which obstructs
the signal transmission to a certain extent. Because of the
uniform density of the liquid, the signal obstruction effect
is uniform across the liquid. However, the signal might fluc-
tuate due to crowd movement in buildings, as well as other
random factors in indoor equipment and personnel moni-
toring. Therefore, wireless sensors need to be installed to
suppress data fluctuations.

The indoor environment is different from the environ-
ment of classic routing algorithms. In indoor monitoring,
the randomness brought by crowd movement is the key con-
straint on data transmission. There are many drawbacks of
traditional data transmission methods in indoor monitoring.
The WSN can transmit data in multihop mode or single-hop
mode. In a single-hop transmission network, energy con-
sumption is mainly affected by distance, the signal is dis-
persed, and the monitoring threshold is extremely low. As
a result, single-hop transmission should be avoided in
indoor monitoring.

In a multihop transmission network, the death of any
CH has an immense impact, which can be mitigated by
increasing the density and energy of CHs. However, increas-
ing CH density will delay information transmission, while
increasing CH energy will increase economic cost. There-
fore, both single- and multihop transmission modes should
be improved before being used for indoor monitoring and
positioning.

3. Assumptions and Modeling

3.1. Assumptions. It is assumed that the monitoring area is a
regular rectangle, all sensors are arranged randomly in this
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area, and all sensors can cover the area effectively without
sudden failure. The sensors installed by the ARILB algo-
rithm have the following features:

(1) Every sensor installed in the network has a unique
identification (ID) tag. Once a sensor fails, its ID will
no longer be used

(2) The position of each sensor does not change after
installation

(3) The sink has certain perception capabilities

(4) When the system is running (the main switch is not
turned off), the energy of the sensors cannot be
supplemented

(5) The sensors communicate via a symmetric two-way
channel, which will never be blocked

Based on the above assumptions, N sensors are ran-
domly arranged in an L × L rectangular area and transmit
the acquired data back to the sink. Since the equipment
and people flow are fixed, the sink (data center) should be
installed in the geometric center to ensure the symmetry of
data collection. Once the wireless monitoring system enters
into operation, the network nodes will aggregate around
CHs into clusters, and the data collected by the nodes in
the same cluster will be sent collectively to the sink. Then,
a clustering method should be adopted to mitigate the
impact from the constantly changing network structure.

3.2. Energy Consumption Model. WSN mainly consumes
energy in data sending and reception (Figure 2). By the

transmission distance of nodes, the data sending energy
can be described by two models. The energy consumed by
a sensor to send each M-bit of data can be calculated by

ER Mð Þ =MEelec,

ET M, dð Þ =MEelec + MEmd
τ,

ð1Þ

where MEelec is the energy consumed to support equipment
operation; MEfsd

2 is the energy consumed by the radio fre-
quency power amplifier, which accounts for a large portion
of the energy consumption of the sensor node, within a com-
munication distance (if the energy consumption surpasses
MEfsd

2, it will nosedive to MEampd
4); Em is dependent on

the transmission distance; τ = 2 if d < dth (dth is the thresh-
old of the transmission distance), and τ = 4 if d > dth.

3.3. Protocol Matching by Classical Algorithm. Low energy
adaptive clustering hierarchy (LEACH) algorithm [28] is
the most classic routing algorithm, which effectively reduces
energy consumption through clustering. However, its clus-
tering rules have many defects in the matching of wireless
routing protocols.

(1) CH election

LEACH generates CHs randomly by formula (2). In the
initial state, each sensor node produces a number randomly
in [0, 1] and uses this random number to influence CH elec-
tion. Specifically, the random number is compared against
the threshold TðnÞ. If the random number is smaller than
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TðnÞ, the node becomes the CH in this round.

T nð Þ = p
1 − p r mod 1/pð Þð Þ , ð2Þ

where p is the percentage of the expected number of CHs
among all nodes; r is the number of election rounds; and r
mod ð1/pÞ is the number of nodes elected as CHs before this
round. The nodes not elected as CH in this round are allo-
cated to a set G.

Formula (2) ensures that every network node could be
elected as CH and balances the energy consumption of all
CHs. However, if this scheme is applied to a short-distance
multifrequency scenario, the network nodes might cluster
unevenly. To make matters worse, the heterogeneity of
equipment properties determines that sensors differ greatly
in adjustment. In other words, there is a huge difference in
the data output in different areas. Therefore, formula (2)
cannot be adopted for clustering alone.

(2) Data transmission

In LEACH, after a CH receives the requests from all
non-CH nodes, it will create a scheduling table based on
the number of sensors in its cluster and establish a schedul-
ing sequence. Then, the CH sends the data directly to the
sink. Nevertheless, in our monitoring scenario, some sensors
might fail suddenly due to sudden changes in the monitor-
ing area. Besides, the local data transmission is not smooth
in the monitoring system. Therefore, it is necessary to
enhance the degree of redundancy by improving the data
transmission rules.

4. ARILB Routing Algorithm

In ARILB algorithm, CH election is usually implemented in
the following stages. Before the algorithm starts, all sensors
are fully charged, and the current state is by default the ini-

tial energy state of each sensor:

S ið Þ =
RP φ

dP EC

 !
, ð3Þ

where i is the unique ID of the sensor, RP ∈ 0, 1 is the ratio of
the current round number to the total time, φ is an indicator
of CH status (if φ = 0, the sensor is not a CH; if φ = 1, the
sensor is a CH), EC is the percentage of the remaining energy
of the current node, and dP is the relative distance between
the node and the base station (%). Therefore, the initial state
of sensor i can be denoted as SðiÞINIT.

In WSN, the health of sensors can be largely measured
by energy. Let ln ðjSðiÞj/jSðiÞINITjÞ be the health of a sensor
at a certain moment, i.e., the energy factor. Obviously, the
energy factor decreases continuously with the progression
of data collection. The value of this factor falls in −∞, 1. If
ln ðjSðiÞj/jSðiÞINITjÞ = 1, the sensor is in the healthiest state.
If ln ðjSðiÞj/jSðiÞINITjÞ keeps dropping, the energy loss of
the sensor is on the rise.

4.1. Structure of Monitoring Area. As suggested by signal
characteristics [29] and Section 2.2, the monitoring area
must be preprocessed to improve the monitoring effect.
Considering the cost of sensors, the best preprocessing strat-
egy is to optimize the spatial distribution rules. Therefore,
this paper derives a suitable space model in the following
process.

As mentioned before, the study area is an L × L square,
with the sink at the geometric center. According to the
equipment locations and mean speed of people flow [30],
the interval of the sensors deployed in the network is smaller
than the threshold mentioned in Section 2.2. The monitor-
ing area could be divided into q square subareas with a side
length shorter than dth.The side length is related to various
transmission paths and monitoring thresholds: li = fl1, l2,⋯
,lqg. In addition, a circular area with a radius of dth is
planned near the sink and monitored directly by the base
station (Figure 3). The purpose of this circular area is to
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M bit
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device

Power
amplifier

Receiving 
device
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M bit

Figure 2: Energy consumption model.
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prevent energy holes [31] and reduce path loss. Energy hole
is a phenomenon in the traditional multihop mechanism:
the nodes close to the sink are overloaded by data transmis-
sion tasks and thereby die prematurely. If the nodes close to
the sink reduce or cancel the data transmission tasks, the
energy consumed by them will be mostly utilized to transfer
their own data. If d < dth, the energy consumption will be
greatly reduced.

4.2. CH Generation. CHs are constantly updated in the rout-
ing algorithm. In the beginning, the sink sends an initial sig-
nal to the entire monitoring area in a radiant manner. Then,
each sensor starts to prepare for CH election. The proposed
ARILB algorithm combines the classic routing algorithm
with application scenarios into a CH generation scheme
suitable for wireless monitoring of indoor equipment and
personnel. The specific process is as follows:

Firstly, the sink broadcasts a “Hello” to the entire net-
work. Upon receiving this information, each sensor waits
to enter the working state. When all sensors are activated,
the ARILB algorithm enters the CH generation phase. When
a CH is elected, every network sensor will spontaneously
generate a random number, rand, in the interval of (0, 1)
and compare this number with a threshold function to final-
ize the CH election.

Specifically, the rand is contrasted with the new thresh-
old function Tnew for the following reasons: environmental
factors (temperature, humidity, and wind speed) on the
speed of crowd movement exert a combined effect on equip-
ment monitoring, making it hard to balance the operation of
the routing algorithm. In other words, the sensors are trig-
gered at nonperiodic frequency.

ARILB has different requirements for CHs in different
adjacent rounds. Therefore, this paper proposes a new
threshold function Tnew based on adjacent rounds. The
function uses the energy factor defined above and introduces

the iteration parameter AdðkÞ:

Tnew = T nð Þ × 1 + Ad kð Þð Þ, ð4Þ

where AdðkÞ can be calculated by

Ad kð Þ =
RP × ln

S ið Þj j
S ið ÞINIT
�� �� r = 2k + 1,

−RP × ln
S ið Þj j

S ið ÞINIT
�� �� r = 2k k > 0ð Þ,

8>>><
>>>:

ð5Þ

where RP ∈ ð0, 1� is the ratio of the current number of rounds
to the total time. Formula (5) shows that clusters of different
sizes can better match the frequency of a sensor triggered by
random factors and make the CH election and cluster mem-
bers more reasonable.

4.3. Routing Strategy. Energy consumption is the most press-
ing problem in the data transmission. As mentioned before,
network data can be transmitted in single-hop mode or mul-
tihop mode. Under single-hop mode, each CH directly sends
the collected data to the base station. Despite being simple to
implement, single-hop mode has obvious shortcomings.
Since the CH directly communicates with the sink, distance
has a great impact on energy consumption. Different
amounts of energy are consumed to transmit the same data
over different distances. In the monitoring area, the sensors
near the boundaries need to consume the greatest amount
of energy. The excessive energy consumption of boundary
sensors can be effectively prevented by the multihop mode.
However, the multihop mode can hardly realize the continu-
ity of data relay, which should not be interrupted. When
multiple areas need to be monitored simultaneously, the
multihop transmission links must meet higher requirements.

Through the above analysis, this section proposes a
short-distance multifrequency routing scheme. It is assumed
that, under multihop mode, each CH for data relay only for-
wards the information from the previous CH, without per-
forming other relay tasks. Then, the problem of data
transmission from boundary sensors to the sink can be con-
verted into the selection of relay links.

To choose the right link, the CH Cnðn <mÞ in the CH set
C = fC1, C2 ⋯ , Cmg needs to find the next-level relay CHs
Cn+1, Cn+2,⋯, Cm. During data transmission, at least one
relay CH needs to be found. Then, the total transmission
distance of data in the link can be shown as

∀ECi
≤ 〠

m

j=i+1
ECj

,

∃dsum = 〠
i+h

j=i
d2 Cj, Cj+1
� �

,

8>>>>><
>>>>>:

ð6Þ

where ECi
is the energy of CH; dsum is the total transmission

distance; d2½Cj, Cj+1� is the transmission distance of a relay
interval; and h is the number of relays.

ę ę

ę
ę
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Figure 3: Schematic diagram of monitoring area.

6 Journal of Sensors



To transmit data, ARILB uses a partition-based multi-
hop mode (Figure 4). Each CH can only transmit informa-
tion once in a round. After receiving a piece of
information, a CH will no longer receive any other informa-
tion. At this time, the CH needs to forward the information
to another CH that has not received the information in the
subarea. If all CHs in the subarea have received the informa-
tion, the CH will jump to another subarea, looking for a suit-
able CH. If the energy of the current CH is below the mean
energy of the candidate CHs for next-level relay, the current
CH will choose the closest CH as the next-level relay. This
process will be repeated in turn, until the remaining energy
of the current CH is greater than the mean energy of the
remaining candidate CHs. In the latter case, the CH will
directly send the data to the sink.

4.4. Positioning Algorithm. The distance-based positioning
algorithms position nodes by the principle of space geome-
try, using the bases of distance and angle. Among them,
the RSSI algorithm is simple, energy-efficient, and power-
efficient, providing a suitable tool for the design of a low-
power WSN. That is why this section presents the ARILB-
RSS positioning algorithm. There are three stages of the
RSSI-based positioning [32]: ranging, positioning, and
correction.

4.4.1. Phase 1: Ranging. The distance between each anchor
node and the unknown node is calculated based on the
intensity of the transmitted signal to the unknown node.
The most popular RSSI model can be expressed as

PL dð Þ = A − 10n lg d
dt

� �
+ X, ð7Þ

where d is the distance of the source; dt = 1m is the reference
distance; n is the path loss factor; and A is the signal strength
at dt = 1m. X represents the zero mean Gaussian variable.
Then, a target can be positioned based on the location and
signal strengths between two points. Formula (7) shows that
the signal attenuates very quickly over a short distance.
Therefore, the positioning error using RSSI signal attenua-
tion is small in a short distance. This meets the short-
range multifrequency requirements of the routing strategy
in Section 4.3.

4.4.2. Phase 2: Positioning. The unknown node calculates the
distance from an anchor node and locates its position. The
greater the RSSI received by the unknown node, the smaller
the signal attenuation, and the shorter the distance between
the known node and the anchor node. Therefore, a high
RSSI received by the unknown node means the environment
and obstacles have a limited impact on positioning. It is pos-
sible to locate any object based on the positions of 3 sensor
nodes, which are not in a straight line. Therefore, this paper
proposes an improved positioning method (Figure 5).

In WSN, each anchor node sends RSSI signals to any
unknown node. Then, the unknown node sorts the RSSI sig-
nals in a descending order by signal strength: PL + : PL −
1, PL − 2,⋯, PL −N , with N being the number of received

RSSI signals, i.e., the number of anchor nodes within the
communication range. Since the corresponding anchor node
position is known, the unknown node selects the three larg-
est values: RSSI 1-3, namely, (x1, y1), (x2, y2), and (x3, y3).
Then, the slope of the straight line connecting any two
anchor nodes can be calculated by

f12 =
y2 − y1
x2 − x1

,

f23 =
y3 − y2
x3 − x2

:

ð8Þ

We can define the value of the error g, when the actual
error is smaller than g; the ARILB-RSS considers that the
three anchor nodes are close to an equilateral triangle and
tends to locate unknown nodes as the optimal anchor node.
Otherwise, the three anchor nodes that meet the conditions
are selected, or the anchor nodes that meet the conditions
are deemed as unqualified.

g =
f12 − f Ej j + f23 − f Ej j

2
: ð9Þ

4.4.3. Phase 3: Correction. To reduce the positioning error
and improve positioning accuracy, the coordinates of the
unknown node, which are estimated in the positioning
phase, are optimized or corrected. Our algorithm is further
improved to reduce the path loss factor n for ranging. Preset
n is usually impractical and leads to a large deviation. There-
fore, the actual n value should be approximated continu-
ously in the actual environment. Our improved algorithm
tries to iteratively update n in the following procedure: the
RSSI between anchor nodes near the unknown node is mea-
sured periodically, and multiple measured values are used to
derive the path loss factor of the next iteration, thereby min-
imizing the positioning error.

For the nodes in subarea li in the monitoring area, there
are three possible scenarios near the subarea adjacent to li. In
these three scenarios, there are 3, 5, and 8 square subareas,
respectively (Figure 6).

Suppose there are multiple square subareas near the
unknown node. Then, there should be at least y anchor
nodes near this node: y : y1, y2 ⋯⋯. The distance between
anchor node yp and the other p − 1 nodes can be expressed
as fdy1 , dy2 ,⋯dyp−1g. Then, the following can be derived from

formula (7):

PL dy1

� �
= A − 10np−1 lg

dy1
dt

� �
+ X,

⋯⋯

PL dyp−1

� �
= A − 10np−1 lg

dyp−1
dt

 !
+ X:

8>>>>>><
>>>>>>:

ð10Þ

Formula (9) can be simplified to obtain the np of the next
iteration. The ranging error can be reduced through the con-
stant updates of n.

7Journal of Sensors



Y

N

N

NY

Y

End

Start

Whether node is
CH?

Whether Ci is
Cm?

i = i+1

j = i+1

m

Ci → Ci+1

E
Ci

 ≤ 𝛴 E
Cj

 ?

Stop multi‑hop

Figure 4: Routing process.

The unknown node receives the signal
strength of all anchor nodes PL:

PL (1), PL (2),..., PL (N)

Ascending signal strength
PL+: PL-1, PL-2, …, PL-N

Traverse the anchor node and set the
loop parameter K, K = 3i (i > 0)

K > N ?

K-1 values and known points are not
repeatedly taken out from PL+, and

every 3 points form a group of ranging
points

The slopes f1 and f2 corresponding to
any 2 points

Judgment error g Update f1, f2;
i = i+1,

Calculate g and record the optimal 
anchor node

Stop

Y

Y

N

N

Figure 5: Positioning phase.

8 Journal of Sensors



5. Simulation and Result Analysis

5.1. Simulation Parameters. Our simulation was carried out
on MATLAB. According to the proposed algorithm, 100
nodes were set up, with the sink at the geometric center
(50m, 50m) of the monitoring area. Table 1 lists the simu-
lation parameters.

5.2. Performance Analysis. This section compares the perfor-
mance of our method, ARILB, with three other algorithms,
namely, LEACH [33], distributed energy-efficient clustering
(DEEC) [34], and uneven clustering routing algorithm based
on chain-cluster type (URCC) [35], using metrics like stabil-
ity time of the network, number of data packets received by
the sink, and the total energy consumption of the network.

(1) Stability time

Figure 7 compares the stability time of the four algo-
rithms, which is the top consideration in the design of wire-
less monitoring system. Only when the routing protocol
survives long enough could the other performance indices
be improved. In Figure 7, the stability time is demonstrated
by the sensor failure rate in the same period. As shown in
Figure 7, our algorithm boasts a rather long lifecycle. In
the same period, our algorithm controlled the sensor failure
rate below 20%, all the sensors in LEACH failed, and more
than 54.5% of the sensors were damaged in DEEC and

URCC. Therefore, our algorithm has an obvious advantage
over LEACH, DEEC, and URCC in network lifecycle.

(2) Energy consumption

Energy is another key evaluation metric of WSN perfor-
mance and an important consideration of protocol design.
This paper quantifies the energy consumed by each protocol
with the total energy consumption of the network in the
same period. Figure 8 compares the energy consumption of
the four algorithms. In the early stage (within 500 rounds),
LEACH, DEEC, and URCC had similar slopes in their
energy consumption curves. This means the three protocols
have similar energy consumption rates in the early stage. In
contrast, our algorithm had a smoother energy consumption
curve in this stage, reflecting the good control of early energy
cost. In addition, the network using our algorithm lasted
longer than that using any other algorithm, under the pre-
mise of the same energy consumption. As the network oper-
ated, the network energy of LEACH, DEEC, and URCC was
exhausted in 1,384; 1,844; and 2,200 rounds, respectively,
while that of our algorithm was not exhausted before 2,500
rounds.

(3) Data packets

Apart from stability time and energy consumption, data
transmission capacity is a nonnegligible performance index

(a) (b)

(c)

Figure 6: Scenarios of adjacent subareas.
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of routing protocols. In this paper, the data transmission
capacity of the four algorithms is characterized by the num-
ber of data packets received by the base station in the same
period (2,000 rounds). Figure 9 compares the data packets
of the four algorithms. The base station under LEACH only
received 41.71% of the data packets, which are received
under our algorithm. The reason is that the single-hop mode

of sensors in LEACH may fail over time, resulting in a vac-
uum of data in some subareas. The data throughput of
DEEC was less than 60% of that of our algorithm. This is
because data transmission under DEEC is difficult, owing
to link interruptions and the long time consumed to reestab-
lish link distance. URCC achieved more data packets than
LEACH and DEEC but never caught up with our algorithm.
Throughout the simulation, our algorithm always realized
more data packets than the other three protocols. The num-
ber of data packets of our algorithm was about 1.35-2.39
times that of the other protocols.

5.3. Comparison of Positioning Performance. Multiple wire-
less nodes were adopted for the simulation, one of which is
an unknown node. The other nodes were placed in the same
subarea as anchor nodes. Each anchor node sent an RSSI sig-
nal to the unknown node. Upon receiving the signal, the
unknown node saves the information in the register and
then transmits it through the gateway. Then, the host com-
puter locates the unknown node by the positioning algo-
rithm. The noise of each RSSI signal was designed by
adding a random signal with a standard peak value of 1 at
a certain probability, with a signal-to-noise ratio (SNR) of
-5. The mean of 100 repeated simulations was taken as the
final result. The simulation subareas are smaller than the
subareas in the study area. Thus, the actual simulation range
was set to 10-70m.

Figure 10 compares the ranging errors of our algorithm
and the traditional RSSI-based algorithm. When the subarea
is small (e.g., 5m), the two algorithms differed little in rang-
ing error. With the growing distance, the error of the tradi-
tional algorithm increased rapidly since the subarea size of
40m, while that of our algorithm rose slowly since the sub-
area size of 55m. The results show that our algorithm can
adapt effectively to multiple subarea sizes. As the distance
increased, the error gap between the two gradually grew.
The difference was 14.31% at the distance of 70m.

Figure 11 compares the positioning errors of our algo-
rithm with self-positioning algorithm (SPA) and ranging
stratify unit (RSU) algorithms. When the noise and other
factors were the same, the positioning errors of all three

Table 1: Simulation parameters.

Parameter Value

Sink location (50, 50)

Number of nodes 100

Short-distance transmission power amplifier 10 pJ/(bit·m2)

Long-distance transmission power amplifier 0.013 pJ/(bit·m2)

Data packets 4,000 bit

Initial energy 0.5 J

Area 100 × 100
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algorithms increased with the subarea size. However, the
error increment of our algorithm was the smallest. With
the growing distance, the RSSI ranging error also increased.
The positioning error of SPA rocketed up, because the algo-
rithm cannot effectively eliminate the ranging error. Despite
improving the positioning results, the RSU could not fully
remove the influence of low-probability yet significant inter-
ferences during the processing of RSSI source data and the
calculation of the mean of each data center. As a result, the
positioning error of the RSU grew quickly with the increase
of distance. In our algorithm, the path loss factor n is
updated constantly with the growing number of anchor
nodes. The updating factor slows down the growth of posi-
tioning error induced by the increase of subarea size. Within
the distance of 40m, the error gap between our algorithm
and SPA and RSU was 7.45% and 5.61%, respectively. When
the distance was 70m, the difference was 18.54% and
26.79%, respectively. Therefore, our algorithm can get close
to the true position, because the ARILB protocol can derive
the accurate value of n, which reduces positioning error and
improves positioning accuracy.

6. Conclusions

Considering the extensive application of WSN in indoor
monitoring, this paper analyzes the rules of equipment
installation and the features of human movement inside
buildings and demonstrates the possibility and necessity of
establishing an indoor data monitoring system. Then, the
performance of the data monitoring network was simulated,
and the protocol matching by a classic algorithm was dis-
cussed on computer software. On this basis, this paper pro-
poses a novel adjacent round iterative load balancing routing
protocol (ARILB). Simulation results show that the ARILB
can achieve a good applicability and balance the network
energy consumption. In addition, the protocol can balance
the data throughput in each phase, delay the appearance of
dead nodes, maximize the lifecycle of the network, and
improve the overall energy efficiency. Furthermore, the
ARILB was coupled with the division of monitoring area to
propose the ARILB-RSS positioning algorithm. This new
algorithm improves the positioning and correction perfor-
mance, eliminates the ranging error, and controls the growth
of positioning error. However, this research only discusses
static WSN routing protocols for two-dimensional (2D)
data. The future research will investigate the monitoring
and positioning of mobile WSN nodes.
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With the increase of people’s exercise in today’s society, how to exercise scientifically and healthily has attracted much attention.
Therefore, sports injury risk assessment and monitoring system has attracted more and more attention in real-time, flexibility,
intelligence, and other aspects. To solve the above problems, this paper proposes a sports injury risk assessment based on
blockchain and Internet of Things. By introducing computational power weight, a computational power balance D-H
algorithm based on Internet of Things blockchain network architecture is proposed. It can provide a secure and trusted
interactive environment for the Internet of Things. On the basis of blockchain and Internet of Things, a multisensor data
fusion algorithm is proposed to be applied to the analysis and evaluation of sports injury. A variety of physiological
parameters of human motion state are collected through multisensor, the collected physiological parameters are processed
by data fusion, and finally, sports injury risk assessment is carried out. The built system takes the embedded esp8266wifi
module as the hardware processing core and uses body temperature sensor, blood pressure sensor, EMG sensor, and pulse
sensor to form wearable devices. By wearing wearable devices, four human physiological parameters such as body
temperature, blood pressure, electromyography, and pulse can be collected. In the process of decision level fusion, different
weights are set for the focal elements causing information conflict, and the optimized D-S evidence theory algorithm is
used. Thus, according to the data detected by multisensor, the injury risk of user motion state is evaluated.

1. Introduction

Maintaining a healthy body requires not only a reasonable
diet but also scientific exercise habits. A large number of
studies have proved that regular aerobic exercise is beneficial
to human health and can improve human exercise ability
and physical fitness. In terms of health results and effective-
ness of intervention programs, accurate quantification of
physical exercise and physical health is very important [1].
If we can collect and analyze the health information and
sports information of human body, we can give effective
guidance and intervention to athletes in sports and health
[2]. For ordinary athletes, real-time monitoring of their
health and exercise status can help people adjust their exer-
cise intensity or amount in time according to their daily
exercise situation, so as to avoid physical discomfort caused
by excessive or too little exercise and remind themselves to
improve their exercise status in time and maintain a healthy

body and healthy life. Research shows that sports enthusiasts
and professional athletes in the process of sports, and sports
risks are not only caused by a single reason but is also
usually caused by the superposition of multiple factors.
Traditional sports injury risk assessment methods focus on
sports mode, and the risk calculation scope is limited. At
the same time, there are some problems such as low effi-
ciency and poor accuracy of evaluation, which are not suit-
able for large-scale evaluation [3]. According to the above
problems, this paper proposes sports injury risk assessment
based on blockchain and Internet of Things. Reanalysis of
risk factors, introducing fuzzy D-S evidence theory algo-
rithm [4], analyzing risk factors, adjusting calculation
methods, and obtaining basic risk correlation data, thus,
realizing the evaluation of sports risks. Through simulation
experiments, three experiments are carried out: evaluation
efficiency, evaluation accuracy, and evaluation ability. The
experimental results show that the sports injury risk
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assessment method designed in this paper is suitable for
sports risk assessment of large, medium, and small scales
and has high accuracy and high assessment efficiency.

Physical training in colleges and universities is an increas-
ingly important part of college curriculum, and how to evalu-
ate and determine the degree of sports risk should also be paid
attention to. We propose a video summarization algorithm
based on block sparse representation, combined with a certain
heavy rainfall as the experimental background to study the
factors affecting the risk of college sports, mainly establishing
a fuzzy comprehensive evaluation model to determine the risk
degree, weight, and prevention system. The purpose is to put
forward reasonable suggestions, improve the safety awareness
of teachers and students, strengthen the school safety manage-
ment mechanism and improve various safety guarantees, and
strengthen the management of school sports facilities [5]. As a
professional athlete, injuries in daily training and competition
are very common. Traditional three-dimensional knee joint
moment (KJM) can provide early warning for athletes’ knee
injury risk. It mainly solves the portability problem by build-
ing a linear statistical extrapolation model, which relies too
much on force plate and downstream biomechanical model.
A pretrained CaffeNet convolution neural network (CNN)
model has the strongest overall average correlation of 0.8895
with the source model, which is more accurate and belongs
to a multidisciplinary research method, which can signifi-
cantly promote the physical model and provide an effective
application for athletes’ training [6].

With the rapid development of Internet of Things tech-
nology, it is becoming more and more popular in our lives.
It is applied to our traditional dragon boat training to solve
our knowledge and understanding of the causes of injuries
of athletes in this competition. The training intensity of
dragon boat race is great, mainly based on strength and
technology. The greater the training intensity, the higher
the possibility of injury. We propose data fusion algorithm
and clustering maintenance optimization algorithm to study
the cause of injury and then use cluster maintenance optimi-
zation algorithm to improve the start-up time. Through
analysis, the accuracy of the etiology detection system is
almost perfect, which shows that it is consistent with the
actual sports injury detection results [7]. Experiments show
that the research on the causes of dragon boat sports injuries
based on Internet of Things technology is effective, better
detection of injury rules, so that athletes can effectively pre-
vent injuries and a comprehensive understanding. Big data
analysis of sports injury data realized by neural network is
a new evaluation model of sports injury based on big data
analysis and RBF neural network. In the constructed big data
network, the evaluation of sports injury is realized by identi-
fying hazard sources and various factors. After testing, the
model is not restrained by various conditions, and its
operation effect is good [8]. Badminton involves many
injured parts, including legs, back, hands, and shoulders.
We usually reduce injuries by increasing physical fitness
plans and preventing training injuries [9]. Now we need to
propose a more effective badminton evaluation system to
make up for the lack of objective knowledge and method
evaluation system.

2. Topology Model of Internet of Things Based
on Blockchain Technology

Blockchain is a tamper-proof distributed network ledger
technology that only contains real information. In addition,
the peer-to-peer technology (P2P) of blockchain ensures
that it does not need to rely on any central entity [10].
Therefore, blockchain technology can provide direct com-
munication between IoT devices without centralized organi-
zation and can effectively solve the problems of computing
node failure, transaction serial timeline error, privacy, trust,
and reliability of new nodes in IoT [11]. In order to effec-
tively apply blockchain technology to the Internet of Things
network and realize the reliable identity authentication func-
tion of devices with certain computing power in the Internet
of Things, this chapter proposes an Internet of Things
network model based on blockchain technology under the
Internet of Things network. At the same time, according to
the characteristics of IoT equipment for sports injury risk
assessment, the data structure of block body is improved,
and a set of data interactive authentication method under
this model is designed with cryptography algorithm. Ensure
the stable transmission and safety of sports injury risk
assessment data.

2.1. Design of New Block Structure. Blockchain is essentially
different from traditional trading network and has many
special characteristics. Their key features include encryption
(asymmetric encryption), hashing, chaining blocks, and
smart contracts. Blockchain transactions represent the inter-
action between two parties. For cryptocurrency, transactions
represent the transmission of cryptocurrency between block-
chain users. These transactions can also refer to message
transmission or recording activities. Each block in the block-
chain can contain one or more transactions, and the block
structure is designed according to the things of the block.

Figure 1 illustrates the data structure of a general block
body, which is a scattered, distributed, and common number
composed of blocks. Typically, each block is connected to a
timestamped transaction set. As you can see, this technique
allows nodes to exchange data by creating transactions, each
of which depends on another transaction, where the output
of one transaction is referenced as an input in the other
transaction, thereby creating a chain structure in it.

Blocks in blockchain are divided into block headers and
block bodies. The block headers are like indexes in
databases. The block header structure of Ethereum is too
complex for the Internet of Things environment. In view of
this situation, this paper cancels the data structures like GasLi-
mit and Coinbase and simplifies the block headers data, as
shown in Table 1, making the lightweight block headers more
suitable for the Internet of Things environment.

Table 2 shows the main data structure of the new block
body. According to the actual existence and uniqueness of
Internet of Things devices, the device ID and company ID
are used to locate the devices. The type field mainly stores
the transaction type, which is used to locate and negotiate
transactions between gateway nodes.
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2.2. D-H Algorithm of Computing Power Balance Based on
Internet of Things-Blockchain Network Architecture. After
completing the identity authentication of the blockchain
gateway node, all the nodes in the network recognize the
legitimacy of the node. One of the characteristics of the
Internet of Things is that the computing power of devices
is uneven, which will lead to a large time gap in the calcula-
tion of large numbers. In the process of establishing infor-
mation interaction things such as instant messaging, it is
inevitable that the party with strong computing power needs
to wait for the party with weak computing power, which

greatly wastes time and resources. In order to solve this
inevitable problem in the Internet of Things environment,
this section refers to Diffie-Hellman key exchange method
[12] and proposes a key exchange method based on the
Internet of Things-blockchain network architecture that
can balance the computing power gap by introducing com-
puting power weight.

Assuming that node A needs data interaction with node
B, as shown in Figure 2, the node has calculated the interme-
diate shared value Y of random number S in advance and
kept it confidential. The party with low computing power
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Figure 1: Logical structure of block body.

Table 1: Block structure of new area.

Attribute Individual meaning

father_hash Point to parent block (parentB1ock). Except for GenesisB1ock, each block has only one parent block.

Number Serial number of the block. The number of a block is equal to its parent block number +1.

Merkel_root
The root of Merkel tree. Merkel tree is a kind of hash tree. Leaf node contains stored data or its hash value,

middle node is the hash value of its two child nodes, and the top root node is composed of the hash
value of its two child nodes.

Timestamp
The time when the block “should” be created. Determined by consensus algorithm, generally, it is either

equal to parentB1ock. Time +10 s or equal to the current system time.

Table 2: Structure of new block body.

Attribute Individual meaning

Type 0x00 stores type of things

Company The number of the company is convenient for identity verification and ensures the global uniqueness of ID.

device_code The number of the device is convenient for identity verification and ensures the global uniqueness of the ID.

dh_value Field required for Diffie-Helman authentication, which is a struct, including a prime number and its source root.

ffs_value
The gateway node proves the set of global parameters through the zero recognition generated by its own random

number R.

new_ffs_value The updated set of zero recognition proof global parameters, which is empty when new devices are registered.

envelope_pk Public key for envelope encryption.

Calculate Node computing power weight is used to balance the computing power between nodes and improve efficiency.
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selects the calculated data as shared data. Suppose that node
A needs time tya to calculate Ya, and node B needs time tya
to calculate Ya, where tya > tyb. The time for node A to cal-
culate the shared key is tka, the time for node B to calculate
the shared key is tkb, and the communication network delay
totals tnetwork . If the traditional D-H key sharing algorithm is
adopted, the time for communicating and sharing keys
between nodes is as follows:

T total = tnetwork + max tya, tyb
À Á

+max tka, tkbð Þ: ð1Þ

If the sharing algorithm based on blockchain-Internet of
Things computing power balance is adopted, the time for
nodes to communicate and share keys is

T total‐new = tnetwork + min tya, tyb
À Á

+max tka, tkbð Þ: ð2Þ

The time savings of the whole process are

Tsave = abs tya − tyb
À Á�� ��: ð3Þ

In the Internet of Things environment, where the com-
puting power of individual devices is quite different, this

key exchange algorithm using cache and exchanging space
for time saves considerable time.

Figure 3 shows the connection between a node A in the
same node group and other devices by using ordinary D-H
algorithm and computing force balance D-H algorithm,
respectively. It is obvious that the new algorithm has shorter
connection time.

3. Evaluation of Human Motion Data Based on
Fuzzy D-S Evidence Theory Algorithm

The health monitoring system based on blockchain and
Internet of Things proposed earlier brings convenience for
users to detect their health status during exercise. The design
of this system is mainly through the user’s body tempera-
ture, blood pressure, EMG, and pulse four basic physiologi-
cal parameters of human body data to judge the user’s health
status [13]. Through the optimized fuzzy set and D-S
evidence theory, the discrimination algorithm proposed in
this paper is introduced. In feature level fusion, fuzzy set the-
ory algorithm is used. In the process of decision level fusion,
a fuzzy D-S evidence theory discriminant algorithm is
obtained by using the D-S evidence theory algorithm. This
algorithm is applied in the sports injury risk assessment
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Figure 2: Balanced computing power key exchange process under blockchain-Internet of Things structure.

4 Journal of Sensors



RE
TR
AC
TE
D

system and can be used to judge whether the user’s sports
behavior is healthy or not according to the data results
detected by multiple sensors.

3.1. Intelligent Data Processing Algorithm. The information
collected by each sensor and its observation information
are combined according to certain optimization criteria,
and these information are further processed. Considering
the floating error of human health indicators and the differ-
ence of health representation weights of different health
indicators, this study adopts the sports injury risk assess-
ment algorithm based on fuzzy D-S evidence theory and
realizes the evaluation of human health status to be detected
based on the collected human health indicators data.

3.1.1. Fuzzy Sets. Fuzzy sets and fuzzy subsets are used to rep-
resent the whole thing with fuzzy definition characteristics.

Representation of fuzzy sets:

(1) Zadeh notation

A = A u1ð Þ
u1 + A u2ð Þ

u2 + A u3ð Þ
u3 +⋯: ð4Þ

(2) When the number of elements in the fuzzy set is
infinite, it is expressed by Zadeh method:

A =
ð
A uð Þ
u

: ð5Þ

It is very important to test and analyze the accuracy,
validity, and precision of information observation data in

sensors, which is of great significance and helps to extract
effective information observation data, ensure the reliability
of data, and control the accuracy of final fusion results.

If the obtained absolute information amount of position-
ing is Si ðtÞ ði = l, 2,⋯nÞ in positioning data, the absolute
data information amount obtained at time t is used for posi-
tioning measurement, and the positioning value is placed on
the number axis:

dis tð Þ = si tð Þ − sj tð Þj j, ð6Þ

where siðtÞ is the information data at time t, diðtÞ is the dis-
tance between all the information data values, and �diðtÞ is
the average distance.

di tð Þ = 〠
n

j=1
disij tð Þ, ð7Þ

�di tð Þ = 〠
n

i=1
di tð Þ: ð8Þ

If dit satisfies the following conditions and regards all
the data in the neighborhood of a set of valid information
data as φ, then, this set is called the optimized fuzzy set.

di tð Þ < �di tð Þ +M, ð9Þ

di tð Þ ≥ �di tð Þ −M: ð10Þ
The observation data set of n sensors of t-time fuzzy set

is obtained by the definition of t-time optimal fuzzy set. For
the optimized T-time fuzzy set of observation data, the
smaller Si ðtÞ and Sj ðtÞ are, the more complex the fusion
between T-time and observation data of two sensors is,
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and the higher the fusion complexity between data is. On the
contrary, it shows that the lower the complexity of data
fusion, the deviation of the fusion degree of observed data
values between sensors. In order to facilitate the analysis
and processing of the fusion complexity and values between
the observed data of fuzzy sets, the concept that the fusion
degree of fuzzy sets belongs to a function in mathematical
theory is put forward. Si ðtÞ and Sj ðtÞ are mapped to each
other to obtain a fusion degree membership function matrix
Cij ðtÞ, and the value range of Cij ðtÞ is [0, 1]. The member-
ship function of the matrix Cij ðTÞ directly reflects the
degree of fusion between the sensor and the observation data
of the two sensors at T time. The expression defined by the
fusion function is as follows:

Cij tð Þ = exp −
1
2

�
si tð Þ − sj tð Þj jg: ð11Þ

It can be seen from the formula that the closer the cij ðtÞ
value is to 1, the better the fusion of the two sensors and the
higher the fusion degree of observation data. On the other
hand, the CijðtÞ value is infinitely close to 0, and the fusion
degree of the two sensors is worse. According to the defini-
tion of fusion degree, the data fusion degree matrix C is

C =

1 C12 tð Þ ⋯ C1m tð Þ
C21 tð Þ 1 ⋯ C2m tð Þ
⋮ ⋮ ⋱ ⋱

Cm1 tð Þ Cm2 tð Þ ⋯ 1

2
666664

3
777775: ð12Þ

A larger sum of the elements of any row of matrix C
indicates that Si ðTÞ is closer to the average. On the contrary,
if the sum of the elements in this row is smaller, the greater
the deviation of the observed data of sensor Si.

T is time, and the consistency fusion degree of sensor Si
can be expressed as

μi tð Þ = ∑m
j=1cij tð Þ
m

: ð13Þ

However, the average consistency fusion degree cannot
prove the stability of Si sensor. If the monitoring data trans-
mission of sensor Si is very stable, the deviation between its
fusion degree and sensors of other information sources will
become very small. The deviation affects the distribution
balance of fusion degree. Therefore, the definition of distri-
bution balance is used.
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The distribution balance of sensor Si at time t is

τi tð Þ = 1/〠
m

j=1
ui tð Þ − cij tð Þ2À Á

/m: ð14Þ

In the actual process of sensor fusion, we should try to
use sensors with consistent fusion degree and relatively bal-
anced fusion degree distribution. The higher the uniformity
and fusion coefficient of sensors, the more balanced the dis-
tribution of fusion degree and the greater the fusion degree
weight of sensors. Therefore, the uniform fusion coefficient
of a sensor can be multiplied by the distributed balance coef-
ficient of the sensor as the fusion weight balance coefficient
of the sensor.

The weight coefficient of sensor Si at time t is

ωi tð Þ = ui tð Þ × τi tð Þ: ð15Þ

The above formula is normalized to obtain:

Wi tð Þ = ϖ tð Þ
∑m

i=1ϖi tð Þ
: ð16Þ

The fusion result is

x_ = 〠
m

i=1
wi tð Þsi tð Þ = 〠

m

i=1

ωi tð Þsi tð Þ
∑m

i=1ωi tð Þ
: ð17Þ

Fuzzy sets are more valuable in multisensor data fusion.
When used in multisensor information fusion, the first step
is to observe the data monitored by each sensor, then use the
concept of fuzzy set to complete the process of information
synthesis according to relevant fusion rules, then use fuzzy
set to complete multi-sensor information fusion or reason-
ing, and make the final information fusion decision.

3.1.2. D-S Evidence Theory. Evidence theory is a reasoning
method using uncertainty. It can also be simply regarded as
an improvement of subjective Bayesian estimation method.
But it also has many advantages that Bayesian estimation rea-
soning method cannot match [14]. Bayesian estimation rea-
soning method usually needs to synthesize hypothetical prior
probability and corresponding conditional probability, while
the new generation D-S evidence analysis theory can calculate
the probability of overcoming prior probability and corre-
sponding condition according to its comprehensive basic rea-
soning rules. At present, it has been widely used inmultisensor
information fusion data processing system.

3.2. Data Fusion of Fuzzy Sets and D-S Evidence Theory. In
order to minimize the decisive influence of low credibility evi-
dence on conflict decision-making results, based on the
research results of scholars at home and abroad, this paper
proposes a new consistency algorithm of conflict evidence
credibility synthesis. The algorithm basically combines the
advantages of original reliability evidence consistency
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Figure 5: EMG and pulse fusion results 1.

Table 3: Mass values of body temperature, pulse, EMG, and blood pressure.

S1 S2 S3 S4 S5 …

Electromyography 0.889 0.782 0.696 0.432 0.802 …

Pulse 0.754 0.723 0.512 0.231 0.772 …

Body temperature 0.709 0.689 0.594 0.302 0.632 …

Blood pressure 0.723 0.705 0.612 0.172 0.805 …
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modification and sensor combination rule consistency modifi-
cation. In addition, the conflict evidence is not completely
removed, and the conflict information and the consistency
information between the conflict evidence are properly
reserved. This new consistency algorithm not only improves
the reliability of sensor evidence but also improves the accuracy
of evidence fusion processing and reduces the risk that the
weighted credibility evidence will affect the decision results.

Basic probability distribution function of combination:

m Að Þ = 0 A =∅,

m Að Þ = ∑AiBj=Am1 Aið Þm2 Bjð Þ
1 −∑AiBj=ϕm1 Aið Þm2 Bjð Þ A =∅:

ð18Þ

m1 and m2 represent their basic confidence distribution
functions. Ai and Bi are the focus elements. The global reli-
ability of each evidence in the fusion system can be calcu-
lated by equation (19). The evidence with the highest
reliability after calculation is called the weight evidence of
the fusion system, which can be expressed by uk:

μk Ekð Þ = max
1≤i≤m

μi Eið Þð Þ: ð19Þ

Taking the weighted evidence as a reference and the
overall credibility of the evidence as the basis for measuring
the weight coefficient of the evidence, the weight coefficients
of other evidence can be expressed as follows:
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Figure 7: Final result.
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τi = μi Eið Þ
μk EKð Þ = μi Eið Þ

max μi Eið Þ
1≤i≤m

: ð20Þ

Through normalization method, the basic confidence
function W i ðtÞ can be obtained:

Wi tð Þ = ϖi tð Þ
∑m

i=1ϖi tð Þ
: ð21Þ

The weight coefficient of each evidence is redistributed
to obtain a new basic probability distribution function:

mi Akð Þ =
τi ·mi Akð Þ,
1−〠τi ·mi Bkð Þ:

(
ð22Þ

The improved combination rule is used to fuse the new
basic probability distribution function, and the improved
combination rule is shown in the following equation.

m φð Þ = 0

m Að Þ = 〠
Ak∩Bk=A
Ak·Bk⊆θ

~mi Akð Þ ·mj Bkð Þ + 〠
A∩Bk=A
Bk⊆θ

λ A, Bkð Þ

8>>><
>>>:

,

ð23Þ

λ A, Bkð Þ = ~mi Að Þ3
~mi Að Þ2 + ~mj Bkð Þ2 + ~mi Bkð Þ3 ~mj Að Þ

~mi Bkð Þ2 + ~mj Að Þ2 :

ð24Þ
From the consistency description of equation (21), it can

be clearly seen that the new method fully excavates the
information consistency between high-reliability evidences
and the conflict consistency information between informa-
tion and evidence and fully considers the security and
reliability of relevant evidence information sources on the
basis of assigning information weights to information con-
flict evidences.

4. Experiment

4.1. Application of 4.1 Fusion Algorithm in Sports Injury Risk
Assessment System. Because the data transmitted based on
the Internet of Things is human motion data transmitted
at the same time, data-level fusion cannot be provided.
According to the characteristics and functions of human
physiology and data information, the two-level feature infor-
mation data fusion technology is used to realize the informa-
tion processing in the human sports injury risk assessment
system and the judgment of human sports health results in
Figure 4.

First, it is a feature level information analysis and fusion,
which belongs to an intermediate level feature data fusion in
the whole feature information processing process. Based on
the analysis and fusion of feature data and the fusion of data
processing information extraction, it is a fusion of global and
local feature information. Second, information analysis and

fusion at decision level are high-level technology of local fea-
ture information analysis and fusion [15]. It makes final
decision analysis on the whole local feature information pro-
cessing process formed by the fusion of local feature data
and information of different feature types, that is, it makes
the analysis and fusion of feature data and local information
for each independent decision, so that the decision maker
can obtain consistent whole feature information decision
and judgment. The flow chart of algorithm fusion is shown
in Figure 4.

The physiological data parameters of body temperature,
pulse, EMG, and blood pressure were fused preliminarily.
Then, the global credibility of each evidence is calculated,
and the weight evidence of the fusion system is determined,
defined as:

μk Ekð Þ = max
1≤i≤m

μi Eið Þð Þ: ð25Þ

Correct discrimination
Discrimination error

Figure 9: Correction rate of weighted average data fusion
algorithm.

Correct discrimination
Discrimination error

Figure 8: Correct rate of fuzzy D-S evidence theory algorithm.
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Taking the weighted evidence as a reference and the
overall credibility of the evidence as the basis for measuring
the weight coefficient of the evidence, the weight coefficients
of other evidence can be expressed as follows:

τi = μi Eið Þ
μk Ekð Þ = μi Eið Þ

max μi Eið Þ
1≤i≤m

: ð26Þ

Normalized to obtain the basic confidence function:

Wi tð Þ = ϖi tð Þ
∑m

i=1ϖi tð Þ
: ð27Þ

From the above formula, it can be concluded that the
primary fusion results of the three groups of sensors have
the most normal pulse rate of 80, EMG of 210mV, blood
pressure of 86mmHg, and body temperature of 36.7 degrees
Celsius. Before the beginning of this experiment, the body
temperature, pulse, EMG, and blood pressure of 50 subjects
were tested with professional medical instruments. The sub-
jects S4 and S9 showed hyperthermia, S25 showed high pulse
rate, and S33 and S42 showed high blood pressure. There-
fore, the physical movement state of subjects S4, S9, S25,
S33, and S42 is “unhealthy.”

In this experiment, we do not do any specific research on
the basic probability distribution function, but get the
assignment of the basic probability distribution function of
the above sensors through the expert knowledge system, as
shown in Table 3.

Fuse the body temperature and pulse of two sets of evi-
dence related to human physiological parameters, and the
fusion process is as follows.

First, the weight coefficients of the evidence are redistrib-
uted according to formula (28) to obtain a new distribution
function.

~mi Akð Þ =
τi ·mi Akð Þ,
1−〠τi ·mi Bkð Þ:

(
ð28Þ

Taking the value of τi as 1, we get a new mass function,
as follows:

~mi Akð Þ =
mi Akð Þ,
1−〠mi Bkð Þ:

(
ð29Þ

Then, S1-S50 is substituted into equation (29) to obtain a
new expression for the basic probability distribution func-
tion, as follows:

~m Xð Þ

m δ1ð Þ⋯ X = δ1,
m δ2ð Þ⋯ X = δ2,
m δ3ð Þ⋯ X = δ3,
m δ4ð Þ⋯ X = δ4,
m δ5ð Þ⋯ X = δ5,
1 −m δ1ð Þ −m δ2ð Þ −m δ3ð Þ −m δ4ð Þ −m δ5ð Þ⋯ X = θ:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð30Þ

Using the basic probability distribution function calcu-
lated by Android platform of intelligent mobile terminal,
EMG and pulse evidence are fused first. The result of ECG
and pulse fusion is obtained, as shown in Figure 5.

Then, through the new principle of evidence combina-
tion, the blood pressure and body temperature are fused.
The fusion of blood pressure and body temperature is
obtained, as shown in Figure 6.

Finally, through the new evidence combination princi-
ple, the two groups of fusion results are fused. The final
fusion result of the four items of data is obtained, as shown
in Figure 7.

It can be seen from the final result diagram that the
physical movement state detected by subjects S4, S9, S25,
and S42 is “unhealthy,” while other subjects are “healthy.”
Before the beginning of this experiment, the physical move-
ment states of subjects S4, S9, S25, S33, and S42 were all
“unhealthy” measured by professional medical instruments.
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Figure 10: Response time of device in indoor environment.
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By comparison, it can be seen that the experimental results
of S33 are inconsistent with those measured by professional
medical devices. Therefore, this discriminant algorithm has
a high accuracy in judging the status of human sports inju-
ries, with a correct rate of 98% and an error of 2%. It con-
forms to the application standard in normal sports
environment and has certain practical significance.

4.2. Comparison of Fuzzy D-S Evidence Theory Algorithm
and Weighted Average Data Fusion Algorithm. In this sec-
tion, the fuzzy D-S evidence theory algorithm and weighted
average data fusion algorithm are compared, and the
experimental results can be used to prove the effectiveness
of the algorithm selected in this paper. First, the fuzzy D-S
evidence theory algorithm is applied to 50 groups of experi-
ments, and the experimental results are shown in Figure 7.
The correct rate of human sports injury risk assessment is
98%, and the error is 2%. The accuracy of the experimental

results of fuzzy D-S evidence theory algorithm is shown in
Figure 8.

Using the same basic experimental data and applying
weighted average data fusion algorithm, the sports injury
risk detected by subjects S4, S9, S10, S12, S14, S16, S19,
S20, S27, S33, S42, S45, S48, and S49 is assessed as
“unhealthy,” while other subjects are “healthy.” Compared
with the experimental results measured by professional
medical devices, the correct rate is 77% and the error is
23%. The accuracy of experimental results of weighted
average data fusion algorithm is shown in Figure 9.

From the comparison results of Figures 8 and 9, it can be
seen that the correct rate of weighted average data fusion
algorithm for human motion injury risk assessment is 77%.
Although the correct rate is high, the correct rate of fuzzy
D-S evidence theory algorithm for human motion injury risk
assessment is 98%. In the application of human motion
injury risk assessment, fuzzy D-S evidence theory algorithm
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Figure 12: Response time of device in outdoor environment.
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has higher accuracy than weighted average data fusion
algorithm and performs better and more stable in the overall
performance. Therefore, fuzzy D-S evidence theory algorithm
is more suitable for human sports injury risk assessment.

4.3. Human Muscle Fatigue Detection. If you exercise
improperly or excessively, it may directly lead to severe mus-
cle stiffness. Severe muscle stiffness is a natural physiological
reaction of “self-defense signal,” which indicates that your
local muscles are completely tired. On the basis of realizing
the risk assessment of human sports injury based on the sys-
tem proposed in this paper, a muscle fatigue detection based
on blockchain and Internet of Things is also designed in the
experiment. This system judges the muscle fatigue state of
users by detecting EMG signals on the surface of human
skin. The following is the realization of human muscle
fatigue detection and performance index evaluation.

Before the test, all the participants used themassager of the
same specification to relax their muscles for 2 minutes. All the
participants adopted standing posture, with their arms droop-
ing naturally, holding 1.5 kg dumbbells of the same specifica-
tion, repeating wrist flexion and extension for 10 times, and
taking the average value of the final experimental data for 10
times. The test environment is indoor. Indoor environment:
the temperature is 26 degrees, and the wind is weak, so it is
regarded as calm in Figures 10 and 11.

Sometimes outdoor activities are also carried out. In
order to facilitate the detection of anti-interference index
and the evaluation of anti-interference performance of
the adaptive system, a group of interference tests are also
carried out in outdoor environment in Figures 12 and
13. Outdoor environment: temperature is 6 degrees, and
wind level is 3.

Experiments show that environmental factors have
little influence on the response time and accuracy of the
system. With the help of the proposed system, the fatigue
state of human muscles can be monitored in real time.
The sports injury risk assessment is helpful to the healthy
management of muscle fatigue and has high populariza-
tion and use value.

5. Conclusion

Blockchain and Internet of Things technology are developing
rapidly and vigorously and have become a new development
normal in the process of realizing information management
of daily life for modern people. Internet data fusion applied
to wireless sports health detection is also increasing day by
day. To solve the above problems, a sports injury risk assess-
ment based on blockchain and Internet of Things is proposed.
In this chapter, through the application of fuzzy D-S evidence
theory algorithm in human motion monitoring system, we
can judge whether the user’s motion state is healthy or not
according to the results of multisensor detection data based
on blockchain and Internet of Things. Experiments on 50 sub-
jects show that the algorithm has high accuracy in judging
human sports health status, which accords with the application
standards in normal environment and has certain practical sig-
nificance. It is compared with the risk assessment algorithm of
human motion injury based on weighted average data fusion.
Fuzzy D-S evidence theory algorithm is more accurate than
weighted average data fusion algorithm, and it is better and
more stable in the overall performance. Finally, the detection
of human muscle fatigue is studied, and two groups of experi-
ments are carried out under indoor and outdoor conditions.
Experiments show that environmental factors have little influ-
ence on the response time and accuracy of the system, and it
can monitor the state of human muscle fatigue in real time.

In this paper, D-S evidence theory algorithm is used to fuse
the data of different sensors, and the benefits are ideal in this
paper. However, the correlation between collected data has not
been demonstrated, and the memory relationship of data sets
hasnotbeenfurtheranalyzed. It isnecessarytouseothermethods
to analyze the correlation of data first and further analyze the
independent data, so as to determinewhich are themain factors.

Data Availability

The experimental data used to support the findings of
this study are available from the corresponding author
upon request.
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With the rapid development of intelligent technology, people’s lives have gradually entered the era of information and intelligence.
Traditional vision-based and sensor-based human motion detection methods have shortcomings such as high illumination
requirements, difficulty in preserving privacy, and poor portability. The wireless sensor detection method based on a wireless
network can overcome the shortcomings of these methods, so it has become a hot research direction. Human motion
parameters are very important data. If leaked, it may cause unimaginable harm to individuals. Blockchain technology is an
emerging technology in the field of information technology. Its decentralized nature, distributed storage, and data is not easy.
The modification provides a feasible solution for us to realize the data upload. Combining the advantages of wireless sensing
and blockchain technology, this paper proposes a method of wireless sensing collection of human motion parameters based on
blockchain, and designs a human motion recognition system. The experiment found that under the experiments given in this
article, the traditional accuracy rate of sensor data collection is 71.82%, and the accuracy rate of the wireless sensing collection
method of human motion parameters based on the blockchain in this article has reached 95.31%, which verifies the
effectiveness and superiority of the system designed in this article.

1. Introduction

With the rapid development of artificial intelligence technol-
ogy, people’s lives have gradually entered the era of informa-
tionization and intelligence. The emergence of more and
more intelligent devices is convenient for people’s lives,
and at the same time, people’s actual needs have spawned
the continuous development of various emerging technolo-
gies. Human motion detection technology has always
attracted much attention. This technology mainly refers to
the use of some special equipment and related detection
algorithms to identify the motion state of the target person.
The current motion state of the target user can be judged
by the obtained motion state information, and correspond-
ing services can be provided based on it, which can be widely
used in smart homes, health care, entertainment games, and
other related fields. From the technical means of human
motion detection, human motion detection technology is

mainly divided into three categories. The first is the use spe-
cial sensor equipment to collect information; wearable
devices containing specific sensors are worn on human bod-
ies to collect human motion data to judge the human motion
state. The advantages of this detection method include the
simplicity of the equipment needed and the high precision
achieved; however, the disadvantages are that the target per-
son needs to wear auxiliary equipment actively, which will
increase the burden on the target person to a certain extent,
and it is difficult to complete the detection of motion state
without cooperation. Second, with the development of com-
puter vision, human motion detection based on vision has
become a hot research direction. However, this method
relies on (1) high-resolution video or images under line-of-
sight, (2) high-precision cameras that are often costly, and
(3) recognition performance that is greatly reduced in dark
or poor line-of-sight conditions. In addition, it is easy to
reveal users’ personal privacy in some scenes because the

Hindawi
Journal of Sensors
Volume 2021, Article ID 4564143, 13 pages
https://doi.org/10.1155/2021/4564143

https://orcid.org/0000-0003-3423-7375
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4564143


camera shoots directly. The third kind of motion state detec-
tion method based on radio frequency has become a new
detection technology because of the following advantages:
(1) it is not affected by illumination conditions, (2) it has
strong expansibility, and (3) it can overcome non-line-of-
sight and passive sensing. The detection method based on
radio frequency uses specific receiving and transmitting
equipment to obtain the signal change information of
human motion state change, and then realizes motion state
detection through preprocessing, feature extraction, train-
ing, and classification. In recent years, wireless sensor net-
works have been widely used in various fields. With the
rapid development of wireless communication technology,
sensor technology, and microcontrol technology, wireless
sensor networks have been widely used to build a robust
Internet of Things system. A sensor network is composed
of a large number of sensor nodes, which are composed of
an energy supply unit, a data acquisition unit, a data pro-
cessing unit, and a data transmission unit [1]. In this paper,
the advantages of wireless sensors, combined with the
decentralization and distribution of blockchain technology,
ensure the reliability of data uploading and enable designing
a wireless sensor acquisition system of human motion
parameters based on blockchain. Through experiments, its
accuracy is much higher than that of the traditional human
motion parameter acquisition system.

These results show that the wristband based on a pres-
sure sensor can classify gestures very well and can also con-
trol mouse interaction. A new pressure signal processing
framework has been developed, and it is a prototype system
for real-time, robust gesture recognition [2]. It can make the
gestures of the worn device intersect with the computer.
Through the wristband experiment of a pressure sensor, it
shows that people with or without experience can complete
interactive tasks. In practice, the motion recognition system
based on radio frequency is widely used, but it can be dis-
turbed and lead to low accuracy. Therefore, we propose a
new wireless sensor system, the Motion-Fi +, which can per-
form some motions simultaneously by multiple users
because of its noninterfering characteristics and it does not
depend on the template or contour of the scene. We built a
backscatter wireless platform, and after 6 months of different
scene designs, we added different people and directions to
verify the system [3]. Experiments show that this method
has high accuracy. With the development of research, a
wireless inertial sensor system applied to human motion
capture is a decoding strategy of human node displacement
and attitude data based on the advantages of the previous
two filtering methods. Evaluated on a built platform, wireless
inertial sensor systems accurately measure human move-
ment in the joints [4]. Nowadays, people live at a fast pace,
and there are great pressures in work and study. They basi-
cally do not exercise at ordinary times, which has a great
impact on their health. People gradually realize this and
pay attention to their own health. Mild jogging and walking
are the first choice for everyone to exercise. Wearing equip-
ment plays an increasingly important role in the field of
health, and its research is also of great significance [5].
Researchers put forward a wearable human body monitoring

system based on wireless acceleration sensor technology,
which can monitor the amount of running performed by a
human body in time. Aiming at the confusing parts in the
process of motion, this paper proposes a recognition method
of human motion state based on single fractal and multifrac-
tal methods. Experiments show that this method is effective
and feasible for recognition. In recent years, the wide appli-
cation of artificial intelligence has also made a breakthrough
in wireless network monitoring. It can identify abnormal
events and has the global operation and maintenance capa-
bility of analysis. The video is captured and transmitted by
camera, and then it is displayed in a browser by ActiveX
control. Then, the linkage coordinate system of wireless net-
work remote monitoring is established by the DH parameter
method to realize intelligent control of a wireless network
[6]. The above methods applied to human body monitoring
and data collection are sensor-based data collection and are
not applied to blockchain technology. There are some prob-
lems in the design accuracy and accuracy of the above
methods, and the prediction effect is not ideal when analyz-
ing the data after collection. Therefore, the method of col-
lecting data from the human body with blockchain sensors
can obtain more accurate data than traditional ones.

2. Characteristics of Blockchain Technology
and Introduction of Related Technologies

Blockchain is a way to organize data skillfully, while block-
chain technology is a technology that integrates many out-
standing achievements of human intelligence, including
database technology and network technology related to dis-
tributed books, network technology related to consensus
algorithm, and asymmetric encryption technology and soft-
ware technology related to intelligent contracts. Blockchain
technology, which integrates these cutting-edge technolo-
gies, has challenged and confronted the mechanism based
on central node credit since it was put forward. With the
development of time, this characteristic of blockchain tech-
nology is becoming more and more obvious, which makes
it no longer limited to digital cryptocurrency, but widely
used in many fields of social and economic life, such as sup-
ply chain finance, data authentication, asset management,
election voting, and fair security traceability introduced in
this paper. Nowadays, blockchain technology has become
an important technology that cannot be ignored among
many high-end cutting-edge technologies.

2.1. Distributed Book of Accounts. Different from the tradi-
tional system network structure, the network architecture
and data storage of a blockchain system choose distributed
books with a decentralized architecture. The transmission
of information in the network does not pass through the
central node, and each member node retains complete data,
which is embodied in the distribution of nodes in entity and
the distribution of nonrelational databases on each node in
logic. An account book is a storage form of data and a man-
agement unit of data. A nonrelational database is the logical
carrier of data and an account book, and the physical carrier
of data and the account book is a member node. Blockchain
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is the underlying form of an account book, that is, the data
form of a chain of blocks strung together. After the consen-
sus process, consensus members will reach a consensus and
write the same data into the blockchain system, so each
member keeps a copy of the data. Because the data in each
ledger cannot be deleted, the total amount of data will only
increase, which is a great test for the ability of data storage;
however, with the rapid development of technology, this
problem will not be a problem. This is because the breeding
nodes, slaughtering nodes, processing nodes, transportation
nodes, and sales nodes in the livestock product supply chain
are distributed in different places in the physical sense, in
line with the distributed ledger technology in blockchain.
In the ideal traceability model, the status of nodes where
each link is located is expected to be equal, the information
flow does not pass through the central node, and its network
architecture naturally fits the characteristics of distributed
books in blockchain technology; thus, it is reasonable and
efficient for a livestock product traceability system to select
the network architecture based on blockchain technology [7].

2.2. Cryptographic Algorithms. Cryptography is the core of a
blockchain data layer, which escorts the whole data trans-
mission and access of blockchain. Cryptographic algo-
rithms will be used in three places in the blockchain
platform of cold chain drug traceability, including the hash
algorithm and the asymmetric encryption algorithm. This
section will discuss the principle and selection of these
two algorithms [8].

2.2.1. Hash Algorithm. The secure hash algorithm is an alias
of the hash algorithm, which maps data of arbitrary length
into hash strings of fixed length through certain rules. The
more common ones are SHA-256, SHA-384, SHA-512,
etc., which are widely used in various technologies requiring
encryption including blockchain technology [9].

2.2.2. Asymmetric Encryption Algorithm. The asymmetric
encryption algorithm comes from the secret key method in
the cryptographic algorithm; the key consists of a public
key and a private key. The key is generated at the same time,
in which the public key is public as its name implies, while
the private key is private and needs to be saved by itself.
When encryption is needed, one of the same pairs of keys
is used to complete the encryption operation, and only the
other key can complete the decryption of the message. The
asymmetric encryption algorithm plays an important role
in blockchain, which is the cornerstone of the security of
the whole blockchain system. The asymmetric encryption
algorithm is mainly used in encrypted communication and
for generating a digital signature in blockchain [10].

2.3. SM2 Digital Signature Algorithm. The SM2 algorithm is
an improved national cryptographic algorithm based on
ECC published in China in 2010, which includes the digital
signature algorithm and the key exchange protocol and pub-
lic key encryption algorithm. It has become the current pub-
lic key algorithm standard GM/T 0003.2-2012 in China and
entered the international standard ISO/IEC 14888-3.

2.3.1. Principle of the SM2 Digital Signature Algorithm. The
elliptic curve equation Eða, bÞ selected by the SM2 algorithm
is as follows:

y2 = x3 + ax + b: ð1Þ

The Abelian group ðG, +Þ is defined on Epða, bÞ, where
the unit element O of the group is defined as an infinity
point. Let the elliptic curve be y2 = x3 − x. Take two points
P and Q on the elliptic curve ðG, +Þ as straight lines inter-
secting the other point R′ of the elliptic curve, and make
parallel lines of the y axis intersecting R through R′, and
define P +Q = R. In this way, the sum of the additions made
by two points on the Abelian group will also be on the ellip-
tic curve, and it also satisfies the properties of the Abelian
group. When the same points P are added, that is, when
the two points P and Q coincide, the tangent of the point
P is made. Repeat the above operation, and when k points
P are added, it is recorded as kP.

Ordinary elliptic curves are continuous and not suitable
for encryption. In the national standard, the elliptic curves
with 256 bits in the prime number field are used to trans-
form the elliptic curves into discrete points. Let the prime
number be p, the prime number field formed by the elliptic
curves be Fp, and the elliptic equation be Erpða, bÞ:

y2 = x3 + ax + b mod pð Þ, ð2Þ

where both a and b are elements in the prime field and sat-
isfy 4a3 + 27b2 ≠ 0 (mod P). SM2 can be encrypted by
assuming that in the elliptic curve P = dG, where P and G
are two points on Epða, bÞ, N is the order of G, and D is an
integer and its value is not higher than order N . Given D
and G, it is easy to compute P in the front direction but dif-
ficult to compute D in the reverse, according to the defini-
tion of the Abelian group addition rule. Let the set
fO,G, 2G, 3G, ðn − 1ÞGg be a cyclic subgroup generated by
G on d ∈ ½1, n − 1�. If d is selected as the private key and
P = dG as the public key, the problem of finding d from P
is the discrete logarithm problem on the elliptic curve group,
which is the mathematical basis of the elliptic curve encryp-
tion algorithm [11].

2.3.2. SM2 Digital Signature Scheme. The digital signature
scheme designed by the SM2 encryption principle is as fol-
lows: perform key generation with the input of SM2 elliptic
curve parameter parms (elliptic curve equation Ep, large
prime number p, base point G, and order n of base point),
randomly generate private key d ∈ ½1, n − 1� and keep it
secretly, and use the public-private key relationship to gener-
ate the following public key:

P = d½ �G: ð3Þ

In formula (3), P is the obtained SM2 public key, which
is an important basis for SM2 to be used in encryption and
signature. The SM2 signature process is as follows: input
SM2 elliptic curve parameter parms, private key d and
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message M to be signed, and calculate hash value ZA at the
same time:

ZA =H256 IDLA IDAk ak bk xGk yGk xAk yAkð Þ: ð4Þ

In formula (4), IDA is the user’s distinguishable identifi-
cation, IDLA is the length of IDA, a and b are the coefficients
of the elliptic curve, xG and yG are the horizontal and vertical
coordinates of base point G, respectively, and xG and yG are
the horizontal and vertical coordinates of the public key,
respectively.

The hash value ZA is obtained, and then the hash digest e
with the message M to be signed is calculated:

e =H256 ZA Mkð Þ: ð5Þ

Randomly generate k ∈ ½1, n − 1� and calculate the elliptic
curve point X1 from it:

X1 = x1, y1ð Þ = k½ �G: ð6Þ

Calculate the signature parameters r and s to output the
signature ðr, sÞ:

r = e + x1ð Þ mod n, ð7Þ

s = 1 + dð Þ−1 k − rdð Þ� �
mod n: ð8Þ

The SM2 verification process is as follows: input parms,
the public key P owned by the verifier, the message M to
be verified, and the signature (r″, s′) sent by the signer to
obtain the hash digest e of the message M to be verified
according to formula (8), and calculate the t value:

t = r′ + s′
� �

mod n: ð9Þ

Verify whethertis equal to equal, if it is equal to zero, the
verification fails, otherwise calculate the elliptic curve point
X1′.

X1′ = x1, y1ð Þ = s′
h i

G + r′
h i

PA: ð10Þ

Verify whether r′ = ðe′ + x1′Þ mod n is true, and if it is
true, the verification is successful.

2.4. Consensus Algorithm. At present, the consensus algo-
rithms commonly used in blockchain are Pow, Pos, DPos,
and PBFT. Pow uses the workload proof mechanism to
determine the node accounting rights and ensures the con-
sistency of data through a large number of calculations.
Pos adds the concept of currency age to the workload proof
mechanism and uses currency age instead of computing
power to reduce the difficulty of acquiring a block solution.
DPOS uses digital cash holders to generate node sets with
bookkeeping rights through elections and adopts rotation
bookkeeping to generate blocks. PBFT is a distributed con-
sensus algorithm based on state machine replication. Con-
sensus is completed through three-stage communication

between nodes. For the four consensus mechanisms in
throughput, the performance of delay and scalability is com-
pared. Details are as follows. The application of a consensus
mechanism in blockchain is from PoW to PoS to DPOS to
PBFT. In this process, computing power competition is
gradually replaced by equity competition. The cost of
obtaining node bookkeeping rights is gradually reduced.
With the development of the blockchain application, the
transaction speed gradually increases. At the same time,
the consensus mechanism has gradually evolved from the
initial decentralization to the current weak centralization.
Each consensus mechanism has different advantages and
disadvantages. PoW can realize decentralization to the great-
est extent. It is safe, reliable, and has low consumption of
network resources; however, it consumes too much comput-
ing resources. Computational attack can easily occur. Con-
sensus time is longer. The emergence of PoS solves the
problem of excessive waste of PoW computing power, but
it makes the pressure of network traffic increase. The imple-
mentation is more complicated. DPOS has made appropri-
ate compromises on centralization. The consumption of
network resources is reduced. It has greatly shortened the
consensus time. The throughput of the system is improved,
but the security is reduced due to its weak centralization,
which is prone to security loopholes. The PBFT algorithm
solves the consistency problem of the distributed system
with the Byzantine error nodes and improves the fault toler-
ance rate of the distributed system. However, due to the exis-
tence of a large number of point-to-point communications,
it occupies a large amount of communication resources [12].

3. Wireless Sensor Network and Fingerprint
Location Technology

When collecting human motion data, it is necessary to locate
the human body accurately. This paper uses the characteris-
tics of human heat source and chooses infrared sensors to
identify the human body. In order to locate the human body
more accurately, fingerprint positioning technology is
selected to locate the human body. This section will briefly
introduce these two technologies.

3.1. Wireless Sensor Networks. Typical wireless sensor net-
works are composed of a large number of low-cost and
low-power sensor terminal nodes and gateway nodes,
among which the structure of sensor terminal nodes is
shown in Figure 1. As can be seen from Figure 1, the sensor
terminal node not only has the function of data acquisition
but also includes the functions of data processing and wire-
less data transmission. It ensures that each node can obtain
the data of interest in the system in time, and accomplish
specific supervision and control purposes by exchanging
data or fusing the data of each sensor node. Usually, the sen-
sor terminal nodes in the network are used as passive sen-
sors. This type of sensor has the characteristics of low
power consumption, low price, and convenient installation,
which makes it meet the requirements of large-scale deploy-
ment and can be applied in large-scale sensor networks [13].
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Because of the requirements of the deployment environ-
ment, sensor nodes often need to assemble batteries to sup-
ply power to the whole system, so that the whole network
has the ability of data processing and transmission and node
cooperation. The wireless sensor network structure is shown
in Figure 2. In practical applications, wireless sensor net-
works not only need reliable communication channels but
also need to prolong the life of network nodes as much as
possible. Most of the energy consumption in WSNs comes
from the wireless communication consumption in the net-
work. However, considering the limited factors such as
energy and economy, network nodes cannot be equipped
with powerful communication and processing units, and
sensor nodes are greatly limited in communication ability,
computing ability, and data storage. These limitations will
require further research on energy management, network
topology optimization, node scheduling, distributed signal
processing algorithms, and network communication proto-
cols. The network topology and node scheduling guarantee
the capacity of the network system and the real-time com-
munication performance between nodes. The reliable com-
munication protocol ensures that the data information can
be transmitted in the network timely and accurately.

3.2. Fingerprint Location Technology

3.2.1. Principle of Fingerprint Location Technology. The loca-
tion method based on position fingerprints firstly needs to
collect infrared signals of a moving human body at each ref-
erence position in the off-line stage, then it needs to process
these signals accordingly to build the PIR position finger-
print database, and then train these data through certain
algorithms. Through training, a human body location model
which can realize information matching is obtained. When
positioning the position, firstly, the pyroelectric infrared sig-
nals generated when a human body walks on a certain path
are collected online, then using the same data processing
method as the off-line acquisition stage, the online acquisi-

tion signals are changed into position fingerprints. Finally,
the trained model is matched with the fingerprints in the
established PIR signal position fingerprint database, and
the position positioning results are screened out.

3.2.2. Fingerprint Location Technology Algorithm

(1) Nearest Neighbor Algorithm (KNN). The NN algorithm is
the most basic fingerprint-matching algorithm. It obtains
the most similar reference point by calculating the Euclidean
distance between the fingerprint data of the position to be
measured and the fingerprint in the fingerprint database,
and takes the reference point position as the approximate
position of the target. The KNN algorithm is an improve-
ment of the NN algorithm. Firstly, K similar reference points
are selected as the initial measure of a position, and then the
geometric centroid of K reference points is obtained as the
final location result. Assume that there are N fingerprints
in the off-line fingerprint database Fp, denoted fFp1, Fp2,
⋯, FpNg, and the reference point position corresponding
to each fingerprint record is denoted fL1, L2, LNg, where Li
is denoted ðxi, yiÞ. Assuming that the environment contains
m PIR signal detection nodes, and the induced signal of each
PIR node is denoted as a TSD vector, the fingerprint Fr is
denoted fTSDi1, TSDi2, TSDimg, where TSDim represents
the signal time series of the mth PIR node detected at the i
th reference position. In the online stage, the signal ampli-
tude vectors fTSD1, TSD2,⋯, TSDmg generated when the
human body moves are collected, and the similarity with
the target reference point is calculated as follows [14]:

disti = 〠
m

j=1
TSDj − TSDij

�� ��2( )1/2

: ð11Þ

In equation (11), disti represents the Euclidean distance
between the target position and the ith reference point in
the fingerprint database. K reference points with the smallest
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Figure 1: Wireless sensor network terminal node.
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distance are selected, and the position coordinates of the
moving human body under K reference points are calculated
as follows:

x, yð Þ = 1
k
〠
K

i=1
xi − yið Þ: ð12Þ

(2) Naive Bayesian Algorithm. The naive Bayesian algorithm
is a learning algorithm based on statistical probability. In
indoor location of PIR signals, conditional probability is
used to establish the location fingerprint location model,
and then the Bayesian law is used to calculate the position
of the target. Suppose that there are N fingerprints in the
off-line fingerprint database Fp, which are denoted as fFp1
, Fp2, Fp3 ⋯ FpNg, and the reference point position corre-
sponding to each fingerprint record is denoted as fL1, L2,
L3 ⋯ LNg, where Li is denoted as ðxi, yiÞ. Assuming the
existing fingerprint Fp, the posterior probability of the fin-
gerprint appearing at each reference point is calculated by
the naive Bayes algorithm, which is denoted as PðLi ∣ FpÞ.
The expansion formula is as follows [15]:

P Li ∣ Fp

� �
=
P Fp ∣ Li
� �

∗ P Lið Þ
P Fp

� � =
P Fp ∣ Li
� �

∗ P Lið Þ
∑keLP Fp ∣ LK

� �
∗ P LKð Þ :

ð13Þ

In equation (13), PðLiÞ is a prior probability, which rep-
resents the probability that the real-time fingerprint appears
at the reference point Li; PðFp, LiÞ is the conditional proba-
bility of the real-time target position at the reference finger-
print; PðFp, LiÞ is the posterior probability obtained by the
Bayesian algorithm. In the constructed system, it is assumed
that the target can appear anywhere in the probe field of
view. In the naive Bayesian algorithm, it is assumed that
the output signals from different PIR nodes are independent
of each other; that is, each fingerprint element is independent
and irrelevant. On this basis, the conditional probability
PðFp, LiÞ can be decomposed into PðDTS1 ∣ LiÞ⋯ PðDTSm
∣ LiÞ. Assuming that the PIR signal detected at the reference
point satisfies Gaussian distribution, the prior probability
can be expressed as follows:

P DST ∣ Li =
1ffiffiffiffiffiffi

2π
p

∗ δi
exp −

DTS − μi
2δ2i

� 	2
( ! )

: ð14Þ

In equation (14), μi and δi are the mean and standard
deviation of signal strength at reference point L, respectively.
The calculated posterior probability is taken as the weight
coefficient, and the actual position coordinates of the moving
target are estimated in combination with the position of the
reference point.

x, yð Þ = 〠
N

i=1
P Li ∣ Fp

� �
∗ xi, yið Þ: ð15Þ

(3) Neural Network Algorithm. The neural network algorithm
is widely used in function approximation, classification, and
other fields. In indoor positioning based on a PIR signal, the
BP neural network model is mainly used. The BP network is
mature in theory and performance, and it has a strong nonlin-
ear mapping ability and a flexible network structure [16]. In
the training process of the BP network, the input vector is
firstly propagated backward to the output layer through the
forward propagation process to obtain the result vector. If
the deviation between the output value of the output layer
and the expected output value exceeds the given threshold,
the weight and bias parameters of the neural network are
modified continuously through the error signal back propaga-
tion process until the value of the loss function meets certain
requirements. The fingerprint locationmodel of the PIR signal
position under the BP network is shown in Figure 3.

The steps of BP algorithm in the PIR location process are
as follows:

Step 1. The neural network model shown in Figure 3 is estab-
lished, and the input dimension is the length n of the PIR
signal sequence collected for a period of time; the output
dimension m represents the category of time series; the
number of hidden layers is l = 1; and each network parame-
ter is initialized.

Step 2. According to the size of the fingerprint database, the
sample data is divided into a certain proportion of training

Sensor terminal node

Gateway

PC

Figure 2: Structure diagram of a wireless sensor network.

6 Journal of Sensors



set and verification set, and the network model is trained by
the training set.

Step 3. Calculate the sample output result through forward
propagation, and calculate the error between the sample out-
put result and the actual value. If the error does not meet the
requirements or the iteration times are not reached, correct
each network parameter through back propagation.

Step 4. Back propagation.

In view of the simple structure of the BP neural network
and the strong generalization ability in signal sequence clas-
sification, the fingerprint location model of the PIR signal
position based on the BP neural network will be adopted
in the follow-up experiments of this paper.

4. Design and Implementation of Human
Motion Recognition System

4.1. Design of Infrared Sensor Unit. A two-stage bandpass
amplifier circuit is designed to filter, amplify, and resist the
interference from the weak infrared signal detected by the
pyroelectric probe. The circuit realizes the accurate acquisi-
tion of infrared signals of the human body, and its signal
processing flow is shown in Figure 4.

The infrared sensing unit is composed of a Fresnel lens
array, a pyroelectric probe, and a signal-conditioning circuit.
When human bodies with different temperatures from the
ambient background pass through the sensing area of the
pyroelectric sensor, the sensor will output a weak AC signal
of about 1mV, and this AC signal is superimposed on a
variable DC bias signal. Because of the interference of the
environment and circuit noise, the weak signal will be

annihilated in high-frequency noise, so a low-frequency
bandpass filter circuit at 0.5~ 5Hz is designed. The signal-
conditioning circuit can filter out the DC component of
the sensor output signal, amplify the AC part, and filter
out the environmental noise.

4.2. Design of Network Transmission Unit. The transmission
network used in this design is a wireless network based on
ZigBee technology. ZigBee technology is an area network
protocol developed by ZigBee Alliance, which has excellent
characteristics such as low power consumption and an ad
hoc network; thus, it is widely used in wireless sensor net-
works. The ZigBee protocol stack is a specific implementa-
tion of the protocol, through which system developers can
understand and use a certain part of the specific protocol.
A complete ZigBee protocol stack includes a physical layer
(PHY), a medium access control layer (MAC), a network
layer (NWK), and an application layer (APL) from bottom
to top. This is shown in Figure 5. Among them, the physical
layer realizes the communication of the lowest level data,
which will handle the receiving and sending of data from
the physical end and is the basis of data communication
between nodes. The medium access control layer completes
the segmentation, recombination, and sequential transmis-
sion of the upper or lower layer data packets, thereby ensur-
ing the reliability of data transmission, establishing network
beacons, ensuring information synchronization, and estab-
lishing stable links between network nodes. The network
layer function mainly realizes the establishment of an ad
hoc network, configures the attributes and modes of nodes,
and controls the transmission of data. The application layer
develops the design of users’ application requirements, and
users can develop and design through the application layer
to meet their own wireless sensor network needs.
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Figure 3: Fingerprint location model of the PIR signal position based on the BP neural network.
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According to the different roles of nodes in wireless sen-
sor networks, ZigBee nodes can be divided into the following
three types:

(1) Coordinator (Coordinator): the coordinator is
responsible for the creation and deployment of the
entire network. As a data sink node in the network,
it can communicate with any node in the network
after the network is deployed

(2) Routing node (Router): as a signal relay node in the
network, routing nodes are responsible for forward-
ing network data. The terminal node can communi-
cate with the coordinator node through the routing
node, and the network coverage can be expanded
through the routing node

Application layer
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Application
object

Device object

Application
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Media access control layer

Transceiver

Network layer

ZigBee standard
definition

IEEE 802.15. 4
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Physical layer

Figure 5: Structure diagram of a ZigBee protocol stack.
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(3) End node (EndDevice): as the bottom equipment in
the network, terminal nodes have the functions of
signal control, data processing, and transmission,
and they are an essential part of the whole network

ZigBee network supports three kinds of topology: star,
tree, and mesh. In this design, the star topology structure
is adopted, and its topology structure is shown in Figure 6.

At present, the mainstream chips conforming to the Zig-
Bee protocol specification in the market include the CC253x
of Texas Instruments and the MC13224 of Freescale. In this
design, the CC2530F256 chip of Texas Instruments is
selected as the transmission unit in the network. The
CC2530F256 chip is packaged in QFN40, the chip size is 6
mm ∗ 6mm, and the working voltage is 2.0~3.6V. It is an
enhanced C8051 microprocessor with 2 USART serial ports
and 21 fast I/O ports. In this design, the E18-MS1PA1-IPX
model produced by Chengdu Yibaite Company is selected
as the network transmission module of this paper, which
integrates CC2530 and CC2592 (PA). A built-in ZigBee pro-

tocol stack, a 32.768 kHz clock crystal oscillator, a 256 kb
flash, and an 8 kb RAM can realize the serial port transpar-
ent transmission function. This module is used in the signal
acquisition terminal node and the network transmission unit
in the coordinator gateway in this design system.

Key module

PIR sensor

Power module Indicator
module

ZigBee module

Debugging
module

ADC UARTSTM32F103C8T6

Figure 7: Design block diagram of an acquisition unit.
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Figure 8: Gateway design block diagram.
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Figure 9: Some human movement paths in the experiment.
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4.3. Design of PIR Node Signal Acquisition Unit. The PIR
node signal acquisition unit includes a power module and
an MCU module, which can complete the data signal
acquisition, filtering, packaging, transmission, and other
functions. The design block diagram of the signal acquisition
unit is shown in Figure 7.

4.3.1. MCU Module. The STM32F103C8T6 single-chip
microcomputer used in this design has a 64 k flash and a
20 k SR AM, and the working voltage range is 2.0-3.6V. It
has two 12-bit A/D conversion modules, up to 16 conversion
channels, conversion rates of up to 1μs, a 7-channel DMA
transfer controller, 26 fast I/O ports, an SWD debug inter-
face, 7 timers, and 3 USART ports; these features are enough
to meet the design requirements of this node and the expan-
sion of future applications.

4.3.2. Power Module. Because the sensor node must be easy
to deploy and install and its power consumption require-
ments are low, four 1.5V dry batteries are selected for
the external power supply, and the DC-DC voltage con-
version module is selected for the internal power supply
of the MCU and the peripheral sensor equipment. The
AMS1117-33V forward low-voltage regulator is selected
as the voltage conversion module, which has 33V stable
output characteristics and supports overload and overheat
protection.

4.4. Gateway Design. The gateway device includes a power
module, an MCU module, a W-Fi module, a ZigBee module,
and a USB serial port module. Through the gateway, the
functions of the terminal nodes can be configured, and the
network data can be received, unpacked, packaged, and sent.
The design block diagram is shown in Figure 8.

4.4.1. MCU Module. The STM32F107VCT6 single-chip
microcomputer in this design has a 256K flash, a 64K
SRAM, a working voltage range of 2.0-3.6V, a 12-channel
DMA transfer controller, 5 USART ports, and an SWD
debugging interface. These characteristics are enough to
meet the design of this node and the expansion of future
applications. The functions of the five serial ports in the
gateway are as follows: one USB debugging interface, one

W-Fi communication interface, and up to three ZigBee com-
munication interfaces.

4.4.2. WiFi Module. The W-Fi module model selected is the
Shanghai Hanfeng HF-LPB100, which has three working
modes of STAIAP/STA + AP coexistence. The STA (station)
mode is a site mode, which is equivalent to the terminal
node in the network. The AP (access point) mode is the cen-
tral node in the W1-Fi network. Other terminal nodes in the
STA mode can communicate with each other through nodes
in the AP mode. Usually, a wireless router is an AP node. In
this design, the W-Fi module has the STA + AP mode, that
is, the module supports an AP interface and an STA inter-
face at the same time. Through the STA + AP coexistence
mode, it is convenient for users to use mobile phones and
other devices to monitor the terminal equipment in the net-
work and realize the mode setting of the W-Fi module con-
veniently without changing its original network position. In
the system, the mode configuration of the gateway and the
acquisition of network data can be carried out through
mobile phone equipment.

4.4.3. USB Adapter Module. The USB to serial port module
adopts the CP2102 chip, which can realize data transmission
with a PC through a USB cable.

4.4.4. Power Module. Externally, the gateway equipment
adopts a general-purpose power adapter with 5V-1A and
DC5 5 ∗ 2:1mm interfaces; internally, the AMS1117-3.3V
LDO conversion module is adopted to supply power to the
MCU, ZigBee, WiFi, etc.

5. Experiment

5.1. Experimental Environment and Data Processing. In the
experiment, each sensor node is fixed at a height of 1.4m.
The MCU collects data at a sampling rate of 100Hz and
transmits it through the ZigBee sensor network in real time.
The characteristics of sensor output signals in different
motion states are analyzed through a MATLAB real-time
interface. Part of the moving path in the experiment is
shown in Figure 9, where Node 1 and Node 2 are two sensor
nodes in the experimental environment. S is a static position
point; R1, R2, and R3 are three paths parallel to Node 1; and
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their distances are D1 = 2m, D2 = 3m, and D3 = 4m,
respectively. R5 and R6 are the paths with 135 and -45
angles with Node 1, respectively.

Because different people move at different speeds, in
order to eliminate the influence of speed on wireless sensor
acquisition parameters, the same person walks along the
R2 route at different speeds, and the results are shown in
Figure 10.

According to the PIR1 output signal, when the human
moving path is the same, different moving speeds will have
an impact on the sensor output signal. In this experiment,
when the speed is faster, the average amplitude of the sensor
output signal is smaller; with the increase of the speed, the
average peak time difference gradually decreases.

Because it is an infrared sensing unit, the distance
between the equipment and the human body will also affect
the collection of human motion parameters. Therefore, we
let the experimenter walk parallel to different paths of Node
1 at the same speed and observe PIR signals. The results are
shown in Figures 11 and 12.

According to the PIR1 output signal, when the human
body moves at the same speed, different moving distances
will have an impact on the sensor output signal. In this
experiment, when the distance D = 3m, the output signal
amplitude of the sensor reaches the maximum value, and
the average peak time difference increases with the increase
of the distance. The relationship between the peak value
and the peak time difference of the sensor output signal
and the horizontal moving distance is shown in Figure 12.

From the above experiments, it can be seen that the
infrared signal of a human body obtained by the system is
a nonstationary random signal due to the tiny movements
of the human body in the process of movement and the
noise interference of the external environment. However,
in this experiment, it is assumed that the human body walks
along a fixed path, that is, the sensor will obtain the infrared
waveform signal sampled for a period of time every time. By

processing the infrared signal of this moving human body,
the effective eigenvalue can be extracted, which can help this
paper to make further judgment on the position of the
human body.

In the experiment, this paper mainly considers the peak
value of the signal waveform, the time when the peak value is
located, and the number of the peak value. MATLAB firstly
saves the collected data in frames and tags them. Then, the
original infrared signal sequence is preprocessed, and the
extracted effective eigenvalue vector is used as the input of
the neural network. The valid eigenvalue data X is as follows:

xi = vp1,⋯, vpi,⋯, vpm, tpp1,⋯, tppj,⋯, tppn

 �

, ð16Þ

wherein I represents the index of the Ith peak element in the
peak time series, and M is the number of peaks in the peak
time series, including all peaks of the PIR1 output signal
and the first two peaks of the PIR2 output signal; J repre-
sents the Jth peak element subscript in the peak time series,
and nis the number of peaks in the peak time series, includ-
ing all peak-to-peak pairs of the PIR1 output signal and the
first peak-to-peak pair of the PIR2 output signal. Vpi repre-
sents the ith peak voltage in the peak time series in volts
(V); tppj represents the Jth peak-to-peak time difference in
the peak time series in seconds (s).

According to equation (16), for a group of real-time
waveform signals collected by Node 1 in normal travel time
at D = 2m and D = 3m, signal peak time series characteris-
tics x1 and x2 can be extracted, respectively:
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Figure 11: PIR signal and distance relationship.
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Table 1: Classification and recognition results.

Dataset category Node 1 Node 2 Node 1 and Node 2

Raw dataset 66.41% 64.06% 77.34%

Simplified feature data set 81.25% 82.81% 95.31%

x1 : 2:48,0:61,2:29,1:11,1:89,1:37,2:48,0:98,1:87,2:24,1:01,0:24,0:20,0:19,0:23,0:30½ �, ð17Þ

x2 : 2:44,0:52,2:74,0:80,2:60,0:77,2:74,0:69,2:05,1:85,1:50,0:30,0:25,0:24,0:25,0:33½ �: ð18Þ
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According to equation (16), for a group of real-time
waveform signals collected by Node 1, signal peak time

series characteristics x3 and x4 can be extracted, respec-
tively, when walking normally and fast at D = 3m:

From the characteristics of the waveform signal
sequence, it can be seen that the distance between a moving
human body and the sensor and the speed of the moving
human body are related to the peak voltage, peak-peak time
difference, and time series length of the sensor output signal.

5.2. Motion Recognition Analysis Process and Results. The
task of this experiment is to verify the accuracy of the classi-
fication results of a PIR signal time series under the human
infrared signal data set constructed in this paper. The exper-
imental requirement is to collect infrared signals of a single
human motion state. In this experiment, we mainly classify
the position of a moving human body. At the horizontal dis-
tance Dn = 1, 2, 3, 4m and the vertical distance Dv = 1, 2, 3,
4m, the infrared signal of the human body is collected by
normal walking and fast walking, respectively. In the exper-
iment, a single person did 40 groups of experimental data at
the above 8 paths with fast walking and slow walking; that is,
a total of 640 groups of experimental data were generated.

In the design of the BP neural network, the number of
hidden layers is 1. The conjugate gradient momentum algo-
rithm (trainscg) is selected as the training algorithm, the tan-
sig function is selected as the hidden layer transfer function,
the softmax function is selected as the output layer transfer
function, the learning rate is set to 0.1, and the mean square
error is 1e‐3. The number of hidden layer nodes is constantly
revised, and a relatively stable neural network is obtained
through multiple trainings.

The experimental results are analyzed as follows.
As shown in Table 1, the recognition results of the orig-

inal data set and the peak time series feature (simplified fea-
ture) data set are analyzed, and the recognition results of a
single node and a double node are analyzed, respectively.
The original data dimension is 600, and the simplified fea-
ture dimension is 16. The experimental results show that
Node 1 and Node 2 are similar in recognition rate, because
each node has a higher recognition rate when moving hori-
zontally with itself, but a lower recognition rate when mov-
ing perpendicularly with itself. When two nodes act at the
same time, the recognition rate of the whole network is
higher due to the data fusion between nodes. When the orig-

inal data set is used, the time series obtained on the same
path are quite different due to the difference of the intercept-
ing position of the starting point of the time series, but the
peak time series feature does not have these problems, and
the accuracy rate of a moving human body position recogni-
tion is 95.31%.

In order to verify the superiority of this system, the accu-
racy of the wireless sensor human motion recognition sys-
tem based on blockchain designed by us is compared with
that of the traditional human motion recognition system.
We mainly compared three kinds of motion routes: parallel
to Node 1, parallel to Node 2, and diagonal line. The mean
value of the five experimental results are shown in Table 2.

It can be seen from the experimental results that the sys-
tem designed in this paper has high accuracy.

6. Conclusion

Traditional vision-based and sensor-based human motion
detection methods have some disadvantages, such as high
illumination requirements, difficulty in preserving privacy,
and poor portability. To solve this problem, combining the
advantages of wireless sensing and blockchain technology,
a wireless sensor acquisition method of human motion
parameters based on blockchain is proposed, and a human
motion recognition system is designed. Experiments show
that the accuracy of the wireless sensor acquisition method
of human motion parameters based on blockchain in this
paper reaches 95.31%, which verifies the effectiveness and
superiority of the system designed in this paper.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Table 2: Accuracy rate of human motion recognition system.

Method Parallel Node 1 Parallel Node 2 Slant line

Traditional human motion recognition system 72.31% 73.41% 71.82%

Wireless sensor human body recognition system based on blockchain 81.25% 82.81% 95.31%

x3 : 2:44,0:52,2:74,0:80,2:60,0:77,2:74,0:69,2:05,1:85,1:50,0:30,0:25,0:24,0:25,0:33½ �, ð19Þ
x4 : 2:45,0:56,2:45,0:94,2:31,0:93,2:51,0:87,1:98,1:76,1:68,0:26,0:20,0:21,0:20,0:10½ �: ð20Þ
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Unmanned aerial vehicle (UAV) enabled mobile-edge computing (MEC) has been recognized as a promising approach for
providing enhanced coverage and computation capability to Internet of Things (IoT), especially in the scenario with
limited or without infrastructure. In this paper, we consider the UAV assisted partial computation offloading mode MEC
system, where ground sensor users are served by a moving UAV equipped with computing server. Computation bits (CB)
and computation efficiency (CE) are two vital metrics describe the computation performance of system. To reveal the CB-
CE tradeoff, an optimization problem is formulated to maximize the weighted sum of the above two metrics, by
optimizing the UAV trajectory jointly with communication resource, as well as the computation resource. As the
formulated problem is non-convex, it is difficult to be optimally solved in general. To tackle this issue, we decouple it into
two sub-problems: UAV trajectory optimization and resource allocation optimization. We propose an iterative algorithm to
solve the two sub-problems by Dinkelbach’s method, Lagrange duality and successive convex approximation technique.
Extensive simulation results demonstrate that our proposed resource allocation optimization scheme can achieve better
computational performance than the other schemes. Moreover, the proposed alternative algorithm can converge with a few
iterations.

1. Introduction

With the increasing popularity of computer terminals and
the emergence of new applications (e.g. online games, face
recognition, smart home, etc.), mobile data traffic continues
to grow at a high speed, and users’ demands for computing
power and quality of experience (QoE) are also increasing
[1]. However, the limited battery lifetime and low computing
capacity make it difficult for mobile terminal to provide good
QoE [2].

The computing offloading technology under the mobile
cloud computing (MCC) architecture was first proposed to
solve the above challenge, but the network bandwidth pres-
sure and transmission delay problem make MCC unable to
meet the application requirements well [2]. Therefore,
mobile edge computing (MEC) has received widely attention
as an advanced technology that can overcome these chal-
lenges [3]. The MEC serves are at the edge of the wireless
sensor network, providing communication, computing, stor-

age and other services to a large number of end users who
are tightly deployed [2]. MEC enables rapid data analysis
and processing, reduces the possibility of latency, and
ensures high security [2]. However, terrestrial MEC systems
have limitations in application scenario, such as infrastruc-
tures are destroyed due to natural disasters [4–6].

Unmanned aerial vehicles (UAV) can tackle this chal-
lenge due to the flexibility and controllability, they can be
flexibly deployed in most scenarios, especially in the scenario
with limited or without infrastructure. Moreover, the UAV-
enabled MEC system has more reliable line-of sight (LoS)
communication links thus improve the performance of
computation tasks offloading and computation results
downloading, significantly improved the computation per-
formance eventually [7–9]. Furthermore, the trajectory of
the UAV can be optimized to further improve the user com-
putation performance [10–17].

For the above reasons, this paper considers an UAV-
enabled MEC system. In order to achieve a good tradeoff
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between computation bits and computation efficiency of all
sensor users, a resource allocation scheme with jointly opti-
mized computation performance and UAV’s trajectory is
proposed under partial computation offloading mode.

1.1. Related Work and Motivation. Resource allocation is
one of the gordian technologies in mobile edge computing
networks, MEC systems need to continuously optimize
resource allocation algorithms to improve the computation
performance. At present, there are a lot of researches on
resource allocation in the conventional MEC networks
[18–23]. Jian et al. [18] proposed a profit maximization
problem based on the task-aware cloud radio access network
with MEC system, which jointly optimizing offloading tac-
tics, radio and computational resources allocation. In order
to minimize the energy computation of the overall user,
when multiple mobile users request for computation off-
loading to a public cloud server, Sardellitti et al. [19] defined
the offloading problem specifically as the transmit precoding
matrices of the multiple mobile users and the CPU cycles/se-
cond assigned by the cloud to each mobile user, thus propos-
ing an optimization scheme for computing and radio
resources. In order to provide high quality of experience,
the issues about content caching strategies and computation
offloading in wireless cellular network with MEC were con-
sidered, specifically, Wang et al. [20] designed the resource
allocation scheme under the premise of considering the total
network revenue, while the goal of Zhang et al. [21] is min-
imize the total delay computation during the computation
process. Consider there is a delay of user’s task completion,
in order to avoid serious delay, Ding et al. [22] formulated
a power and time allocation joint optimization scheme to
decrease the energy consumption when performing compu-
tation offloading task in a NOMA-assisted MEC network.
Du et al. [23] studied computation, communication and
bandwidth allocation problem in a mixed fog/cloud system
by considering computation resource allocation or offload-
ing decision making while considering user fairness and tol-
erable delay.

In order to tackle the problem of achieving good com-
munication and computation performance in complex envi-
ronments, the resource allocation problems in UAV-enabled
MEC networks have been studied [10, 11]. The authors of
[10] first proposed a UAV-enabled MEC network and dem-
onstrated that UAV can improve system’s computing per-
formance due to the LoS link and trajectory optimization,
a testbed was developed for performance validation and
results demonstrated that the UAV-enabled MEC reducing
the processing time of recognition. In order to improve the
computing performance, considering an UAV user is served
by cellular ground base stations (GBSs) for computation off-
loading, Cao et al. [11] formulated an effective scheme that
optimizes the computation offloading schedule and adjusts
the trajectory to minimize the time for the UAV to complete
the mission. Xiong et al. [12] studied a resource allocation
scheme to minimize the sum of the maximum delay of mul-
tiple ground users in MEC system, a Block coordinate
descent (BCD) based optimization algorithm was proposed
to alternatively optimize the offloading decisions, bit alloca-

tions and the UAV trajectory in each iteration. Hu et al. [13]
and Jeong et al. [14] proposed a resource allocation program
to minimize the consumed overall energy of the system, the
problem of jointly offloading and trajectory design in [13]
with energy budget constraints was addressed by leveraging
penalty dual decomposition-based algorithm, and the prob-
lem of jointly optimizing the bit allocation and path plan
under energy consumption constraints was solved by
leveraging successive convex approximation (SCA) strategies.
Furthermore, Messous et al. [15] considered the tradeoff
between execution time and energy consumption, a game the-
ory model was adopted to minimize the cost function combi-
nation of energy overhead and delay. Zhou et al. [16] and
Zhang et al. [17] designed resource allocation scheme by
jointly optimizing the UAV’s trajectory, the CPU frequencies,
the offloading times and transmit powers of user to maximize
the computation bits and computation efficiency, respectively.

Although a lot of literatures has been studied the
resource optimization problems in the MEC networks, and
UAV-enabled MEC system, none of the above works consid-
ered the tradeoff between computation bits and computation
efficiency. Computation bits maximization aims to maxi-
mize the number of total computation bits by offloading
and local computing. It can directly reflect the computation
performance of UAV-enabled MEC system. However, the
computation bits maximization overemphasizes the impor-
tance of computation bits, may lead to excessive energy
usage. The computation efficiency maximization overem-
phasizes the importance of efficiency, the computation bits
may too small to meet the computation requirement. In a
word, consider only one metric maximization may fall into
the trap of local (or partial) performance optimum. Thus,
we study a tradeoff problem between computation bits and
computation efficiency by jointly optimizing the UAV tra-
jectory, the CPU frequencies, the offloading times and trans-
mit powers of user in the UAV-based MEC system under the
partial computation offloading mode. From the above dis-
cussion, this is the first study of considering the tradeoff
between computation bits and computation efficiency in
the UAV-enabled MEC system.

1.2. Contributions and Organization. An UAV-assisted MEC
network is considered in the paper, where multiple ground
sensor users receive energy and computation services from
the UAV. In the system, each sensor user has an on-chip
computing microprocessor that can perform simple compu-
tation tasks, and the UAV is equipped with a power comput-
ing processor that can execute computationally heavy tasks
[11–15]. Even if the flight time is affected by battery capac-
ity, which limits computing performance, it is promising
due of the LoS links of UAV-to-ground communication
channel [7]. The objective of this paper is to reveal and
achieve a good tradeoff between the total computation bits
and the computation efficiency of all users under partial
computation offloading mode. Hence, our main contribu-
tions are summarized as follows:

(i) The resource optimization scheme is formulated in
an UAV-enabled MEC system under partial
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computation offloading mode. The tradeoff prob-
lem between computation bits and computation
efficiency of users is formulated by jointly the CPU
frequency, the offloading times, the transmit powers
of users and the trajectory of UAV, subject to the
time constraint, the maximum consumed energy
constraint, the initial and final horizontal location
constraints, and the speed constraint of the UAV.

(ii) We transform the challenging primal non-convex
problem into a form that is easier to solve by
decomposing it into two subproblems. Thus, a
two-stage alternative optimization method is pro-
posed to address the formulated original problem.
With the UAV’s trajectory fixed, the closed-form
expressions for the optimal CPU frequencies, the
offloading times and the transmit powers of users
can be derived by the Lagrangian dual method.
And the SCA method is used to optimize the trajec-
tory of the UAV.

(iii) The simulation results demonstrate that the pro-
posed resource allocation optimization scheme has
better computational performance than the disjoint
scheme. Moreover, it is seen that the convergence
speed of the alternative algorithm is good, and it
can converge after a few iterations.

The structure of the paper is as follows. The system
model is introduced in Section 2. Section 3 formulates the
resource allocation optimization problem under partial
computation offloading and decomposed into two subprob-
lems that are easy to solve. Section 4 presents the simulation
results. Finally, Section 5 concludes this paper.

2. System Model

Consider a UAV-assisted MEC system as shown in Figure 1,
where a UAV equipped with an MEC server to provide the
computation capability for the ground sensors. The UAV
is dispatched to fly from an appointed initial location to a
final location. There are M sensor users fixed on the ground,
denoted byM ≜ f1, 2,⋯,Mg. Each user offloads a portion of
its computing tasks to the UAV and carries out the rest
locally. Without loss of generality, a three-dimensional
(3D) Euclidean coordinate is adopted, where the horizon
coordinate of ground user m is denoted by qm = ½xm, ym�
,m ∈M. It is assumed that the ground users’ locations can
be detected by the UAV to facilitate the trajectory design
[7–9]. Suppose that the UAV flies at altitude HðH > 0Þ from
the ground remains unchanged during a given flight period,
H is the minimum height that can avoid obstacles on the
ground and ensure normal communication.

2.1. System Model. The period time for the UAV flight is
expressed by T . For convenience, the time duration T is
divided into N time slots with equal length, which are
expressed by a set N ≜ f1, 2,⋯,NgN . And then, the hori-
zontal plane coordinate of UAV over time slot n can be
characterized by the discrete time locations qu½n� = ½xu½n�,

yu½n��, 0 ≤ n ≤N . Hence, the distance between the ground
userm ∈M and UAV in each time slot n ∈N can be denoted

by dm½n� =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 + kqu½n� − qmk2

q
, where k⋅kdenotes the

Euclidean norm. The number of N should be large enough
to ensure that the position of the UAV in each time slot (or
the distance between the UAV and ground users) can be
regarded as constant. Particularly, the UAV’s initial and final
horizontal positions are assumed to be determined before
flight, which denoted as q0 and qF , respectively. Thus, we
have the UAV’s location and speed constraints:

qu 1½ � = q0 ð1aÞ

qu N + 1½ � = qF ð1bÞ

qu n + 1½ � − qU n½ �k k ≤ 1
N
Vmax, n ∈N ð1cÞ

where Vmax is the maximum flying speed of the UAV. We
consider block fading channel in this paper i.e., during each
T , the channel remains static. Similar to [24–26], it is
assumed that the wireless channel between the UAV and
ground users is dominated by line of sight (LoS) link, hence
the channels between the UAV and ground users are mod-
elled by the free space path loss model. Thus, the channel
power gain between the UAV and the mth user is denoted
by hm½n�, given as:

hm n½ � = β0d
−2
m n½ � = β0

H2 + qu n½ � − qmk k2 ,m ∈M, n ∈N ð2Þ

where β0 is the channel power gain at a reference distance
d0 = 1m.

2.2. Local Computation and Computation Offloading. In this
paper, the partial computation offloading mode is adopted,
the computing task of each user consists of local computing
and computation offloading to the UAV. Each user can
simultaneously perform the two tasks. Similar to the works
in [27–29], let C denote the number of CPU cycles required
to process one bit of date at each user and f m½n� denote the
CPU frequencies of the mth user at the nth slot. Thus, the
total computation bits and the total consumed energy of

x

z

y

Sensor 1
Sensor m

Sensor M
Sensor 2

Computation offloading link

Figure 1: The system model.
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themth user when performing the local computing task dur-
ing n slots are, respectively, denoted as:

Rlocal = 〠
n

k=1

Tf m k½ �
NC

,m ∈M, n ∈N ð3Þ

Elocal =
T
N
〠
n

k=1
γc f

3
m k½ �,m ∈M, n ∈N ð4Þ

where γc denote the effective capacitance coefficient of the
processor’s chip at the mth user. Furthermore, each user’s
chip architecture determines γc. In the computation offload-
ing part, as shown in Figure 2, a time-division multiple
access (TDMA) protocol is applied. The computation pro-
cess of mth user in each time slot can be divided into three
stages: offloading, computation and downloading phase. In
the offloading phase, M users execute their computation off-
loading task one after another during each slot. The UAV
performs computing tasks and sends results to the user after
all users have completed their computation offloading tasks
at the nth slot. Similar to [16, 17], compare with the ground
user, the UAV has a strong computation capability, thus, the
computation time is much less than that of ground users.
Moreover, the number of the bits related to the computation
result is very small. Thus computation time and the down-
loading time of the UAV are neglected.

According to the works in [28], the total number of bits
that the mth user offloads to the UAV at the nth slot is given
by:

BTtm n½ �
vmN

log2 1 + hm n½ �Pm n½ �
σ20

� �
,m ∈M, n ∈N ð5Þ

where B represents communication bandwidth; Pm½n�
denotes the transmit power of the mth user at the nth slot;
σ2
0 is noise power of the mth user; Ttm½n�/N , 0 ≤ tm½n� ≤ 1

denotes the lasting time for the mth user offloads the com-
putation tasks to the UAV at the nth time slot and vm
denotes the redundant data in communication.

Moreover, the sum of the total offloading time of all
users should not be greater than the duration of one time
slot, thus:

〠
M

m=1
tm n½ � ≤ 1,m ∈M, n ∈N ð6Þ

We apply the energy available constraint to each ground
user m so that the energy consumed for local computing and
task offloading cannot exceed a threshold, denoted by Γm,
m ∈M. Thus, we have:

T
N
〠
n

k=1
γc f

3
m k½ � + tm k½ �Pm k½ �� �

≤ Γm,m ∈M, n ∈N ð7Þ

Under the partial computation offloading mode, the total
computation bits CBm of the mth user is expressed as:

CBm = 〠
N

n=1

�
Tf m n½ �
NC

+ BTtm n½ �
vmN

� log2 1 + hm n½ �Pm n½ �
σ2
0

� ��
,m ∈M:

ð8Þ

The total energy consumption of the mth user is given
as:

Em = T
N
〠
N

n=1
γc f

3
m n½ � + tm k½ �pm n½ �� �

,m ∈M ð9Þ

Therefore, the computation efficiency of the mth user
can be expressed as:

3. Resource Optimization in UAV-Enabled
MEC System

Our objective is to characterize the total computation bits
CB and the computation efficiency CE tradeoff in the

UAV-enabled MEC system under the partial computation
offloading mode, by jointly optimizing CPU frequencies f m½n�, offloading times tm½n�, the UAV trajectory qu½n� and
the transmit power allocation pm½n�, subject to the initial
and final horizontal location constraints and the speed

The first slot The second slot The n the slot The N the slot...... ......

T/N

User
M

 UAV
Offloading

UAV  UserM
Download

UAV  User1
Download

User
1
 UAV

Offloading
t1(n) tM(n) ≈0 ≈0

...

...

...

...

...

...

Figure 2: Computation offloading from user to the UAV.

CEm = CBm

Em
= ∑N

n=1 Tf m n½ �/NCð Þ + BTtm n½ �/νmNð Þ log2 1 + hm n½ �Pm n½ �/σ20
� �� �� �

T/N∑N
n=1 γc f

3
m n½ � + tm n½ �pm n½ �� � ,m ∈M ð10Þ

4 Journal of Sensors



constraint of the UAV in (1), the time constraint in (6), and
the maximum consumed energy constraint in (7). Conse-
quently, the resource and trajectory jointly optimization
problem is formulated as:

P1 : max
f m n½ �,pm n½ �,qu n½ �,tm n½ �

ρ 〠
M

m=1
CBm + 1 − ρð Þ 〠

M

m=1
CEm

" #

s:t:C1 : f m n½ � ≥ 0, pm n½ � ≥ 0,m ∈M, n ∈N
1ð Þ, 6ð Þ, and 7ð Þ

ð11Þ

where the constant ρ is a weight coefficient, and its value
range is ½0, 1�. In the special case, when ρ = 1, the above gen-
eral problem becomes computation bits maximization prob-
lem, when ρ = 0, P1 is equivalent to the computation
efficiency maximization problem.

It is easy to observe that P1 is non-convex problem since
the presence of the non-linear couplings among the optimi-
zation variables, and the objective function is non-concave
with respect to the trajectory of the UAV. An alternative
two-stage algorithm is designed to address P1, the details
are as follows.

3.1. Optimizing Transmit Power, Offloading Times and CPU
Frequencies. For a given trajectory, P1 can be re-expressed
as:

P2 : max
f m n½ �,Pm n½ �,tm n½ �

ρ 〠
M

m=1
CBm + 1 − ρð Þ 〠

M

m=1
CEm

" #

s:t:C1, 6ð Þ, and 7ð Þ:
ð12Þ

Since the objective function is a fractional form, P2 is still
nonconvex. To obtain a tractable solution, a parameter
problem based on the Dinkelbach’s method is exploited to
tackle the objective function [30]. Thus, P2 can be solved
by iteratively solving P3, given by:

P3 : max
f m n½ �,Pm n½ �,tm n½ �

(
ρ 〠

M

m=1
CBm − 1 − ρð Þη T

N
γc f

3
m n½ � + Zm

� �

+ 1 − ρð Þ 〠
M

m=1

Tf m n½ �
NC

+ BTtm
vmN

log2 1 + hm n½ �Zm

tmσ
2
0

� �	 
)

s:t:C1, and 6ð Þ:
ð13Þ

where Zm½n� = Pm½n�tm½n�, and η is a non-negative parame-
ter. It is seen that P3 is a convex problem and can be solved
by using Lagrange duality method [31]. The Lagrangian of
P3 can be given by:

L Ξð Þ = 〠
M

m=1
〠
N

n=1

	
Tf m n½ �
NC

+ BTtm n½ �
νmN

log2 1 + hm n½ �Zm n½ �
tm n½ �σ20

� �

− 1 − ρð Þη T
N

γc f
3
m n½ � + Zm n½ �� �


− 〠
M

m=1
〠
N

n=1
λm,n

T
N

γc f
3
m n½ � + Zm n½ �� �

− Γ

� �	 


+ 〠
N

n=1
μn 1 − 〠

M

m=1
tm n½ �

( )

ð14Þ

In equation (14), λm,n,m ∈M, n ∈N and μn > 0, n ∈N
are the dual variables associated with the constraint in C1
and (6), respectively, and Ξ represents a collection of all
optimization and dual variables. Let θm,n =∑N

k=nλm,k and
gmðkÞ = γc f

3
m½k� + Zm½k� − Γm, then, the Lagrangian function

can be rewritten as:

L Ξð Þ = 〠
M

m−1
〠
N

n=1

	
Tf m n½ �
NC

+ BTtm n½ �
νmN

log2 1 + hm n½ �Zm n½ �
tm n½ �σ1/n0

� �

− 1 − ρð ÞηTN γc f
3
m n½ � + Zm n½ �� �


− 〠
M

m=1
〠
N

n=1

T
N
θm,ngm kð Þ

	 

+ 〠

N

n=1
μn 1 − 〠

M

m=1
tm n½ �

( )

ð15Þ

Thus, the Lagrangian dual function expression of P3 is
written as:

φ λm, n, μnð Þ = max
0≤f m n½ �

L Ξð Þ ð16Þ

According to equation (16), the optimal solutions of P3
can be obtained by solving its dual problem, given as:

min
λ,n,μn

φ λm, n, μnð Þ ð17Þ

Given dual variables, (17) can be decomposed into M
parallel sub-problems, given as:

Lm λm,n,ð μn, tm n½ �, Zm n½ �, f m n½ �Þ

= 〠
N

n=1

Tf m n½ �
NC

+ BTtm n½ �
vmN

log2 1 + hm n½ �Zm n½ �
tm n½ �σ20

� �� �

− 〠
N

n=1
1 − ρð Þη T

N
γc f

3
m n½ � + Zm n½ �� �� �

− 〠
N

n=1

T
N
θm,ngm nð Þ + 〠

N

n=1

μn
M

− μntm n½ �
n o

ð18Þ

Therefore, let us take the derivative of (18) with respect
to f m½n� and Zm½n�, respectively, the optimal CPU frequency
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f optm ½n� and transmit power of users poptm ½n� can be obtained,
and their expressions are:

f optm n½ � =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
3Cγc 1 − ρð Þη +∑N

k=nλm,k

 �
vuut

poptm n½ � =

0 , tm n½ � = 0,

B

vm ln 2 1 − ρð Þη +∑N
k=nλm,k

 � −
σ2
0

hm n½ �

2
4

3
5
+

, tm n½ � > 0,

8>>><
>>>:

ð19Þ

where ½x�+ = max ðx, 0Þ and max ðx, 0Þ denotes the bigger
value of x and 0.

And similar to the above, the optimal offloading time
can also be obtained by deriving the following formula for

a given trajectory qu½n�:

log2 1 + hm n½ �Zm n½ �
tm n½ �σ20

� �

−
hm n½ �Zm n½ �

ln 2 tm n½ �σ20 + hm n½ �Zm n½ �� � −
μnNvn
BT

= 0
ð20Þ

We can handle the (20) by applying the bisection
method. Finally, the dual variables can be obtained by using
subgradient method [30]. According to [30], the subgradient
ensures convergence to the optimal values within a small
margin of error.

3.2. Optimizing UAV Trajectory. For any given CPU fre-
quencies, transmit power, offloading times of users, we can
express the sub-problem about trajectory optimization as:

Due to the objective function is non-concave with respect
to qu½n�, and we can use SCA technology to handle the non-
convex problem of P4. The obtained solution can be guaran-
teed to satisfy the Karush-Kuhn-Tucker (KKT) conditions of
P4 [32]. Thus, the global underestimation can be obtained
by using the first-order Taylor expansion method.

For any local trajectory qj
u½n�, n ∈N at the jth iteration,

we have:

log2 1 + β0Pm n½ �
σ20 H2 + qu n½ � − qmk k2� �

 !
≥ yjm qu n½ �f gð Þ ð22Þ

where:

yjm qu n½ �f gð Þ

= log2 1 + Pm n½ �β0

σ2
0 H2 + qj

u n½ � − qm
��� ���2� �

0
BB@

1
CCA

−
Pm n½ �β0 log2e qu n½ �k k2 − qj

u n½ �
��� ���2� �

σ2
0H

2 + Pm n½ �β0 + σ20 qj
u n½ �

��� ���2� �
qj
u n½ �

��� ���2 +H2
� �

ð23Þ

where the equality holds when qu½n� = qj
u½n�.

By replacing the objective function of P4 with (22), the
problem (21) is approximately transformed to:

P5 : max
qu n½ �

ρ 〠
M

m=1
〠
N

n=1

BTtm n½ �
vmN

yjm qu n½ �f gð Þ
	 


+ 1 − ρð Þ 〠
M

m=1
〠
N

n=1

Btm n½ �yjm qu n½ �f gð Þ
vm γc f

3
m n½ � + tm n½ �Pm n½ �� �

" #
,

s:t: 1að Þ, 1bð Þ, and 1cð Þ:

ð24Þ

It is seen that P5 is convex and can be easily solved by
using convex optimization tools such as CVX [32]. By solv-
ing P3 and P5, the two sub-problems alternate in an iterative
manner. The specific process of the proposed algorithm is
summarized in Table 1.

Here, we give the complexity analysis for the proposed
Algorithm 1. It consists of solving resource allocation and
optimizing UAV trajectory with CVX. Let L1 and L2 denote
the number of iterations required for the Repeat 1 and
Repeat 2 of Algorithm 1, respectively. The computation
complexity of Repeat 2 isOðL2N3Þ. For Repeat 1, the first
aspect is calculate f opt,i½n� and popt,i½n�, the computation
complexity is OðL12MNÞ; the computation complexity of
bisection method for obtaining the tOpt,i is O½L1M log2ðl1/
TÞ�,where l1 denotes the tolerance error for bisection
method. The computation complexity of computing the dual
variables is OðL1/l22Þ, where l2 denotes the tolerance error for

P4 : max
qu n½ �

ρ 〠
M

m=1
〠
N

n=1

BTtm n½ �
vmN

log2 1 + Pm n½ �β0
σ2
0 H2 + qu n½ � − qmk k2� �

 !" #

+ 1 − ρð Þ 〠
M

m=1
〠
N

n=1

Btm n½ � log2 1 + Pm n½ �β0/σ20 H2 + qu n½ � − qmk k2� �� �� �
vm γc f

3
m n½ � + tm n½ �pm n½ �� �

" #

s:t: 1að Þ, 1bð Þ, and 1cð Þ:

ð21Þ
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the subgradient method. Thus, the total complexity of Algo-
rithm 1 is O½L1ð2MN +M log2ðl1/TÞ + 1/l22 + L2N

3Þ�.

4. Simulation Results

In this section, the numerical results are presented to vali-
date our proposed design. The parameter settings in the sim-
ulation process refers to the works in [16, 17]. In this paper,
assuming that there are four ground users whose locations
are set to q1 = ½3, 3�, q2 = ½3, 8�, q3 = ½8, 8�, and q4 = ½8, 3�,
and the maximum consumed energy constraints are identi-
cal for multiple ground users, i.e., Γm = Γ,m ∈M, the details
of others parameters setting are shown in Table 2.

To illustrate the effectiveness of our proposed design,
two benchmark schemes are considered. 1) The UAV flies
from the initial position to final position follow a straight
trajectory. 2) The UAV flies from the initial position to final
position follow a semi-circle trajectory.

Figure 3 shows the available CB-CE region of the trade-
off for different schemes, in which the energy consumed
threshold Γ = 1. This figure shows that available CB-CE
region of proposed scheme is bigger than that of bench-
mark’s, which indicate that through proper design the
resource allocation and trajectory, the proposed UAV-

MEC system design can achieve better computation perfor-
mance and reduce the operation cost.

We observe the values of the objective function about
the tradeoff between computation efficient CE and compu-
tation bits CB for different weight parameter ρ and maxi-
mum consumed energy in Figure 4. For the proposed
scheme, as ρ increases, the weight coefficient of the computa-
tion bits becomes larger, and the utility function gradually
approaches the CB maximization problem. As ρ changes,
we can obtain different tradeoff results between CB and CE.
Besides, as shown in Figure 4, for a fixed weight parameter
ρ, the objective function values increase with consumed
energy Γ, and the rate of increase gradually slows down.When
ρ = 0, since the value of the objective function is very small, the
figure shows a straight line close to x axis. On the other hand,
compared with CE, CB is more affected by the variation of
tradeoff factor ρ and its range of change is larger, which indi-
cates that on the premise of ensuring a large CB value, a rel-
atively large CE value can be taken to optimize the resource
allocation of the system. When ρ ∈ ½0:4, 0:8�, both CB and
CE values are relatively large, and the designed scheme
achieves a good tradeoff effect.

Figure 5 depicts the UAV’s flight trajectory in three dif-
ferent scenarios when T=2 seconds. In the first scheme, the
UAV flies in a straight line from the initial position to the
end position and the flight speed remains unchanged; the
second scheme, the trajectory of the UAV is a semi-circle
with its diameter being kqF − q0k; the last one is the optimi-
zation scheme introduced in previous sections, where the
weight parameter is set as ρ = 0:5and the maximum con-
sumed energy of user is set as Γ = 1:3 joule. By comparing
the three trajectories, it can be seen that when the weight
of each user is not considered, the trajectory of the proposed
scheme is more evenly approaching the location of four
users and providing computation service to them. This
means that when the UAV is closer to the users, the trans-
mission distance is smaller and the channel power gain is
larger, the ground user may tend to offloading more bits to
the UAV, and UAV can provide more comupution services
for the users.

Table 1: Two-stage alternative optimization algorithm.

Algorithm 1. The alternative optimization algorithm for P1.

1: Setting

Γ, T , N , Vmax, q0,qF , and the tolerance errors ξ, ξ1, inputting ρ;

2: Initialization:

The iterative index i = 1, λim,n, μ
i
n and qiu n½ �;

3: Repeat 1

Calculate f opt,i n½ � and popt,i n½ � by solving problem P3 for given
qiu n½ �;
Obtain topt,i using the bisection method to solve (20);
Update λim,n and μin using the sub gradient algorithm;

Initialize the iterative number j = 1;
Repeat 2

Solve P5 by using CVX for the given f opt,i n½ �, popt,i n½ � and topt,i
;

Update j = j + 1, and qiu n½ �;
If ∑N

n=1 q j
u n½ � − qj−1

u n½ �
��� ��� ≤ ξ

qiu n½ � = qj
u n½ �;

Break;

End

End repeat 2

Update the iterative index i = i + 1;
If max

n∈N
∑i −∑i−1

��� ��� ≤ ξ1 where ∑i = ρCBm + 1 − ρð ÞCEm

Break;

End

End repeat 1

4: Obtain solutions

Table 2: Simulation parameters.

Parameters Notation Typical values

The height of the UAV H 10m

The time length of the UAV flying T 2 sec

Communication bandwidth B 40MHz

The receiver noise power δ2 10-9 w

The number of time slots N 50

The effective switched capacitance N 10-28

The channel power gain β -50 dB

The tolerance error ξ, ξ1 10-4

The initial location of the UAV q0 [0,0]

The final location of the UAV qF [10,0]

The maximum speed of the UAV Vmax 10m/s
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Figure 6 shows the relationship between the values of
objective function and the maximum consumed energy
under three different trajectories when ρ = 0:5. It can be
clearly seen that the value of the objective function increases
with the maximum energy consumption under different
schemes, and the objective function value of the designed
optimization proposal is significantly higher than that of
the UAV flying at a constant speed and flying in a semi-
circular trajectory. This means that the designed resource

allocation optimization algorithm by jointly optimizing the
UAV trajectory is more effective to maximize the tradeoff
between computation bits and computation efficiency.

Figure 7 shows the objective function values in three
modes of local computation, global offloading, and partial
computation offloading mode. The first mode is that the users
only perform task of local computing, and the second mode is
that the users only execute the process of offloading to the
UAV. The two benchmark modes are jointly optimized in
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the trajectory of UAV and Algorithm 1 is used to obtain the
curve of partial offloading mode presented in Figure 7. It is
obvious that the value of the objective function of offloading
mode (include global and partial) is directly proportional to
the maximum energy consumed since energy can support
users to perform computing tasks and offloading. Moreover,
it can be seen that the performance obtained by partial offload-
ing mode is better than that of global offloading modes. The
reason is that although the UAV’s computation ability is much

stronger than ground users, the ground’s energy and offload-
ing time are both limited, thus the offloading bits are also lim-
ited, let the ground user’s computation capability lain idle not
a resource-efficiency way. Moreover, users can obtain higher
quality channel state information (CSI) when performing
tasks under partial offloading mode, so they can allocate
resources dynamically and effectively. Furthermore, the per-
formance of local computing mode is inferior to global off-
loading mode and not changes as the energy increases, this
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because the ground users’ computation ability is weak in gen-
eral, within given time duration T = 2 sec, users energy con-
sumption cannot exceed Γ = 1 due to limited computation
ability.

Figure 8 is given to prove the proposed scheme can guar-
antee convergence. The figure shows the convergence perfor-
mance when the maximum consumed energy of users is set
as Γ = 1:3 joule and the weight coefficients take different
values (ρ=0.2; ρ=0.4; ρ=0.6). It is seen that the algorithm can
converge after a few iterations. Therefore, it can be concluded

that the optimization algorithm adopted in this paper has fast
convergence speed and low computational complexity.

5. Conclusion

In this paper, we studied the CB-CE tradeoff for the UAV
enabled MEC system. The tradeoff optimization problem
was formulated to maximize weighted sum of the CB and
CE of all users. To tackle the nonconvex problem of jointly
optimizing the computation performance and UAV’s
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trajectory, a two-stage alternative optimization method was
exploited to address the primal non-convex problem by for-
mulating it into two subproblems. A combination of the
Lagrange duality, SCA method and CVX solver is employed
to iteratively solve the subproblems. Simulation results dem-
onstrated that the proposed resource allocation optimization
scheme is superior to other benchmark schemes in terms of
the computational performance. Moreover, the proposed
alternative algorithm has a faster convergence speed, which
converged within fewer iterations.
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The health challenges brought by aging population and chronic noncommunicable diseases are increasingly severe. Scientific
physical exercise is of great significance to prevent the occurrence of chronic diseases and subhealth intervention and promote
health. However, improper or excessive exercise can cause injury. Research shows that the sports injury rate of people who
often exercise is as high as 85%. Aiming at the problem of low accuracy of single sensor gait analysis, a real-time gait detection
algorithm based on piezoelectric film and motion sensor is proposed. On this basis, a gait phase recognition method based on
fuzzy logic is proposed, which enhances the ability of gait space-time measurement. Experimental results show that the
proposed gait modeling method based on ground reaction force (GRF) signal can effectively recognize and quantify various
gait patterns. At the same time, the introduction of heterogeneous sensor data fusion technology can effectively make up for
the accuracy defects of single sensor measurement and improve the estimation accuracy of gait space-time measurement.

1. Introduction

In 2019, the World Health Organization (WHO) proposed
at the global health assembly that by 2030, the number of
people actively participating in sports activities in the world
will reach 100 million [1]. Scientific physical activity is one
of the most important methods to manage chronic noncom-
municable diseases and cope with the aging population.
Regular physical exercise is helpful to slow down and pre-
vent the occurrence of chronic diseases and is of great signif-
icance to the intervention of subhealth and the promotion of
human health. However, improper exercise can lead to
injury. Research shows that the sports injury rate of people
who often exercise is as high as 85%. Sports activity monitor-
ing provides individuals with health promotion awareness of
personal habits. It is very important to accurately track the
sports activities in people’s daily life.

Walking is one of the most common sports activities in
people’s daily life. Whether the gait is healthy or not and
the degree of health can reflect the health status of human

body to a certain extent, therefore, gait evaluation is of great
significance and has become a hot issue. The importance of
gait analysis has been fully elaborated in many literature,
and its application is also very wide, including pedestrian
navigation, exercise fitness guidance, pathological gait evalu-
ation, fall detection, exercise rehabilitation, age estimation
and gender classification [2], balance functions evaluation
[3], Parkinson diagnosis [4], and assessment of running
asymmetry [5]. Gait analysis also has broad application
prospects in emergency personnel search and rescue, blind
path guidance, and other aspects [6]. In the past, gait
analysis often relied on the experience of clinicians, and
the qualitative evaluation of gait was easily affected by sub-
jective factors. In recent years, large gait analysis systems
such as infrared spot catcher, dynamometer, and electromy-
ography have been used for quantitative analysis of human
gait [7] in order to quantify the factors controlling lower
limb function during walking. There are two gold standards
that are often used to quantify gait: (1) 3D motion capture
systems based on multicamera/infrared spot catcher [8],
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such as Vicon system and Qualisys system, which capture
the motion trajectory of human body markers, analyze and
calculate the three-dimensional space coordinates of
markers and obtain the motion parameters of human lower
limbs. (2) Instrumented gait [9], such as treadmill system
with pressure sensor and GAITRite pressure sensitive gait
system, is used to measure and analyze biomechanical sig-
nals generated during walking. These systems are large-scale,
high-cost, usually deployed in hospitals or professional gait
analysis laboratories, and need professional personnel to
operate. Long-time gait data recording is usually needed in
clinical environment. Experienced clinicians need to inter-
pret and evaluate gait performance in high-dimensional
and massive data, which brings great complexity to gait
analysis [10].

The rapid development of microelectromechanical sys-
tem (MEMS) has promoted the application of wearable
devices in personal health monitoring. Wearable health
monitoring devices are usually composed of multiple physi-
ological sensors and inertial sensors. These sensors are
deployed on the human body to realize continuous and
dynamic monitoring of the body status, and help people
track their health status during exercise and fitness, or better
monitor their personal health for medical rehabilitation [11].
The commonly used information in gait analysis include
kinematics information and dynamics information. When
designing wearable human activity measurement device,
physiological sensors such as inertial measurement unit
(IMU) and pressure sensor are usually used. IMU is usually
deployed on human lower limbs to obtain human kinematic
information, but the kinematic information of lower limbs is
usually not equivalent to that of whole body. In order to
obtain complete and accurate kinematic information, it is
necessary to wear multiple IMUs in different parts, such as
heel [12], waist [13], instep [14, 15], ankle [16–18], and
thigh and leg [18]. In Reference [19], the influence of the
position of inertial sensor on gait analysis is analyzed from
the perspective of accuracy and repeatability. It is found that
the performance of the algorithm depends on the position of
inertial sensor, and the closer IMU is to the ground, the bet-
ter performance can be obtained for gait event detection. In
Reference [20], a foot switch is used to obtain the contact
mode, but the binary signal generated by the foot switch
cannot capture the subtle difference caused by the transfer
of foot weight during walking. Most of the literature used
the signals of four pressure sensors to analyze gait events,
where the first sensor is located at the thumb, two sensors
are located at the forefoot (the first and fifth metatarsals),
and the other sensor is located at the heel [21, 22].

Although gait analysis algorithms have been widely
studied, as far as we know, there is little research on
real-time and accurate gait health evaluation using multi-
sensor information fusion technology. Therefore, this paper
designs and implements a gait evaluation system based on
pressure sensor and inertial measurement unit. Through
the collection and analysis of kinematic information and
dynamics information, the gait behavior is explained accu-
rately, which provides a richer application basis for future
research.

The rest of this paper is organized as follows. In Section
2, the system model and signal composition are described. In
Section 3, we propose the gait modeling method to realize
gait phase recognition. We propose a gait health evaluation
model in Section 4 using IMU-based gait detection, together
with the analyses of accuracy and gait health score. Finally,
the conclusions are drawn in Section 5.

2. Signal Acquisition with
Heterogeneous Sensors

In view of the limitation that most of the existing researches
use a single sensor for gait analysis, this paper designs a
small gait detection device, which can monitor the motion
state in real time and output the gait evaluation results. It
not only cooperatively uses multiple pressure sensors but
also uses a mixture of accelerometer and gyroscope for gait
analysis. In addition to the dynamic data information, it also
makes full use of the data collected by multiple sensors to
jointly identify the motion state.

As shown in Figure 1, the developed wearable gait
analysis system is composed of 8-way pressure sensor,
ADC, IMU, MCU, and wireless communication module.

The signal acquisition subsystem consists of inertial
measurement unit, pressure sensor, and ADC. In this paper,
the sampling frequency of inertial measurement unit and
pressure sensor is 50Hz. A ZNX-01 resistance flexible film
pressure sensor is used to collect the ground reaction force
signal, and ADC has a 12-bit resolution. The results show
that sole and heel are the main biomechanical regions during
walking. Therefore, the distribution of 8-way pressure sen-
sors is deployed as shown in Figure 2, where the pressure
sensors GRF1-GRF3 are located at the heel, the pressure
sensors GRF4-GRF7 are located at the phalanx, and the
pressure sensor GRF8 is located at the thumb.

MPU6050 module is used to collect the kinematic data of
human walking. The module is a 6-axis digital motion
processor (DMP), which can not only greatly reduce the
installation space but also connect with external magnetom-
eter. In order to track fast and slow motion accurately,
MPU6050 module integrates three-axis MEMS angular
velocity sensor (gyroscope) and three-axis MEMS acceler-
ometer. The sensing range of these inertial sensors can be
programmed. The analog-to-digital converter of three-axis
gyroscope and three-axis accelerometer in MPU6050 mod-
ule is 16 bits, which can collect the digital output data of
human kinematics.

The signal analysis subsystem includes gait phase recog-
nition module and gait cycle segmentation module. The
method of coordinate system rotation and attitude quater-
nion correction is used to improve the measurement accu-
racy. The wireless communication subsystem uses WiFi as
the wireless data transmission mode to transfer the collected
data.

3. Gait Modeling

3.1. Gait Parameters. Walking is a continuous and regular
periodic movement. According to medical standards, gait
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cycle is composed of stance stage and swing stage of a certain
lower limb (such as right limb). The stance stage refers to the
process when the feet touch the ground while walking, and
the swing stage refers to the process when the feet leave the
ground and move forward to land again. As shown in
Figure 3, according to Perry gait model [23], each gait cycle is
divided into eight phases, of which five phases belong to the
stance stage, namely, initial contact (IC), loading response
(LR), mid stance (MS), terminal stance (TS), and preswing
(PS). The other three phases belong to swing stage, which are
initial swing (IS), mid swing (MS), and terminal swing (TS).

The commonly used gait measurement methods are time
measurement and space measurement. Time measurement
parameters include gait cycle, cadence, velocity, percentage
of stance stage, and percentage of swing stage. The parame-
ter of space measurement is stride length. In the process of
walking, normal gait shows reasonable stride length and
cadence. Therefore, in gait health assessment, we should first
study the parameter range of normal gait and then use it to
detect abnormal gait. Gait parameters are defined as follows.

(1) Gait cycle: Gait cycle refers to the time interval
between two consecutive events of the same lower

limb, usually the time of two consecutive heel land-
ing, also known as stride time

(2) Cadence: Cadence refers to the number of steps per
unit time in the process of walking. The average
cadence of healthy people is about 95~125 steps/min

(3) Velocity: Velocity represents the displacement along
the walking direction per unit time. The average
velocity of children aged 1-7 is 0.64m/s-1.14m/s,
and that of normal adults is 1.2m/s-1.5m/s

(4) Stride length: It refers to the longitudinal linear dis-
placement between two adjacent footholds of the
same heel, which is equivalent to the sum of the
lengths of a pair of left and right pedals. The stride
length of normal adults is about 100-160 cm

For a particular lower limb, the duration of the stance
stage and swing stage of different individuals may be
completely different. We normalize them to gait cycles. The
stance stage accounts for about 60% of the whole gait cycle,
and the swing stage accounts for about 40% of the whole gait
cycle. In the process of walking, the time percentage of the
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stance stage and swing stage of lower limbs is an indicator of
gait symmetry.

3.2. Gait Phase Recognition. The quantification of gait time
parameters requires accurate recognition of gait events.
The dynamic information of gait phase analysis mainly
refers to the ground reaction between the foot and the
ground. The embedded pressure sensor can easily detect
the ground reaction force generated in the process of move-
ment and directly reflect the overall gait behavior of human
body. A detailed description of each gait phase and its corre-
sponding pressure sensor status is as follows.

(1) Initial contact phase: The lower limbs begin to con-
tact the ground, and the GRF1~GRF3 pressure value
of heel position is nonzero

(2) Loading response stage: The lateral part of the foot of
the lower limb begins to contact the ground, and the
body center of gravity is transferred from the heel
to the whole foot. At this time, the pressure of
GRF4~GRF5 is not zero

(3) Mid stance phase: The inner side of the lower limb
begins to contact the ground, and the pressure value
of GRF6~GRF7 is not zero. Due to individual gait
differences, GRF8 may or may not have a nonzero
pressure value

(4) Terminal stance phase: The gravity center of
human body moves forward, and the heel of lower
limb no longer contacts with the ground; that is,
GRF1~GRF3 have zero pressure

(5) Preswing phase: It is the last phase of the stance
stage, the thumb and toe of the lower limb contact
the ground, and at this time, only GRF8 has nonzero
pressure

(6) Swing phase: The measured lower limbs do not
touch the ground, and no pressure signal is detected
by GRF1~GRF8

Gait cycle is characterized by gait phases. Accurate
detection of gait event/phase is of great significance for gait
analysis. In the process of gait phase detection, the transition
between adjacent gait phases is very subtle, and it is easy to
misjudge each gait phase by using threshold method. In this

paper, fuzzy logic algorithm is used to process the original
GRF signal to realize the smooth and continuous recognition
of gait phase. The gait phase recognition method based on
fuzzy reasoning is as follows.

Firstly, the input variables are fuzzed. The sigmoid mem-
bership function is used to fuzzify the input GRF signal of
each pressure sensor, as shown in Equation (1). According
to the value of pressure signal, each pressure value is divided
into L and S fuzzy values.

f x ; a, cð Þ = 1
1 + e−a x−cð Þ , ð1Þ

where x is the range of input variables; we use the voltage
collected by the piezoelectric sensor as the input; that is,
x ∈ ½0, 3:3�. The opening direction of the sigmoid function
in Equation (1) is determined by the parameter a. The
fuzzy value “L” is declared when a is positive and “S” is
declared when a is negative. The value “L” means that
the corresponding sensor is likely to contact the ground.
The value “S” means that the possibility of the sensor con-
tacting the ground is very small.

Then, the output variables are fuzzed. Each output
variable is fuzzified by trapezoidal membership function
and triangular membership function, and then, it is judged
as one of the six fuzzy values of IC, LR, MS, TS, PS, and
SW. The member functions are as follows.

f y ; a, b, c, dð Þ =max min y − a
b − a

, 1,
d − y
d − c

� �
, 0

� �
, ð2Þ

f y ; a, b, cð Þ =max min
y − a
b − a

, 1,
c − y
c − b

n o
, 0

n o
, ð3Þ

where y is the output variable. The shape of membership
function in Equation (2) is determined by parameters a, b,
c, and d. Parameters a and d correspond to the left and right
inflection points of the lower part of the trapezoid, and
parameters b and c correspond to the left and right inflection
points of the upper part of the trapezoid. In Equation (3),
parameters a, b, and c determine the shape of triangle mem-
bership function. The maximum value of the function is 1 at
point b and 0 at points a and c. Triangular membership
function is a special form of trapezoidal membership func-
tion. In this algorithm, trapezoidal membership function is
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Figure 3: Structure of a complete gait cycle.
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used for fuzzy sets IC and SW, and triangular membership
function is used for other fuzzy sets, as shown in Figure 4.

Next, we will establish the fuzzy inference rules by using
the change of pressure sensor signal and the landing position
information that may appear in each gait phase as fuzzy
rules. There are 8 output variables for 8-way pressure sen-
sors, and each variable has two possible values, so there are
totally 28 = 256 fuzzy inference rules can be constructed.
The formulation of fuzzy inference rules is the core content
of fuzzy logic reasoning, and its performance depends on
fuzzy inference rules to a great extent. We only use the rules
with the greatest contribution to distinguish the possible
phases and form the fuzzy inference rule table as shown in
Table 1.

The form of fuzzy inference rule is “if... Then”. For
example, rule #10 can be described as “(GRF1 is S) and
(GRF2 is S) and (GRF3 is S) and (GRF4 is S) and (GRF5 is
S) and (GRF6 is S) and (GRF7 is S) and (GRF8 is S), then

the gait phase is SW”. The expression of fuzzy inference
rules is complex, which is usually expressed by fuzzy infer-
ence rule matrix. For example, the rule vector corresponding
to rule #10 is [2 2 2 2 2 2 2 2 6 1 1].

Finally, the fuzzy logic output is obtained. The aver-
age maximum membership method is used to solve the
problem of multiple output maximum membership ele-
ments, and the corresponding fuzzy inference results are
obtained through defuzzification operation as the follow-
ing equation.

yo =
1
N
〠
N

i=1
max
y∈Y

μy yð Þ
� �

, ð4Þ

where N is the total number of elements with the same
maximum membership.
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Figure 4: Output membership function.

Table 1: Fuzzy inference table.

Inference rules
GRFs

Gait phase
GRF1 GRF2 GRF3 GRF4 GRF5 GRF6 GRF7 GRF8

1 L / / S S S S S IC

2 / L / S S S S S IC

3 / / L S S S S S IC

4 L L L L / S S S LR

5 L L L / L S S S LR

6 L L L L L L / / MS

7 L L L L L / L / MS

8 S / / L L L L / TS

9 S S S S S S S L PS

10 S S S S S S S S SW
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3.3. Gait Cycle Segmentation. Accurate detection of key gait
events is essential to the evaluation of gait. When we have
detected continuous and smooth gait phases, we will seg-
ment them into gait cycles. Because of the difference of gait
cycle composition among different people, the fixed thresh-
old method cannot get accurate results. In this paper, a per-
sonalized gait cycle segmentation algorithm is proposed,
which takes full account of the differences of individual gait
cycle composition and uses fuzzy logic inference to get accu-
rate gait cycle information.

The flow chart of the proposed gait cycle segmentation
algorithm is shown in Figure 5. We have found that plantar
pressure signal has obvious time-domain characteristics.
Therefore, we analyze the gait phase signal X = ½x1, x2,⋯,
xi, xi+1,⋯, xn� after fuzzy processing in time-domain, which
corresponds to a certain gait phase.

(1) Determine the starting point of gait phase

Accurate detection and marking of gait event transi-
tion from one gait phase to another is the premise of
accurate gait cycle segmentation. In this paper, real-

time gait phase output can be obtained according to
the collected pressure signal. Gait phase transition
can be declared when xi+1 − xi ≠ 0, and this position
can be regarded as the starting point of the following
gait phase. The starting point sequence of gait phase
is recorded as the following equation.

GaitPhaseSeq = y1, y2,⋯, yj,⋯, yk−1, yk
h i

: ð5Þ

(2) Obtain gait phase duration

In the starting point sequence of gait phase, the
duration of current gait phase is equal to the time
interval between adjacent elements, which can be
calculated as follows:

GaitPhaseDur = y2 − y1,⋯, yj − yj−1,⋯, yk − yk−1
h i

:

ð6Þ
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Figure 5: Flow chart of gait cycle segmentation.
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(3) Initial gait cycle segmentation

The initial gait cycle is segmented by using the
sequence of gait phase starting points obtained in
Step 1, and the composition and duration of each
gait cycle are obtained as follows.

(a) The gait cycle begins at the stance phase. There-
fore, the first detected gait phase that is different
from the swing stage behind the swing stage is
regarded as the beginning of the gait cycle. We
can get the starting point sequence of N + 1 gait
cycles

GaitCycleIniSeq = z1, z2,⋯, zN+1½ �: ð7Þ

(b) Each gait cycle consists of a phase sequence
between the starting points of two gait cycles,
and the duration of each gait cycle is represented
by GaitCycleDuri. The number of gait cycles is
N . The average duration of each gait cycle
Mean of GaitCycleDur can be obtained from
Equation (8)

Mean of GaitCycleDur =
∑NGaitCycleDuri

N
:

ð8Þ

(4) Due to the difference of individual gait structure,
subjects may show different gait cycle patterns. At
the same time, considering the possible abnormal
mutation of pressure sensor signal, we combine the
abnormal gait cycle with too small duration

(a) The gait cycles with duration less than Mean
of GaitCycleDur ∗ 0:75 are regarded as short
cycles

(b) When two consecutive short cycles appear, the
two consecutive short cycles are merged into
one value

(c) The starting point sequence of gait cycle, the
structure of gait cycle, and the duration of each
gait cycle are updated to output the final result
of gait cycle segmentation

3.4. Experimental Results and Analysis

3.4.1. Experiment Setup. Five subjects, aged 17-48 years old,
with a height of 170 cm-178 cm, were selected. The detailed
parameters of the subjects are shown in Table 2. During
the experiment, all subjects walk in a straight line indepen-
dently at a comfortable speed, and they can turn back and
forth at will. There is no limit to the distance of straight line
walking. Considering that the first step and the last step of
each walk may not be a complete gait cycle, we remove these
two incomplete gait cycles in the subsequent gait analysis.

3.4.2. Experimental Results and Performance Analysis. In
Figure 6, the traditional gait cycle segmentation algorithm
based on empirical formula is compared with the proposed
algorithm. The proposed algorithm identifies the key gait
event heel strike (HS) and key gait event toe off (TO) in
the gait cycle and divides each gait cycle into two phases.
In Figure 6, the red circle represents the key gait event HS,
and the red pentagon represents the key gait event TO.

The gait modeling algorithm based on ground response
signal is shown in Figure 7. As mentioned above, accurate
detection of the starting point of gait cycle is the key to accu-
rate recognition of gait cycle. In Figure 7, the red circle is the
starting point of each gait cycle. The gait phase sequence of
most gait cycles is the same as Perry gait model, i.e.,
IC>MS>PS> SW, but the duration of gait phase sequence
of each gait cycle is different. Some gait cycles show different
gait phase sequences from Perry gait model; for example,
some of them may lack a certain gait phase, and some of
them may have disorder gait phases. It can be seen from
Figure 7 that the proposed gait modeling algorithm does
not need to set the offset between each gait stage in advance.
The algorithm can not only detect gait phase accurately and
effectively but also recognize different types of gait cycle,
which shows that the algorithm has strong adaptability to
different groups of people, regardless of the age, gender,
height, and weight of the subjects.

Figure 8 shows the frequency histogram of 446 gait
cycles. The red dotted line indicates the threshold for identi-
fying short periods. The duration of each gait cycle may be
inconsistent. Regardless of the number of gait phases in each
gait cycle, if the duration of a gait cycle is less than 0.75 times
of the average duration, we regard it as a short cycle. It can
be seen from Figure 8 that the threshold adopted can effec-
tively identify the period with short duration and facilitate
the subsequent integration of continuous short periods. It

Table 2: Measurement data of different subjects.

Index Gender Age Height (cm) Weight (kg) BMI (kg/m2)

1 Male 17 178 72 22.72

2 Male 20 175 65 21.22

3 Male 28 177 68 21.71

4 Male 45 172 70 23.66

5 Male 48 170 75 25.95
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is worth mentioning that the algorithm proposed in this
paper has good robustness and has achieved good results
in the subsequent gait modeling.

Figures 9 and 10 show examples of two consecutive short
periods, wherein the purple solid line identifies the first short
period and the red solid line identifies the second short
period. In Figures 9 and 10, we can see that the duration
of some phases in the gait cycle is too short, which will lead
to the emergence of short cycles. Specifically, the first short
period in Figure 9 lacks PS phase, the duration of SW phase
is too short, and the second short period lacks IC phase and

MS phase. Although the first short cycle in Figure 10 con-
tains a complete gait phases, the duration of the IC phase,
PS phase, and SW phase is too short. The appearance of a
continuous short period is often accompanied by the abnor-
mal mutation point of swing phase, which is due to the error
caused by the high sensitivity of the pressure sensor in col-
lecting the ground reaction force signal. If there are contin-
uous short periods, no matter whether the number of
phases in the gait period is complete or not, we will combine
the continuous short periods to improve the accuracy of the
gait period recognition.
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4. Gait Health Assessment with Heterogeneous
Data Fusion

4.1. IMU-Based Gait Detection. The acceleration data mea-
sured by the three-axis accelerometer is mapped into the
corresponding reference coordinate system, and the velocity
value can be obtained by one-time integration. The stride
length can be obtained by integration of velocity; that is to
say, the stride length can be obtained by quadratic integral
of acceleration signal. In practical application, because of
the noise and drift of the sensor, the stride obtained by
directly integrating of velocity has a drift error. In the pro-
cess of space measurement, resetting the integral window

regularly can effectively alleviate the imprecision caused by
error integral.

Most sports, such as walking and running, have identifi-
able repetition periods. In the process of activity, a gait cycle
starts when the foot just touches the ground, and usually, the
heel touches the ground first, which will cause a large peak
acceleration and then vibration. In the stance stage, there is
only a small duration of time when the foot fully contacts
the ground. At this time, the foot and the ground are rela-
tively static and the velocity is almost zero. These short
periods are often referred to as the full standing phase and
occur before the foot enters the swing phase. ZVU algorithm
makes full use of the zero velocity information of the foot to
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Figure 8: Frequency histogram of gait cycle duration.
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correct the self-cumulative error by inputting the gait seg-
mentation results; that is, when in the mid stance phase,
the instantaneous speed is 0. ZVU algorithm is only suit-
able for the case of IMU on the foot, and its effectiveness
depends on the detection of the zero velocity moment.
The improved integration method is used to estimate the
space measurement of gait. The flow chart of the algo-
rithm is as follows.

(1) Step 1: Map the acceleration data measured by the
three-axis accelerometer to the world coordinate
system to obtain the acceleration value aWðtÞ in the
world coordinate system

aW tð Þ = q̂ tð Þ ⊗ ab tð Þ ⊗ q∧∗ tð Þ = CW
S tð Þ ⋅ aS tð Þ: ð9Þ

(2) Step 2: Eliminate the influence of gravity acceleration
to get the acceleration caused by motion

A tð Þ = ae tð Þ − G
!
: ð10Þ

(3) Step 3: Integrate the acceleration caused by motion
in the world coordinate system to obtain the instan-
taneous velocity in the process of motion

v tð Þ =
ðT2

T1

A tð Þdt, ð11Þ

where ½T1, T2� represents the sampling period.

(4) Step 4: After modeling the individual gait, when
full stance is detected, ZVU algorithm is used to
eliminate the instantaneous speed estimation error

and the stride estimation error is also eliminated.
Next, we describe the implementation of ZVU
algorithm

Because of the intrinsic measurement error of the
acceleration sensor, the acceleration data of each
movement stage in the gait cycle consists of two
parts:

aem tð Þ = aea tð Þ + ε, t ∈ 0, T½ �, ð12Þ

where aeaðtÞ is the acceleration value caused by the
real motion, ε is the drift error of the sensor, and T
is the duration of each motion stage. Assuming that
the drift error is constant in time 0 ~ T , it can be
regarded as a constant. Then, the speed of the foot
before entering the full stance phase can be calcu-
lated by the following formula:

vem tð Þ =
ðt
0
aem tð Þdτ =

ðt
0
aea tð Þ + εð Þdτ

=
ðt
0
aea tð Þdτ +

ðt
0
εdτ = vea tð Þ + εt:

ð13Þ

In Step 3, there is an error in the estimation of the
instantaneous step speed. veaðtÞ is the instantaneous
speed caused by actual motion, and εt is the speed
error caused by drift error integral. When the foot
enters the full stance stage of the following gait cycle,
that is to say, when the foot contacts the ground
completely once again, the instantaneous speed
caused by the actual motion should be 0. The differ-
ence between the actual instantaneous speed and the
nonzero vemðTÞ obtained by integration is used to
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correct the acceleration drift error, and the drift
error ε in a gait cycle can be estimated as follows:

ε =
vem Tð Þ
T

: ð14Þ

Then, the operation in Step 3 is used to integrate the
corrected real acceleration value to obtain the instan-
taneous walking speed.

(5) Step 5: Integrating the corrected instantaneous step
speed obtained in Step 4 once more to obtain the
corresponding estimated position

p tð Þ =
ðT2

T1

v tð Þdt: ð15Þ

4.2. Gait Health Evaluation Model. The purpose of gait
health evaluation is to establish a model that can identify
the gait health status of different groups of people. On this
basis, a quantitative evaluation model of gait health is con-
structed. Gait health evaluation is achieved by measuring
the symmetry and homogeneity of gait. Gait disorder can
affect the symmetry and homogeneity of gait. Symmetry
indicates the similarity between the pressure signal and iner-
tia signal measured by the left feet and right feet at each step,
and homogeneity indicates the time repeatability of the same
pressure mode and inertia mode between two adjacent steps
of the same lower limb. In this paper, the monopedal gait
analysis method is adopted, so the gait is evaluated by the
homogeneity of gait, and the degree of abnormal gait is indi-
cated by the range of departure from normal gait parame-
ters. The flow of gait health evaluation algorithm is shown
in Figure 11.

(1) Step 1: The GRF signal is used to model the individ-
ual gait. The gait phase sequence and duration of

each gait cycle are recorded, and the parameters of
gait cycle are obtained, including cadence, percent-
age of stance phase time, and percentage of swing
phase time

(2) Step 2: Considering the homogeneity of gait, the
individual gait is evaluated according to the phase
sequence and the duration of each phase in the gait
cycle. Compared with medical standard, IC, MS,
PS, and SW account for 12%, 38%, 12%, and 38%
of gait cycle, respectively. Taking the gait sequence
IC>MS>PS> SW proposed by Perry model as the
standard gait, the gait cycle that is different from
Perry model and whose gait phase duration obvi-
ously deviates from the medical standard is regarded
as abnormal gait cycle. Gait performance is
expressed as ratio of normal gait cycles to total gait
cycles, which can be expressed as follows

Gait evaluation = Normal gait cycles
Total gait cycles

: ð16Þ

(3) Step 3: According to the measured acceleration and
angular velocity, complementary filter is used to esti-
mate the foot direction represented by quaternion,
which is prepared for the spatial measurement and
estimation in the follow-up gait evaluation

(4) Step 4: Estimate the stride length of each gait cycle
and get the following average speed value

Average velocity =
∑Stride length
Walking time

: ð17Þ

4.3. Experimental Results and Analysis

4.3.1. Experiment Setup. After the introduction of inertial
measurement unit, in order to verify the adaptability of gait
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Figure 11: Flow chart of multisensor fusion gait health evaluation.
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analysis algorithm based on heterogeneous sensor data
fusion, two different cases are considered.

(1) Case 1: The subjects walk freely until they reach a
fixed location, and the walking distance is fixed at
0.6m

(2) Case 2: The subjects walk in a straight line at their
comfortable speed, they may turn back and forth
freely, and the straight line walking distance is not
limited

4.3.2. Experimental Results and Performance Analysis.
Figure 12 shows the deviation between the actual stride
length and the single stride length measured by the proposed
algorithm. The gait cycle starts from the starting of stance
phase and ends at the beginning of the next gait cycle. The
length of gray line segment in the graph indicates the degree
of deviation, and it can be found that the deviation between
them is less than 4.7%. Although there is no special research
in the long-term experiment, the algorithm has no obvious
error accumulation in the 5-minute walking process. This
is due to the introduction of ZVU algorithm in the spatial
metric estimation and accurate zero speed detection, which
can effectively suppress the error accumulation.

Table 3 shows the gait evaluation results of each subject
walking during 1 minute. We can see that the accuracy of the
proposed algorithm is almost 100%, proving that it can be
used for the subsequent time-space parameter analysis for

gait. The accuracy of cadence is also relatively high, close
to 100%. The average velocity and cadence of the experi-
mental subjects are low, and the number of abnormal gait
cycles is also at a low level. This is because most of the
subjects choose a slower walking speed during the test. Gait
health score is defined as the proportion of normal gait
cycles to the total number of gait cycles multiplied by 100.

5. Conclusion

This paper presents a gait detection algorithm based on mul-
tisensor information fusion technology. The pressure sensor
is used to collect the human body dynamics information,
and the inertial measurement unit is used to collect the
human body kinematics information to detect the temporal
and spatial parameters of gait. Aiming at the problem that
the traditional threshold-based gait phase recognition algo-
rithm cannot distinguish the subtle changes between gait
phases, a gait phase recognition algorithm based on fuzzy
logic reasoning is adopted to realize the smooth and contin-
uous recognition of gait phases. In order to overcome the
attitude calculation error caused by inertial module mea-
surement error and noise, quaternion correction and com-
plementary filtering are used to correct the measurement
accuracy and combined with zero speed update technology
to suppress the accumulation of inertial module measure-
ment error. The experimental data show that the gait evalu-
ation algorithm based on heterogeneous sensor data fusion

Table 3: Gait assessment results.

Subjects Actual step number
Gait cycle

segmentation result
Accuracy (%)

Cadence
(steps/min)

Average
velocity (m/s)

Abnormal gait
cycle number

Gait health
score (points)

1 148 148 100 111 1.21 7 95

2 136 136 100 102 1.05 6 96

3 120 120 100 90 0.98 6 95

4 132 132 100 99 0.94 11 92

5 120 120 100 90 0.83 9 93

0 20 40 60 80 100
0.57

0.58

0.59

0.60

0.61

0.62

Figure 12: Single-step error analysis results.
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can significantly improve the accuracy of gait spatiotemporal
parameters and provide support for gait health evaluation.
In the future, we will study more applications based on gait
detection parameters, such as quantitative detection of
energy consumption, fall prediction, and sports injury risk
early warning.
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Writing competence is crucial for second language learners. Studying strange attractors in the development of writing competence
is essential in understanding the laws of language development of foreign students. This study is aimed at investigating the state
and laws of the development of Chinese as a second language (CSL) writing competence. Mathematical modeling and phase space
construction methods in sensor research were used to investigate strange attractors in high-level Chinese learners studying in
China in the development of CSL from the perspective of complexity theory based on the measurement framework of
complexity, accuracy, and fluency. The results showed the following: (1) there are trends in the concentration and volatility of
trigonometric function in different dimensions; (2) the group dynamic characteristics of writing development in CSL are
simulated precisely by mathematical modeling; and (3) there are strange attractors with lexical density in CSL writing
development. The development of CSL writing tends to maintain the state of strange attractors. The strange attractor reflects
regularity in the dynamic, complex, and chaotic development of Chinese for international students, revealing the probabilistic
prediction competence of different states in the development of CSL.

1. Introduction

Quantitative experimental research under the paradigm of
reductionism has explored the statistical law of language
development by controlling changes of factors, making this
approach the mainstream method of second language writ-
ing research since the 1980s. However, research through
the lens of complexity theory has found that the develop-
ment of learners’ written language is a nonliner adaptive sys-
tem, in which interconnectedness and dynamic changes
produce significant individual characteristics. Therefore,
language development is difficult to precisely predict. With-
out constructing the unified research paradigm, researchers
have aimed to explore the consilience of reductionism and
complexity theory to probe the statistical characteristics of
second language development hidden in the differentiated
developments of second language writing [1–3]. The attrac-
tor in complexity theory is considered a crucial construct
that combines the two paradigms. An attractor is the state
or pattern that complex systems tend to develop and may
be the key to revealing different patterns of learners’ lan-

guage development and revealing the statistical law of
language development in chaotic, dynamic individual differ-
ences [4, 5]. This research is aimed at finding strange attrac-
tors in the development of Chinese as a second language
(CSL) writing competence, with two novelties. (1) Few
empirical studies have referred to attractors in second lan-
guage development, which is still in the early stages of theo-
retical concept development [6–8]. The study of strange
attractors in this research aids in further understanding this
crucial construct in the complex system of language develop-
ment; (2) there is a lack of effective methods to analyze
attractors in the social sciences. The present study incorpo-
rates phase space construction and mathematical modeling
methods used in sensor research to explore attractors. Previ-
ous studies have used a series of statistical methods, such as
variance analysis, structural equation modeling, Monte
Carlo simulation, and meta-analysis, which represent a chal-
lenge in exploring strange attractors. The application of
interdisciplinary methods in the present research is the first
instance of which academia has explored the strange
attractors in the development of CSL writing competence,
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providing a reference for future research. Accordingly, this
research uses the interdisciplinary methods of mathematical
modeling and phase space construction that have been
widely used in the sensor research to detect strange attrac-
tors in the development of CSL among high-level interna-
tional students studying in China.

2. Literature Review

In this section, two paradigms in second language research
are introduced, after which the definitions of attractors and
strange attractors, as well as relevant research and recent
developments, are reviewed.

2.1. Theoretical Paradigms in Second Language Research.
Reductionism and complexity theory are two paradigms in
research into second language writing development. Reduc-
tionism has been the mainstream method of second
language writing research for decades, on which the develop-
ment of second language writing has long been recognized as
a rule-based process in which the effect of experimental var-
iables on development can be explored by controlling vari-
ables through experimental design and using statistical
methods based on mean values to examine the law of the
average value of language development in statistics. Com-
plexity theory is a theoretical cluster on which case studies
have been conducted to produce a blueprint of second lan-
guage development characterized by dynamic and individu-
alized paths [7, 9–12]. This field is challenging, and there is
conflict between complexity theory and reductionism in per-
spectives and methods in that reductionism embraces the
perspective of averaging individual differences in learners’
language development.

The conflicting positions of the two paradigms hinder
the unification of second language writing research in per-
spectives and methods. Therefore, researchers have called
for the study of complex theory to concentrate on differences
in language development and pay attention to statistical laws
to explore language development patterns and the consil-
ience between the two paradigms [2, 13–15]. However, there
are a few studies from a complexity theory perspective that
have focused on statistical pattern characteristics that
emerge from individual differences. For example, Yu and
Lowie [8] found improvements in general developmental
trends of both complexity and accuracy, whereas there is a
complex interplay between complexity and accuracy that
has transformed from a competitive relationship to a sup-
portive relationship on a group level. However, the rules of
learners’ language development process in the relevant
research have been inducted by concentrating on observa-
tion and speculation methods, lacking a mathematical dis-
cussion of the group’s CSL development patterns.

2.2. Attractors and Strange Attractors. Attractors in complex
theories are a crucial construct in addressing research gaps.
Attractors are the state or behavior patterns of preference
to which the complex system has a tendency to develop
[5]. Phase space is a technique for analyzing attractors and
is a prescribed space that represents all possible states of

the system, also known as state space. The state of the system
is defined by different dimensions. As such, a one-
dimensional phase space, for example, can be defined based
on the writing scores of language learners, where each writ-
ing score of an international student corresponds to a
unique point in the phase space. According to the character-
istics of attractors in phase space, attractors can be divided
into three types: fixed-point attractors, cyclic attractors,
and strange attractors. The fixed-point attractor
(Figure 1(a)) is a point in the phase space, which is a rela-
tively constant state of the system in any dimension of the
phase space. The cyclic attractor (Figure 1(b)) is multiple
points in the phase space, representing the system in multi-
ple states with periodic change. The strange attractor is the
type of attractor and a feature of the complex system charac-
terized with the most prominent chaos, also known as cha-
otic attractor. The butterfly-shaped area in Figure 1(c) is
Lorenz’s strange attractor [16]. The shape of the strange
attractor is ambiguous, and its chaotic nature is reflected in
the chaotic behavior of the system is disordered, but not ran-
dom, and the trajectory has no obvious regularity [17].
Attractors are typical patterns emerging from system self-
organization from the perspective of complexity theory,
representing table and predictable aspects of development
differences of the dynamic system, which are crucial ways
in revealing different patterns of learner language develop-
ment [4]. Studying strange attractors in the development of
second language writing may reveal statistical rules con-
tained in individual differences, which is a potential point
of convergence to promote the unification of the two
research paradigms.

Researchers have gained a limited understanding of
attractors in the development of CSL in the field of applied
linguistics. Complex theory originated in the field of natural
sciences and has been widely applied in the field of sensor
research, in which there exists proven methods for analyzing
attractors in complex systems. The mathematical modeling
method, for example, is an effective way of studying strange
attractors by fitting development data captured by sensors.
Through mathematical modeling, the state equation that
characterizes the dynamic characteristics of the development
of the CSL learners may be established, and the shape and
boundary of the strange attractor in the phase space by sim-
ulating and drawing the state equation in the phase space
can be analyzed. Therefore, using this interdisciplinary par-
adigm, this research takes international Chinese learners
studying in China with high levels of language proficiency
as the participants and examines strange attractors in the
development of CSL writing, aiming to determine CSL
development patterns hidden in individual differences based
on complex theory.

3. Method

3.1. Research Questions. The present research focuses on pat-
terns in the dynamic language development of high-level
Chinese learners to examine potential strange attractors
based on an analysis for characteristics of sensor data.
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Therefore, the following three research questions are
formulated.

(RQ1) What are the statistical dynamic characteristics of
the development of CSL writing for international students in
China?

(RQ2) Can the statistical dynamic characteristics of the
development of CSL writing by international students in
China be fitted by mathematical models?

(RQ3) Are there any strange attractors in the develop-
ment of CSL writing for international students in China? If
so, what are their characteristics in the phase space?

3.2. Participants. This research focuses on a group of high-
level CSL learners’ development of Chinese writing compe-
tence; 19 Chinese learners from four comprehensive
universities in China were chosen as participants. Among
these learners, 15 Thai international students studied in a
first-class university in northern China, had passed the
placement test, and were assigned to upper classes, all com-
pleting HSK Level 4. The other four international students
were from two ordinary universities in the same province
and had achieved HSK Level 5.

3.3. Writing Task. Sampling based on language teaching was
used in this present research. In the research process, writing
tasks were not assigned by the researchers; the writing texts
produced by the learners within a limited time in class were
collected. Participants were required to study teaching content
ranging from six to eight units based on the writing curricu-
lum. After each unit, there was a classroom writing task. The
interval between the two tasks was approximately one month.
The writing tasks were all based on selecting topics, involving
learners’ hometown, food, culture, personal career, daily life,
school, critical thinking, etc. One-semester Chinese composi-
tions written by international students were collected.

3.3.1. Writing Complexity. Complexity is a term that
includes both lexical complexity and syntactic complexity.
This research focuses on the lexical complexity of high-
level Chinese learners. Lexical complexity, which is also
called lexical richness, contains three dimensions, namely,
lexical density, lexical sophistication, and lexical diversity.
In the present research, lexical density was chosen to mea-
sure the learners’ lexical complexity. Lexical density refers
to the ratio of the number of content words in the text to
all words in the text [18]. Chinese content words include
nouns, verbs, adjectives, adverbs, distinguishing words,
numerals, quantifiers, pronouns, interjections, and ono-

matopoeias. The formula for calculating the lexical density
is as follows: lexical density = number of content words/
number of words.

3.3.2. Writing Fluency. Writing fluency can be divided into
process-based writing fluency and text-based writing fluency
[19]. Process-based writing fluency is a time-related concept
that mainly refers to the amount of text output per unit time,
with a relatively single dimension. On the other hand, text-
based writing fluency is related to text characteristics and
is a multidimensional construct. Cluster analysis research
shows that T unit length should be classified as complexity,
and the number of words produced per minute is more
appropriate for the concept of fluency, which represents
the amount of text completed in a given time [20, 21]. Based
on the characteristics of this research, the following process-
based measure was used to calculate writing fluency:
writing fluency = total number of symbols/total writing time.

When measuring total writing time used to calculate
writing fluency, this research incorporated sensor technol-
ogy. The sensor was able to accurately capture the writing
time of the participants. When the pen tip touches the paper,
the sensor under the paper will record the pressure-sensitive
signal and start timing; when the pen tip leaves the paper,
the sensor will stop timing. Through the sensor technology,
the writing time of all participants was recorded.

3.3.3. Writing Accuracy. The accuracy of written CSL refers
to the correct rate of words. Chinese composition is seg-
mented into words, and the author and the writing teacher
manually checked the words to measure accuracy. Word
selection, collocation, and word meaning errors were all con-
sidered lexical errors. Lexical accuracy was measured by cal-
culating the proportion of correctness in the composition
text [22]. Since competence using letters and words belong
to different constructs, they cannot be regarded as one
dimension. As such, the present research did not consider
letter errors when measuring lexical accuracy. The calcula-
tion method of accuracy is as follows: accuracy = number
of errors/total number of symbols.

3.4. Phase Space. A tool for studying strange attractors is
phase space in sensor research. After establishing the com-
plexity, accuracy, and fluency index, Matlab was used to
draw the three-dimensional phase space. A three-
dimensional coordinate system was constructed, in which
the accuracy was the x-axis, fluency the y-axis, and lexical
density the z-axis (0 < x < 1, y > 0, z > 0). Any point in the
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Figure 1: Three types of attractors.
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three-dimensional coordinate system corresponded to only
one state for language learners’ Chinese writing accuracy,
fluency, and complexity. Accordingly, the three-
dimensional coordinate system is the phase space of the
CSL development. By constructing the phase space, the gen-
eral scope of the development of complexity, accuracy, and
fluency of international students’ Chinese writing and the
distribution characteristics of the development dynamics in
each period in the phase space was observed. Based on this
method, the strange attractors can be confirmed.

3.5. Data Analysis. The data analysis of this study was driven
by the research questions. The first research question is
aimed at examining the statistical characteristics of the
development of Chinese writing text produced by learners.
Therefore, the three indicators of complexity, accuracy,
and fluency in the diachronic texts produced by studying
abroad were calculated. The word segmentation software
used the language technology platform developed by Harbin
Institute of Technology [23], and the results of word seg-
mentation and part-of-speech tagging were checked by the
author of this study and a graduate student one by one to
ensure that the word segmentation was correct. On the basis
of this first stage, the number of content words, the number
of errors, and the total number of characters were marked,
and complexity, accuracy, and fluency were calculated one
by one and recorded in a table in chronological order. An
iterative graph of the development data of CSL writing com-
petence was then constructed based on the task time as the
abscissa and second language writing competence develop-
ment indicator as the ordinate. The data of 21 participants
were drawn into this coordinate system in turn. When fit-
ting, coordinate time t is replaced by the real-time data by
a function. For example, if the first learner is sampled seven
times and the second learner is sampled eight times, the
number eight on the coordinate axis is replaced by number
one. If the number of samples is set to time t, complexity,
accuracy, and fluency are a function of task time. In addi-
tion, task time was marked on the abscissa; and complexity,
accuracy, and fluency data were marked on the ordinate, by
which a scatter distribution graph was drawn to visualize the
value range of international students’ writing complexity,
accuracy, and fluency in the given tasks. The iterative graph
represented participants’ individual characteristics and
micro changes in language development, whereas the scat-
tered point distribution graph highlighted participants’ sta-
tistical characteristics.

The second research question is aimed at fitting the sta-
tistical characteristics of the development of Chinese writing
by international students through mathematics. In the field
of natural science, the premise of examining a strange attrac-
tor involves constructing an equation of state [24]. Although
the development of CSL writing of international students
does not follow a specific equation in the social sciences, it
is still possible to use mathematical models to fit statistical
development dynamics [25]. By analyzing the development
trend of CSL writing competence using scatter distribution,
a mathematical model was constructed to simulate the
development trend. This study used Matlab to fit the group

development dynamics of the complexity, accuracy, and flu-
ency for the development of CSL writing in China, on which
a fitted state equation for the development of CSL writing
was constructed based on the data of these three indicators.
The change of the state with the equation in the phase space
indicated a tendency for the development of CSL writing.
According to nonlinearity view on the complex system,
Matlab was used to calculate the root mean square error
(RMSE) of the fitted equation to evaluate the degree of
model fitting.

The third research question is aimed at examining the
strange attractor based on the fitted equation of state. There-
fore, data were imported into Matlab to draw the curve of
the fitting equation development in the phase space. By sim-
ulating a large amount of data, the corresponding position of
the equation in the phase space was visualized. The higher
the simulation time, the clearer the tendency area of the
equation, and the clearer the outline of the strange attractor
in the phase space [17]. Similar to the method of establishing
development dynamics by simulating a large amount of
data, this technique was applied to the research based on
dynamic systems theory; the Monte Carlo simulation is
based on this idea [26]. In the present research, 800 time
simulations were performed to confirm the characteristics
of the strange attractor in the phase space.

4. Results

4.1. The Dynamics of the Development of CSL Writing for
International Students in China. The iterative graph of the
development data of CSL writing competence (Figure 2) pre-
sents significant individual differences among learners. The
maximum value of accuracy is close to 1, whereas the mini-
mum value is close to 0.73. The maximum value of writing
fluency is close to 0.4, and the minimum value is close to
0.05. The maximum value of lexical density is above 0.9,
and the minimum is close to 0.6. In addition, no two seg-
ments of the same curve can be found in the graph, indicat-
ing that the development path of the Chinese language of
international students is unique. The development of the
second language writing is different, showing progress, ret-
rogression, variability, and turbulence.

To visualize the development of CSL writing compe-
tence, a scatter plot of complexity, accuracy, and fluency
data was drawn (Figure 3), in which accuracy and lexical
density overlap and overall line changes are relatively stable.
The lexical density (gray area), for example, presents fluctu-
ates of maxima and minima over time, that is, from the first
to the eighth writing index changes are approximated by a
trigonometric function (a wavy line, closer to a sine func-
tion). In the change of lexical density, the index value
reaches a lower maxima at the second time and reaches
a higher maxima at the third time, dropping slightly and
then rising. The overall range of changes is clear, in which
the lowest value is approximately 0.6, and the highest
value is 0.979.

The two-dimensional diagram provides a description of
the individual characteristic and group development of
learners’ CSL writing competence, clarifying the direction
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for examining strange attractors for the current research.
There may be individual differences with fluctuations and
variabilities in language competence development, showing
stable characteristics in statistics and indicating that the sta-
tistical law exists. In addition, the fluctuation of the index
shows the characteristics of trigonometric functions, and
the development process is nonlinear, showing that it is rea-
sonable for trigonometric function models (e.g., Fourier
transform) to construct a mathematical model for the
development tendencies of Chinese writing competence.
Therefore, in the present study, sine and cosine functions
were chosen to construct a mathematical model to fit
learners’ group development dynamics.

4.2. Mathematical Model of the Development of CSL Writing
Competence. Mathematical modeling describes the dynamic
trend of the development of international students’ CSL
writing competence. In the present study, function fitting

was used with the task time as an independent variable, with
complexity, accuracy, and fluency as dependent variables.
After several adjustments, the fitting function of CSL writing
competence was established (Table 1). After calculating
accuracy (RMSE = 0:003), fluency (RMSE = 0:013), and
complexity (RMSE = 0:034), the root mean square error of
the fitting function was lower than 0.1, showing that the
development of the three dimensions of complexity, accu-
racy, and fluency was effectively fitted for international stu-
dents’ CSL writing competence.

The graph of the fitting function in the abscissa [1, 5]
interval is presented in Figure 4, which is fitted through dis-
crete points; that is, there are only integer time of tasks on
the abscissa, and the fitting data between two adjacent inte-
ger points only has mathematical meaning. The graph of the
accuracy fitting function (Figure 4(a)) shows that the partic-
ipants’ CSL writing accuracy is approximately 0.95 in the
first task, slightly increases in the second task, and continues
to decline from the third to the fifth task. The graph of the
fluency fitting function (Figure 4(b)) reflects the tendency
of the participants’ fluency in CSL writing from the first task
to the third task and then continues to rise. The graph of the
complexity fitting function (Figure 4(c)) shows an overall
trend of the participants’ CSL writing complexity falling
and rising. The function graphs accurately present the statis-
tical characteristics of the development of complexity, accu-
racy, and fluency in the scatter distribution map of the
development data of CSL writing competence.

4.3. Strange Attractors in the Development of CSL Writing.
The attractor is a tendency pattern for the development of
complex systems and is mapped as a region in the phase
space. Therefore, the phase space graph was constructed to
examine a strange attractor with accuracy as the x-axis, flu-
ency as the y-axis, and vocabulary density as the z-axis. The
three-dimensional scatter graph of the state equation of
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complexity, accuracy, and fluency development (Figure 5)
shows that the scatter points are mainly blue and blue-green,
indicating that the lexical density is distributed in interval
[0.6, 0.9], demonstrating the possibility of the attractors
and the tendency of the complex system of international
students in CSL writing.

According to the analyses in Section 4.2, the fitted equa-
tion of state for strange attractor is as follows:

x = 0:917 + 0:075 sin 3:272 tð Þ ;
y = 0:24 + 0:137 cos tð Þ ;
z = 0:8 + 0:11 sin 0:14 tð Þ sin 0:052 t + t2

� �
:

8
>><

>>:
ð1Þ

Based on the fitted equation of state, the function of the
strange attractor simulated 800 times in the interval [1, 50]
was drawn as three-dimensional graph (Figure 6), demon-
strating that the data points are distributed in the interval
of lexical density [0.70, 0.91], accuracy [0.84, 0.99], and flu-
ency [0.10, 0.38] to form a rectangular area approximately,
in which a large number of data points are distributed in
the graph of fitted function, and a few data points outside
the rectangular area will return to the area soon, indicating
the tendency of development of CSL writing competence
for international students. The behavior of the system in
this phase space region is disorderly and unpredictable,
though its boundary is relatively clear. Therefore, the rect-
angular area in the phase space is confirmed to be a strange
attractor. Comparing Figures 2 and 3, the strange attractor
is in the scatter of the development of CSL writing compe-
tence, and the fitting equation is consistent with develop-
ment distribution.

By examining the language ability development data of
19 participants, the accuracy of their CSL writing develop-
ment left strange attractors 10 times, accounting for 7.5%

of total times. Furthermore, participants’ fluency develop-
ment left strange attractors eight times, accounting for
6.0% of total times, the complexity development left strange
attractors 16 times, accounting for 12.0% of total times. The
development of the second language writing of 17 partici-
pants escaped from the strange attractor, whereas the devel-
opment of the second language writing of only two
participants (Lin and Chen) escaped from the attractor for
two consecutive tasks (the value of accuracy is 37 and 38,
and the value of lexical density is 70, 71). The Chinese writ-
ing development data of two international students (Table 2)
shows that Lin’s writing accuracy was lower than the mini-
mum (i.e., 0.84) of strange attractor twice in the third and
fourth tasks, whereas Chen’s writing complexity was lower
than the minimum (i.e., 0.70) of strange attractor in the last
two tasks. Once the second language writing development of
other learners escaped from the rectangular area, they had to
return to the strange attractor state in the next writing task.
The above analysis shows that the development of Chinese
writing by international students tends to develop towards
and remain in strange attractors.

5. Discussion

A statistical analysis of the three indicator dimensions of the
development of the CSL writing competence of international
students was conducted to examine the statistical character-
istics of the development of Chinese writing competence
among international students and the strange attractors in
the phase space. Through the development curve fitting
and mathematical modeling, the strange attractor in the
development of CSL writing competence was confirmed.
These findings show difference, regularity, predictability,
and complex are interconnected in language development.
These features are discussed in the following section.

Table 1: Fitting function and evaluation of fitting degree of CSL writing development.

Dimension RMSE Function

Accuracy 0.003 Accuracy = 0:917 + 0:075 sin 3:272 tð Þ
Fluency 0.013 Fluency = 0:24 + 0:137 cos tð Þ
Complexity 0.034 Density = 0:8 + 0:11 sin 0:14 tð Þ sin 0:052 t + t2
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5.1. The Chaos of Strange Attractors in the Development of
CSL. The results on the development dynamics of CSL writ-
ing competence show that there are a large number of indi-
vidual differences in language development manifested in
many aspects of development dynamics. There are no two
participants with the same development dynamics, and the
development curve of the learners’ CSL writing competence
shows increases, decreases, leaps, and temporary stagnation.
The iterative graph of the complexity, accuracy, and fluency
of the CSL writing competence shows that the development
curve of international students in different dimensions is the
identity of each participant. Therefore, learners’ develop-
ment dynamics in each dimension are unique, and the cha-
otic development trajectory of the strange attractor reflects
this characteristic. Complexity theory provides a view that
the environment as a complex system constantly changes,
in which different learners have different system compo-
nents in a period of time (for example, a month). Therefore,
there are individual differences in the interconnectedness of
the subsystems, and it is the dynamic interaction of the sys-
tem elements that forms the dynamics of differentiated lan-
guage development [27]. Interconnectedness, the prominent
feature of the complex system, dominates the interactions of
the subsystems of complexity, accuracy, and fluency in the
development of CSL writing to form individual characteris-
tics, in which learners’ language development shows chaotic
characteristics, making it almost impossible to precisely pre-

dict the development path of learners’ language competence
[13]. Due to the variability, interconnectedness, and sensitiv-
ity to the initial state of the system, the subsystems in a com-
plex system are in constant change. As a consequence,
learners will never follow the same path of second language
writing development [11, 26].

5.2. Statistical Law of Strange Attractors in the Development
of CSL Writing Competence. Strange attraction is a model of
development of foreign students’ Chinese in the dynamics of
individual differences and chaos. The development of Chi-
nese writing ability of foreign students in singular attractor
changes dynamically throughout the process but tends to
remain within a specific range with vocabulary density
[0.70, 0.91], accuracy [0.84, 1], and fluency [0.10, 0.38] in a
specific state area. The results of the lexical density dimen-
sion are consistent with previous research results on high-
level CSL writing [28], indicating that the strange attractor
found in this study may be a common state of the develop-
ment of high-level Chinese in China. The dynamic develop-
ment of learners’ writing competence presents a tendency
towards strange attractors, in which the development of Chi-
nese writing for international students escapes for a short
time but then returns (Figure 1). The graph of the equation
of state (Figure 5) also displayed this feature of the strange
attractors, indicating that the strange attractor is a state in
which participants’ Chinese writing competence tends to
stay. In addition, the participants are CSL learners with
high-level proficiency. Therefore, it may be considered that
the strange attractor is a state achieved by the participant
group through self-organization of the complex system of
Chinese development after long-term acquisition; the
strange attractor is also a state in which learners tend to
develop. Strange attractors seem to “attract” the develop-
ment of Chinese writing by international students in China
from beginner to a high-level proficiency Chinese learners,
which is the statistical law and certainty that emerges from
the interaction and chaotic development of CSL writing
competence.

The analysis of strange attractors in the development of
Chinese writing competence by international students sug-
gests that construction emergence may play a key role in this
process. Construction is the pairing of form and semantics/-
function with conventional characteristics [29]. Emergence
is the showing of new states of the system that cannot be
explained with existing parts and interactions [30]. Lexical
density is the proportion of content words in a text, and
using construction may help language learners to call on
more language resources and organize more complex sen-
tences, thus, significantly increasing their lexical density
and generating more fluent language [31, 32]. Although
the participants were Chinese learners with high-level profi-
ciency, the analysis showed that some of the more advanced
constructs (e.g., Chinese slot and frame construction) were
in constant change, in which the degree of solidification of
the construction representation was not high, and the
constructs were still in the process of acquisition. The
development system of CSL writing competence in the
strange attractor is not stable; there are mismatches and
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intensification in the process of construction emergence,
which evolves on an individual level and shows as statistical
characteristics. In addition, there is a feedback mechanism in
the process of learners’ interactions with the environment.
Feedback refers to the impact of the current state on the sub-
sequent state of the system, and the effect of the negative
feedback is one of the most common attractor influence sys-
tem mechanisms [33]. In this study, once the development
path of CSL writing competence of international students
in China leaves the strange attractor, there seems to be an
invisible force that urges the development state to return to
the singular attractor. This process derives from the system’s
negative feedback mechanism. The strange attractor of the
learner’s language complexity, accuracy, and fluency is the
result of the long-term self-organization and stability of the
system, in which the attractor is adapted to the cognitive
resources that the learner is able to call. When the need of
a certain dimension exceeds the learner’s cognitive compe-
tence at a certain level (e.g., a learner tries to use an unfamil-
iar construction), the three dimensions of language
performance compete for cognitive resources. A competitive
growth forms in the internal dimensions, further decreasing
available cognitive resources [34, 35]. The completive state is
a negative experience for learners and cannot be maintained
for an extended period, which triggers the negative feedback
mechanism of the system and reduces the difference between
the states of the complex system and the strange attractors,
showing that the system tends to return to the strange
attractor after leaving the strange attractor.

There are similarities in the development path of Chi-
nese writing competence among learners with the same
strange attractors, and the system shows order under these
strange attractors. The self-organization of the system leads
to the order of the complex system of CSL writing compe-
tence to reduce the degree of freedom of the system [36]
and finally converge the development of the system to sev-
eral possible patterns. Variability and self-organization are
crucial characteristics of complex systems, in which variabil-
ity leads to individual differences and unpredictability in the
development of learners’ CSL writing competence, whereas
self-organization makes the development of learners’ CSL
writing more statistical to eventually form attractors. A sta-
ble system makes the macroscopic characteristics of nonlin-
ear systems more prominent [33]. Strange attractors
represent the tendency of learners’ writing competence to
develop in the form of accuracy, fluency, and complexity.
The strange attractor, for example, corresponds to learners’

tendency towards accuracy [0.84, 1], fluency [0.10, 0.38],
and lexical density [0.70, 0.91] in the three-dimensional
phase space region. The fitting function of the development
state and the superimposed graph of writing competence
development of all indicators show that the development
of the group at a specific time presents a specific interval
characteristic.

5.3. Probabilistic Predictability of Strange Attractors in the
Development of CSL Writing Competence. The essence of sci-
ence is predictability ([17] p.6). In the past, language
research based on complexity theory has avoided mention-
ing the “predictability” of language, and the interconnected-
ness and openness of language development complex system
make it almost impossible to precisely predict language
development as a chaotic trajectory inside the strange attrac-
tor. Therefore, empirical research based on complex theory
has used the “retrospective” approach in essence, concen-
trating on the reality of language development. The research
source must be the dynamic trajectory of the system that has
occurred [13]. The strange attractor indicates that, when the
individual differences and laws of language development are
considered, language development shows significant statisti-
cal laws that can be predicted to a certain extent. The char-
acteristics of strange attractors in the development of CSL
writing competence indicate that it may predict the dynamic
range of language development in the next moment
although it is difficult to precisely predict the development
of the next moment and find clear rules from the dynamics,
which is the consilience between individual differences and
statistical rules, as well as reductionism and complexity in
the development of a second language.

The development of learners’ CSL writing competence
tends to be in state with accuracy in [0.84, 1], fluency in
[0.10, 0.38], and complexity in [0.70, 0.91], in which the
accuracy of the second language writing of all participants
in the state last for at least six months. The probability of
the participant maintaining the strange attractor in the sev-
enth month is higher than the probability of phase transition
to other states. For individuals such as Chen, the probability
that the lexical density of the next written text as [0.629,
0.778] is significantly higher than the probability of leaving
this interval, in that the lexical density of her writing in the
first six months is at the strange attractor. The language per-
formance in the first six months is a condition, and the con-
ditional probability of the state at time t may be expressed as
P ðXt ∣ Xt−1, Xt−2,⋯, X1Þ, showing that it is possible to

Table 2: Data on Chinese writing development of two international students in China.

No. Accuracy Fluency Complexity No. Accuracy Fluency Complexity

Lin

1 0.930 0.123 0.837

Chen

1 0.957 0.235 0.719

2 0.899 0.112 0.893 2 0.926 0.244 0.750

3 0.835 0.123 0.846 3 0.941 0.239 0.736

4 0.819 0.122 0.828 4 0.923 0.235 0.736

5 0.894 0.143 0.804 5 0.932 0.207 0.778

6 0.919 0.158 0.861 6 0.930 0.213 0.629

7 0.933 0.181 0.906 7 0.922 0.218 0.693
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predict that the same attractor state will be maintained at a
later time and predict the development interval for attrac-
tors. This prediction is reasonable based on the characteris-
tics of the attractor based on previous sufficient
observations. In other words, the language development
state of the learner in the attractor at the next moment is
not infinite, which conforms to the conditional probability
distribution that the probability of being in a different state
at the next moment is different, which may be predicted.
The analysis shows that language development can be pre-
dicted to a certain extent, and this prediction conforms to
the probability distribution. The extent to which language
development can be predicted is determined by the state of
the strange attractor, which depends on the conditional
probability corresponding to the development of the learner
in the dimension. The state of attractor, which is difficult to
measure directly, is called the hidden state. The state of com-
plexity, accuracy, and fluency, which can be measured
directly, is the explicit state. The hidden state implies the
complexity of the laws of language; it is difficult to find the
laws from a bunch of individual data, and the hidden state
must be found using statistical tools. However, the attractor,
as a hidden state, provides the possibility of predicting the
dynamic path of language development.

6. Conclusion

Based on an analysis of the characteristics of attractors, this
study demonstrated the coexistence of individual differences
and statistical laws in the development of CSL writing. Indi-
vidual difference was manifested in the unique dynamic
curve of language development, and statistical law was man-
ifested learners’ CSL writing development, which preferred
certain intervals with fluctuations. In this study, the state
equation for the development of CSL writing competence
was constructed, and characteristics of participants’ CSL
writing competence development were simulated using
mathematical modeling and phase space construction. The
trajectory of the development of CSL writing in the phase
space based on the equation of state suggests that there is a
strange attractor in the development of CSL writing compe-
tence among international students in China, which are
mapped in the phase space as accuracy in [0.84, 1], fluency
in [0.10, 0.38], and complexity in [0.70, 0.91]. The strange
attractor shows a more general, tendentious state in CSL
dynamic development with significant individual differ-
ences, reflecting the statistical law of the development of
the CSL and the probabilistic predictive characteristics of
the state.

The theoretical significance of this research is to use the
strange attractor as an approach to address key issues of
complexity theory and reductionism, or to what extent is
language development individual and to what extent do laws
or patterns exist [2]. The emergence of complexity theory
interrupts the authority of reductionism. However, there is
a fundamental difference between the two paradigms on lan-
guage development. The results indicate the consilience of
complexity theory and reductionism in language research,
and the research paradigm may be further expanded. In

addition, this research has value for the teaching and
research of second language writing. First, reductionist
research can use diachronic experimental design to explore
the dynamics and complexity of potential factors and con-
firm which types of learners are more in line with statistical
law under reductionism. Research based on complexity the-
ory may use a large sample, focusing on statistical law and
patterning characteristics contained in the dynamics of indi-
vidual differences. Second, as a hidden state, the strange
attractor may become a classification label for learners to
guide the implementation of differentiated teaching. This
research used interdisciplinary paradigms such as mathe-
matical modeling of dynamics in statistics, providing an
effective method to detect strange attractors. Third, the
strange attractor found was a law and phenomenon. The
detection of attractors in learners’ second language develop-
ment helps language teachers to determine teaching strate-
gies and analyze control parameters. Teachers could assist
learners in maintaining a positive state and escaping from
the negative aspects of CSL development. Fourth, using sen-
sors to detect participants’ writing time and sensor-based
mathematical modeling methods to detect strange attractors
in this study may provide references for language research.

The method of detecting the strange attractor in this
study could be further improved. The study on attractors
in the language development is still in its early stages, and
the method of detecting attractors in language development
is still in its exploratory stage. Therefore, this research used
mathematical modeling, spatial mapping, and other sensor
fields to establish strange attractors. These interdisciplinary
methods still have limitations in the field of language
research. The individual learner’s development is complex
and chaotic, making it impossible to accurately follow a cer-
tain mathematical equation. The fitted state equation is the
mathematical simulation of the dynamic tendency of CSL
learners’ development. Although it may often be necessary
to eliminate some details in language research to explore sta-
tistical laws, more accurate models need to be further
explored to more precisely describe the actual state of lan-
guage development.

7. Future Research

The limitations of this research may be addressed in future
research. The method of probing strange attractors should
be enhanced in said research. Because academic research
into attractors in language development of learners is still
in its early stages, the method of confirming attractors in
language development is also still in its exploratory stage.
In the future, more interdisciplinary methods may be incor-
porated to explore strange attractors in further detail (e.g.,
computer modeling based on deep learning). Furthermore,
computer modeling can address limitations that are difficult
to solve with mathematical modeling and more accurately
depict the development of CSL writing competence among
foreign students in China. In addition, a further study of a
longer duration may be conducted to describe the attractor
formation process and learners’ language development
dynamics more clearly, comprehensively describing the
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distribution of attractors among language learners and the
group law of attractors. Furthermore, future research may
use a higher number of participants to more comprehen-
sively reveal the distribution law and formation process of
attractors.
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The danger of downhole work is mainly due to the chemical toxic gases and flammable gases NO2, CO, SO2, H2S, CH4, CO2, etc.
When the concentration reaches a certain value, it will produce very great harm. With the continuous development of sensor
technology and communication technology, it is necessary to monitor the relevant geographic features below the ground.
Because of the complex environmental parameters of the coal mine roadway and the interference caused by various electrical
equipment, the transmission of mine electromagnetic signals will be affected, resulting in low positioning accuracy. However,
the underground chemical gas leakage leads to the life of underground workers which cannot be guaranteed, so it is necessary to
effectively monitor the concentration of chemical gas components in underground mines. In this paper, a moth flame algorithm
based on optimized inertia weights is proposed. By continuously improving the local inertia weights, the global optimum is
determined by using the change of inertia weights in the iterative process of the algorithm. By testing the convergence and
optimal value of several algorithms under common test functions, IMFO can obtain the global optimal solution. Finally, the
concentrations of chemical gases NO2, CO, SO2, H2S, CH4, and CO2 are monitored by setting specific areas to see if they reach
the early warning values. Then, 16 coordinates in the region are used to predict the above method, and the IMFO algorithm can
achieve the best prediction effect.

1. Introduction

Because the mining operation of coal resources is below the
ground and has high harmfulness, there are still hundreds
of people who pay their lives due to coal mining every year,
and major accidents often occur. With the continuous devel-
opment of sensor technology and communication technol-
ogy, it has become a realistic need to monitor the relevant
geographic feature information below the ground. Nowa-
days, with the development of wireless sensor network com-
munication technology, smart mines also appear and Zigbee
technology, radio frequency identification technology, WiFi
network technology, and UWB technology are also gradually
put into use in mine environment. Due to the complex envi-
ronmental parameters of the coal mine roadway and the
interference caused by various electrical equipment, the

transmission of mine electromagnetic signals will be affected,
resulting in low positioning accuracy [1]. Therefore, the wire-
less sensor network technology and algorithm used to realize
accurate mine positioning are an important research direc-
tion of the mine positioning system at present. Whether the
massive data generated under the above technical back-
ground can accurately measure the specific position has
become a hot spot in the research of the positioning algo-
rithm. Therefore, how to build a complete and reliable
wireless sensor network combined with the actual posi-
tioning algorithm to complete the real-time positioning
of underground personnel is an important issue in current
research [2].

Considering the difference in testing accuracy and model
mismatch between noise positioning algorithms [3], a non-
linear fading filtering algorithm with a single fading factor

Hindawi
Journal of Sensors
Volume 2021, Article ID 4001584, 10 pages
https://doi.org/10.1155/2021/4001584

https://orcid.org/0000-0001-7396-0668
https://orcid.org/0000-0002-2581-7290
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4001584


is proposed to remove noise, and the sensitivity of the algo-
rithm is improved by combining the least square algorithm.
The results show that the positioning accuracy is better than
Kalman filtering. The weights of different positioning algo-
rithms are fused by fuzzy theory [4], and then, the position-
ing information is predicted by the weighted average
method. The weights of three different positioning methods
are applied to dynamically adjust the covariance of measure-
ment noise. On the other hand, based on the theoretical
model of wireless transmission signals, the weighted average
value of the attenuation index of signal transmission paths is
obtained periodically and optimized in combination with the
genetic algorithm. This method is an intelligent swarm algo-
rithm, a hot issue studied [5]. A large number of calculations
by the genetic algorithm in underground environment lead
to low search efficiency and poor stability in the later stage
of evolution. In PSO [6], each particle in the best position is
used to give inertia weights of different dimensions, different
particles have different tasks, and the acceleration parameters
of PSO are determined by different adaptive weights. Using
the correlation sequencing function, the algorithm is tested,
and the performance advantage of the proposed method is
obvious in convergence speed. Considering that the under-
ground environment is complex and affects the weighted
centroid positioning [7], the genetic algorithm is used to
optimize the weighting, and the improved method is superior
to the traditional method in accuracy. In order to improve
the positioning accuracy, a gradient enhanced regression tree
positioning algorithm [8] is proposed, which fuses the posi-
tioning results of the KNN, random forest, SVM, and multi-
layer regression algorithm. It can see that the fused
positioning can better improve the positioning accuracy of
the algorithm. Aiming at the problem of low matching posi-
tioning accuracy such as MSD and MAD [9], the MPMD
matching algorithm based on the feature vector product is
used to improve positioning accuracy, and the results are bet-
ter in error and pit noise. In view of the blind areas in the
mining and monitoring of underground coal resources, doc-
ument [10] proposes an improved DV-Hop positioning and
monitoring system, which can accurately track personal
operations, calculate the distance per jump of anchor
nodes, and collect relevant operation safety data. To
improve the positioning accuracy, ensure the safety of per-
sonnel and improve the production level underground in
complex environment. In the wireless network environ-
ment, especially in the narrow underground space and
complex working environment, there is a contradiction
between its positioning error and wireless broadband. Lit-
erature [11] proposes a positioning algorithm based on
PSO and Taylor-D. PSO provides optimized coordinate
information, thus further reducing the positioning error
and obtaining higher positioning accuracy. Literature [12]
is aimed at the problems of unstable WLAN information
and low positioning accuracy in narrow space; it is pro-
posed to fuse GPS and WLAN data information, sample
the integrated data, and realize particle weight by combin-
ing the Kalman filter and map. Thus, the advantages of
GPS and WLAN positioning are realized, and the posi-
tioning accuracy is improved.

Inspired by moth navigation in nature, Mirjalili proposed
a moth flame optimization algorithm (MFO) in 2015 [13],
which is based onmoth behavior and achieves a good balance
between exploration and development through a special
mechanism called lateral directional navigation to obtain
global optimization performance. Because of the high effi-
ciency of MFO in optimization, it has many applications in
many fields and the effect is better [14]. Literature [15] con-
stantly updates the flame position by adjusting the weight
function, so as to achieve the goal of global optimization.
Constantly accelerate the convergence efficiency, and calcu-
late the adaptive value to infer the optimal position. Experi-
ments show that the improved MFO algorithm can get the
global optimization and the best performance in path optimi-
zation. Literature [16] proposes an improved IMFO based on
exploration/development rate control in the field of machine
learning for feature selection. Literature [17, 18] proposed a
moth flame algorithm and solved the engineering optimiza-
tion problem successfully. The improved MFO algorithm
has achieved good results in specific applications. However,
it must be admitted that, in solving complex peak function
optimization problems, it is necessary to design a new
improved MFO algorithm to improve the global optimiza-
tion performance of MFO, aiming at the problem that
MFO is easy to fall into local optimization and leads to low
global search accuracy. In view of the difficulty in predicting
the underground location, this paper puts forward an
improved IMFO algorithm to improve the prediction accu-
racy of the underground geographical location. The algo-
rithm can solve the problem of low position prediction
accuracy and can improve the position prediction accuracy
in different spaces. The above research is based on the posi-
tion prediction in two-dimensional space or the existence of
insufficient accuracy. At present, the accuracy of geographi-
cal position prediction is insufficient, and it is impossible to
predict effectively in three-dimensional space. The second
part introduces the MFO algorithm and explains the algo-
rithm flow. In the third part, there are some problems in
improving MFO, and the linear decreasing inertia weight
adjustment strategy is used to improve MFO algorithm. In
the fourth part, the performance of the improved IMFO algo-
rithm is compared with those of other algorithms.

2. Moth Flame Optimization Algorithm

2.1. Population Initialization. In order to be able to simply
describe the MFO algorithm, the moth as an individual is
in the optimal position in the solution space. By continuously
optimizing the position, we can achieve the goal of global
optimization. The MFO model is described by

M = m1,m2,⋯,mn½ �T ,
wheremi = mi,1,mi,2,⋯,mi,d½ �T ,

ð1Þ

where n is moths’ number and d is the dimension of the
optimization problem. The individual fitness value of moths
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is stored in the OM matrix:

OM= OM1 OM2 ⋯ OMn½ �T: ð2Þ

The flame is the optimal position obtained in the local
area. Formula (3) describes the optimal position relationship,
and the adaptive value is described by OF.

F = f1, f2,⋯, fn½ �T ,
where fi = f i,1, f i,2,⋯, f i,d

� �T , ð3Þ

OF = OF1 OF2 ⋯ OFn½ �T: ð4Þ
2.2. Location Update Mechanism. In the process of position
optimization of the MFO algorithm, moonlight is used for
positioning and navigation. However, moths are prone to fall
into artificially set nonmoonlight navigation, which leads to
the wrong position. In daily life, moths fly spirally under
the light. This characteristic behavior puts forward the
MFO algorithm, and moths constantly update their position
relationship through moonlight navigation, so that they can
search for the best position scheme.

(1) Flame catching behavior: mothMj, which has photo-
tactic characteristics in nature, will move towards the
nearest light (flame) Fj. Choose the logarithmic spiral
described in equation (5) as the moving track of moth
catching flame:

S Mi, Fj

� �
=Di ⋅ e

bt ⋅ cos 2πtð Þ + Fj, ð5Þ

where SðMi, FjÞ is the updated moth position, b is a con-
stant, t is a random number from -1 to 1, t = −1 is the closest
to the flame, and t = 1 is the farthest from the flame. Di = j
Fj −Mij is the distance between mothsMj and flames Fj , that
is, the step length.

(2) Abandoning flame: MFO constantly adjusts the
adaptive value to reach an optimal position, and its
flame is constantly decreasing as described by

noflame = round N − t ×
N − 1
T

� �
: ð6Þ

In this, t represents the local maximum iteration number,
T represents the global maximum iteration number, and N
represents the maximum flame number. Local search is to
continuously update the location information of subpopula-
tions to get the optimal location solution. Formula (7) is as
follows:

Di = rand ðÞ ∗ xF − xM
� �

, i = 1, 2,⋯,m,

xb = xb +Di,−Dmin ≤Di ≤Dmax ; i = 1, 2,⋯,m,

(
ð7Þ

where Di ∈ ð0, 1Þ and Dmin and Dmax denote the mini-

mum and maximum moving steps. Di is the offset of posi-
tion update and constantly adjusts the current position, so
as to achieve a certain position offset during position
search, which is more conducive to achieving global
optimization.

3. Improved Moth Flame
Optimization Algorithm

The nonfree lunch optimization theorem shows that none
of the optimization algorithm can solve all optimization
problems, and the MFO algorithm also faces the above
problems. MFO is prone to premature convergence and
fall into local optimum when dealing with complex func-
tion problems, so it needs to be improved to improve its
performance. Chaos refers to a nonrepetitive chaotic
dynamic system with ergodicity. Kent chaos and logistic
chaos are isomorphic, and it has been proven that they
can search accurately with good distribution. Literature
[14–16] compares the ergodicity of the two. The logistic
probability distribution is uniform in the middle and high
at both ends, resulting in uneven ergodicity of logistic
mapping. However, Kent mapping is evenly distributed
in each interval, and good randomness, ergodicity, and
uniform distribution characteristics are beneficial for the
MFO algorithm to mine around the local optimal solution
to search for a better solution. In addition, weight param-
eters have an important influence on the global and local
search of the MFO algorithm, and a single invariant fixed
weight will restrict the function of weight adjustment. In
order to further improve the convergence accuracy, besides
considering the iterative stage of the algorithm, the fitness
value of the moth in the iterative process should also be
considered; that is, a linear decreasing inertia weight
adjustment strategy determined by the iterative stage and
the fitness value of the moth is proposed.

3.1. Linear Declining Inertia Weight Adjustment Strategy.
With the continuous optimization of the current value of
the MFO algorithm, the algorithm falls into the local opti-
mum in the complex and high-dimensional optimization
process and cannot jump out of the local search process.
Experimental simulation shows that the global optimal effect
can be achieved by adjusting the inertia weight. Therefore,
this paper considers that the inertia weight will degrade the
performance of the algorithm in the complex nonlinear opti-
mization function. Combined with the adaptive degree value,
a position updating method is proposed to change the inertia
weight.

ti = tstart − tendð Þmaxiter − i
maxiter

+ tend,

Φfit =
2

1 + e−fiti/maxiter ,

wi =Φfit ∗ ti,

ð8Þ

where tstart is the initial value of the algorithm, tend is the
final value of the algorithm, 0 < tstart < tend < 1, maxiter is the
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maximum number of iterations of the algorithm, i is the cur-
rent number of iterations, ti is the inertia weight, Φfit is the
fitness value factor associated with fit, and wi is the adaptive
inertia weight.

In order to make better use of inertia weight adjustment
to achieve local and global search ability, the object position
update formula after inertia weight wi is introduced into
the algorithm which is updated to

Dk
i t + 1ð Þ =wi ∗Dk

i tð Þ + vki t + 1ð Þ: ð9Þ

wi plays a decisive role in the value range of Dk
i and

decreases with the local optimal solution approaching the
optimal solution. The learning experience optimization value
of MFO is adopted to improve the optimization ability of
MFO.

wi represents the predicted trajectory of the MFO
motion. When the local optimal solution appears, the inertia
weight is relatively large, which leads to the local optimal
value; when the global optimal solution appears, the inertia
weight is characterized as relatively small, which is more con-
ducive to the further search of the whole local optimal value.
Further optimize the linear inertia weight:

ωi tð Þ = ωmax − ωminð Þ max iter ∗∑m
i=1maxiti − fitj ∗∑it

j=1maxfit j
max iter ∗∑m

i=1maxiti
+ ωmin:

ð10Þ

ωiðtÞ represents the inertia weight of each i moth; ωmax
and ωmin represent the maximum and minimum values of
inertia weights. fitj represents the number of iterations of
the current subpopulation, and max iti represents the
maximum number of iterations of the subpopulation.
The linear inertia weight decreases linearly with the
increase in population iteration times. The linear decreas-
ing strategy of inertia weight is simple and intuitive and
has good optimization ability. However, the local search
process of the population is a nonlinear and complex pro-
cess, and the linear decrease in inertia weight cannot accu-
rately reflect the search process. Therefore, this paper puts
forward inertia weight:

ωi tð Þ = ωmax − ωminð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fitj ∗∑it

j=1maxfit j
	 


it

vuut
: ð11Þ

The above linear inertia weights are decreasing, and
with the continuous iteration of the algorithm, the inertia
weights will become smaller and smaller. When the inertia
weight is initialized and when the inertia weight changes
obviously, it shows that the local optimal situation is easy
to appear. When the inertia weight algorithm does not
change obviously in the later period, it shows that the
algorithm is searching for the global optimal solution
and it is easy to get the global optimal solution.

3.2. Moth Cross-Border Mirror Strategy. Formula (9) con-
stantly optimizes the position, but the coordinates are easy

to cross the boundary and will be limited to the boundary.
In this way, the performance of the algorithm will be reduced
a lot, and the global optimal value cannot be obtained, thus
affecting the overall performance of the MFO algorithm. In
view of the above problems, the boundary problem is
adjusted by

mi,j =
2Lj − rand ðÞ ×mi,j, mi,j ≤ Lj,

2Uj − rand ðÞ ×mi,j, mi,j >U j,

(
ð12Þ

where mi,j is the j-th dimension crossing position in the i
-th moth; Lj and Uj are the value ranges of the j-th dimen-
sion. The multiple repetitive operation formula (12) can
map mi,j to the range of the dimension, thus ensuring the
diversity of the population and effectively improving the
optimization performance of the MFO algorithm.

As the fitness value and iteration times show a nonlinear
decreasing trend, Figure 1 shows the dynamic inertia weight
change curve. The MFO algorithm iteration is the trend of
change in Figure 1; when the algorithm is in the initial stage,
the value is close to 1. It decreases rapidly with the change of
iteration number and fitness value. When the iteration num-
ber is 35, theW value is about 0.293. The optimized position
is shown in

S Mi, Fj

� �
= ωi ⋅Di ⋅ e

bt ⋅ cos 2πtð Þ + 1 − ωið Þ ⋅ Fj: ð13Þ

Dynamic inertia weights and iteration times and fitness
value show a nonlinear relationship and artificial moth adap-
tive value to the better flame movement and effectively
improve the search ability of the MFO algorithm.

3.3. IMFO Algorithm Steps. The IMFO is shown in
Algorithm 1.

4. IMFO Algorithm Performance Test

This paper selects four commonly used functions for experi-
mental comparison.

(1) Ackley function

f xð Þ = −20 ∗ e −0:2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5 x2i +x

2
jð Þpð − e 0:5∗cos 2πxið Þ+cos 2πxjð Þð Þ + e + 20:

ð14Þ

The optimal values are min ð f ðx ∗ÞÞ = 0.

(2) Beale function

f Xð Þ = 〠
n

i=1
x2i − 10 cos 2πxið Þ + 10
� �

, ∣xi∣ ≤ 5:2: ð15Þ

The optimal values are min ð f ðx∗ÞÞ = 0.
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(3) Rastrigin function

f xð Þ = − sin xið Þ cos xj
� �

exp 100 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i + x2j

q
π

������
������

0
@

1
A

������
������: ð16Þ

The optimal values are min ð f ðx∗ÞÞ = 0.
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Figure 1: Dynamic inertia weight curve.

Parameter setting: population size (sizepop), dimension (d), maximum iteration number (Maxiter), current iteration number (Itera-
tion), etc.

Initialize Moths and Flames
While (Iteration < =Max_iterations)
OM = FitnessFunction (M);
Update the number of MFO's algorithm flames according to equation (13);
If Iteration==1

F=sort (m);
OF=sort (OM);

Else
F=sort (Mt-1, Mt); //t is the current number of iterations
OF=sort (OMt-1, OMt);

End
For i=1: sizepop

For j=1: d
Calculate Di = jFj −Mij;
Update Di according to formula (7);

End
End
Update the new Di according to formula (11);
Treat trans boundary moths according to formula (12);
Calculate Di = jFj −Mij and update the moth position according to Equation (13);
End
Terminate and output the global optimal solution moth.

Algorithm 1: IMFO implementation steps

Table 1: Benchmark function.

Function
Function
name

Value
range

Optimal
position

Optimal
value

f1 Ackley −5, 5½ �D 0½ �D 0

f2 Beale −4:5, 4:5½ �D 3, 0:5ð ÞD 0

f3 Rastrigin −5:2, 5:2½ �D 0½ �D 0

f4 Sphere −100, 10½ �D 0½ �D 0
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(4) Sphere function

f xð Þ = 〠
n

i=1
x2i : ð17Þ

The optimal values are min ð f ðx∗ÞÞ = 0.
The Rastrigin function has many local optima, and global

optimum is difficult; the Ackley function has less global opti-
mum and more local optimum; the Griewank function has
several local optimum solutions, and the global optimum
solution is difficult to realize. The optimal range and global

optimal value of the four functions are shown in Table 1.
According to the above operation results, f1-f4 function is
shown in Table 1.

The above f 1-f 4 function is tested, and its function
image is shown in Figure 2.

f1-f4 test functions are representative, including unimo-
dal functions and multimodal functions. The purpose of the
test is to detect the advantages of the proposed algorithm in
algorithm performance. From the sequencing effect of the
f1-f4 function, the algorithm proposed in this paper has obvi-
ous advantages. The theoretical value is the global optimum
value. Generally, there are one theoretical value and several
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Figure 2: f1-f4 function schematic diagram.
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local optimum values in multimodal functions. If the test
result of the function reaches or approaches the theoretical
value, it represents the global optimal value.

The design dimensions of the common functions are 10,
30, and 50, respectively. The test function is tested 100 times,
and the average value is taken, and the optimal average value
(mean) and standard deviation (SD) are taken. Table 2 lists
the numerical results of PSO, MFO, and IMFO under four
test functions.

From the test average and mean square error analysis of
the four algorithms in Table 2, PSO and MFO algorithms
have the same performance, and the IMFO algorithm is the
best. For functions f1-f4, the performance of the IMFO algo-
rithm is globally optimal. When the dimension is increased
to 50, the IMFO optimization performance still has high
accuracy, and the standard deviation is the smallest among
the four algorithms. The optimal solution found by IMFO
for the f4 test function does not reach the theoretical optimal
value and is still the smallest in value compared with other
algorithms. For the multimodal function f1, the IMFO algo-
rithm is improved from 8:652 × 10−15, 3:578 × 10−2, and
1:135 × 10−1 optimized by MFO to 8:754 × 10−16, 8:654 ×
10−16, and 8:231 × 10−16 in 10, 30, and 50 dimensions, respec-
tively. The standard deviation is 0, and the IMFO algorithm
has the best performance.

5. Experimental Simulation and Analysis

5.1. Monitoring of Chemical Gas Concentration. Due to the
danger of CH4, CO2, CO, NO2, H2S, and SO2 emitted from
coal seam during mining, effective monitoring of these gas
concentrations can improve the safety of downhole opera-
tion. The safety level of chemical gas is shown in Table 3.

Underground air quality monitoring can predict the dan-
ger, can effectively predict the future air quality, and can
establish a set of safe methods.

The IMFO algorithm proposed in this paper is used to
predict the air quality of underground operation and give
early warning of possible dangers in time. The errors of using
three algorithms to predict underground air quality are
shown in Figures 3 and 4.

The IMFO algorithm in the prediction of chemical gas
algorithm error is the best and can achieve the effect of
prediction.

5.2. Location Prediction Algorithm. In order to verify and
analyze the positioning accuracy and antinoise performance
of this method, MATLAB simulation experiments are carried
out and compared with PSO, MFO, and IMFO algorithms
proposed in this paper. Because of the special underground
environment, the accuracy of spatial ranging is affected, so
the simulation environment is set to be in a cuboid three-
dimensional area with a certain size.

Objective function is a standard to measure the advan-
tages and disadvantages of IMFO. In each iteration of the
algorithm, the position of moths needs to be updated accord-
ing to the value of objective function. It is assumed that M
beacon nodes are deployed in the location area, their coordi-
nates are ðxi, yi, ziÞ, i = 1, 2,⋯,m; the coordinates of
unknown nodes are ðx, y, zÞ; the distance measured by the
RSSI method is di; and the average location error is the aver-
age value of the location error obtained by repeating the
experiment 30 times. In order to reduce the ranging error,

Table 2: Comparison of PSO, MFO, and IMFO results.

Function Dimension
PSO MFO IMFO

Mean MSD Mean MSD Mean MSD

f1

10 2.435 6:325 × 10−1 8:652 × 10−15 4:551 × 10−14 8:754 × 10−16 0

30 4.231 5:547 × 10−1 3:578 × 10−2 5:621 × 10−3 8:654 × 10−16 0

50 7.914 1.314 1:135 × 10−1 1.789 8:231 × 10−16 0

f2

10 4.937 1.634 2:451 × 10−1 1:625 × 10−1 0 0

30 4:249 × 10−1 3.467 1:235 × 10−2 3:331 × 10−1 0 0

50 1:124 × 10−1 5.657 3:142 × 10−2 5:624 × 10−1 0 0

f3

10 7.984 3.741 2:451 × 10−1 1:537 × 10−1 0 0

30 4:314 × 10−1 6.754 2:145 × 10−2 3:354 × 10−1 0 0

50 6:654 × 10−1 5:625 × 101 2:578 × 10−2 5:624 × 10−1 0 0

f4

10 3:147 × 10−9 5:124 × 10−8 6:514 × 10−31 6:457 × 10−30 7:985 × 10−192 0

30 1:987 × 10−2 1:621 × 10−2 3:245 × 10−3 5:524 × 10−3 2:547 × 10−107 1:214 × 10−106

50 3:541 × 10−1 7:951 × 10−2 7:954 × 10−3 7:714 × 10−3 2:312 × 10−94 1:112 × 10−93

Table 3: Air quality index (gas concentration (ppm)) of downhole
operation.

Status NO2 CO SO2 H2S CH4 CO2

Excellent 0-1 1-13 0-2.5 0-3 0-1000 1-2000

Good 1-2 13-23 2.5-4 3-5 1000-2000 2000-3000

Medium 2-3 23-30 2-6 5-13 2000-4000 3000-4000

Poor 3-4 30-49 6-8 13-20 4000-5000 4000-5000

Worst >4 >49 >8 >20 >5000 >5000
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Figure 3: Comparison of prediction errors of chemical gases NO2, CO, SO2, and H2S.
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Figure 4: Comparison of prediction errors of chemical gases CH4 and CO2.

Table 4: Positioning simulation data.

Node ID Actual coordinates Node ID Actual coordinates

1 (1, 2, 3) 9 (4, 1, 4)

2 (2, 2, 4) 10 (4, 2, 5)

3 (2, 3, 4) 11 (4, 4, 3)

4 (2, 5, 6) 12 (5, 2, 4)

5 (3, 1, 2) 13 (5, 3, 5)

6 (3, 2, 3) 14 (5, 4, 3)

7 (3, 4, 2) 15 (6, 3, 4)

8 (3, 5, 5) 16 (6, 4, 2)
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the mean square error of the measured distance and the esti-
mated distance of the unknown node and the beacon node is
taken as the optimization objective function. The objective
function is

f x, y, zð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m
〠
m

i=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xið Þ2 + y − yið Þ2 + z − zið Þ2

q
− di

� �2
s

:

ð18Þ

The coordinate data in a specific area are shown in
Table 4.

The IMFO algorithm is used to predict the actual coordi-
nates, and the effect is shown in Figure 5.

The errors of PSO, MFO, and IMFO algorithms are com-
pared below, and the errors are compared and analyzed by
equation (18). The results are shown in Figure 6.

As can be seen from Figure 6, IMFO has the smallest
error in different coordinates compared with other algo-
rithms, and most values are less than 1.
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Figure 5: Spatial distribution of the IMFO algorithm and actual coordinates.
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6. Conclusion

The wireless sensor network technology and algorithm used
to realize accurate mine positioning are an important
research direction of the mine positioning system at present.
Whether the massive data generated under the above techni-
cal background can accurately measure the specific position
has become a hot spot in the research of the positioning algo-
rithm. In this paper, the IMFO algorithm is proposed to com-
pare the predicted coordinates with the actual coordinates in
a specific area, and the prediction effect is good and the error
is small. Further research in the future focuses on the prob-
lem of signal transmission, the diversity of prediction, and
the application of algorithms in different scenarios. It can
compare other intelligent algorithms and select the advan-
tages of different algorithms to fuse to predict.
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