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The task of predicting solar irradiance is critical in the development of renewable energy sources. This research is aimed at
predicting the photovoltaic plant’s irradiance or power and serving as a standard for grid stability. In practical situations,
missing data can drastically diminish prediction precision. Meanwhile, it is tough to pick an appropriate imputation approach
before modeling because of not knowing the distribution of datasets. Furthermore, not all datasets benefit equally from using
the same imputation technique. This research suggests utilizing a recurrent neural network (RNN) equipped with an adaptive
neural imputation module (ANIM) to estimate direct solar irradiance when some data is missing. Without imputed
information, the typical projects’ imminent 4-hour irradiance depends on gaps in antique climatic and irradiation records. The
projected model is evaluated on the widely available information by simulating missing data in each input series. The
performance model is assessed alternative imputation techniques under a range of missing rates and input parameters. The
outcomes prove that the suggested methods perform better than competing strategies when measured by various criteria.
Moreover, combine the methodology with the attentive mechanism and invent that it excels in low-light conditions.

1. Introduction sunshine. PV modules, also known as solar panels, are made

up of photovoltaic cells that convert sunlight into electricity
Using solar photovoltaic (PV) electricity instead of fossil  through the photovoltaic effect. These modules are typically
fuels is an excellent way to reduce civilization’s impact on ~ made up of multiple cells that are connected together and
the environment. Solar photovoltaic (PV) power plants use ~ mounted onto a support structure to form an array. By
PV modules and inverters to generate electricity from the 2050, experts anticipate doubling the world’s installed PV
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capacity [1]. Due to the inherent unpredictability of PV sys-
tems, their rapid evolution makes it difficult for us to use
them effectively. Predicting irradiance with great precision
helps reduce the wasteful use of resources and unnecessary
expenditures. Significant progress has been made since then
in the field of solar irradiance prediction [2-4]. The output
of PV plants can be predicted with high accuracy by focusing
on two variables: global horizontal irradiance (GHI) and
direct normal irradiance (DNI). Finally, GHI can be calcu-
lated using the natural, normal incidence, and solar
angles [5].

The three main methods for predicting irradiance are
those based on physical mechanisms, classical statistical
models, and machine learning. One such physical model is
numerical weather prediction (NWP) [6]. In NWP,
researchers use complex differential equations to simulate
the atmosphere behavior [7]. The findings of such
approaches are valid on a regional scale but do not apply
to local predictions. Time series data from sources like
power plants and weather satellites are crunched by data-
driven methods like statistical modeling and machine learn-
ing to identify features [8, 9].

One of the most popular statistical models is the autore-
gressive integrated moving average model (ARIMA), which
uses data order determination and optimization techniques
to learn the model’s parameters. Approaches like this make
good use of past data and are far simpler to train than conven-
tional physical models [10]. Priority model templates, such as
the linear assumption, introduce bias into learned models that
cause them to distort reality. In recent years, there has been a
significant uptick in using machine learning (ML) techniques
and intense learning in the renewable energy sector. Recurrent
neural networks (RNNs) have effectively tackled sequence pre-
diction challenges. Neural networks can theoretically provide
approximations for any nonlinear function. Thus, model bias
is reduced, and fewer assumptions about the starting model
are needed compared to the prior two approaches. However,
long historical connections might arise from numerical issues
like vanishing gradients [11]. Gate recurrent units (GRUs) and
long-short-term memories (LSTMs) are frequently utilized in
RNN s to get around this problem. Enhancing the outdated
recurrent neural network with forgetting update and output
gates makes it possible for the network to capture a wider vari-
ety of contexts more accurately. These strategies can reduce
the effects of the vanishing gradient problem by extracting
more meaningful information from the sequence [12].

All of the following techniques necessitate a substantial
quantity of raw data. At PV stations, irradiance data and
meteorological parameters can be gathered in two common
approaches [13]. Some of the most common methods are
ground-based weather stations, satellite-based remote sens-
ing, sky imagers, pyranometers and pyrheliometers, and
numerical weather prediction models.

The satellite can first offer approximations of surface
irradiation. The data is more comprehensive but too dis-
persed to be helpful. Therefore, the actual irradiance at a
given location can vary. The ground station radiometer can
deliver the observed data under various conditions [14].
However, there are significant gaps due to communication
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and instrumentation breakdowns. Similar openings can be
found in the weather records. Around 50% of solar energy
is lost in actual circumstances [15].

Research into imputation models used during the pre-
processing of data to fill in missing information has been
extensively pursued to make algorithms more useful in prac-
tice [16]. Random sampling, Kalman filters, weighted mov-
ing average (MA), persistence, and interpolation are only
some of the 36 imputation methods covered, along with
their impacts at various temporal frequencies and their
implications for midterm horizontal solar irradiance esti-
mates. Recently, generative adversarial networks (GAN)
have been used in unsupervised imputation algorithms for
photovoltaic (PV) data [17]. These methods can generate
the imputed sequence during the inference phase because
they employ generative models to understand the possible
distribution of the data.

However, some problems with GAV approaches are chal-
lenging to fix. However, PV data is notoriously unreliable and
is intricately connected to the weather. Therefore, conventional
statistical methods typically only address intermittent missing
values and frequently disregard the actual distribution of the
data [18]. Moreover, traditional imputation techniques often
impute missing values using straightforward changes of the
nearest neighbor or history sequence. They will struggle more
when the target changes because of the difficulty in accurately
representing nonlinear, multidimensional data. However, quick
action is essential for short-term irradiance forecasts. Forecast-
ing using an unsupervised technique involves an additional,
time-consuming imputation step [19]. Many parameters
require specific optimization because of the unpredictable
nature of the training process of a generative model, which
necessitates a great deal of time and human effort. Overfitting
can occur if training data imputation is performed with too
much precision, reducing the practical utility of the application.

To include more data and capture any oscillations in the
initial difficulty stated above, more dimensional factors and
nonlinear norms are frequently employed [20-22]. The sec-
ond problem necessitates a plan that simplifies the network
and the process. To tackle these issues, the researcher sug-
gests an imputed GRU (IGRU), a bidirectional gate recur-
rent unit that employs an adaptive neural imputation
module for DNI prediction. Preimputation network and
GRU were combined into a single-stage network [23]. When
there are gaps in data, the preimputation network uses posi-
tional prior and delay techniques to fill them in. Subse-
quently, the completed series is directly encoded instead of
the raw data to generate summary characteristics. This pro-
cess culminates in decoding the created features to recover
the desired series. During the training procedure, prediction
loss is used to fine-tune the GRU and imputation module
weights jointly [24, 25]. As a result, the imputation values
are based on operational procedures. This is the primary dis-
tinction from approaches that fill raw data’s gaps before
modeling. The researcher also added a novel attention mod-
ule to IGRU called attention imputed gate recurrent units
(AIGRU) to help with the high-frequency volatility of irradi-
ance data. The model now pays more attention to higher-
energy information than higher-frequency information.
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The following are the most significant contributions of
the research:

(i) To avoid time-consuming and ineflicient imputa-
tion of raw data that may be missing, the researcher
suggests a method for forecasting solar irradiance
straight from the missing data, which performs well
under a wide range of cutting rates. The benefits of
preimputation include simplifying the two-stage
process into a single step, lowering the model’s
complexity, and achieving accuracy on par with that
of alternative approaches. The two-stage process is
simplified into a single step, the model’s complexity
is lowered, and the resulting accuracy is on par with
that of alternative approaches. Second, the network
parameters are learned by evaluating the accuracy
with which they anticipate future events. In this
way, the bias and overfitting phenomena are miti-
gated by preventing the mistake of an outcome
acquired by the imputation technique in prepro-
cessing from being transferred to the learners. The
network parameters are learned by evaluating the
accuracy with which they anticipate future events,
thereby preventing the mistake of an outcome
acquired by the imputation technique in prepro-
cessing from being transferred to the learners.
Finally, not many hyperparameters are needed to
be modified in this method compared to others.
KNN’s nearest neighbors, Kalman filtering’s order,
and so on have a significant role in determining per-
formance. Third, more information is required for
model-based imputation than for prediction. It is
challenging to have amassed enough original data
in some industrial contexts to provide high-
precision imputation. That is why it is possible to
get meaningful findings by imputing during predict-
ing with fewer data than with model-based imputa-
tion methods based on a priori assumptions

(ii) Researchers present a neural imputation module
that is adaptable and able to produce imputation
data from prediction errors. Using this module,
the researcher can skip the step of calculating impu-
tation values before making a forecast

(iii) Researchers present a missing data prediction method
based on attention, which is more effective under
bright light. In irradiance prediction, it aims to address
the issue of uneven sample sizes between high and low
radiation levels without resampling. An ensemble set-
ting can compensate for the other models

2. Related Works

2.1. Solar Irradiance Forecast/Regression with Missing Value.
In the last few years, there has been a lot of focus on missing
data radiation and prediction. Since irradiance imputation
has many features with more common time series imputation
problems, many tried-and-true traditional approaches can be
applied with slight modification. While conventional methods

relied on the moment and neighborhood information, they
often avoided handling missing values. To fill in the gap, the
author [26] employs two techniques. For missing time series
data, the author [27] uses k-nearest neighbors (KNN). When
it comes to characterizing multidimensional inputs; however,
these methods fall short, as they do not consider the things like
the correlation between irradiance and climatic data.

Several imputations by chained equivalences and
regression-built imputation approach, such as multiple linear
regression representations and converse distance weightage,
are compared and contrasted in the article [28]. Matrix com-
pletion is used by the author of [29] to fill in data gaps before
making solar radiation predictions for the near future. Several
imputation approaches are investigated by the author [30],
who concludes that KNN is the best option for day-ahead
forecasting of photovoltaic generation. Several publications
have appeared recently that attempt to summarize and com-
pare the effectiveness of various imputation approaches.
Numerous interpolations and prediction approaches are com-
bined, and their effects are compared by authors [31, 32]. They
put each method through its paces under varying time frames
for predicting and conclude that Kalman filtering (KF) is the
most effective for hourly data. Recent years have seen a rise
in interest in using deep learning for imputation and predic-
tion. Generative adversarial network (GAN) is the first unsu-
pervised deep learning model to be employed as an
imputation approach in solar irradiance prediction. As with
conventional methods, these take two steps—first interpolat-
ing, then using the resulting data for prediction to arrive.

2.2. Time Series Imputation. Numerous disciplines, includ-
ing medicine and traffic, face the age-old challenge of filling
in gaps in temporal data. Mean imputation is one type of
interpolation still extensively employed because of its sim-
plicity and effectiveness. The primary source of negative
consequences brought on by the absence of imputations is
the split in the frequency domain [33]. In addition, model
noise in the temporal field must be tolerated well. Varia-
tional autoencoders and generative adversarial networks
are two unsupervised deep-learning methods that apply gen-
erative models to uncover the underlying pattern in
sequence data. Together, they apply generative models to
uncover the underlying pattern in sequence data. The differ-
ence between variational autoencoders and generative adver-
sarial networks is that GAN does not aim to maximize the
hidden representation in any particular way. Another
RNN-based algorithm is the self-learning approach, such
as Bayesian regression and inference for time series (BRITS),
where the positional information of the missing data is used
to dampen the hidden layer information [20].

3. Methodology

3.1. Problem Setting. For a given multivariant time series X
= (x,%,,,), the research investigates the problem of irra-
diance Y prediction. Multihorizon forecasting refers to the
prediction of multiple future steps in the time series, specif-
ically predicting the next m steps based on the first k steps. The
goal is to construct a direct method multihorizon forecasting



model that makes comprehensive, rather than incremental,
predictions of all outputs [34, 35]. Researchers have one-
time series represented by x; and the number of feature
dimensions indicated by n. The researcher zeroed down on
the challenge of predicting the next m steps based on .

The firstksteps, where the input includes previous values
for the output, researchers attribute missing data to either a
communication breakdown or a malfunctioning sensor. The
researcher next proceeds to define several key terms. The letter
M represents the positive data for missing values, where 0
indicates no data is missing and one suggests all information
is present. Additionally, M states that the missing value’s time
step from the nearest valid observation is denoted by §t.

3.2. Traditional Imputation Methods. Here are some of the
most typical approaches taken to fill in the gap during PV
prediction and the methodologies utilized for comparison
during the experiments.

3.2.1. Interpolation. Averages are often interpolated by using
the k values closest to the gap, and standard deviations are also
estimated in this module. This method of interpolation assumes
that missing values are typically located near the mean distribu-
tion or median if they were lost due to random chance. The
original allocation of the variables has been warped.

3.2.2. I Matrix Factorization. A matrix X with a missing
value can be broken down into two or three smaller matri-
ces using MF. The original matrix X" can then be approx-
imated by multiplying the decomposed matrices. To
complete the unique matrix X", the researcher employs
the values found in this estimate composites, X. To maxi-
mize the loss function ] in equation, the decomposition
often uses an arithmetical class technique of gradient
descent.

J=|X-X"

f 2
2_X-UV™= Z <xij - Z ui,vﬂ> )

i,j,X;#man =1
(1)

Regularization methods, as shown in equation (2), can
improve estimation accuracy.

2 B+ vip)

2 ) ) ;
= Z (xij - Z uilvﬂ> + 5 (Z ulzl + Z V]2»l> .
I=1 i, gl

J=||X-X"

(2)
i,j,x;##an

3.2.3. K-Nearest Neighbors. The distance between the sam-
ples is considered by the nearest neighbor filling concept.
When there is a gap in the data, it is filled in by averaging
or weighting the nearby observations. KNN is preferable
to mean imputation because it is less sensitive to outliers
and works better with high-dimensional data. On the
downside, it is computationally and spatially intensive
and cannot account for sample imbalance. KNN may be
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computed using

where
1
= 4
w= (4)

Here, %, indicates the missing data. i indicates the ih
of designated k nearest data. d indicates the distance
between two specimens.

3.2.4. Multiple Imputation by Chained Equations (MICE).
Assume there are n such variables as (x;, x,, ..x,). The vari-
ables x, through x; will be used to perform a regression on
the missing x,. In this case, the regressed values are
substituted for x; in the expression. If x, is missing data,
the regression model will still use x;, x5, and up to x, as
inputs. Later, regression estimates will be substituted for
the missing values.

3.2.5. Kalman Filtering. The state space model upon which
the Kalman filter is based consists of two equations [36].

Y =H +w,,
(5)

Ay = Froy + &

where o is for the hidden condition, y stands for the
observing data, H stands for the measuring matrix, F
stands for the transitional matrix, and w and e stand for
the noise. Standard practice for interpolation involves
two stages. In the first stage, the states and covariances
in equation (5) are erudite depending on the observable
data. In the second stage, the researcher uses the past data
to make an educated guess or smooth the future goal. For
this purpose, the researcher employs Kalman filtering’s
smoothing technique.

3.3. IGRU and AIGRU. Two different approaches are pre-
sented here. For starters, the researcher presents the neu-
ral imputation module, any predictive model with
imputation capabilities. Then, a neural imputation mod-
ule for GRU and the rationale for employing a bidirec-
tional structure are shown. The paper concludes by
introducing an attention-based GRU with a neural impu-
tation module.

3.3.1. Module for Neural Imputation. To better handle miss-
ing data, researchers in the current paper develop an adap-
tive imputation unit in a neural network. When dealing
with missing data, researchers presume that the location of
the missing data is either known empirically or using tech-
niques like irregularity finding or that the position range is
nil. In post-apocalyptic scenarios, for instance, the radiome-
ter readings may show up as long stretches of zeros between
sunrise and sunset. For example, suppose raw data are fed
into a neural network without preprocessing. In that case,
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FiGure 1: The imputation flow.

FIGURE 2: The path of loss.

the model may incorrectly infer features based on a high
proportion of missing values in the input and the supervised
data.

The law of large numbers states that gaps in data are typ-
ically filled in by values close to the most recent measure-
ments. The missing step § in equation (6) defines the
decay coefficient as y.

Y, = exp {—m (0, Wyét +by)}, (6)

where the linear coefficient and bias for the missing stage &
are denoted by W, and b,. In the first place, the step size
is linearly transformed. Afterward, the activation function
places constraints on the altered result, checking that y is
not equivalent to one and is not equal to nil. The process
on the right-hand side of this equation does not have to be
exponential; rather, it can be any member of a class of
monotonically decreasing functions. If the decline is mono-
tonic, then the more significant the § missing values relative
to the last observation, the lesser the y, and the higher the
decay.

X, =m, 0%, + (1 -m,)o(yx,). (7)

The estimated, x, incorporates both the actual value and
the imputed values after missing information has been “filled
in” The researcher may generate a new estimate if the
researcher knows the time step of the preceding observation

and the largest possible range within the observation win-
dow. The nearest observation is insufficient since it is not
easy to guarantee that the missing value is less than the most
relative value. That is why it makes sense to use historical
data, like the highest value during the preceding days, by
considering the maximum observation inside the period.
Looking at Figure 1 shows a simplified version of the impu-
tation procedure.

The revised estimates are fed into the model. All the net-
work weightage, such as the linear factors in the decay coef-
ficients and the missing step coeflicients, is learned by
backpropagation during the training process. A reliable esti-
mate for the missing data will result from this. The overall
algorithm flow and the loss propagation track are displayed
in Figure 2.

3.3.2. IGRU. An in-depth description of GRU is provided
here. GRU is a type of recurrent neural network, a kind of
neural network structure typically employed in sequence
modeling. To solve sequence problems, RNNs rely on a cru-
cial component: memory state neurons. These neurons’ job
is to memorize past events, and the researcher may express
them as generalities using equation (8).

by=f(bi1>yp %) (8)

where b is the hidden-layer neuron’s value and f is the
update function that must be memorized.
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FIGURE 4: Mechanism for attention. (a) Input(I\P) and output(O/P) of the attention unit and (b) internal structure of the attention unit.

Both an update gate and a reset gate are labeled f in the
GRU model. Equated to LSTM, the memory is guaranteed,
and gradient disappearance is reduced with fewer parame-
ters and faster training.

re=0(W, - [b_p %)) 9)
(10)
(11)
(12)
(13)

where r and z stand for the reset and update gates,
respectively, and the current hidden layer’s information
and observations are used by the rearranged gate function
to determine the next in-between hidden layer. The update

z,=0(W, - [bp,x,]),
b, = tanh (W, - [r,# b1, %)),
b= (1-

Zt) * bt—l + Zp * bg)

Y =0(W,-by),

TaBLE 1: Processing factors.

Factors Unit
Humidity %
Temperature C
Wind speed m/s
Cloud cover %
DNI W/m?

gate determines how much the current weighted average of
hidden layer data deviates from the previous value. The
input-output relationship and GRU cell architecture are dia-
grammed in Figure 3.

This paper makes use of the bidirectional structure. The
two-way recurrent network uses both past information and
predictions for the future. Neighboring neurons whose time
windows extend beyond the current time step represent
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information about what will happen in the future without
any data loss. Compared to regular GRU, bidirectional
GRU is preferable since the factors are instantaneously
defined by material from both instructions, making it worth-
while even if the assertion is primarily decided by ancient
data (maximum and missing steps).

3.3.3. AIGRU. In this paper, the researcher provides the
GRU model based on attention. Natural language processing
(NLP) was the first area to make use of the attention mech-
anism [37, 38]. Its primary purpose is to quantify the degree
of association between a source word and the rest of the sen-
tence. Like in equation (9), the final hidden layer is often
used as the output source. A linear combination that can
be taught is allocated to the hidden layer, even if the network
can remember substantial time steps from the past. In equa-
tion (14), the researcher finds the updated weights for the
hidden layer [39].

exp (s(64))
Y exp (s(x9))
(14)

a; =p(z=i|X, q) = softmax(s(x;, q)) =

1

In the interpreter, where the confidential data from the
highest-order GRU layer is accessed, q is the number of
queries. The weights are normalized from zero to one
through the SoftMax function. The internal construction of
attention and the link between its inputs and outputs are
depicted in Figure 4.

3.4. Performance Evaluation Metrics. Even though RMSE is
the utmost popular statistic, it is still insufficient. The follow-
ing case study uses three evaluation measures, each briefly
described below. The number of test samples, m, observation
is denoted by y;, whereas the prediction results are indicated

by y*.

3.4.1. RMSE. The RMSE formula, equation (15), employs the
square of the variation among the predicted and actual
values.

Root Mean Square Error (RMSE) =

(15)

3.4.2. Mean Absolute Error (MAE). Distinct RMSE, MAE
uses absolute error in equation (16). It more accurately
depicts the condition of the error in the projected values
than RMSE does and is not as susceptible to extreme levels.
However, specific gradient optimizers find it inconvenient to
utilize because the calculation cannot be distinguished.

1 & R
MAE=—3 [(y;=5")]. (16)
mia

3.4.3. Squared Differences between the True Value and the
Mean Value. The numerator in equation (17) is the total of
the squares of the discrepancies between the actual and esti-
mated values. In this case, the summation of the squared dis-
crepancies between the actual and the average value is
represented in the denominator.

R2=1- Y 00 (17)

i i _)’i)z .

The reliability of a regression model may often be
assessed using the R%. The improved model estimate is asso-
ciated with a higher value of R%.

4. Results and Discussion

4.1. Data. The coordinates 39.8320 (N), 106.210 (W), and
1832.9 (meters) are the center and the edge of the target
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TABLE 2: Error valuation.

region, respectively. The case study makes use of five sets of
meteorological data, all of which are listed in Table 1.

Researchers generate the missing data at random to

Missing data AIGRU GRU IGRU

0.30 —456.6563 —469.6538 —407.2598
0.50 -391.1825 —431.3310 —404.1761
0.70 —409.6805 —-379.0675 -329.7932
0.90 —423.5651 —434.6867 —-348.8767

make the model more accurate. Here, the researcher pro-
vides a concise introduction of “missing” and its impetus.
Radiometers and anemometers are just two examples of
meteorological sensors used in PV facilities to measure irra-
diance and other weather conditions. The two most frequent
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TasLE 3: The results of AIGRU, IGRU, and GRU.

Masked root mean

Evaluation Mean absolute error Regression Root mean square error
technique squared error

GRU IGRU AIGRU  GRU IGRU AIGRU GRU IGRU AIGRU  GRU IGRU  AIGRU
0.30 158.60  132.15  125.72  257.24  220.53  209.97 0.25 0.45 0.49 25497 22391  227.63
0.50 139.88  132.28  138.81 23031 220.63  231.03 0.40 0.44 0.39 23532 228.38  236.40
0.70 128.22  117.81 12470  211.09 199.74  208.02 0.49 0.54 0.51 21240  201.58  228.89
0.90 14045 121.46 12627 23433  200.13  213.66 0.37 0.54 0.48 241.16  208.15  231.03

maintenance voids are single-point voids and segmented
voids. The most frequent cause of a single missing point is
a malfunctioning instrument, while the most frequent rea-
son for a segmented missing is a severed line of communica-
tion. Because of the warning systems and routine checks,
these outages never last more than a day. In Figure 5, the
researcher saw the synthetic DNI researcher generated, with
the missing data at varying percentages. When the interest
rate is high, the situation is reversed. When there is a lot of
missing data, it is not easy to conclude anything, such as
when irradiance levels are highest.

4.2. Experimental Setting. The variables used in the experi-
ment are briefly explained below. The researcher begins with
a summary of the network’s settings. A GRU encoder and
two linear layers make up each bidirectional GRU’s three-
layer structure. At present, each GRU encoder has two hid-
den layers. There are 32 neurons in each of the hidden
layers. The linear layer performs the dimensional transla-
tion, ensuring that all networks produce the same results.
An early-stopping approach is implemented alongside a pro-
longed learning rate of 0.001. Once the validation set loss is
not minimized after 20 iterations of training, overfitting is
prevented by stopping the activity. The current epoch is
100. There is a 90% training ratio, a 16% validation rate,
and a 4% testing rate.

4.3. Case Study. During this section, the researcher reclaims
the case study. Starting with the past four days of radiation
ranges and weather information, our studies use numerous
input solitary outputs to predict the next 4 hours of diffuse
near-infrared illumination (DNI). Considering the current
state of affairs, the lack of irradiance is set at 50%, while
the percentage of other meteorological parameters that are
absent varies from 30% to 90%. In contrast to imputation
tasks, predictions made without sufficient background
knowledge are meaningless. There is also little chance of a
significant number of missing due to maintenance with the
primary variable monitors. Increasing the training sample
can overcome the problem of missing data, even if there is
a lot of it in a short time.

4.3.1. Evaluation among AIGRU, GRU, and IGRU. The find-
ings are primarily analyzed using the three most typical
parameters: temperature, wind speed, and DNI. The out-
comes for the 30, 50, 70, and 90% missing rates are depicted
in Figure 6. The test sequence is 20 days long, and the verti-
cal axis represents the DNI power (500 W/m®). If looking for

an approach that gets the researcher closer to the actual
numbers, IGRU is the best result. In Table 2, the researcher
saw the average inaccuracy of the methods when the actual
DNI is more significant than 500 W/m?. Improved results
are seen across a range of missing rates when using the pro-
posed strategy.

This suggests that IGRU can improve its predictions.
There is no significant difference in performance between
the three approaches when the missing data rate is 30%.
When the light intensity is high, AIGRU performs well.
The most important goal is that the consideration module
directs the model’s attention to the most important objec-
tives when there is enough accurate data. IGRU outperforms
MSE in three additional scenarios with varying missing
rates. The three scenarios are (1) evaluating model perfor-
mance, (2) image processing, and (3) signal processing.

The inaccuracy of three approaches across four evalua-
tion measures is shown in Table 3. Systems that include a
neural imputation module improve on average by 4-18% in
RMSE compared to methods that do not, with IGRU outper-
forming the competition. At a 30% missing rate, AIGRU is
superior to IGRU in all measures except RMSE. One possi-
ble explanation is that the model can better match high-
energy data, such as high-irradiance data. However, as the
gap grows, the imputation module’s estimates become less
reliable, and the data becomes more skewed. Despite this,
it shows improvement over the original data without losing
quality, reassuring the accuracy of the imputed values.
Moreover, IGRU improves its performance as the missing
rate increases, peaking at a missing rate of 90%. Weaker per-
formance is seen from the initial strategy as the IGRU is
raised higher.

The error distribution (Y —Y") is displayed graphically
through a histogram, which the researcher uses to compare
the two methods. Error distributions for the suggested
approaches of AIGRU and IGRU and the baseline GRU
model are shown in Figure 7. When plotted, mistakes with
the correct DNI are shown along the horizontal axis, while
error frequency is shown along the vertical axis in the test
dataset. It is generally accepted that both AIGRU and IGRU
perform better than the approach without imputation due to
their high frequency at zero. The proposed methods focus
on the range from 200 W/m” to 600 W/m?, with a greater
frequency at low error density and a lower frequency at high
error density. Performance-wise, AIGRU is at its finest at
30% and vilest at 70%. In the range from 260 to zero with
a 70% missed rate, AIGRU is still somewhat more frequent
than GRU.
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Figure 7: Continued.
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FIGURE 9: The scatter error for various missing rates.

Scatter plots show the relation between the two
approaches; they can be used to check this theory. In
Figure 9, the GRU’s blunders are shown along the horizontal
axis. Possible flaws in the suggested procedures are shown in
the vertical axis. Meanwhile, since Y =X, the mistakes

By either metric, AIGRU lags behind IGRU in terms of
overall performance, but it pulls ahead by a wide margin when
the radiation levels are high. When true DNI is more signifi-
cant than 500 W/m?, the results of the three models are shown
in Figure 8. For a variety of missing rates, AIGRU is superior.
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associated with the two approaches are equivalent. The line’s
higher portion indicates wherever the GRU performs
restored than the proposed approaches, while the line’s
lower part shows where the GRU serves worse. The smaller
the distance between the point and the line, the more similar
the two approaches are. The further the moment is from the
line, the greater the method’s superiority over the alterna-
tive. More data points are below the line than above, suggest-
ing that the proposed approaches outperform GRU. When
equating AIGRU and gate recurrent unit, the researcher
can also see that the data under AIGRU are further spread
out, which denotes that AIGRU is more precise than IGRU
at forecasting specific values. For instance, in the locations
near the right border, the GRU error is about 400 W/m®,
while the error in AIGRU is nearly zero. Errors of over
400 W/m® are possible only under extreme illumination
conditions.

This finding agrees with the one drawn from the predic-
tion mentioned in the graph. In conclusion, the attention
module enables the model to pay closer attention to impor-
tant details, but at the sacrifice of some average accuracy or
the need for tweaks.

4.3.2. Different Missing Patterns. The impact on the model
varies depending on the type of missing data. Here, the
researcher undertakes tests using three frequently encoun-
tered pattern types: (1) sensor noise-related random miss-
ing (existence of short segments and sporadic missing)
and (2) intervals of missing data for all variables (e.g., an
entire day), most often due to technical difficulties with
the network. Missing DNI segments (the primary aim),
climate factor segments at random, or DNI segments with
climate factor missing are all missing data in category
three. In Figure 10(a), the researcher saw random missing
data; somewhere, 50% of all variables are missing. Since
the researcher does not see the whole picture, our model
for comparing patterns is a learned one, so the researcher
can only make educated guesses about what the missing
design might be.

The upper figure depicts the absent Temp and DNI,
while the lower figure contrasts the original GRU with the
two enhanced approaches based on 96 days of data. The long
history of data used and the higher model order prevent the
prediction failure caused by the sporadic missing during the
model inference process. Similar convincing predictions can
be made by the GRU without imputation, albeit with a little
lower accuracy. The third type of missing data is segmented
missing data, where all input variables are blank for a given
period, say, 24 hours. Figure 10(b) demonstrates the two
approaches to predicting the DNI. IGRU and GRU suffer
performance drops under these conditions, although
AIGRU outperforms random missing. Possible explanation:
accuracy suffers significantly at the expense of robustness to
missing all day when utilizing more extensive historical data.
Adverse effects on IGRU and AIGRU are apparent when the
weather factor and typical DNI are removed. While the
absence of DNI has less impact on both approaches, AIGRU
obtains better results in Figures 10(c) and 10(d). Instinc-
tively, as DNI fluctuates, it becomes clear that incorporating
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TABLE 4: Mean absolute error valuation with three characteristics.

Missing data MICE Mean MF KF  KNN This study

0.50 161.28 154.26 172.82 138.86 144.17 131.43
0.70 156.13 169.34 176.68 129.53 124.12  118.22
0.90 164.44 174.12 155.26 126.01 128.42 121.81

TABLE 5: Mean absolute error valuation with five characteristics.

ﬁltzsmg MICE Mean MF KF KNN SE’&;
0.50 162.63 16236 187.22 121.96 130.31 137.81
0.70 154.57 16258 157.23 124.59 13124 15112
0.90 179.78 188.41 140.38 133.63 14554 126.24

the weather factor into the prediction task is essential.
Despite the overall decrease in loudness and smoothness of
the waveform, GRU remains unaffected by these absences.
As with filtering, GRU achieves a desirable smoothing out-
come at the expense of precision.

4.3.3. Comparison with Other Imputation Techniques. To
authenticate that the approaches were as reliable as adver-
tised, the researcher expanded their range from three to five
variables and tested each using a variety of interpolation
schemes. Using these techniques, the researcher attributes
the missing variables and sets GRU to work on the predic-
tion. Mean interpolation, matrix complementarity, mini-
mum irradiance consistent emulation, and K-nearest
neighbor are some additional irradiance imputation
methods compared in Tables 4 and 5. Two climatic ele-
ments, cloud cover and humidity, are added to the three
input factors of the other group. To create this approach,
the researcher combined the most valuable aspects of both
IGRU and AIGRU. Here, MAE is the error of choice.

According to Table 4, the suggested technique is more
accurate than the poorest imputation methods by as much
as 32% and provides a 4-8% enhancement over the best
imputation method. The proposed methods outperform
most of the existing techniques in the case study with five
contributions. When comparing KF to the suggested
approach, KF performs better in the 50% and 70% missing
proportion cases. On the other hand, the recommended
strategy is the best option when 90% of the data is absent.
In conjunction with the trivariate case, it demonstrates that
KF and the suggested technique perform well under condi-
tions with an adequate amount of reliable information.
However, the proposed method exhibits higher performance
with high missing rates, indicating that it is more robust. It
also shows that the proposed strategy may be applied to
any situation without modifying the model. However, the
various data sets will still require different imputation
procedures.

As the percentage of missing values rises, the perfor-
mance of mean interpolation declines compared to the other
approaches. In contrast, MICE and MF outcomes are data-
driven.
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5. Conclusion

With the help of a neural imputation module, this research
suggests a new approach to predicting irradiance. In many
cases, its performance is superior to the standard method
and other well-known imputation techniques. The IGRU
benefits from being highly adaptable, requiring no additional
imputation step during data pre-processing, and having
minimal computational complexity. Additionally, it is an
effort to combine the imputation and prediction steps, hop-
ing that incorporating prediction data can improve imputa-
tion. Of course, there is still much room for improvement in
the field of time series imputation for renewable energy.

Irradiance readings fluctuate wildly and are significantly
influenced by weather patterns. This finding demonstrates
that the outcomes of various approaches vary among data-
sets. Traditional methods are effective when the targets are
easy to hit. It is still worthwhile to study imputation tech-
niques, especially under challenging conditions like heavy
rain or other extreme weather. Because of this, the imputa-
tion module can benefit from encoding feature correlations
by investigating more explicit model properties, such as fun-
damental relationships among components and time graph
relations among its parts.

For optimal performance in the field, the imputation
architecture should be fine-tuned using real-world applica-
tions, such as irradiance prediction and missing data states
for power prediction in photovoltaic plants. Designing tem-
poral windows with flexibility, interpolating data in real-
time, using multiple modalities, and other strategies are all
viable alternatives. The model parameters can also be
adjusted to make it more generalizable.
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This research work explored and compared the experimental performance of a solar still having novel octagonal-pyramid shape
with a single slope solar still. It is found that the novel still provides twice distillation compared with conventional still. The
experiments also evaluated the desalination productivity of octagonal-pyramid solar still by varying the depth of saline water
inside the basin and angle of inclination of glass cover. It is observed that the optimum condition for high distillation is
obtained when depth of water inside the basin is 5 cm with angle of inclination of glass cover which is 30°. Four types of water,
ie., underground borewell water, sea water, leather industry effluent, and plastic industry effluent were also used to see the
effect on distillation. Results showed that underground borewell water provides high distillation due to low density.
Furthermore, the performance of the octagonal-pyramid solar still is enhanced by adding different latent heat and sensible heat
materials in the octagonal-pyramid solar still. Hence, the addition of brick to the octagonal-pyramid still yields the highest
productivity compared to incorporation of paraffin wax. Hence, it can be concluded that the octagonal design of the solar still
has shown an increased productivity when compared to a single slope solar still (conventional still) under all the conditions.

1. Introduction plete solution for this problem. There are numerous ways to

desalinate sea water and waste water into fresh water [1, 2].
The fresh water resources are getting polluted alongside the ~ The simplest and cost-effective method is using solar still for
demand for fresh water which is increasing day by day due  distillation. Since the daily productivity of a conventional
to modernization. Water reclamation could bring the com-  single slope solar still is very low, hence, in this paper,
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modification in design is made to improve the productivity.
Various research experiments are being performed to increase
the distillate productivity of a solar still. Wind velocity, solar
radiation, still basin area, water surface area, and water depth
and glass cover temperature are some of the influences that
affect the daily efficiency of a solar still [3-5].

Single-basin single-slope solar stills are the conven-
tional stills used for desalination of water which works
on the basic condensation principle. Though the construc-
tion or design of single-basin solar still is simple and con-
structive cost is cheap and requires low maintenance cost,
with the same setup, the productivity cannot be increased
[6]. Hence, in order to increase the quality and quantity of
the fresh water, the distilled water for drinking and irriga-
tion purpose single-basin solar still is ministering modifi-
cations. With the view to overcome the limitations of a
single-basin solar still, various modifications to the solar
still have been proposed such as double-slope solar still,
multistage solar still, stepped solar still, and wick-type
solar still. With a flat plate collector enclosed to a single-
basin solar still, an improvement of 52% in the productiv-
ity was shown. Double glass cover on a single-slope basin
also achieved high productivity by running cool water
between the double glass cover. A stepped solar still effec-
tively showed an increase in the daily productivity [7-9].
A stepped solar still with a flashing chamber was con-
structed and investigated by experimenting on a stepped
solar still with and without a reflector to illustrate that
there was a 20% increase in the daily efficiency of produc-
tivity compared to conventional solar still [10].

Later, researchers improved the work efficiency of the
solar still by adding wick, fins, and various thermal
energy storage materials into the still. Basin-type stepped
solar still with wick-type still showed high efficiency in
terms of productivity. The wick-type evaporator collector
system showed an increase in overall efficiency when
compared to the basin-type system [11-13]. Various types
of wick materials to innumerable absorber plate designs
discovered the most productive as 4.28 L per day while
utilising a wire mesh stepped-type absorber plate made
up of coral fleece. The research also developed a multiba-
sin solar still added to thermal storage materials in order
to increase the performance of the still even in the
absence of sunlight [14]. Sensible heat resources such as
sand, cement, and glass, as well as latent heat storage
materials like wax, were used and found the increased
productivity as 73% when compared to traditional solar
panels. Experiments with different water nanofluids in
basin also showed remarkable improvement in the perfor-
mances. Incorporated sensible heat storage materials like
cement concrete bits, quartzite rock, washed pebbles, iron
scraps, and red brick bits into the still found that adding
of an inch quartzite rock showed increased productivity
than the other materials [15-18].

In this paper, a novel octagonal-pyramid solar still is
developed to improve the desalination productivity of the
solar still. The basin of the still is octagonal in shape,
and condensing glass covers are slanted over each side of
the basin giving it a pyramidal shape. The narrowing effect
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1 - Saline water storage tank 4 - Basin

2 - Saline water outlet 5 - Desalinated water outlet

3 - Transparent glass cover 6 - Desalinated water storage tank

FIGURE 1: Schematic diagram of the octagonal-pyramid solar still.

FIGURE 2: Photograph of experimental setup of the octagonal-
pyramid solar still.

of the pyramidal glass cover will be an aid in enhancing
the laminar flow of water vapour without any disruption
[19, 20]. The pyramidal shape of the glass cover circulates
the wind around the structure which causes a decrease in
glass surface temperature. The difference in temperature
between the saline water and the glass cover will enhance
the condensation process and thus increase the daily pro-
ductivity of the still [21]. The hourly desalinate production
of the both conventional solar still and the new solar still
has been measured. The octagonal-pyramid solar still is
erected in the month of May, 2021, in Ramanathapuram,
Tamil Nadu, India.

2. Experimental Setup

A conventional single-slope solar still and an octagonal-
pyramid solar still were planned and erected to compare
the performance of solar desalination. The base and the side
walls are built using galvanized steel sheets of 1.6 mm thick-
ness [22, 23]. The base area of the still is 0.36m>
(0.6 mlength x 0.6 m breadth). The taller side wall has a
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FIGURE 3: Variation of basin water temperature, glass temperature, and solar radiation of the conventional and octagonal-pyramid solar still.

height of 0.5m and the shorter side wall has 0.2m. To
increase the absorptive, black paint has been applied to the
basin’s interior surface [24-26]. The basin is protected with
glass which allows the solar radiation to reach the basin plate
and also acts as the condensing surface. Tempered glass is
used in the experiment as it has a solar transmittance of
91% for the incident solar radiation and has high wet ability.
The glass cover is slanted horizontally over the basin at an
angle of 30 degrees.

An octagonal-shaped base with each side of length
248.5mm is cut. The side walls of height 200 mm are fabri-
cated over the base. The base and the side walls are built
using galvanized steel sheets of 1.6 mm thickness. Eight sides
of the octagonal basin are sealed with a glass cover in the
shape of octagonal pyramid as given in Figure 1. The photo-
graph of the complete experimental setup of the octagonal-
pyramid solar still is shown in Figure 2.

The water to be desalinated is filled in the basin. On
account of incidence of solar radiation, the temperature of
the water inside the basin increases and the water evapo-
rates. The water vapour gets condensed on reaching the glass
cover. The condensed water was collected in a trough placed
at the bottom of the glass cover.

A wired digital thermometer is used to accurately mea-
sure the temperature of the water and the glass of +1°C.
Instantaneously, a solarimeter was used to measure the
intensity of solar radiation + 1 W/m> A digital vane ane-
mometer is used to measure the wind velocity with an accu-
racy of +0.1m/s. A calibrated measuring jar having 2L
capacity with an accuracy of 5mL is used to measure the
hourly distillate yield.

Experiments were conducted at Ramanathapuram,
Tamil Nadu, India, during May 2019. For every one hour,

solar radiation, wind velocity, basin plate temperature, water
to be treated, glass cover, and distilled water were measured.
The experiment was conducted on both the conventional
and the octagonal-pyramid solar stills, and the hourly yield
is measured. The hourly yield of the octagonal-pyramid
solar still was measured by the following:

(i) Varying the depth of saline water inside the basin, /
(if) Varying the angle of inclination of glass cover, K

(iii) Adding latent heat and sensible heat materials, viz.,
paraffin wax and brick

(iv) Changing the type of liquid to be distilled, viz.,
underground borewell water, sea water, leather
industrial waste liquid, and plastic industrial waste
liquid

3. Results and Discussion

Ambient temperature measured at Ramanathapuram, Tamil
Nadu, is varied between 38" and 42°. Wind velocity and solar
radiation intensity were measured.

3.1. The Effect of Solar Radiation on the Solar Still’s
Performance. Basin water temperature and glass temperature
are measured for both conventional and octagonal-pyramid
solar stills after every hour. Figure 3 demonstrates how the
temperature of the basin, temperature of glass, and intensity
of solar radiation changed over time. It is experiential that
the water temperature increases as solar radiation increases.
The temperature of the basin rises till it reaches a maximum
value around noon and decreases subsequently as the solar
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radiation decreases. It is also observed that the octagonal-
pyramid still shows a lower glass temperature value than a
conventional still. It is to be noted that this decrease in the
glass temperature is caused due to its conical shape nearly
possessed by octagonal-pyramid still.

3.2. Hourly Desalination Productivity of the Conventional
and Octagonal-Pyramid Solar Still. The hourly variation of
desalinated water productivity for conventional and
octagonal-pyramid stills is shown in Figure 4. In this exper-
iment, underground borewell water is used as saline water in
the solar stills. The depth of saline water is 5cm, and the
angle of glass cover is 30 degrees. It is observed that desali-
nated productivity increases slowly from zero in the early
hours and reaches a maximum value around noon. Both
the stills take time to increase from value zero because the
water takes time to get heated up to transform into vapour
state. The productivity in the afternoon decreases gradually
as the solar radiation decreases. The octagonal-pyramid still
shows a higher productivity than the conventional still. The
hourly productivity obtained on using octagonal-pyramid
still is more than twice that of the conventional still.

3.3. Performance of the Octagonal-Pyramid Solar Still on
Varying Saline Water Depths. The desalination productivity
of the octagonal-pyramid solar still at various saline water
depths (h) is shown in Figure 5. Borewell water is used as
saline water to find the optimum saline water depth in the
octagonal-pyramid solar still. The saline water depths are
5cm, 10 cm, and 15 cm with a fixed glass cover angle of incli-
nation of 30 degrees. It is observed that the increase in water
depth decreases the productivity of the still.
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The highest productivity is achieved at the lowest depth
of 5cm. The factors that contributed to achieve increased
productivity are the lower depth of water, decreased mass
of the water, and the eventual specific increased heat capac-
ity of the water.

3.4. Performance of the Octagonal-Pyramid Solar Still on
Varying the Angle of Inclination of Glass Cover. The varia-
tion in desalination productivity is observed by changing
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the angle of glass cover (6). The angle of glass cover is varied
from 30°, 35° to 40°. Borewell water is used as a saline water,
and a uniform saline water depth of 5cm is used in this
experiment. The hourly desalination productivity at various
angles of glass cover in the octagonal-pyramid solar still is
shown in Figure 6. The experimental results show that the
change in angle of inclination affects the desalination pro-
ductivity of the still. It is seen that the octagonal-pyramid
solar still yields the highest cumulative distillate for 6 = 30°.

3.5. Performance of the Octagonal-Pyramid Solar Still on
Adding Latent Heat and Sensible Heat Materials. Latent heat
and sensible heat materials are the thermal storage materials
added separately inside the still so that the high heat is main-
tained inside the basin. The latent heat and sensible heat
materials used in the experiment are paraffin wax and brick,
respectively. Initially, paraffin wax is stored in a small
stainless-steel container which is half-filled and placed in a
basin area of the still. As the basin water temperature
increases, the paraffin wax absorbs the heat and melts inside
the small container and supply heat to the saline water.
After experimenting with paraffin wax, a brick is added
in the basin area of saline water. The brick absorbs heat from
the saline water and releases additional heat to the saline
water inside the still. Underground borewell water is the
saline water used in this experiment. The octagonal pyramid
maintains an angle of glass cover at 30° and the saline water
depth of 5cm throughout the experiment. The increased
desalination productivity due to the addition of latent heat
and sensible heat materials is shown in Figure 7. Following
the addition of the thermal heat storage materials, the basin
water temperature rises in the late afternoon. The addition
of brick to the octagonal-pyramid still yields the highest pro-
ductivity compared to incorporation of paraffin wax.
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FIGURE 8: Productivity of underground water, sea water, leather
industry waste, and plastic industry waste in the octagonal-
pyramid solar still.

3.6. Performance of the Octagonal-Pyramid Solar Still for
Different Types of Liquid. In this experiment, four types of
saline liquids are used for desalination in the octagonal-
pyramid solar still. The four liquids are underground bore-
well water, sea water, leather industry effluent, and plastic
industry effluent. The desalination productivity of four lig-
uids is given in Figure 8. The still shows higher desalination
productivity for underground borewell water than other lig-
uids. It is because of low density and low salinity in under-
ground borewell water.
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3.7. Chemical Examination. The four types of saline water
are tested in the laboratory of Tamil Nadu Water Supply
and Drainage board Sivagangai, Tamil Nadu, India. The lab-
oratory results of four types of saline water and their desali-
nated types are shown in Table 1. The chemical examination
of desalinated water shows that it can be used for domestic
purpose.

3.8. Economic Analysis. The octagonal-pyramid solar still’s
economic analysis is calculated and tabulated in Table 2.
The payback period of the octagonal-pyramid solar still
can be calculated using the fabrication and maintenance cost
of the still. The payback period of the octagonal-pyramid
solar still has 276 days [27-29].

4. Conclusion

Successful functioning of the octagonal-pyramid solar still
has been demonstrated by subjecting it to a series of experi-
mental tests. The performance of the octagonal-pyramid
solar still is experimentally compared with a conventional
single-slope solar still. The results of experiments showed
that the productivity in case of the octagonal-pyramid solar
still has increased more than twice than that of the conven-
tional still. The optimum values for maximum productivity
are obtained when

(i) the depth of water inside the basin h =5cm

(ii) angle of inclination of glass cover 6 = 30°

The novel developed solar still also showed better effi-
ciency when coupled with latent heat and sensible heat
material, viz., paraffin wax and brick. The comparative anal-
ysis showed an increased the productivity of 9.18% by add-
ing a brick. The experimental results also showed that the
still is suitable for the desalination of different types of lig-
uid, viz., underground borewell water, sea water, leather
industry waste liquid, and plastic industry waste liquid.
Among these liquids, the best efficiency is obtained for
underground borewell water due to low density.

Data Availability

The data used to support the findings of this study are
included within the article. Further data or information is
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this article.

Acknowledgments

The authors appreciate the supports from Ambo University,
Ethiopia, for providing help during the research and prepa-
ration of the manuscript. The authors thank Sri Eshwar Col-
lege of Engineering, Anna University, and Chandigarh
University for providing assistance in completing this work.

International Journal of Photoenergy

References

[1] M. Abu-Arabi, Y. Zurigat, H. Al-Hinaib, and S. Al-Hiddabib,

“Modeling and performance analysis of a solar desalination

unit with double- glass cover cooling,” Desalination, vol. 143,

no. 2, pp. 173-182, 2002.

T. Elango, A. Kannan, and K. KalidasaMurugavel, “Perfor-

mance study on single basin single slope solar still with differ-

ent water nanofluids,” Desalination, vol. 360, pp. 45-51, 2015.

A. M. El-Zahaby, A. E. Kabeel, A. I. Bakry, S. A. El-agouz, and

O. M. Hawam, “Augmentation of solar still performance using

flash evaporation,” Desalination, vol. 257, no. 1-3, pp. 58-65,

2010.

[4] R.S. Hansen, C. S. Narayanan, and K. K. Murugavel, “Perfor-
mance analysis on inclined solar still with different new wick
materials and wire mesh,” Desalination, vol. 358, pp. 1-8, 2015.

[5] M. Balu, K. Lingadurai, P. Shanmugam, K. Raja, N. Bhanu Teja,
and V. Vijayan, “Biodiesel production from Caulerpa racemosa
(macroalgae) oil,” IJMS, vol. 49, no. 4, pp. 616-621, 2020.

[6] A.Hanson, W. Zachritz, K. Stevens, L. Mimbela, R. Polka, and

L. Cisneros, “Distillate water quality of a single-basin solar still:

laboratory and field studies,” Solar Energy, vol. 76, no. 5,

Pp. 635-645, 2004.

J. Ganeshkumar, D. Kathirkaman, K. Raja, V. Kumaresan, and

R. Velraj, “Experimental study on density, thermal conductiv-

ity, specific heat, and viscosity of water-ethylene glycol mixture

dispersed with carbon nanotubes,” Thermal Science, vol. 21,

no. 1 Part A, pp. 255-265, 2017.

T. Balasundaram and K. Raja, “Development and morphology

of titanium nanotubes anode for new generation solar cell by

electrochemical anodizing method,” Journal of Scientific and

Industrial Research, vol. 75, pp. 315-319, 2016.

[9] A.E. Kabeel, Z. M. Omara, and F. A. Essa, “Enhancement of
modified solar still integrated with external condenser using
nanofluids: an experimental approach,” Energy Conversion
and Management, vol. 78, pp. 493-498, 2014.

[10] K.Raja, V. Srinivasa Raman, R. Parthasarathi, K. Ranjitkumar,
and V. Mohanavel, “Performance analysis of DEE-biodiesel
blends in diesel engine,” International Journal of Ambient
Energy, vol. 43, no. 1, pp. 1016-1020, 2019.

[11] C. Tiris, M. Tiris, Y. Erdalli, and M. Sohmen, “Experimental
studies on a solar still coupled with a flat-plate collector and
a single basin still,” Energy Conversion and Management,
vol. 39, pp. 853-856, 1998.

[12] T.Balasundaram and K. Raja, “Growth and characterization of
titanium nanotubes anode for solar cell application by electro-
chemical anodization method,” International Journal of
Advanced Engineering Technology, vol. 7, no. 2, pp. 359-363,
2016.

[13] A. Senthil Rajan, K. Raja, and P. Mari Muthu, “Augmentation
of single basin and pyramid still desalination using common
biomass heat source and analytical validation using RSM,”
Australian Journal of Basic and Applied Sciences, vol. 8,
no. 10, pp. 212-218, 2014.

[14] A.E.Kabeel, Z. M. Omara, and F. A. Essa, “Improving the per-
formance of solar still by using nanofluids and providing vac-
uum,” Energy Conversion and Management, vol. 86, pp. 268
274, 2014.

[15] K. Kalidasa Murugavel and K. Srithar, “Performance study on
basin type double slope solar still with different wick materials
and minimum mass of water,” Renewable Energy, vol. 36,
no. 2, pp. 612-620, 2011.

2

—_—

(3

—_

[7

—

(8

—_



International Journal of Photoenergy

(16]

(17]

(18]

(19]

[20]

(21]

[22]

(23]

[24]

[25]

(26]

(27]

(28]

(29]

K. Vikas, “Evaluation of machining performance and multi
criteria optimization of novel metal-Nimonic 80A using
EDM,” SN Applied Sciences, vol. 3, no. 3, pp. 1-10, 2021.

A. Pratap, B. K. Singh, and N. Sardana, “Fracture in self-
lubricating inserts: a case study,” Materials Today: Proceedings,
vol. 66, pp. 3738-3742, 2022.

A. Pratap, P. Kumar, N. Mandal, and B. K. Singh, “Effect of
indentation load on mechanical properties and evaluation of
tribological properties for zirconia toughened alumina,” Mate-
rials Today: Proceedings, vol. 26, pp. 2442-2446, 2020.

M. A. S. Malik, G. N. Tiwari, A. Kumar, and M. S. Sodha, Solar
Distillation, Pergamon Press, Oxford, 1982.

S. M. A. Moustafa, G. H. Brusewitz, and D. M. Farmer, “Direct
use of solar energy for water desalination,” Solar Energy,
vol. 22, no. 2, pp. 141-148, 1979.

A. Senthil Rajan, K. Raja, and P. Marimuthu, “Increasing the
productivity of pyramid solar still augmented with biomass
heat source and analytical validation using RSM,” Desalination
and Water Treatment, vol. 57, no. 10, pp. 4406-4419, 2014.

Z.M. Omara, A. E. Kabeel, and M. M. Younes, “Enhancing the
stepped solar still performance using internal and external
reflectors,” Energy Conversion Management, vol. 78, pp. 876
881, 2014.

A. Senthil Rajan, K. Raja, and P. Marimuthu, “Multi basin
desalination using biomass heat source and analytical valida-
tion using RSM,” Energy Conversion and Management,
vol. 87, pp. 359-366, 2014.

M. Lokeshwari, P. V. Sagar, K. D. Kumar et al., “Optimization
and tribological properties of hybridized palm kernel shell ash
and nano boron nitride reinforced aluminium matrix compos-
ites,” Journal of Nanomaterials, vol. 2022, Article ID 8479012,
9 pages, 2022.

N. Bhanu Teja, P. Ganeshan, V. Mohanavel et al., “Perfor-
mance and emission analysis of watermelon seed oil methyl
ester and n-butanol blends fueled diesel engine,” Mathematical
Problems in Engineering, vol. 2022, Article ID 2456338, 12
pages, 2022.

N. Mohanraj, N. Mathan Kumar, P. Prathap et al., “Mechani-
cal properties and electrical resistivity of the friction stir spot-
welded dissimilar Al-Cu joints,” International Journal of Poly-
mer Science, vol. 2022, Article ID 4130440, 7 pages, 2022.

V. Velmurugan, S. SenthilKumaran, V. NiranjanPrabhu, and
K. Srithar, “Productivity enhancement of stepped solar still -
performance analysis,” Thermal Science, vol. 12, no. 3,
pp. 153-163, 2008.

M. K. Patan, K. Raja, M. Azaharahmed, C. D. Prasad, and
P. Ganeshan, “Influence of primary regulation on frequency
control of an isolated microgrid equipped with crow search
algorithm tuned classical controllers,” Journal of Electrical
Engineering & Technology, vol. 16, no. 2, pp. 681-695, 2021.

M. Azaharahmed, K. Raja, M. K. Patan, C. D. Prasad, and
P. Ganeshan, “Invasive weed optimized area centralized 2
degree of freedom combined PID controller scheme for auto-
matic generation control,” Journal of Electrical Engineering ¢
Technology, vol. 16, no. 1, pp. 31-42, 2021.



Hindawi
International Journal of Photoenergy i 1
Volume 2022, Article ID 4493116, 9 pages H I n d aWI

https://doi.org/10.1155/2022/4493116

Research Article

Machine Learning Strategy to Achieve Maximum Energy
Harvesting and Monitoring Method for Solar Photovoltaic
Panel Applications

Bibhu Prasad Ganthia,' Sudheer Hanumanthakari,” Hemachandra Gudimindla,’
Harishchander Anandaram,* M. Siva Ramkumar,” Monalisa Mohanty,6 S. Raja Gopal,7
Atul Sarojwal,® and Kibrom Menasbo Hadish ©»°

"Department of Electrical Engineering, Indira Gandhi Institute of Technology, Sarang, Dhenkanal, Odisha 759146, India
Department of Electronics and Communication Engineering, Faculty of Science and Technology, ICFAI Foundation for

Higher Education, Hyderabad, Telangana 500029, India
*Department of Electrical and Electronics Engineering, M S Ramaiah Institute of Technology, Bengaluru, Karnataka 560054, India
“Centre for Computational Engineering and Networking, Amrita School of Engineering, Amrita Vishwa Vidyapeetham,
Coimbatore, Tamil Nadu 641112, India
*Department of Electrical and Electronics Engineering, Faculty of Engineering, Karpagam Academy of Higher Education,
Coimbatore, Tamil Nadu 641021, India

®Department of Electrical and Electronics Engineering, Siksha ‘O’ Anusandhan D University, Bhubaneswar, Odisha 751030, India
"Department of Electronics & Communications Engineering, Koneru Lakshmaiah Education Foundation, Vaddeswaram,

Andhra Pradesh 522502, India
8Department of Electrical Engineering, FET, Mahatma Jyotiba Phule Rohilkhand University, Bareilly, Uttar Pradesh 243006, India
®Faculty of Mechanical Engineering, Arba Minch University, Arba Minch, Ethiopia

Correspondence should be addressed to Kibrom Menasbo Hadish; kibrom.menasbo@amu.edu.et
Received 4 June 2022; Revised 2 September 2022; Accepted 7 September 2022; Published 14 October 2022
Academic Editor: Br Ramesh Bapu

Copyright © 2022 Bibhu Prasad Ganthia et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

The choice of the optimal orientation of the solar panels is by far one of the most important issues in the practical application of
solar installations. The use of phase changing materials (PCMs) is an efficient approach of storing solar thermal energy. Because
PCMs are isothermal in nature, they provide better density energy storage and the capacity to function across a wide temperature
range. Unfortunately, this feature is very rare on various solar power panels; however, ignoring it can reduce the performance of
the panels to unacceptable levels. The fact is that the angle of incidence of rays on the surface greatly affects the reflection
coefficient and, consequently, the role of unacceptable solar energy. In this paper, a smart energy harvesting model was
proposed. In the case of glass, when the angle of incidence varies vertically from its surface to 30, the reflection coefficient is
practically unchanged and slightly less than 5%, i.e., more than 95% of the radiation goes inwards. Furthermore, the reflection
increase is noticeable, and the area of the reflected radiation by 60 doubles to almost 10%. At an angle of incidence of 70, it
reflects 20% of the radiation, and at 80, 40%. For most other objects, the dependence of the reflection magnitude on the angle
of incidence is approximately the same.

1. Introduction blocked. This is equal to the actual area of the panel multi-
plied by the sine of the angle between its plane and the direc-
Even more important is the so-called effective group area,  tion of flow (or, equally, perpendicular to the panel and by

viz. The intersection of the radiation flow was thereby the cosine of the angle between the direction of flow) [1].
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Therefore, if the panel is perpendicular to the flow, its effec-
tive area is equal to its actual area, the flow becomes 60%
from the vertical —half of the actual area, and if the flow is
parallel to the panel, its performance area is zero [2]. Thus,
the significant deviation of the flow from the perpendicular
to the panel increases the reflection, but reduces its effective
area, which causes a more significant drop in output [3-5].
For our purposes, it is obvious that the fixed orientation of
the panel perpendicular to the flow of sunlight is the most
effective [6]. But this requires changing the position of the
panel in two planes, because the position of the sun in the
sky depends not only on the time of day but also on the sea-
son. Although such a system is certainly technically feasible,
it turns out to be very complex, so expensive, and not very
reliable [7-9]. Remember that there are many sources of
renewable energy. By far, solar and wind are the most effi-
cient, in general shown in Figure 1.

(i) Geothermal energy depends on the location of the
tectonic plate on which it is located. Its main use
is water heating for residential buildings and
hospitals

(ii) On the other hand, we see hydraulic power.
Hydraulic power is powered by the falls of the reser-
voirs. In Spain, due to drought, the amount of
hydraulic energy produced is limited

(iii) As for solar thermal energy, the same happens with
geothermal energy

However, at angles of occurrence up to 30, keep in mind
that the reflection coeflicient at the “air-glass” boundary is
low and practically unchanged, and the angle of maximum
sunrise above the horizon during the year deviates from
the mean, not more than +23. The effective area of the panel
with a 23" deviation from the vertical is also very large—at
least 92% of its actual area [10-12]. Therefore, one can focus
on the average annual height of the maximum rise of the sun
and rotate only in one plane, without losing efficiency in
practice—at a speed of 1 revolution per day on the polar axis
of the earth [13]. The angle of inclination of the axis of such
rotation relative to the horizontal is equal to the geographic
latitude of the space. For example, for solar panel, located at
latitude of 56, the axis of such rotation must be inclined 56°
northward (or, equally, deviate by 34% from the vertical)
[14]. Such rotation is already very easy to organize, however,
and requires a lot of space for a large group to rotate freely.
In addition, it is necessary to arrange a sliding connection
that allows you to divert all the energy received from the
constantly rotating panel or restrict yourself to flexible com-
munications with a fixed connection, but make sure that the
panel returns automatically at night; otherwise, the deener-
gizing communication can be avoided by twisting and
breaking [15-18]. Both solutions dramatically increase the
problem and reduce the reliability of the system. As the
power of the panels (hence their size and weight) increases,
the technical issues become exponentially more complex
[19]. Even if you just want to put up a few solar panels to
save on electricity bills, investing in renewable energy is
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not cheap. Usually, the money invested pays for itself in
the long run. The only positive aspect of renewable energies
is that the price of photovoltaic panels has been reduced this
year, as it was practically impossible to access them.

In connection with all of the above, the panels of individ-
ual solar installations are always mounted seamlessly, which
ensures comparative affordability and high reliability of
installation. However, here the choice of the angle of the
panel space is especially important [20]. If the batteries are
installed practically free of natural dust or washed in a timely
manner by natural rain, they can work for many years with-
out any maintenance. Another big advantage is the possibil-
ity of such a long operation in unattended mode [21]. The
solar panels are capable of generating energy even in cloudy
weather from dawn to dusk, while thermal solar collectors
have slightly different temperatures from ambient tempera-
tures [22]. Of course, compared to a clear sunny day, their
productivity decreases many times over, but at least nothing
is better than anything! In this regard, it is of particular
interest to develop batteries with maximum energy transfer
within the minimum solar absorption limits of the clouds
[23-25]. In addition, when choosing solar photo converters,
one should pay attention to the dependence of the voltage
generated by them on the light—it should be as small as pos-
sible (when the light decreases, the current should fall first,
not the voltage; otherwise at least some useful effect on
cloudy days to obtain, expensive additional equipment must
be used which forcibly increases the voltage sufficient to
charge the batteries and operate the inverters).

2. Literature Review

The most important of the broad and ubiquitous barriers of
energy harvesting solar photovoltaic solar panels is their
high cost. Solar battery components are currently priced at
a minimum amount and are subject to inefficient modifica-
tions regardless of the cost of assembling and installing the
panels, as well as the cost [1]. The batteries charge control-
lers and inverters (converting manufactured low-voltage
DC current to household or industrial standard). In most
cases, for a minimum estimate of the actual cost, these
should be multiplied by 3-5 times for self-assembly from
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individual photocells and 6-10 times for the purchase of
ready-made equipment (plus installation cost) [2]. Every
time we have less time. Fossil fuels are reaching their limits
which present new demands. We have to think about how
severe effects like climate change on a global scale are
affected by the cost of excess pollution. This pollution can
be reduced if renewable energies are further improved and
developed.

The batteries in all components of the PV power sup-
ply system have a very short lifespan, but manufacturers of
modern nonmaintenance batteries call the buffer mode a
discharge of about 10 years (or traditional 1000 cycles
working on a strong charge—if you count one cycle per
year, in this mode they will last 3 years) [3]. It noticed
that the cost of batteries is usually only 10-20% of the
total cost of the whole system, and the cost of inverters
and charge controllers (both are complex electronics, so
there is some probability of their failure) too less. There-
fore, taking into account the long service life and the abil-
ity to work long hours without maintenance, photo
converters can pay more than once in their lives, not only
in remote areas, but also in populated areas—continuing
to grow at current rates [5]. It is the energy that interferes
with the different caloric processes that occur when bodies
of different temperatures come into contact. As long as the
bodies maintain a friction between them, this energy
spreads from one body to another. This is what happens
when we place a hand on a surface. The gain or loss of
this internal energy during operation is called heat. Ther-
mal energy is derived from a variety of sources. Therefore,
there is an internal energy inside everybody that has a cer-
tain temperature [6]. Alternative energy is considered
capable of generating energy without polluting the envi-
ronment. Additionally, it can be more efficient if it uses
natural energy or waste (like biomass), solar, wind, hydro-
electric, wave, geothermal, tidal energy, and others. How-
ever, they are not the only alternative energy sources
that we can find in the world. In nature, there are sources
of energy that we know or are accustomed to exploit.
Figure 2 shows photovoltaic solar power generation.

It must think that energy is not created or destroyed, but
is transformed. Thermal energy is generated in many ways.
It is created by the motion of atoms and molecules of matter
like a form of kinetic energy produced by random motions.
When there is a large amount of thermal energy in a system,
its atoms move faster [10]. Receiving thermal energy causes
environmental damage to release carbon dioxide and radio-
active waste. It is a kind of renewable energy that does not
pollute or damage the environment [24]. Thermal energy
can be converted into electrical energy. For example, fossil
fuels generate electricity by burning and releasing. Electrical
energy is supplied as a result of the potential difference
between the two points and allows an electric current to be
generated between the two when in contact with an electrical
conductor [25, 26]. Thermal energy is a type of energy that is
released in the form of heat, which can be obtained by con-
tacting another body with high temperature at low tempera-
ture, as well as by different conditions or mechanisms as
mentioned earlier [27, 28].

3. Proposed Model

Figure 3 shows the proposed model block. The proposed
maximum energy harvesting and monitoring model consists
of 4 different levels: level A—when observing the position of
the sun around the polar axis (i.e., parallel to the earth’s
axis); level B—fixed horizontal panel; level C—a fixed verti-
cal panel, facing south; level D—a fixed group sloping south
at an angle of 40 to the horizon. The Helioculture is an alter-
native form of energy. This energy is achieved by creating a
hydrocarbon fuel. This is achieved by mixing salt water,
photosynthetic organisms, nutrients, carbon dioxide, and
sunlight. After mixing all this, the result is a fuel that does
not need to be directly refined. The natural process of pho-
tosynthesis is used to produce ready-to-use fuels [27]. Let
us look at the insulation levels for different panel installation
angles. Of course, the spinning team after the sun is out of
competition (level A). However, even on long summer days,
its efficiency is only about 30% higher than the performance
of standard horizontal (level B) and optimally inclined (level
C) panels. But there is enough heat and light these days! But
during the period of the most energy shortage from October
to February, the benefit of the rotary panel over the fixed
ones is very small and almost incomprehensible. True, at this
point, the organization of the oblique group is not a horizon-
tal one, but a vertical group (level D). This is not surpri-
sing—the low rays of the winter sun glide along the
horizontal panel, but they are well perceived almost
vertically.

The output power is calculated using Kirchhoff’s rules, as
said in

C,+C,D,
D

s

A :Ab —AC{CXP [B(Ca + Cst) - 1]} > (1)

a

b

a * solar power resistance’

(2)

where A, is the output solar power, A, is the parallel solar
panel link, A, is the serial solar panel link, and D, is the serial
power resistance.

Therefore, the vertical panel exceeds even the oblique
one in its performance and is almost indistinguishable from
the rotary one. In March and October, the days are longer,
and the rotary panel is already confidently (if not more)
starting to perform better than any standard options, but
the performance of the sloping and vertical panels is almost
identical. Only on long days from April to August, the hor-
izontal panel is more forward than the vertical one and
approaches the oblique and slightly higher than that in June,
based on the energy obtained. Summer loss of the vertical
panel is natural—after all, the day of the summer solstice
lasts more than 17 hours, and the sun cannot be more than
12 in the front (working) hemisphere of the vertical panel.
At angles of incidence greater than 60, the rate of light
reflected from the surface of the panel begins to grow rap-
idly, and considering that its effective area is reduced by half
or more, the effective absorption time for such a panel is no
more than 8 hours—i.e., less than 50% of the total length of
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FIGURE 3: Proposed model block.

the day. The more people we have in the world, the more
movements there are on a daily basis. We are continuously
more than 7.500 million people. We can harness these
human movements and displacements to generate energy.
Piezoelectricity is the ability of some materials to generate
a type of electric field in response to some mechanical
stress [27].

The differences in light-generated solar powerA, are
needy on the experiential and referenced irradiance level
parameters as chosen to follow

Aa= AC+Ra(f_fref>ﬂLf : (3)

It all depends on when you need solar energy. If you
want to use it only in hot weather (if, in the country), you
should choose the “optimal” inclination angle, which is per-
pendicular to the average level of the sun between spring and
autumn sunrises. It is approximately 10° to 15° lower than
the geographical latitude and 40° to 45. If you need energy
throughout the year, you should “squeeze” as much as pos-
sible during the energy-deficient winter months, which
means you should focus on the average level of sun between
autumn and spring sunrises and place the panels. Vertically

close -5° to 15° higher than the geographical latitude (for
solar panel it is 60° to 70°). If the tiles are constructed of
materials with piezoelectric properties, they can be attached
to heavily traveled paths. This way, we can generate force
while walking with the sole friction of the shoes.

Figure 4 shows the proposed maximum energys harvest-
ing and monitoring schematic. The current is flowing in the
diode A, described by the Shockley equations, as shown in
formula (3), where A, indicates the saturation current and
is represented by

o) = Cilind) o

This explains the fact that the performance of the vertical
panels is stabilized throughout the long days—from March
to September. Finally, January is a bit off—this month; the
performance of panels of all orientations will be almost iden-
tical. The truth is this month in solar panel is very cloudy,
and more than 90% of all solar energy comes from scattered
radiation, and for such radiation, the orientation of the panel
is not so important (the main thing is not to send it to the
ground). However, some sunny days, which still occur in
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January, reduce the output of the horizontal panel by 20%
compared to the rest and shown in

R
Apy= &
PV ASDx B, % B,

(5)

If, for architectural or structural reasons, this angle can-
not be maintained and a slope angle of 40° or less is required
to choose between, the vertical position should be preferred.
At the same time, the “shortage” of energy during the long
summer days is not so significant—there is a lot of natural
heat and light during this period, and the need for energy
production is usually not as great as winter and winter. This
type of energy is a little better known. It is about harnessing
energy from hot rocks. It is geothermal energy that is
extracted by pumping salt and cold water towards rocks that
have high temperatures due to the contribution of heat from
the earth’s mantle. When water is heated, the steam gener-
ated in the process is used to generate electricity in a steam
turbine. One advantage of this type of energy is that it can
be completely controlled [27]. Naturally, the slope of the
panel should be south, although turning 10° to 15° east or
west in this direction is slightly different, so this is more
acceptable. In addition to the drastic reduction in energy
production during the fall-winter period, dust accumulates
rapidly on the horizontal panels, and even snow accumulates
in the winter, and they can only be removed with the help of
specially organized cleaning. If the slope of the panel is
greater than 60, the snow does not last on its surface and
usually collapses quickly, and the thin layer of dust is well
washed away by rain.

4. Results and Discussion

In general, “solar battery” can be understood as identical
modules that sense solar radiation and are fully integrated
into a single device, including heating devices, but tradition-
ally the term is assigned to panels of energy harvesting solar
photovoltaic converters. Therefore, “solar battery” refers to
energy harvesting solar photovoltaic device that always con-

verts solar radiation directly into electricity. This technology
has been actively developed since the middle of the 20th cen-
tury. A major impetus for its development was space explo-
ration, where only small-scale nuclear sources could
currently compete with solar cells in power generation and
duration of operation. During this time, the conversion effi-
ciency of solar cells increased from one or two percent to
17% or more mass in relatively inexpensive models and over
42% in prototypes. Significantly, it increased the service life
and reliability. The annual solar power fabrication and utili-
zations are shown in Table 1.

The main advantage of solar panels is their extreme
design simplicity and the complete absence of moving parts.
The result is a combination of a small specific weight and
high reliability, as well as minimal maintenance require-
ments during simple installation and operation (usually it
is sufficient to remove dirt from the accumulated work sur-
face). This refers to flat elements of small thickness, which
are most successfully placed on the slope of the roof facing
the sun or on the wall of the house, practically do not require
extra space for themselves and build individual bulky struc-
tures. The only condition is that nothing should obscure
them as much as possible. The sun not only illuminates us
within the earth but also illuminates it outside. Outside of
earth, solar panels are not affected by day and night cycles.
They are not affected by climate or the filters created by
clouds or atmospheric gases. The idea is to create solar
panels capable of orbiting the earth to continuously harvest
solar energy. Table 2 shows annual power loss of solar elec-
trical system.

Calorific value of a gas is the amount of energy released
per unit mass or volume upon complete oxidation. This oxi-
dation is not known for iron. This is very common when
asking some chemists to think about oxidation. Oxidation
is a concept that refers to the loss of electrons from a sub-
stance. When this happens, its positive charge increases
and it is said to oxidize. This mentioned oxidation takes
place in the combustion process. The efficiency of energy
harvesting solar photovoltaic converters decreases during
their service life. Semiconductor scales, in which solar cells
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TaBLE 1: Annual solar power fabrication and utilization.

. kWh/ Percentage . kWh/ Percentage
Production year (%) Consumption year (%)
Energy harvesting solar photovoltaic solar 1882 90% Demand of AC prime solar 488 90%
system panel
Opverall harvesting 1986 96% All other solar panels 468 96%

TasLE 2: Annual power loss of solar electrical system.

Measure Converter Rectifier Comp9nent
units

Working duration in 8457 0 h/annum

hours

Input solar power 547 h/annum

Output solar power 482 h/annum

Operational solar power 54 0 h/annum

loss

are normally formed, degrade and lose their properties over
time, resulting in even lower efficiency of already nonexis-
tent solar cells. Prolonged exposure to high temperatures
accelerates this process. The proposed maximum energy
harvesting and monitoring model (MEHMM) was com-
pared with the existing optimized fuzzy logic control
(OFLC), fuzzy logic control of standalone energy harvesting
solar photovoltaic system (FLCSP), an improved fuzzy logic
controller design (IFLCD), and fuzzy probabilistic-based
semi-Markov model (FPSMM).

4.1. Energy Harvesting Solar Photovoltaic Cells. First, it was
mentioned that this is a shortcoming of energy harvesting
solar photovoltaic batteries; especially those that cannot
recover “dead” energy harvesting solar photovoltaic cells
are shown in Table 3. However, it is unlikely that any
mechanical power generator will be able to demonstrate at
least 1% efficiency after 10 years of continuous operatio-
n—often due to mechanical wear and, if not the bearings,
requiring drastic repairs due to the brushes. And modern
photo converters can maintain their performance for
decades. According to reliable estimates, in 25 years, the effi-
ciency of the solar battery will be reduced by only 10%,
which means that after 100 years almost 2/3 of the original
performance will remain if other factors do not intervene.

However, for mass commercial energy harvesting solar
photovoltaic cells based on poly- and single-crystal silicon,
honest manufacturers and sellers give slightly different aging
after 20 years; 20% performance loss is to be expected (then,
in theory, after 40 years, performance will initially be 2/3,
halved in 60 years, and less than 1/3 of original productivity
in 100 years). In general, the normal service life of modern
photo converters is at least 25 to 30 years, so degradation
is not so important and it is very important to wash the dust
from them in a timely manner.

4.2. Performance. The same solar collector, with the right
choice of shape and surface material, is capable of absorbing

all the solar radiation that falls on it at almost full frequency.
Solar cells, on the other hand, selectively convert energy—to
stimulate the work of atoms, some photon energies (radia-
tion frequencies) are required so that, at some frequency
bands, the transition is very efficient, while at other fre-
quency bands they are ineffective. In addition, the energy
of the photons captured by them is used as a scale—its “sur-
plus” exceeds the required level and in this case the harmful
photo converter goes to the heat of matter. In many ways,
this explains their low efficiency displayed in Table 4.

By the way, choosing the wrong material for the protec-
tive coating will significantly reduce the efficiency of the bat-
tery. Ordinary glass makes things worse by absorbing the
high-energy UV of the range well, and this range is very suit-
able for certain types of photocells—the energy of the infra-
red photons is very small for them.

4.3. Sensitivity to High Temperatures. With increasing tem-
perature, the efficiency of solar cells decreases like all other
semiconductor devices. At temperatures above 100 to
125°C, they usually temporarily lose their ability to work,
and high temperatures threaten them with irreversible dam-
age. In addition, high temperatures accelerate the decay of
solar cells shown in Table 5.

Therefore, it is necessary to take all measures to reduce
the unavoidable heat under burning direct sunlight. In gen-
eral, manufacturers limit the nominal operating temperature
range of photocells to +70° to +90°C (i.e., heating the cells,
and the ambient temperature, of course, must be very low).

4.4. Sensitivity to Random Light. As a rule, photocells are
connected in series chains to obtain a battery voltage that
is more or less convenient for use (12, 24, or more volts).
The current in each such chain, and therefore its power, is
determined by the weak connection—a photocell with poor
properties or low brightness is shown in Table 6.

Therefore, if at least one element of the chain is in the
shade, it significantly reduces the output of the entire
chain—the losses are not compatible with the shade (and,
in the absence of protective diodes, such an element will
begin to scatter power). Unbalanced reduction in output
can be avoided only by connecting all the photocells in par-
allel; however, the battery output will have a higher current
at a much lower voltage—typically 0.5 t00.7 V for individual
photocells of type and loading.

4.5. Sensitivity to Pollution. Even a delicate layer of dirt on
the surface of energy harvesting solar photovoltaic cells or
protective glass can absorb a significant amount of sunlight
and significantly reduce energy production. In a dusty city,
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TaBLE 3: Energy harvesting solar photovoltaic cells.

TABLE 7: Sensitivity to pollution.

No. of inputs OFLC FLCSP IFLCD FPSMM MEHMM No. of inputs OFLC FLCSP IFLCD FPSMM MEHMM
100 7293 6431 69.15 93.49 93.41 100 5739  60.27 52.72 73.58 90.96
200 7423 6531 69.85 94.36 93.52 200 56.25  59.89 51.51 72.67 90.00
300 7553  66.31 70.55 95.23 93.63 300 55.11 59.51 50.30 71.76 89.04
400 76.83  67.31 71.25 96.10 93.74 400 5397  59.13 49.09 70.85 88.08
500 78.13  68.31 71.95 96.97 93.85 500 52.83  58.75 47.88 69.94 87.12
600 7943  69.31 72.65 97.84 93.96 600 51.69 5837 46.67 69.03 86.16
700 80.73 7031 73.35 98.71 94.07 700 50.55  57.99 45.46 68.12 85.20

TABLE 4: Performance of solar photovoltaic cells.

No. of inputs OFLC FLCSP IFLCD FPSMM MEHMM
100 70.03  61.99 65.69 90.33 91.64
200 71.17  62.37 66.90 91.24 92.60
300 7222 63.38 68.04 92.16 92.17
400 7333  63.97 69.23 93.07 92.67
500 7443  64.67 70.40 93.99 92.93
600 75,52 65.36 71.58 94.90 93.20
700 76.62  66.06 72.75 95.82 93.46

TABLE 5: Sensitivity to high temperature.

No. of inputs OFLC FLCSP IFLCD FPSMM MEHMM
100 68.36  59.38 64.12 87.63 90.47
200 68.69  60.88 64.71 89.50 91.51
300 69.02  62.38 65.30 91.37 92.55
400 69.35  63.88 65.89 93.24 93.59
500 69.68  65.38 66.48 95.11 94.63
600 70.01  66.88 67.07 96.98 95.67
700 70.34  68.38 67.66 98.85 96.71

TABLE 6: Sensitivity to random light.

No. of inputs OFLC FLCSP IFLCD FPSMM MEHMM
100 5520  58.88 50.37 71.75 90.43
200 5449 5795 49.26 70.42 89.23
300 53.19  56.95 48.56 69.55 89.08
400 52.28  56.00 47.59 68.37 88.23
500 51.28  55.03 46.68 67.27 87.56
600 50.27  54.07 45.78 66.17 86.88
700 49.27  53.10 44.87 65.07 86.21

this requires frequent cleaning of the surface of the solar
panels, especially those fitted horizontally or at a slight
incline. Of course, the same procedure is necessary after
every snowstorm and after a dust storm. The sensitivity in
pollution is shown in Table 7.

However, in cities, industrial areas, busy roads, and other
strong sources of dust at an angle of 45° or more, it will rain.
It has the ability to wash natural dust off the surface of the
panels, “automatically” keeping them very clean. The snow
on such a slope, and moreover facing south, usually does
not last long even on very frosty days. So away from sources
of air pollution, solar panels can work successfully for many
years without any maintenance.

4.6. Solar Collectors. The name “solar collectors” is derived
from devices that use direct heat from the sun, single and
stackable (modular). A simple example of a thermal solar
collector is a black water tank on the roof of the aforemen-
tioned country shower (which can significantly increase the
efficiency of heating the water in the summer rain by build-
ing a mini-greenhouse around the tank, at least from a plas-
tic film, being desirable). The performance of the solar
collectors is shown in Table 8.

Burning natural gas provides energy to generate electric-
ity, hot water, etc. Therefore, it is important to know what a
gas is capable of producing per unit mass or volume in order
to determine its quality. The higher the calorific value, the
less gas we use. This includes the importance of the quality
of a gas in relation to economic costs.

5. Conclusion

As prices for solar equipment have been declining recently,
it may be advantageous to use single panels of solar panels
instead of a single field with large total capacities of adjacent
(southeast and southwest) and opposite (east and west). It
will provide more uniform output on sunny days and higher
output on cloudy days, while the rest of the equipment will
be uniform, designed for relatively low power, so will be
more compact and cheaper. The proposed maximum energy
harvesting and monitoring model (MEHMM) was com-
pared with the existing optimized fuzzy logic control
(OFLC), fuzzy logic control of standalone energy harvesting
solar photovoltaic system (FLCSP), an improved fuzzy logic
controller design (IFLCD), and fuzzy probabilistic based
semi-Markov model (FPSMM). The proposed model was
performed an analysis with the surface not smooth, but has
a special relief, senses the side light very efficiently and can
transmit it to the working elements of the solar panel. The
most optimal is north-south (for vertical panels top to bot-
tom), a type of linear lens (for vertical panels) with ripple



TaBLE 8: Performance of solar collectors.

No. of inputs OFLC FLCSP IFLCD FPSMM MEHMM
100 59.06  62.88 54.29 76.28 92.13
200 58.73  61.38 53.70 74.41 91.12
300 5840  59.88 53.11 72.54 90.11
400 58.07  58.38 52.52 70.67 89.10
500 57.74  56.88 51.93 68.80 88.09
600 57.41 55.38 51.34 66.93 87.08
700 57.08  53.88 50.75 65.06 86.07

relief with orientations of protrusions and depressions. Cor-
rugated glass can increase standard panel output by 5% or
more.
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In this paper, we introduce a deep neural network (DNN) for forecasting the intra-day solar irradiance, photovoltaic PV plants,
regardless of whether or not they have energy storage, can benefit from the work being done here. The proposed DNN utilises a
number of different methodologies, two of which are cloud motion analysis and machine learning, in order to make forecasts
regarding the climatological conditions of the future. In addition to this, the accuracy of the model was evaluated in light of
the data sources that were easily accessible. In general, four different cases have been investigated. According to the findings,
the DNN is capable of making more accurate and reliable predictions of the incoming solar irradiance than the persistent
algorithm. This is the case across the board. Even without any actual data, the proposed model is considered to be state-of-the-
art because it outperforms the current NWP forecasts for the same time horizon as those forecasts. When making predictions
for the short term, using actual data to reduce the margin of error can be helpful. When making predictions for the long term,
however, weather information can be beneficial.

1. Introduction

Researchers in the field of meteorology have been interested
in solar radiation for centuries. Irradiance forecasting has
produced precise and accurate results in a number of
recently conducted studies as a result of a variety of recently
developed technologies [1]. PV is a technology that has been
steadily increasing its share in the global power generation

industry, which has made it a key player in the global energy
market. This industry has experienced consistent growth
over the past ten to twelve years, with more than one
hundred gigawatts of new grid-connected capacity being
added in just the year 2018 [2]. As a consequence of this, a
significant number of PV deployments that are currently
taking place and those that are anticipated to take place in
the near future imply significant levels of PV penetration
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in a variety of power systems. Power can be obtained directly
from the sun. But it can get little power when it is sur-
rounded by rain. Solar energy is used all over the world.
Also, the use of solar energy to generate electricity or heat
and convert seawater into fresh water is becoming increas-
ingly popular. Because of the inherently intermittent nature
of PV production, for instance, the casuistic threat to the
grid stability that is posed by passing clouds is made signif-
icantly worse. PV power plants are unable to provide accu-
rate forecasts regarding their future output, which makes it
difficult for grid operators and PV owners to manage the
system and sell their output on the market for electricity.
As a consequence of these constraints, multiple photovoltaic
(PV) plants located in different parts of the country have
traditionally been combined [3]. More recently, however, a
variety of energy storage systems, primarily batteries, have
been installed in close proximity to PV plants [4]. PV plants
are subject to significant costs in the form of batteries, which
are prone to experiencing accelerated wear and tear in the
event that operating conditions are not properly moni-
tored [5].

In this setting, the capacity to accurately forecast irradi-
ance and, as a consequence, PV output is absolutely neces-
sary. Irradiance forecasting improves the reliability of
operation of photovoltaic (PV) systems, also known as
dispatch ability [6]. The integration of batteries into photo-
voltaic plants makes it possible to use smaller batteries,
which is necessary for hybrid power plants to be able to
operate reliably on the electricity market [7]. By using the
forecast, it is also possible to optimise the operation of the
plant, obtain information about future production, and, as
a result, reduce the ageing of the batteries. Solar cells, also
known as photovoltaics, are electronic devices that convert
sunlight directly into electricity. Modern solar cells, as most
people recognize them today, are found in panels mounted
on homes and computers. Solar cells are currently one of
the fastest growing renewable energy technologies and are
poised to play a massive role in the future global electricity
generation mix. There are a variety of approaches that can
be taken to forecast the activity of the sun. There are two
different strategies to choose from: physical and data-
driven [8]. While data-driven approaches make primary
use of historical data as their primary input for prediction,
physical approaches rely on the knowledge that is derived
from atmospheric science [9]. In order to choose an
approach that is appropriate, you need to take into account
the target forecasting horizon as well as the time-step, also
known as the granularity. Both of these factors are deter-
mined by the anticipated use of the forecast [10]. The fore-
casts for the following day are the primary focus of this
research (with a horizon of up to 6h ahead) [11-14]. The
use of numerical weather predictions is favoured for
longer-term forecasts, while time series and sky images are
preferred for more immediate forecasts [14]. Solar cells can
be combined to supply electricity on a commercial basis or
to connect electricity to small grids or to obtain electricity
for personal use. Using solar cells is the best way to provide
electricity to people living outside the grid. The cost of
manufacturing panels equipped with solar cells has fallen
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dramatically over the past decades. For this reason it has
become a viable form of electricity to use. Solar panels have
a lifespan of about 25 years and come in different colours
based on the materials used in manufacturing.

An artificial neural network, or ANN, is one that simu-
lates the human brain natural capacity to recognise and
remember certain patterns [15]. It is concluded in both of
these reviews that these methods produce accurate forecast
results. However, it is difficult to make direct comparisons
between them because each forecast is based on a unique
set of circumstances and geographic locations. When
reviewing the most recent research on solar forecasting,
comparability and reproducibility issues frequently arise in
the literature. In order to avoid this, the ROPES guidelines
for solar forecasting that are proposed in this document will
be followed [16]. The authors in [17] provides a classifica-
tion system for the various methods of weather forecasting
based on the length of their forecasting horizons and the
climatology of the local area. The RRMSE of the different
methods ranges from 20% to 40% for temperate climate
and intra-day forecasts, with the best performance coming
from machine learning and cloud motion methods. For fore-
casts made one hour in the future using machine learning
methods such as those described in [18], the error rate
ranges between 20 and 25%.Cloud motion approaches have
errors of approximately 28% and 10%, respectively, for
one-hour forecasts When applied to forecasting horizons
of one hour and six hours, this method produces error rates
of 22.6 and 32.1%, respectively. Concentrated solar power
(CSP) uses mirrors to concentrate the sun’s rays. These rays
heat the liquid. This heated liquid flows through the heat
exchanger to form steam. The steam rotates the turbine to
generate electricity. Concentrated solar energy is used to
generate electricity in large-scale power plants.

Satellite images and real-time irradiance measurements
are used as inputs to the forecast models in almost all of
these studies. The forecast model must figure out how the
weather will change over time, in addition to figuring out
how to compute the irradiance from satellite images, in the
case of the former. Both of these tasks are burdensome. In
order to accomplish this, it is necessary to rely on data that
is frequently unreliable or that is simply unavailable. A few
examples of the types of installations that fall into this cate-
gory include those that are small, have constrained budgets,
are located in inaccessible areas, or have facilities that are
difficult to maintain data acquisition systems. Other works
in the corpus of research have attempted to address these
limitations [19] developed a method for predicting irradi-
ance that did not require the use of real-time measurements.
This method relied on satellite images and a technique
known as support vector regression (SVR). However, the
SVR model must still be validated against the data that was
collected. A concentrated solar power plant usually consists
of a block of generators. These direct the sun’s rays to a tall
and condensing tower. One of the main advantages of such
plants over power plants with panels containing solar cells
is the presence of molten salt in them. Molten salt stores
heat. This makes it possible to generate electricity even a
few hours after the sun goes down. These models can be
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trained and deployed in areas where there is no telemetry at
all by making use of data from a select number of locations.
Nonetheless, despite the fact that these two works make an
effort to avoid the requirement of using measured irradi-
ance, their models must still be trained using measured data.

2. Related Works

Neural networks have the inherent capacity (theoretically) to
model any unambiguous function, regardless of how com-
plicated the function may be (NNs). When trying to get a
grasp on what neural networks are all about, Rosenblatt per-
ceptron is a good place to begin. In the same way that there
are many inputs in the brain, each of which has a unique
electrical signal, these inputs are integrated, and whether or
not a neuron fires are contingent on a threshold [20]. The
input and the weights are multiplied together to generate a
vector inner product, which is then used to determine
whether or not the neuron will fire. Each individual node
has a weight vector as well as a linear transformation associ-
ated with it. After that, the input is processed by non-line-
arity, which produces the distinctive signal characteristics
that are associated with each node. An artificial neural net-
work (ANN) is, as its name suggests, a collection of nodes
that are interconnected with one another and that are capa-
ble of being trained to carry out a particular task [21]. To
know the benefits of solar energy, we need to know what it
is and what types of solar energy there are. First know what
it is a renewable source of energy derived from the sun can
generate heat and electricity for any use. Although it is a
standard source, it is important to point out that it is not
without its drawback, which also affects its purpose and
use. It is derived directly from radiation reaching our planet
from the Sun in the form of light, heat or ultraviolet rays.
Depending on how solar energy is available, there are differ-
ent types.

In supervised learning, the data that is used for training
has a specific format that has been determined in advance.
As a consequence of this, users are aware of the expected
output that the function that connects input and output
should produce when it comes to making predictions (be it
classification or regression). In the same way that supervised
learning works, we need to find a system that can learn a
functional approximation based on a predefined structure
that exists between the input and the output [22]. The most
basic form of neural network, also known as a shallow neural
network (SNN), has just one hidden layer of nodes sitting in
between the network input and output. Shallow neural net-
works (SNNs) are the most common form of neural net-
work. It is only capable of learning the most fundamental
functions in a reasonable timeframe. Learning at a deep level
is necessary in order to master more complicated functions.
Deep learning refers to the process of stacking a neural net-
work (NN) with more than one intermediate layer. When
more layers are added to a network, it shortens the amount
of time needed for the network to learn more complex func-
tions. Stacking hidden layers can be done by adding new
hidden layers to an existing hidden layer [23]. As its name
suggests, it is a form of renewable and clean energy that uses

the sun’s energy to generate electricity. Unlike solar panels
that use photoelectric energy to produce electricity from
photons of light found in solar radiation, this energy uses
this radiation to heat a liquid. When the sun’s rays hit the
liquid, it heats up, and this hot liquid can be used for various
applications. To get a better idea, the energy consumption of
a hospital, a hotel or a house corresponds to 20% of hot
water use. With solar thermal energy we can heat water with
the energy of the sun and use it so that we do not have to use
fossil or other energy in this energy sector. Solar thermal
energy contributes significantly to reducing energy costs,
resulting in savings in energy and reducing CO, emissions
that are responsible for global warming and climate change.
The number of parameters that can be learned and the
efficiency with which this can be done are both determined
by the connections that exist between the layers of a NN.
Feed-forward neural networks make use of layers that are
completely interconnected (NNs with a linear graph). Every
one of the nodes in one layer is connected to every one of the
nodes in the layer below it. This method begins with a linear
transformation of the data and then transitions into non-
linearity. This is necessary because each connection has a
weight vector that corresponds to it and it presents a chal-
lenge when dealing with image data because nodes would
need to be created for each individual pixel. In the case of
an image with a resolution of one megabyte, for instance,
each layer in an FCN would have a width of 0.106 [24].

2.1. Convolutional Neural Networks. There is a theory that
the visual cortex of an animal functions as an intricately net-
worked system of neurons that transmits a specific electrical
signal from layer to layer, beginning with an image captured
by the eye and ending with an understanding of what was
captured by the brain. This theory is supported by a number
of studies that have been conducted to test the hypothesis.
When done in this manner, the first layer focuses on features
that are considered more fundamental, such as colour gradi-
ents and lighting, before moving on to the next layer, which
focuses on features that are considered more fundamental,
such as textures and shadows (e.g. facial features) [25]. It
uses heat thanks to solar collectors that receive the sun’s
rays and convert it into a working fluid. It is used to heat
buildings and water, move turbines, and destroy dry grain
or waste.

For instance, each layer is responsible for identifying
an abstract feature, which in turn assists the subsequent
layers in identifying additional abstract features. Because
of this, the animal neurons are trained to respond to a
variety of stimuli in a manner that is unconscious; as a
result, the animal learns. This is precisely the purpose that
convolution neural networks (CNNs) are meant to serve.
Our artificial network is able to learn how to react to
increasingly abstract features in the image data as it pro-
gresses through each successive layer. This enables the
output layer to learn the geometry of a variety of different
objects. However, because the network selects the abstract
features it learns for each image classification task, this
results in a loss of interpretability. The features, in their
essence, are not something that can be written down
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explicitly but are instead something that is learned by the
machine through its imagination [26].

This is done rather than having every node in the subse-
quent layer connected to all of the other nodes in the layer
below it. Due to the fact that CNNs were developed for the
purpose of taking an image as their input, the linear trans-
formation is represented by the convolution function that
is present in each node. The comparison of this system to
a biological network is apt. This idea is founded on the
observation that the degree of correlation that exists between
neighbouring pixels in an image weakens with increasing
distance from the pixels that are being discussed in the
image. This has the additional benefit that, instead of train-
ing a weight to be used between each pair of nodes in the
convolutional network, the convolutional kernel is used for
each node in the network [27]. The classification of images
frequently makes use of CNNs that have multiple layers.
As a direct consequence of this, the convolution function
of CNNs handles shift invariance in an automatic fashion.
CNNs are now programmed to learn about the geometric
properties of features rather than the relative positions of
pixels in images. Because the network looks for feature maps
rather than particular pixel sequences, it is consequently
much simpler to recognise objects in pictures as a conse-
quence of this [28, 29].

3. Proposed Method

It is necessary to make a number of choices before defin-
ing the architecture of a CNN (with regard to the number
of layers, activation functions, and so on). The selection of
the model is done using the so-called NN model. Before
making a final choice, it is common practise to calculate
the performance achieved by some error metric when
comparing the various model alternatives. This is done
prior to making a decision. In order to accomplish this
goal, the data from the previous two and a half years is
divided into two distinct datasets. Figure 1 shows pro-
posed model.

Additionally, available are the following three subsets of
the model selection dataset shown in Figure 2:

(i) Training Data: Readings of the irradiance over the
course of at least one year are required for the pur-
poses of training. This is done to prevent the CNN
from becoming over fit to the data. This data split
contains roughly half of the total model selection
data

(ii) Validation Data: Validation data is taken from irra-
diance measurements taken during a period of time

Training Data

Validation Data

Test Data

FIGURE 2: Subsets of the model selection dataset.

that is distinct from the training period and is also
shorter. Re-evaluating this data at a variety of points
throughout the training process allows for the deter-
mination of whether or not the CNN has become
overfit. When something like this takes place, a
strategy for early stop is put into play so that a gen-
eral solution to the problem can be found. In the
training data for this dataset, the length of the night
is reduced. This data split contains a quarter of the
total data for the model selection process. Training
and Validation The reference data consist of irradi-
ance values measured during the same time period
as the test data. These values are used to train and
validate models

(iii) Test Data: The observations that had solar zenith
angles that were greater than 80°, denoted by the
notation s>80°, have been removed from this set.
This is because of the low levels of irradiance that
are present in the early morning and early evening
hours, which is a time when the readings from a
pyranometer are less accurate. This includes the
nights because it is impossible to provide accurate
forecasts for any topology during the night-time
hours. This dataset, which represents the final 25%
of the model selection data, is used to evaluate and
compare the effectiveness of the various model
architectures

3.1. Non-Linear Model. Systems are considered nonlinear if
they do not conform to the superposition principle, which
can only be achieved by being nonlinear. Numerous applica-
tions based on real-world data have demonstrated that
nonlinear models, when compared to linear ones in nonlin-
ear models, can produce more accurate predictions than the
former. The NARMAX model is versatile enough to be
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applied to the simulation of a wide variety of nonlinear
systems. It has been demonstrated that NARMAX is capable
of modelling a wide variety of systems that exist in the
real world. The following equation provides a graphical
depiction of the mathematical representation of the NAR-
MAX model. The output of the model is affected in various
ways by factors such as historical values, random noise, and
outside input.

It is important to make a distinction between mild and
severe nonlinearity when discussing nonlinear systems.
Modelling of many different engineering systems can be
accomplished with the help of stable, mildly nonlinear
systems like NARX or NARMAX models. Real-world sys-
tems, such as those pertaining to the stock market, oil
prices, meteorological systems, and hydrological systems,
are receiving a growing amount of attention as a direct
result of the widespread use of system identification tech-
nologies. There is a possibility that polynomial NARX
and NARMAX models will not be able to make accurate
predictions regarding these nonlinear, complex, and non-
stationary systems.

4. CNN for Prediction

The model that we will be using is a 13-layer convolutional
neural network. The network is making use of LSTMs in
order to model the function that transforms a H image of
the Sun into a probability vector for each image containing
a particular feature. If the features of an image are correctly
learned by a neural network, then image classification can be
made more accurate.

Between the input and the output of the system, the
layers depicted in Figure 1 as cuboids are performing a sig-
nificant number of large matrix computations. This process
is repeated for each layer. The convolution kernels are made
up of three 3x3 pixel squares, each of which was initially ini-
tialized by employing the HE initialization algorithm. To
generate photovoltaic energy, it is necessary to capture pho-
tons of light held by solar radiation and convert it into elec-
tricity for use. This can be achieved through photovoltaic
conversion process using solar panel. An important element
of a solar panel is the photovoltaic cell. It is a semiconductor
material (made of silicon) that requires no moving parts, no
fuel, or noise. When this photovoltaic cell is continuously
exposed to light, it absorbs the energy in the light’s photons
to generate energy, setting the electrons trapped by the inter-
nal electric field in motion. When this happens, the electrons
collected on the surface of the photovoltaic cell generate a
continuous current of electricity. In order for the network
to learn which abstract features are being picked up by con-
volutions and which physical features they correspond to, it
is the job of the optimizer to update the convolution kernel
values while the network is being trained. A higher number
of convolutions will be helpful in differentiating between
these features.

The result of the convolution operation is then batch
normalized after it has been processed. The equation pro-
vides a means of normalizing the convolution calculation
relative to a batch mean (f8) and standard deviation (y).

The network reliability can be improved with the help of this
method as in Equation (1).

y=y——=+p (1)

where.

x —output feature maps and.

y — feature maps,

€ - positive constant and.

o —feature maps variance.

As a consequence of this, the dynamic range of the data
is decreased, but the loss of two additional trainable param-
eters (3, y) allows for the training process to be significantly
sped up. It is possible to recover the true feature maps from
the batch stabilized feature maps, as shown in Equation (1),
if Equation (1) is manipulated while back-propagation is
being performed. After the batch stabilization process is
complete, the data is put through an activation function,
which is a non-linear transformation. The output of the
batch stabilization is shifted, and as a consequence, the
signal that is being passed on to the subsequent layer has a
different distribution. This particular function makes use of
the rectified linear unit function as in equation (2).

@(x) = max (0, x). (2)

This was chosen because of its ability to avoid gradient
problem due to its sparse output. The reason for this ability
is explained below. It is referred to as the vanishing gradient
problem when the utilized gets stuck in the loss space due to
decreasing gradients and back-propagation loss function
gradients that are tending toward zero. It does not require
extracting any static material to work. It produces very
cheap energy, and its initial investment is easy to recover
over several years. A major problem with renewable energy
since its inception is the initial investment and its rate of
return, although this is not thanks to the development of
technology. A solar panel can have a useful life of 40 years.
Using ReLUs allows one to circumvent this issue because
the gradients of these models are invariably large as in
Equation (3).

D¢dx = H(x) (3)

where.

H(x)-Heaviside function.

Since this results in less spatial information, over-fitting
is reduced. For the purpose of this downsampling, the image
is sectioned off into 2 x 2 grids of two-by-two-pixel segments
so that the maximum amount of detail can be extracted from
each individual segment. This indicates that in a down-
sampled image, a single pixel represents the original four-
pixel block that the image was taken from.

Because each pixel in the input image represents more
information from the original input, the network is able to
learn more complex features by performing operations on
a larger fraction of the original image (for example, four



pixels instead of one), which highlights larger, more complex
features via the convolution operation. This allows the net-
work to learn more complex features more quickly. It is pos-
sible to reduce over-fitting by 12tilized12 other methods
such as average pooling, but maxpooling is the most widely
used method because of the benefits it provides in reducing
over-fitting. Other methods includes the fully-connected
block and dropout 12tilized12ed120n are two of the most
important concepts to understand in relation to this net-
work. If there are N input nodes and M output nodes, then
a linear transformation will result in N x M parameters that
need to be changed for a layer to have a fully-connected
topology. Dropout is a more recent development in the field
of machine learning. In order for the network to train on an
approximation of the actual structure of the network, it gives
every node and connection an equal probability of being
ignored while it is in the training phase. At the time of
validation, an effective 12tilized12ed120on technique that
reduces over-fitting while maintaining accuracy is to train
the data set. The third fully-connected layer is what deter-
mines the classification of the images. In our model, the class
labels are inferred based on the loss function that we choose
to use, which also implicitly adds this last layer of activation.

4.1. Training. The training phase of a machine learning algo-
rithm is by far the most difficult and significant part of the
overall process. Training is the process by which a network
learns which algorithm it should be approximating in order
to achieve optimal performance. For the purpose of imple-
menting this in the network, a feed-forward and back-
propagation system are used. The number of epochs (full
passes) of the feed-forward and back-propagation algorithm
is another hyper-parameter, which means it is a parameter
that the system does not learn and that needs to be tuned
during training.

The images are being fed from input to output through
the network, which is referred to as the network having a
feed-forward nature. The way a NN is initially trained can
have a significant effect on how well it performs. We use
something that is known as He initialization rather than ran-
dom or zero initialization of the weights because this allows
us to reduce the number of epochs that are necessary for
learning. Here, weights are selected at random from the
normal distribution N(0,0), and the resulting matrix is
13utilized13ed as follows in Equation (4):

o=,/— (4)

where.

n, — total connections across layer 1.

In order to obtain this result, the variance of the forward
linear process of the neural network was 13tilized. First, as a
result of this initialization, a machine learning algorithm was
able to classify images more accurately than a human could.

To determine which category an image falls under, the
network consults the weights it has been trained with after
the feed-forward process is complete. After that, the process
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of back-propagation starts, in which each weight in the
network gets updated so that the number of incorrect classi-
fications gets lower the next time this process starts. This
completely clean energy helps reduce your carbon footprint
significantly. Thanks to its use we avoid the generation of
greenhouse gases and we do not pollute either in its genera-
tion or in its use. There is very little pollution involved in the
manufacturing of solar panels. Back-propagation optimiza-
tion employs a technique known as stochastic gradient
descent (SGD). The network perception of reality is com-
pared to that perception using a function called the loss
function, which measures the difference. Using a first-order
gradient method, which is very simple to calculate mathe-
matically, the weights can be easily and quickly updated as
in Equation (5).

O, =0, +nVgL(x30,) (5)

where.

0,,, —updated weight.

H -learning rate.

The learning rate refers to the process of calculating how
much of a change in weight will take place in the loss space
of the loss function. This hyper-parameter, which is the sec-
ond of two that will be tested throughout the training, will
also be examined. This method is very similar to standard
SGD, but it also includes a velocity term that causes weight
updates to accelerate over the course of multiple epochs.
This velocity can then be added as follows as in Equation (6):

01 =0, + v =0, + uv, — VoL (x50, + pv,) (6)

When the gradient is updated, the product of the
momentum coeflicient (¢) and the velocity (v,) is also
updated. This means that 0,,; is not only updated by the
gradient; it is also updated by the product of u and v,. When
predictions are not accurate as a result of an argument in the
gradient gradient argument, this feature enables a faster
correction of the velocity term. If the product v, leads to
inadequate weight updates, the optimizer may wish to try
again in a different direction. Gradient functions have a ten-
dency to become steeper when there are insufficient updates
to the weights. With SGD and Nesterov momentum, we will
not overshoot the target because the regions with flatter cur-
vature are located closer to the minima. Because of this, we
are able to move through the lost space at a faster rate.

Altering the values of the two other hyper-parameters
enables a set of models to be trained. In order to reach gen-
eral convergence, various problems require significantly
varying numbers of epochs. The results cannot be reliable
if there are not enough epochs because the model will be
underfit if there are not enough of them. Overfitting can
happen when the number of epochs is too high, and when
this happens, the network may incorrectly classify data that
it has never encountered before. Determining the optimal
number of epochs is one way to avoid underfitting. How-
ever, overfitting should also be avoided at all costs. In addi-
tion, some of the training data can be used in the phase of
validation rather than in the phase of training. Because of
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this, for instance, it will be possible to monitor how the net-
work reacts to unknown data because the validation data will
have a predetermined category. However, the converse is
also possible: the system may never get out of a bad local
minimum, which will cause it to arrive at a solution that is
suboptimal.

5. Results and Discussions

The performance of the suggested CNN models is evaluated
with the help of a pyranometer for two different reasons.
The selection of a model is the first step in determining the
optimal structure that should be applied. The definitive find-
ings will be reported once the model has been evaluated. In
addition to this, the study investigates and quantifies the
extent to which the accuracy of a forecast can be improved
by the addition of additional datasets during the stage where
the model is being evaluated. The results are 99.92% accurate
with optimal hyper-parameters at the rate of #=5x 10"
which we determined by training and validating across the
hyper parameter ranges.

It is possible to draw the conclusion that our model has
not successfully encapsulated all of the possible input-output
mapping functions. Because it is difficult to find an image
data classifier that is free of distortions and artefacts, which
can cause misclassification, one should not underestimate
how close this model comes to being perfect. Only discrete
steps have been taken by us in the hyper-parameter space,
which may result in a classification that is even more
accurate.

Our model is contrasted with the persistence model,
which acts as a benchmark for comparing other models to.
This model is used because it is predicated on the assump-
tion that there will be no change in the amount of radiation
over the course of the forecast period. In addition to being
called the root mean square error (RMSE), the mean abso-
lute error is another name for it. In addition to this, it is used
to determine the degree to which the forecasting model is an
improvement on the reference persistence model. It is not
possible to deduce from the classification percentage of a
validation set whether or not our classifier has learned what
we wanted it to base on the available statistical evidence.
This can be caused by an uneven split in the validation set
as well as by a classification task that has a strong bias. To
solve this problem, our classifier makes use of something
called a confusion matrix. In contrast to the classification
determined by the network, the actual class of an image is
reflected in this matrix.

Each class would have an equal amount of precision and
recall. A deviation from one in the precision is produced
whenever the instances is incorrectly classified. Every other
class has a precision of one, which indicates that the network
does not consider any images that do not contain these fea-
tures to actually contain them even if they appear in the
image. The only one of the recalls that is different from the
others is an image that has an incorrect classification. This
means that the network will never attribute a feature to
any of those images that is not actually present in the image
itself. This applies to each and every one of those images.

7
TaBLE 1: Accuracy of Prediction.
Training samples CNN RCNN U-net  Proposed
100 91.90767  92.44058 93.29245 - 94.16016
200 90.55034 91.07538 91.91467  92.76957
300 9229715 92.83231 93.68779  94.55919
400 88.77206  89.28679 90.10959  90.94771
500 91.52316 92.05383 92.90214 93.76623
600 92.14522  92.67951 93.53358  94.40354
700 92.11339  92.64749 93.50127  94.37093
800 90.25394 90.77726  91.6138  92.4659
900 92.83424 93.37252  94.23298 = 95.10944
1000 90.4031  90.92728 91.76521 92.61872
TABLE 2: Precision.

Training samples CNN RCNN U-net Proposed
100 92.14559 ~ 92.67988  93.53396  94.40392
200 88.57739  89.09098 89.91199  90.74826
300 91.33169 91.86125 92.70778  93.57006
400 92.03151 92.56514 93.41815 94.28704
500 90.85801 91.38483  92.22697  93.08478
600 90.09833  90.62075 91.45585  92.30648
700 92.39287 92,9286  93.78496  94.65726
800 85.82268  86.3203  87.11577  87.92604
900 89.81567  90.33645 91.16893  92.01689
1000 92.16017  92.69454 93.54875  94.41885

The misunderstanding of our network does not bring about
any detrimental effects to its functioning. Due to the fact that
the margin of error is very small, we are confident that our
network has learned the geometry of these features. It is
essential to carry out both analyses because, if the deteriora-
tion in the forecast is deemed tolerable, there will be a reduc-
tion in the amount of money needed to implement the
forecasting model. It is not necessary to leave a temporary
pyranometer at the location of the target because a portable
pyranometer can be used to collect training data and then
moved to a different location.

Tables 1-4 demonstrates that, as was to be expected, the
rRMSE obtained from real-world measurements is notice-
ably lower than that which was obtained through simula-
tions. Nevertheless, there are a variety of other outcomes
that could occur. Real-time irradiance feedback is of compa-
rable or even slightly greater significance for the shorter-
term predictions than it is for the longer-term forecast.
However, it is important to note that forecasts that are not
based on any actual data can still be useful in many different
contexts. For time horizons of more than 30 minutes, all
other models have a performance advantage over the persis-
tent model. In point of fact, as the horizon gets higher, the
influence of actual measurements on the quality of the fore-
cast becomes less significant, while the advantage of using a
clear-sky model grows. In conclusion, it can be observed



TABLE 3: Recall.

Training samples CNN RCNN U-net  Proposed
100 92.60026 93.13718 93.99547  94.86973
200 90.52414 91.04903 91.88807  92.74273
300 90.47007 90.99464 91.83318  92.68733
400 92.14522  92.67951 93.53358  94.40354
500 88.19033 88.70169  89.5191  90.35172
600 88.54223  89.05562  89.8763  90.71224
700 92.02507 9255866 93.41161  94.28044
800 90.64418 91.16976  92.00992  92.8657

900 88.34328 88.85552  89.67436  90.50842
1000 92.30929 92.84453 93.70012  94.57163

TaBLE 4: F-measure.

Training samples CNN RCNN U-net  Proposed
100 92.14559  92.67988 93.53396  94.40392
200 88.18804 88.69938 89.51677  90.34937
300 90.2786  90.80206 91.63883  92.49116
400 92.37265 9290825 93.76443  94.63654
500 91.79955 9233183 93.18269  94.04939
600 90.87638 91.40331 92.24562  93.1036

700 92.09863 92.63264 93.48628  94.3558

800 88.4745 88.9875  89.80755  90.64285
900 90.25739  90.78073  91.6173  92.46943
1000 91.86191  92.39456 93.246 94.11328

how the skill of the forecast begins to decrease with longer
horizons, which exemplifies a limitation of satellite-based
forecasts that is already well known.

6. Conclusions

Utilizing the DNN that was developed for the purpose of this
study could make intraday forecasting of solar irradiance
more accurate, thereby improving the controllability of
power plants. The accuracy of the model has also been eval-
uated in light of the data sources that are at our disposal. In
general, four different cases have been investigated. The
DNN forecasting system uses a irradiance forecast for the
future as a starting point. However, actual data from the
target location can only be gathered during the training
phase of the DNN. This data can only be used as a form of
feedback to the forecasting system. According to the find-
ings, the DNN is capable of making accurate predictions
regarding solar radiation and, in every scenario, it outper-
forms the persistent algorithm. Even if there are no real-
world observations available, the results of the proposed
model outperform those of the current NWP forecasts for
the same time horizon as the NWP forecasts. When making
predictions for the short term, using actual data to reduce
the margin of error can be helpful. When making predic-
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tions for the long term, however, weather information can
be beneficial.
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Solar energy consumption is a systematic study used to review the design of facilities, services, and equipment in an organization
against specifications of solar panel. The solar panel energy consumption analysis is a work that should be done at the beginning of
a solar energy. This way, potential changes can be highlighted before they affect the solar energy budget and schedule. The
proposed model provides the IOT-based smart solar energy consumption analysis and control model by using solar
photovoltaic micro grid. The proposed IOT design must meet product and process requirements. The solar panel energy
should properly address important aspects of production processes. This should include risks related to product quality and
safety. Finally, unacceptable risks must be minimized by design. In the solar energy consumption analysis process, the
deliverables should be evaluated; customers should precheck the proposed design and identify problematic areas, if any. Solar
energy consumption analysis reveals whether user requirements and features are sufficient to achieve the desired outcome.
Likewise, there should be corrective actions for discrepancies found in design reviews.

1. Introduction

The visual inspection of tanks and vessels, which play an
important role in oil and gas IOT devicesation, is a corner-
stone of integrity assurance and is an important tool in
detecting and quantifying defects and corrosion damage in

general [1]. However, recent advances in accessibility tech-
nologies such as unmanned aerial nodes and remotely con-
trolled nodes combined with imaging technology have
begun to replace the human element in visual inspection
[2]. Such remote monitoring services have provided signifi-
cant benefits in preventing high-risk human interventions
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in confined spaces and overworked or hazardous environ-
ments [3]. Quality assurance and quality control are two
different processes that are used in different ways and for
different purposes and have advantages in themselves [4].
Quality assurance inspections are process-oriented and
focus on error prevention, while quality control inspections
are product-oriented and focus on error detection [5]. Qual-
ity assurance is a set of activities to ensure quality in the
processes by which products are made. Quality control is a
series of steps taken to ensure quality in products [6].
Human survival and progress depend on the Earth’s natural
resources. So it is necessary to use them. Humans are depen-
dent on resources for their survival. Human occupations are
determined by the resources available in a place. Human
economic activities vary from place to place according to
resource availability. Nonrenewable resources should be
handled with utmost care. Better research and development
is necessary to make full use of renewable resources. These
activities mainly focus on detecting defects in products.
Quality assurance focuses on the process used to manufac-
ture the product and in this way aims to prevent defects.
So it is a proactive quality process [7]. Quality control aims
to identify and correct defects in the finished product. So it
is a reactive quality process. The purpose of quality assur-
ance is to improve development and testing processes [8].
When this is done, defects do not occur during manufactur-
ing. The purpose of quality control is to detect defects after a
product has been developed, but before it is placed on the
market [9]. In short, quality assurance is preferred to estab-
lish a good quality management system and assess its effec-
tiveness in solar energy consumption analysis, while quality
control is used to find and eliminate the sources of quality
problems to meet customer requirements [10, 11]. As such,
with quality assurance, it is a technique that attempts to pre-
vent quality problems in planned and systematic activities
including certification [12]. Quality control is the techniques
used to obtain and maintain product quality. Solar energy
consumption analysis can succeed in international trade to
the extent that they can deliver the right products, at the right
time, at the right price [13]. The sun is nature’s greatest
source of energy. Hundreds of different processes take place
within this gaseous sphere every minute. Life on earth would
be impossible without the sun, as it is the source of energy for
all living things. All natural processes on earth are powered
by solar energy. Without the sun, the planet's thermal regula-
tion, photosynthesis, water cycle, and atmospheric circula-
tion would be impossible. The use of solar energy on Earth
is as common a phenomenon as inhalation and exhalation
by humans. But it can give humanity more. It can be success-
fully used to obtain industrial energy, heat, or electricity. As
global trade increases, the risk of not delivering products on
time or not solar energy consumption analysis products of
agreed quality is increasing [14]. Customers in different
regions of the world need to ensure that the products, mate-
rials, and equipment ordered are equivalent to the requested
specifications. In this regard, third-party authorized compa-
nies that provide independent and impartial service provide
preshipment inspection services to ensure that products,
materials, and equipment comply with contractual condi-
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tions [15, 16]. This way, quality is assured before shipment.
Pre-export inspection services generally include the follow-
ing types of services:

(i) Ensuring that products conform to predetermined
specifications

(ii) Packaging control to ensure adequate protection of
products during transit

(iii) Checks that loads are properly loaded and secured
in the IOT devices nodes (stacking, lashing, and
wedging control)

(iv) Verification that documents representing loads are
complete

As a result, the report prepared by the authorized energy
units as a result of the preshipment monitoring proves that
the goods are ready for IOT devices in the ordered quality
and quantity and are duly documented [17, 18]. Preship-
ment tracking services also reduce the risk of damage during
transit. These services are offered to all solar energy con-
sumption analysis regardless of the industry they operate
in [19]. The development of using solar energy started in
the twentieth century. Since then, hundreds of studies have
been carried out by scientists from all over the world. They
proved that the efficiency of using solar energy can be very,
very high. This source can supply the entire planet with
more energy than all other resources combined. Also, this
type of energy is generally available and free.

With the development of computer and communication
technologies, there has been significant growth in many
fields throughout the world in recent years [20]. This rapid
advancement increases the competition in the market. The
quality of manufacturing energy unit’s products is the most
important factor in the success of the energy units’ quality
control function. Solar energy consumption analysis needs
to evaluate, approve, and inspect materials and products
from supplier companies or manufacturing companies to
achieve their goals with quality assurance and quality control
functions [21, 22]. Audits and evaluations of supplier com-
panies have now become an indispensable process for solar
energy consumption analysis in all sectors. Since production
activities depend on the type and quality of the product sup-
plied, raw materials are only formed into the actual final
product or final product [23]. Therefore, it is important for
an industry supplier of raw material to ensure that it is of
good quality and standards and that the products it supplies
meet all industry standards and policies. The final products
must be of quality and reliability and quality that satisfy
the customers. Evaluation of the quality program is a joint
vendor and supplier activity [24]. The availability of natural
resources that can provide energy to the earth is depleting
every day. Therefore, active development of various ways
of using solar energy is currently underway. This resource
is a great alternative to traditional resources. Therefore,
research in this area is incredibly important to society. The
effectiveness of these energy units provides mutual benefit
to all interested parties. With a vendor evaluation program,
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the following are mainly evaluated: delivery time, product
usage unit, quantity conformance, product delivery time
competitiveness, accurate documentation, and response to
emergency delivery conditions [25].

2. Literature Review

The most characteristic feature of IOT devices in the field of
IOT is the ability to be flexible and responsive to customer
needs, depending on the large increase in trade volumes
and the need to maintain competitive advantages [1]. This
trend is visible not only in local IOT devices chains but also
in international IOT devices. This perspective pushes all
supply chain organizations, where IOT device station plays
a key role, to be more flexible [2]. Therefore, it is important
to measure the effectiveness and efficiency of IOT device sta-
tion activities and find and use suitable nodes. Through
detailed analysis of the results obtained through various
monitoring activities, solar energy consumption analysis
develops appropriate strategies for appropriate infrastruc-
ture and technology improvements. IOT device station and
IOT systems are strongly interrelated [3]. The performance
of processes depends on each other. IOT hubs and container
terminals play a very important role in integration. Solar
energy consumption analysis operations are analyzed using
several new methods for optimization and quality services
[4]. There are many types of passive solar energy applica-
tions. Most of them are incredibly easy to use, but still very
effective. There are also advanced options to help you get
more value. For example, the first thing that comes to mind
is the water storage container. If you paint it in a dark shade,
in such a simple way, solar energy is converted into heat
energy, and the water heats up. The next option cannot be
done by an ordinary person on his own, as it requires a thor-
ough analysis by an expert. This technology should be taken
into account even at the design and construction stage of a
house. Based on the climatic conditions, the building is
designed to act as a solar collector. After that, materials are
selected to maximize energy harvesting from the sun’s rays.

The quality and reliability of solar energy consumption
analysis operations depend on many factors, for example,
distance to IOT devices, localization of distribution points
and cargo IOT device station conditions, IOT devices nodes
capacity, technical speed of nodes movement, technical defi-
ciencies of cargo IOT devices, and systems and structural
features of loading and unloading highways [5]. In addition,
solar energy consumption analysis want to ensure that prod-
ucts are properly handled, that safe, IOT devices conditions
meet all quality and safety requirements, and that goods are
stored and IOT devices in accordance with good solar
energy consumption analysis practices, regardless of the
means of IOT devices used [6]. As a result, all the problems
faced reduce the production efficiency in the energy units,
cause waste of valuable materials, and increase operating
costs. In some cases, it causes significant damage and
threatens the health of employees. For solar energy con-
sumption analysis to be successful, failure analysis must be
part of all asset integrity management practices. The success
of these studies depends on the use of appropriate analytical

techniques [7]. Collectors are fundamental to the power sup-
ply principle. Such equipment absorbs energy and converts
it into heat, with the help of which you can heat a house
or heat water and convert solar energy into electrical energy.
Collectors are widely used in industrial scale and private
plots and agriculture. In addition to collectors, another
equipment of the active system is panels with photocells.
This device allows you to use solar energy in everyday life
and on an industrial scale. Such panels are very simple, easy
to maintain, and durable.

It is a well-known fact that coarse aggregate plays an
important role in solar unit’s construction. Coarse aggregate
usually makes up about one-third of the volume of solar
units. According to researches, coarse aggregate changes
affect the strength and fracture properties of solar units. To
accurately predict the behavior of solar units under loads,
it is necessary to know the effects of aggregate type, size,
and content [26]. This information can only be obtained
through solar units and aggregate tests and observations.
There is strong evidence that aggregate type is a serious fac-
tor in the strength of solar units. In high-strength solar units,
high-strength coarse aggregates generally provide high com-
pressive strength [27]. There are debates regarding the
effects of coarse aggregate sizes on solar units, particularly
on fracture energy. Understanding the effects of coarse
aggregate has gained more importance with the use of high
strength solar units [28].

In ordinary strength solar units, failure in compression is
only related to cement bonding with aggregate particles. As
the strength of the cement that makes up the solar units
increases, the hardness and strength compatibility usually
occur between the harder and stronger coarse aggregate
and the surrounding mortar [29]. Therefore, microcracks
in solar units are caused by aggregate particles. In this
respect, aggregate strength becomes an important factor in
high strength solar units. Therefore, solar units and aggre-
gate tests performed in advanced laboratories are important
[30]. Defects and safety incidents in machinery, pressurized
equipment, and facilities cause health, safety, environmental,
solar energy consumption analysis, and reputational damage
in the oil and natural gas industry. Equipment failures occur
without realizing how effective a facility’s reliability pro-
grams are. Although not all failures are catastrophic, many
failures are caused by gradual deterioration of features or
excessive wear and tear, before the design life has expired
and the components are no longer functional [31]. These
negatives cost solar energy consumption analysis huge
financial losses and downtime every year.

3. Proposed Model

Fault analysis is a study to determine why a broken system
or component is not fulfilling its intended function. First,
observations are made to identify the mechanical and
human causes and hidden causes of the problem, and an
engineering solution is implemented. Product specifications
and user requirements must be clearly defined before start-
ing a design review. At the end of solar energy consumption



The design fully meets

the needs of the end user
and is acceptable.

The design fulfills some
requirements that the
user deems necessary
and requires revision.

The design does not
fully meet the user
needs, in which case the
design is redesigned

FIGURE 1: Possible outcomes of proposed model.

analysis studies, three possible outcomes emerge shown in
Figure 1.

(i) The design fully meets the needs of the end user and
is acceptable

(ii) The design fulfills some requirements that the user
deems necessary and requires revision

(iii) The design does not fully meet the user needs, in
which case the design is redesigned, another organi-
zational design that meets the user needs, or the
user needs are removed

The proposed provides solar energy consumption analy-
sis and inspection services within the scope of services pro-
vided during design. Thanks to these services, solar energy
consumption analysis can provide highly efficient, high-per-
formance, and quality services that are secure, fast, and
seamless. These methods have made it possible to create sys-
tems for harnessing solar energy, which are of two types:

(i) Active (photovoltaic systems, solar power plants and
collectors)

(ii) Passive (selection of building materials and design of
premises to maximize the use of solar energy)

By harnessing solar energy in this way, we have been able
to harness an inexhaustible resource with greater productiv-
ity and return on investment. An energy unit’s manager is a
person with various skills such as

(i) Management
(ii) Leadership
(iii) Technical

(iv) Conflict management
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(v) Client relations

Let us not forget that the sun already heats everything on
Earth and your house is no exception. Therefore, the benefi-
cial effect can be increased by making some corrections at
the construction stage and using special techniques. Thus,
you will get a house with very comfortable thermal regula-
tion without much investment. In the past, different inspec-
tion and inspection strategies, inspection types, and
inspection intervals were determined to reduce inspection
costs. In these studies, different methods were used accord-
ing to audit errors, audit amounts, and audit costs. Today,
production monitoring and technical monitoring inspec-
tions are carried out for two purposes: evaluating compli-
ance with design specifications and increasing product
quality and reliability. Using solar energy to heat water is
the easiest and cheapest way available to humans. Such
equipment can be purchased at a reasonable price. At the
same time, they can restore themselves quickly, significantly
reducing the cost of centralized energy supply. Inspection
controls, product quantity, product cost, and product mon-
itoring study operational performance shown in Figure 2.

(i) Initiating
(i) Planning
(iii) Executing
(iv) Controlling
(v) Monitoring
(vi) Completion

An energy unit is an activity with a start and end date, a
transition, a unique and unknown element, and therefore a
degree of risk. Energy units are usually created to solve a
problem or take advantage of an opportunity. The day-to-
day work normally undertaken by a solar energy consump-
tion analysis is not an energy unit. The factor that determines
whether an activity is an energy unit is its uniqueness. A suc-
cessful energy unit’s manager must simultaneously manage
these four key elements of energy units shown in Figure 3.

(i) Solar panel energy construction resources
(ii) Optimization duration
(iii) Operational cost
(iv) Scope of the IOT devices

All these elements are interrelated, and each must be
managed effectively. The most used resource in all energy
units is the employees participating in the energy units.
Energy unit’s managers must ensure that the energy units
works, that potential problems are resolved quickly, that
the energy units is completed on time, and that the energy
units quality and budget are acceptable. Energy unit man-
agers are responsible for directing all activities necessary
and that are shown in the following Figure 4.
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Initiating

Completion

Operational
performance

Monitoring

Controlling

FIGURE 2: Operational performances.

Solar panel
energy
construction
resources

Scope of
the IoT
devices

Key Optimization
elements duration

Operational
cost

F1GURE 3: Key elements of energy units.
(i) Successfully achieve energy units goals
(ii) Performing risk management

(iii) Identifying and resolving potential problems before
they occur

(iv) Recommending alternative approaches to emerging
problems

(v) Reporting energy units progress
(vi) Planning is key to successful implementation

It is the easiest and cheapest way to use solar energy. Spe-
cial devices that absorb solar radiation during the day and
illuminate areas at night are very popular among owners of

Planning is key
to successful
implementation

Successfully
achieve
project goals

Performing
risk
management

and resolving
potential
problems
before the

Reporting
project
progress

Recommending
alternative
approaches to
emerging
problems

FIGURE 4: Energy directing activities.

private houses. Generally, production monitoring inspec-
tions focus on machine tool accuracy testing, part or product
inspections, and process quality control. Additionally, solar
energy consumption analysis should always check their
product and process quality. These services provided by
authorized organizations include monitoring of the
manufacturing process, quality monitoring of end products,
dimensional monitoring, packaging and loading monitoring,
handling and storage monitoring, and source control. There-
fore, failure and damage analysis should be performed to
understand the root cause of problems, avoid recurrence,
and reduce the cost of reliability. Technical solutions to
understand malfunctions and their causes are incorporated
at various stages, thus avoiding recurrence of malfunctions.
This method uses a completely different system. A solar
receiver looks like a multilayer structure. Its principle of
operation looks like this. When passing through the glass,
the rays strike the dark metal, which is known to absorb light
well. Solar radiation heats the water under the iron plate.
Then, everything happens as in the first method. Hot water
can be used to heat space or generate electricity. True, the
effectiveness of this method is not enough to be used
everywhere.

4. Results and Discussions

The proposed solar energy consumption analysis model
(SECAM) was compared with the existing organic photovol-
taic energy harvesting system (OPEHS), a hybrid multi-
modal energy harvester (HMEH), improved metaheuristic-
based clustering (IMBC), and Multi-Objective Optimization
with Mayfly Algorithm (MOOMA).

4.1. Remote Monitoring. These services reduce solar energy
consumption analysis’ health and safety risks and increase



TaBLE 1: Comparison of remote monitoring.
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TaBLE 2: Comparison of quantitative analysis.

No of inputs OPEHS HMEH IMBC MOOMA SECAM No of inputs OPEHS HMEH IMBC MOOMA SECAM
250 59.23 60.68 59.00 71.48 87.17 250 59.02 61.89 59.69 71.43 86.50
500 59.12 60.70 58.83 71.21 86.67 500 58.95 62.34  59.97 71.44 86.31
750 59.10 61.58 59.56 71.51 86.79 750 58.89 62.79  60.25 71.46 86.12
1000 59.02 61.89 59.69 71.43 86.50 1000 58.82 63.24  60.53 71.47 85.93
1250 58.96 62.34 59.97 71.45 86.31 1250 58.76 63.69  60.81 71.49 85.74
1500 58.89 62.79  60.25 71.46 86.12 1500 58.69 64.14  61.09 71.50 85.55
1750 58.83 6324  60.53 71.48 85.93 1750 58.62 64.59  61.37 71.51 85.36

resource utilization, thereby increasing efficiency in solar
energy consumption analysis integrity. This remote moni-
toring was compared and demonstrated in the following
Table 1.

In addition to quality control of energy units in the con-
struction industry, an inspection of gas cylinders, pipelines,
and storage tanks in the chemical industry and management
of pipelines, chimneys, phase separators, and boilers in the
oil and natural gas industry, nuclear power plants, wind tur-
bines, solar panels, and dams are all included in remote
monitoring services. It is preferred in inspecting accessible
structures and enclosed areas or in the infrastructure inves-
tigation of viaducts, railways, and bridges.

4.2. Quantitative Analysis. Speeding up the process requires
a detailed and quantitative analysis of the causes and effects
along the critical path of a particular process. Depending on
the operations of the solar energy consumption analysis, key
processes include order status, inventory of equipment in
stock, design verification, manufacturing progress, testing,
packaging, solar energy consumption analysis, and distribu-
tion. This quantitative analysis was compared and demon-
strated in the following Table 2.

Expediting the process ensures the efficiency and suc-
cessful execution of procurement contracts involving unlim-
ited goods and services, improves communication, helps
avoid solar energy consumption analysis spillovers, and con-
trols production delays. Process acceleration is one of the
best quality assurance methods for energy units to be carried
out within schedule and cost.

4.3. Process Acceleration. In short, process acceleration is an
energy unit’s management technique used as part of the pro-
curement process based on ensuring the quality and timely
delivery of materials and components. Solar energy con-
sumption analysis must monitor and control the supplier’s
progress at the manufacturing facility to ensure that their
products arrive at the agreed destination, at the agreed qual-
ity, and on the agreed contract delivery date. The expediting
process is usually between the manufacturer and the sup-
plier. This process acceleration was compared and demon-
strated in the following Table 3.

Recognized companies provide eflicient and cost-
effective services in production planning and manufacturing
processes for all major industry sectors and equipment. The
proposed model provides process acceleration services

within the scope of supplier services provided during equip-
ment manufacturing. Thanks to these services, solar energy
consumption analysis can provide highly efficient, high-per-
formance, and quality services that are secure, fast, and
seamless.

4.4. Acceptance Tests. Factory acceptance tests are an impor-
tant way to ensure that purchased equipment and systems
conform to agreed design specifications. These tests allow
any problems to be corrected at the vendor’s location or
prior to production. Thanks to these tests, which require
technical expertise and resources, any undesirable situation
in the plant is prevented, and the overall quality of the prod-
uct supplied is improved. This acceptance tests were com-
pared and demonstrated in the following Table 4.

Although there are some general rules for factory accep-
tance testing in practice, the process is actually a customized
process. Factory acceptance tests are very complex and
depend on different factors. To succeed in factory accep-
tance testing, it is important to clarify expectations early
and communicate effectively throughout the process. The
processes of factory acceptance tests include planning, per-
forming test operations, collecting test results, determining
problems, and resolving problems when necessary.

4.5. Production Monitoring. It is an important method of
evaluation that involves inspection, measurement, testing,
and comparison of products or materials. An inspection
process is to determine whether a material or material used
in production is of appropriate size and condition or fits
and conforms to specified requirements. Monitoring inspec-
tions at each stage of production is one of the main compo-
nents of the quality management system in any energy units.
Different selections are required at different stages of pro-
duction to achieve the required quality. This production
monitoring was compared and demonstrated in the follow-
ing Table 5.

4.6. Planning Process. In the planning process, the tests to be
performed, test criteria, protocols, required equipment,
acceptable features, and responsibilities, as well as the per-
sonnel to participate in the tests are determined. Factory
acceptance tests are coordinated and applied according to
planned requirements, specifications, and contracts. This
planning process was compared and demonstrated in the
following Table 6.
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TaBLE 3: Comparison of process acceleration.

No of inputs OPEHS HMEH IMBC MOOMA SECAM
250 62.20 64.41 62.90 75.02 90.02
500 63.40 65.73 63.63 76.34 90.40
750 64.01 66.56  64.52 76.88 90.97
1000 64.42 66.96  64.60 77.18 90.67
1250 65.32 68.03 65.41 78.11 91.14
1500 66.05 68.88  66.01 78.81 91.39
1750 66.77 69.73 66.61 79.51 91.64

TaBLE 4: Comparison of acceptance tests.

No of inputs OPEHS HMEH IMBC MOOMA SECAM
250 66.05 68.88  66.01 78.81 91.40
500 66.78 69.73 66.61 79.51 91.65
750 67.51 70.58  67.21 80.21 91.90
1000 68.24 71.43 67.81 80.91 92.15
1250 68.97 7228  68.41 81.61 92.40
1500 69.70 73.13 69.01 82.31 92.65
1750 70.43 7398  69.61 83.01 92.90

TaBLE 5: Comparison of production monitoring.

No of inputs OPEHS HMEH IMBC MOOMA SECAM
250 50.72 64.31 61.51 75.68 87.01
500 52.21 66.28  63.93 77.88 87.00
750 53.01 67.41 64.34 78.68 88.20
1000 54.27 69.10  66.09 80.41 88.59
1250 55.42 70.65 67.51 81.91 89.19
1500 56.56 7220  68.92 83.41 89.78
1750 57.71 73.75 70.34 84.91 90.38

TaBLE 6: Comparison of planning process.

No of inputs OPEHS HMEH IMBC MOOMA SECAM
250 54.27 69.10  66.09 80.41 88.59
500 55.41 70.65 67.50 81.91 89.19
750 56.56 7220  68.92 83.41 89.78
1000 57.70 73.75 70.33 84.91 90.38
1250 58.85 75.30 71.75 86.41 90.98
1500 59.99 76.85 73.16 87.91 91.57
1750 61.13 78.40 74.57 89.41 92.17

Briefly, factory acceptance testing is the process followed
during and after the assembly process to verify that it con-
forms to design specifications and is functional. Thanks to
these inspections, it is ensured that the components work
properly according to the equipment’s functionality.

5. Conclusion

Most of the companies provide remote visual inspection
services to solar energy consumption analysis. Remote
visual inspections and nondestructive inspection services
are offered to solar energy consumption analysis from all
sectors as a safe, flexible, and cost-effective alternative to
traditional visual inspection methods. In this way, solar
energy consumption analysis makes their operations faster,
safer, and more cost-effective. The proposed solar energy
consumption analysis model (SECAM) was compared with
the existing organic photovoltaic energy harvesting system
(OPEHS), a hybrid multimodal energy harvester (HMEH),
improved metaheuristics-based clustering (IMBC), and
Multi-Objective Optimization with Mayfly Algorithm
(MOOMA). Solar energy consumption analysis strives to
simplify and accelerate the integration of global operations.
Speeding up processes is one of the key factors contributing
to the successful implementation of large energy units. In
this way, the solar energy consumption analysis ensures that
its operations continue as planned and manages to mini-
mize delays and costly product shortage issues.
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In machining processes, cutting tools play a dominant role in producing quality products. The quality of finished goods is directly
related to the cutting tool condition. Several types of research have been carried out in cutting tool condition monitoring. On the
other hand, the manufacturing industries should be aware of the cutting tool selection, operating conditions, and performance of
cutting tools. This article emphasizes the performance of coated cutting tools and tool materials for various machining operations.
Nowadays, the nanocoating of CNC tool inserts increases the wear resistance, vibration emissions, metal removal rate, etc. These
coating techniques influence the manufacturing industry to increase the productivity and quality of the finished goods and reduce
the machining cost. The performance of thin film multilayered coatings such as TiN, TiAIN, AITiN, Ti, and TiCN on plain silicon
carbide tool inserts is revealed by the researchers to guide the manufacturing industry for proper tool selection and standard
machining inputs for metal removal operation. The influence of coating material such as TiBN, TiN, TiAIN, and CrAlSiN in
cutting tools leads to increase the life time of the cutting tools, which decreases the material sticking and cutting forces.
Titanium carbo nitride is wear-resistant and corrosion-resistant. Compared to TiCN, TiAIN is harder due to the higher
hardness of 32 GPa. This article concludes the material selection based on the work piece material which yields good metal
removal with less cutting forces. The article concludes the cutting material selection based on the work piece for machining
operations.

ping, reaming, and hobbing are being used in manufacturing
processes. Turning is the predominant operation among all

In the manufacturing industry, the quality of components
plays an essential role in satisfying the engineering needs.
Precision and accuracy of components can be attained only
by machining with appropriate machine tools and machin-
ing conditions. In engineering, steel is majorly used in auto-
motive, aerospace, and other industrial applications. In
general, machining processes such as drilling, turning, tap-

the machining operations [1] after the machining process.
In conventional lathe machines, instead of replacing the
whole tool setup, to reduce the replacement cost, inserts
are being used for replacement, in which tool inserts are
being used in machine and worn out tool inserts are replaced
by another insert. In the manufacturing of components, tool
wear monitoring is essential, and it is the most challenging
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one for the manufacturing industry to meet precision and
accuracy. The precision and accuracy of the computer
numerical control (CNC) lathe are more compared to the
conventional lathe. In practice, after a prescribed period,
the performance of machines was reduced due to the depre-
ciation of tools and machine parts [2].

The reduction of machinability is due to the wear of cut-
ting tools. The wear is classified as crater wear, flank wear,
adhesive wear, polishing wear, corrosion wear, wear due to
temperature, fretting wear, and cavitation damage. In several
researches, crater wear and flank wear are taken into account
due to the key role in material deterioration.

Several types of research are being carried out to increase
machine life and tool life prediction using mathematics.
Another predominant way of increasing the tool life is tool
coating. In general, for machining of steels and ferrous alloys,
silicon carbide materials have been widely used as coating
materials. Tool inserts are coated with harder materials to
increase the tool life [3]. Accordingly, materials are selected
which are harder than base materials. Generally, tungsten, dia-
mond, and carborundum materials are used as coating mate-
rials. These harder materials are coated with two different
processes, i.e., physical vapor deposition and chemical vapor
deposition methods. In most practical applications, the coat-
ing thickness is in the range of 0.0025 to 0.0005 ym [4].

Coating of inserts results in resisting the diffusion and
shocks while machining, due to the higher hardness of coated
inserts which has high wear resistance. Tool wear occurs in
inserts due to the diffusion of atoms between the tool and chip
material. If diffusion is arrested, then the crater wear rate can
be reduced [5]. The present work reveals the technique of
reducing tool wear by coating harder materials to control the
crater wear and flank wear for ductile materials like steel. In
general, predictors of wear are feed rate, depth of cut, and
spindle speed. Based on the applications, machining processes
for product demands were very high accuracy, surface finish,
and precision. Predictors of tool wear are correlated, and the
relation between the surface finish, accuracy, feed rate, depth
of cut, and speed has been exhibited in the present work. Tra-
ditionally, Taylor’s tool life equation VT” = C, where V is the
cutting speed, T is the tool life, C is the constant, and 7 is the
material constant, is used to predict the tool life. The constant
“C” for machining of high speed steel is 0.125, cemented car-
bide is 0.25, cast alloys is 0.50, and for ceramics is 0.6. In the
conventional process, silicon carbide tool inserts are coated
with more rigid ceramic materials, to obtain better machining
characteristics and increased tool life for various machining
operations. Carbide-based inserts play better performance
for ferrous materials like steel, cast iron, iron, and stainless
steel. Further, the reduction of tool wear rate will yield better
accuracy and precision of components. Majorly, tool inserts
are being manufactured with silicon carbide as the base mate-
rial. [6, 7]. The coating thickness of 1-4 micrometers is
achieved by magnetosputtering physical vapor deposition pro-
cess for TiAIN and TiCN cutting tool inserts. The wear of
TiN-coated tool inserts is 12% less than the uncoated silicon
carbide tool inserts. TIN/AL O, showed the wear resistance
which is 65% less than the uncoated tool inserts in machining
of steels.
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2. Cutting Tool Manufacturing Processes

The tool inserts are selected such that to withstand high tem-
perature and heavy cutting forces at high cutting speeds,
hence that the hardest materials make it in the world. A typ-
ical insert is made of 80% tungsten carbide, and 20% of the
metal matrix binds the hard carbide together. Cobalt, tita-
nium, and other ingredients are mixed in the milling room
to reduce the particle size. The ingredient’s particle sizes
are reduced by mixing ethanol, water, and other organic
binders [8]. The milling process is continued from 8 to 55
hours, depending upon the recipe. The slurry obtained in
the milling process is pumped into a spray dryer, and hot
nitrogen gas is sprayed to remove the moisture of ethanol
and water content. After the drying process, spherical gran-
ules of identical sizes of ingredients are obtained. The mixed
metal powders are pressed with 12 tons of pressure to man-
ufacture the tool inserts. The binder added in the ball milling
operation holds the powder together after pressing. The
pressed inserts are very fragile and need to be hardened
using a heated oven by sintering processes. The processes
take place for 13 hours at approximately 1500°C. The inserts
are sintered to make an extremely hardened product, almost
the hardness of a diamond. After sintering processes,
organic binders are incinerated, which leads to a shrink of
approximately 50% of their original size. The cutting tool
inserts are ground using grinding machines to make the
insert with exact dimensions and tolerances. The excess car-
bide materials in the cutting fluids are recycled for the
manufacturing of new inserts [9].

The majority of the tool inserts are coated either through
chemical vapor deposition or physical vapor deposition
techniques. The tool inserts are fixed in the fixture of the
physical coating deposition machine, and a thin layer of
coating material makes the tool insert harder. This coating
technique also paves the way to get the specific color of the
tool insert. The machining performance is influenced by
the coating thickness, coating material, and nanostructure
of the coating materials. CNC cemented carbide inserts are
used for metal removal operations of steels, high-
temperature alloys, and other nonferrous materials. In gen-
eral, the cutting tips are attached to the tool holders [10].
A typical tool holder and tool insert is shown in Figure 1.
The selection of inserts is based on the profile of machining
and the materials to be machined. Tool inserts for internal
and external turning involve high precision and accuracy
of finished components. Sandvik Coromant cutting inserts,
Kennametal, Mitsubishi, Hitachi, and Panasonic are the
commercial machine tool insert manufacturers. These car-
bide tool inserts are capable of indexing while machining
process to change the cutting edges. These tool inserts can
be removed easily from the tool holder, which results in a
good surface finish and more metal removal rate at higher
cutting speeds [11].

3. Deposition Methods

There are two types of deposition methods used for different
coating materials on the base material, i.e., physical vapor
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Tool holder

Coated carbide turning tool inserts

FIGure 1: Tool insert, tool holder, and types of coated carbide tool inserts.

deposition methods and chemical vapor deposition
methods. The physical vapor deposition method involves
physical processes like heating and sputtering. The coating
material vapor is evaporated from the chamber and forms
a coating on the surfaces of the base material. Similar tech-
nologies are being used in the manufacturing of solar panels,
semiconductor devices, electronic components, integrated
circuits, etc. Commonly industries are using coating mate-
rials like titanium nitride, zirconium nitride, chromium
nitride, and titanium aluminum nitride, while comparing
the physical vapor deposition method and chemical vapor
deposition method. PVD coatings are harder and possess
good corrosion resistance, and it yields better results than
electroplating. These coatings have very high thermal resis-
tance and good impact strength [12]. While doing physical
vapor deposition, the system requires a cooling water sys-
tem. The cooling water system operates at a very high tem-
perature, and it needs highly qualified personnel for
operation. However, physical vapor deposition can fulfill
the needs of complex geometries. In general, coating mate-
rials like TINALOX SN2, Hyperlox, ALOX SN2, HSN2,
CC AluSpeed, SUPERSPEED, CCplus C, and CCplus D were
widely used in research to improve the quality of machining.
These materials are used in the machining of materials like
steel, stainless steel, cast iron, nonferrous metals, graphite
green compact materials, and Ti-Al alloys. Coated tool
inserts increase tool life by increasing toughness, resistance
to abrasion, resistance to thermal deformations, modulus
of elasticity, and wear resistance, which results in achieving
precision and accuracy in machining components [13]. Also,
these coated tool inserts broaden the range of depth of cut,
cutting speed, and other machining parameters and reduce
the time of machining. Coating of tool inserts gives longer
tool life and higher cutting parameters leading to reliable
performance while machining. The coating process applies
to turning, milling, drilling, tapping, and dry cutting opera-
tions with or without lubrication [14]. The PVD coated
indexable Ti-coated tool inserts are often called as AloXSN>,
The coated machine tools of HSN2, CC AluSpeed, and
SUPERSPEED are suitable for rough machining which

increases 65% of life time compared to the uncoated tool
inserts. The Sandvik Coromant, Mitsubishi, and Panasonic
multilayer-coated tool inserts are used to machine the steels,
alloys steels, brass, and aluminum alloys.

4. Performance of Coated Tool Inserts in
Wear Resistance

The effect of grain size and hardness of wrought alloy 718
with cemented carbide tools is revealed in the turning oper-
ation. It is stated in the work that four different conditions of
the same materials were studied. A large amount of grain
size resulted in a deformed layer of the workpiece was clearly
shown in this work. It was reported that transverse turning
of discs was done with EMCO 635 CNC lathe with cutting
fluids used [15]. It was stated that chip breakers were not
used to investigate the morphology of chips and the hard-
ness of the specimen. Uncoated standard cormorant tool
inserts were used for experimentation purposes. It was
inferred from the relationship between the hardness of the
material and flank wear, i.e., flank wears strongly correlated
with the hardness of the specimen. Grain size did not influ-
ence flank wear, and also, notch wear is associated with the
formation of burr [16].

Antiwear resistance analysis in coating materials like
chromium nitride and chromium carbonitride was carried
out with multilayers. It was reported that chromium and
chromium carbonitride coatings improved the quality of
machining. TINA 900 M system cathodic evaporation tech-
niques were employed in the research work [17]. The phys-
ical vapor deposition method was utilized in this work.
Young’s modulus, Poisson ratio, and stress were measured,
and it was reported that antiwear multilayer coatings
improved the quality of machining. Precipitation hardened
stainless steels in dry turning using carbide tool inserts
results in adhesion wear [18]. It was reported that, due to
the adhesion process, diffusion of tool particles results in
crater wear and abrasive wear. Tensile strength, yield
strength, and hardness parameters were measured in the
investigation. The microscopic structure was studied by a



digital microscopic system attached with a readout con-
nected with processors and display units. Flank wear and
cutting temperature were analyzed. Tool wear and quality
of workpiece in a milling operation are investigated with
chilled air flow [19]. It was shown that chilled airflow
reduced the working temperature drastically and increased
the lifetime of the milling tool. It was reported that chilled
airflow increases the quality and surface finish. CFRP (car-
bon reinforced fiber plastic) material was used for the inves-
tigation, and it was shown that chilled air flow increased the
quality even at high cutting speeds. Adhesive wear by the
physical vapor deposition method was investigated in hot
stamping production tools. It was stated that CrN-coated
hot stamping or press hardening and stamping tools investi-
gated through the physical vapor deposition method [20]. It
was reported that AlcrN-coated tools adopted the same
experimental procedure. Imaging confocal microscopic
technology was used to view the microscopic pattern change
of tool insert before coating and after coating. Topography
and material thickness were analyzed by OLYMPUS stereo-
scopic lens. In drilling die-cast magnesium alloys with high-
speed steel uncoated tool inserts, microanalysis of the tool
was done to study the grain structure, and orientation of
abrasive wear and adhesive wear was taken into account. It
was concluded that a change in the trend of the flank face
of the drill bit occurred after the drilling operation [21].
Flank wear dominated in drilling operation of die-cast mag-
nesium alloys. Based on the scanning electron microscopic
analysis, there were three types of wear reported, i.e., abra-
sive wear, adhesive wear, and diffusion wear. It was reported
in the work that the diffusion process takes place from dril-
ling tool to specimen, tool grains were diffused into the spec-
imen, and the same was observed by microscopic analysis of
chips [22]. As reported in work, adhesive wear occurs due to
the adhesion force between the drilling tool and specimen,
and it was reported that abrasive wear occurred due to the
erosion of tool particles due to the cutting force given by
the drilling tools [23].

The properties of the single crystal diamond (SCD) tool
and polycrystalline diamond (PCD) tools during the
machining of silicon and aluminum matrix composite mate-
rials are investigated. It was reported that there are many
investigations were done on composite materials, ferrous
alloys, and other alloys. It was reported that ultraprecision
turning technique was introduced in this research. Chipping,
peeling, and abrasive wear of SCD and PCD tool materials
were observed by SEM analysis [24]. From the reported
work, it was inferred that transferring silica particles into
aluminum matrix composites results in wear behavior. It
was reported that due to the high stiffness of the cutting sys-
tem, stress relaxation in the cutting tool was observed. The
graphitization of SCD tools was observed while machining
copper and copper alloys [25]. The properties of coated car-
bide tools for milling operation are investigated with tool
inserts coated with the chemical vapor deposition method.
Ti and Cr were used for coating, and the adhesion of the
material was tested by indentation adhesion test (Rockwell
hardness “C” indentation test was carried out). The investi-
gation was carried out with two different categories of coat-
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ing materials, i.e., coating materials with pretreatment and
without pretreatment). It was concluded that pretreated
coating materials achieve high abrasion resistance, and tool
life was increased. The quality of milling was improved by
increasing high accuracy and precision. The surface coating
of the cutting tools is achieved by the physical vapor deposi-
tion method by electrosputtering technique, chemical vapor
deposition method, and LASER texturing techniques [26].

5. Wear Pattern with Diamond Tools

The wear pattern of the diamond tool while machining
Al6061 and 1215 steel is revealed. The cutting force was
measured in turning operation by a dynamometer, and
three-axis transducers were used to measure cutting forces.
In tool wear analysis, wear of edge radius, flank wear, and
crater wear was taken into account, including the worn vol-
ume of inserts. It was reported that there are two categories
of materials were used for machining in the investigation,
namely, steel and aluminum alloy [27]. It was observed that
cutting forces were lower for aluminum alloys than stainless
steel. In the machining of AISI 1045 steel, the finite element
modeling technique was used to apply the boundary condi-
tions, governing equations were solved by software, and
wear behavior was studied in AISI 1045 steel [28]. Cutting
velocity, feed rate, and depth of cut were the parameters
taken into account, and diffusive wear was observed pre-
dominantly at 700°C. Simulations were carried out by
deform 3D simulation software. It was reported that
110,000 tetrahedral elements were used in the finite element
model [29]. This method involves cost-effective and time-
saving simulation processes. In all machining conditions,
temperature places a predominant role [30]. In this investi-
gation, temperature, pressure, and stress-induced in tool
inserts were included. The study and improving the tool
wear resistance property in stamping operations were car-
ried out. Instead of the coating machine tools, die and punch
tools were heat treated, and experiments were carried out for
boundary lubrication conditions. To improve the wear prop-
erty further, ceramic thin film AICrN was coated on tool
materials, and wear progressions were monitored [31].

6. Tool Wear Analysis in Turning Operation

The properties of Hastelloy C22HS evaluate tool life and
study tool failure in the turning process. TiN, TiCN, and
Al2 O3 were coated on the tool by both chemical vapor
deposition and physical vapor deposition coating tech-
niques. Results showed that the physical vapor deposition
method performance was better than the chemical vapor
deposition method. The relationship between the cutting
force and process parameters was plotted. Flank wear, crater
wear, adhesion wear, and abrasion wear were studied. A ver-
tical machine center OKUMAMZX45-VA was used for
machining processes [32]. It was concluded that tool life
decreases with increasing the depth of cut and feed rate. It
was reported that axial depth and feed rate play a predomi-
nant role in tool life. It was observed that flank wear, crack-
ing, chipping, adhesion, and abrasion were the failure modes
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of tool inserts [33]. Tool life equations were developed from
the turning test data and the machining properties of TiAIN
coatings in the turning of a nickel-based specimen. Energy
dispersive X-ray spectroscopy and SEM analysis have shown
that, in nickel-based alloys, workpiece material adhered to
tool insert rake face, flank wear, a crater on rake face, and
notch in the depth of line were observed. The adhesion pro-
cess was continuously monitored and observed that adhe-
sion was in periodic formation by stacking and plucking
[34]. It was reported that sticking of workpiece material in
tool inserts affected the machinability of tool inserts and
reduced the cutting forces and decreased accuracy and preci-
sion [35]. This investigation was carried out with predomi-
nant process parameters such as feed rate, depth of cut,
and spindle speed. It was observed that plucking workpiece
material adhered from the tool insert led to crater wear,
and it was observed that transfer of grains of tool insert
grains was into the workpiece. Experiments were carried
out in wet conditions, and it was concluded that flank wear,
crater wear, and adhesive wear were predominant parame-
ters affecting the tool life in the machining of nickel-based
alloys, and coated tool inserts increased the tool life, accu-
racy, and precision of machining components. CGI (com-
pacted graphite iron) in the machining of cemented
carbide milling tools coated with AI203 medium tempera-
ture chemical vapor deposition technique was utilized for
coating. It was concluded that of workpiece material influ-
enced tool life. Three types of materials were used for
research and compared with each other [36]. It was shown
that it proves cemented carbide cutting tools and Al203
coated milling tools performed in varied dimensions while
machining with grey iron and compacted graphite iron
(CGI). The microstructure of the milling tools (similar to
our previous references) was as follows. Kristel dynamome-
ter was used to measure the cutting force while machining.
The white light interferometer was used to measure the sur-
face roughness of the specimen. Scanning electron micros-
copy results showed that, if the microstructure is
perpendicular to the cutting edge, it was reported. If that
microstructure is perpendicular, it will give a better surface
finish, accuracy, and precision in the workpiece [37]. A
focused ion beam system observed microstructures with lig-
uid gallium ion sources. FEI Quanta 3D FEG technique was
used to fabricate the tool materials [38].

Hence, the microstructures were perpendicular, i.e., 90°
to the rake face, and it was shown that it increases the life-
time of tool materials. The tool wear patterns in the machin-
ing of carbon steel were coated with cemented carbide
inserts. This research involves the usage of lubricants in dif-
ferent conditions. AISI steel with 25 HRC was in milling
operations with three types of lubrication: MQL, flooded,
and minimum requirement of lubrications. It was concluded
that the reduced flow rate of lubricants increased the quality
of the workpiece compared to a flooded type of lubrication,
and it was observed that adhesion and abrasive wear
occurred in machine tools. The experimentation in tool fail-
ure and failure modes in forming of stainless steel were car-
ried out. It was reported that the wear of forming tools leads
to failure and inaccuracy of forming components. It was

concluded that the increase of hardness of the forming tools
led to an increase in galling resistance and increased the tool
life [39-44].

The development of a new wear index by analyzing the
mechanical properties of diamond tool inserts was also done
through the petrographic study of diamond and calcium
alkali-type rocks, i.e., ceramics. It was observed that the
mechanical property table diamond plays an essential role
in hardness [45]. Hence, it is used predominantly used in
all cutting tools as coating materials. Silicon carbide tool
inserts were more economical than diamond tools. Biotite,
feldspar, quartz, plagioclase, and hornblende type ceramics
were used as coatings. A conceptual design of new materials
for coating turning tools was reported in this investigation
by reference to the machining of granites and other ceramic
specimens [46-49]. It was concluded that quartz and feld-
spar performed better, and it was widely used in the stone
processing industry. The investigation has shown that
ceramics like quartz and feldspar were used widely in the
stone processing industry, and it was rarely used in turning
and other machining purposes or not used commercially
since hardness property cannot satisfy the machining of steel
or other engineering components [50-54]. The work in
TiAIN coatings for drilling operation was carried out. Effect
of tool geometry on the wear of cemented carbide coated
with TiAIN in the drilling of compact graphite iron was
reported. It was concluded that adhesion mechanism was
observed in TiAIN coated drill bits, and surface finish and
accuracy were better while using drill bits coated with TiAIN
in the machining of compact graphite iron (CGI) [54-59].

7. Conclusions

The recent advances in multilayered coating material for
cutting tool inserts are reviewed in this article. The
manufacturing techniques of cutting tool inserts from the
slurry are discussed. The performance of coated tool inserts
over uncoated silicon carbide inserts was discussed. The
coating techniques, such as the physical vapor deposition
method and chemical vapor deposition method, are revealed
in this article. From the various researches, the coating mate-
rial and thickness play the predominant role in wear pattern
and tool life. The coating material is selected to withstand
high cutting forces and temperature while machining. The
wear resistance of the coating material depends on the pres-
sure and temperature applied while manufacturing the tool
inserts [60]. The single, bilayer, and multilayer coating of
tool inserts leads to increasing wear resistance properties
and metal removal ability. The recent advancements of
nanolayered coatings lead to a reduction of ball sizes which
increases the adhesive property [61, 62]. The increasing
adhesive property reduces the adhesive wear of tool inserts.
The performance level of multilayered coatings increases
the performance level over conventional coating methods.
The radial, feed force, and cutting force for the coated tool
inserts are increased after the coating. The cutting force of
TiN-coated high speed steels is 25% greater than uncoated
silicon carbide tool inserts.
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A wireless touch network is a distributed, self-organizing network of multiple sensors and actuators in combination with multiple
sensors and a radio channel. Also, the security area of such a network can be several meters to several meters. The main difference
between wireless sensor networks from traditional computer and telephone networks is the lack of a fixed infrastructure owned by
a specific operator or provider. Each user terminal in a touch network is capable of acting as a terminal device only. Despite the
long history of sensor networks, the concept of building a sensor network is not finally imposed and expressed in some software
and hardware (platform) solutions. In this paper, the design and analysis of multicluster model of the sensor nodes in wireless
sensor network with the help of solar energy. This proposed model provides the required energy to transmit the information
between two end nodes in different cluster. The communication between the end to end clusters was increased based on this
design. The implementation of sensory networks at the current stage depends largely on the specific needs of the industrial
problem. The architecture, software, and hardware implementation technology is at an intensive development stage, attracting
the attention of developers looking for a technological niche of future makers.

1. Introduction

One of the first prototypes of a touch network is considered
to be a social system designed to detect and identify subma-
rines [1]. Wireless sensor network technology has been
developing intensively recently. However, only at the begin-
ning, it was possible to produce a very cheap element base

for devices such as the development of microelectronics
[2]. Modern wireless networks are mainly based on the
ZigBee standard [3]. A significant number of industries
and market segments (manufacturing, various types of
transportation, security, safety, security, safety, and security)
are ready to implement sensor networks, and this volume is
continuously increasing [4, 5]. This trend is related to
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technological processes, the development of production,
expanding the needs of individuals in the security sectors,
expanding the needs of resource control, and the use of
material-material values [6, 7]. Semiconductor technologies
are developing new practical tasks and theoretical problems
related to the applications of sensory networks in industrial
and ethnic campuses [8]. The use of low-cost wireless sensor
control devices opens up new areas to apply telemetry and
control systems [9]. A liquid flow battery that is particularly
suitable for large-scale long-term energy storage systems is
provided with two chemical components dissolved in a
liquid separated by a diaphragm. It is exposed in Figure 1.

(i) Directly identify possible failures of the means of
execution on the control of such parameters, vibra-
tion, temperature, pressure, etc.

(ii) Real-time access control to remote monitoring
object systems

(iii) Ensure the protection of museum values
(iv) Ensure accounting views
(v) Automatic censoring of views
(vi) Inspection and inspection of industrial properties
(vii) Management of commercial assets

(viii) Application as components in energy and resource
saving technologies

(ix) Control environment environmental parameters

Trojan Battery is a lead-acid battery that discharges itself
over time, even if it is not connected to a load and is charged
to a very low level. This self-discharge rate changes with
temperature, with higher temperatures increasing the rate
of discharge, while lower temperatures decreasing the rate
of discharge. Wireless sensor networks (WSN) are meds
with miniature computing devices (temperature, pressure,
light, illuminance, vibration levels, location, etc.) and signal
transceivers operating in a specific radio scenario [10, 11].
The flexible configuration, cost reduction of installation is
available. Intelligent sensors in other wireless and wireless
data transfer interfaces allocate wireless networks, especially
when it comes to the large number of devices connected to
each other; the touch network allows you to connect up to
65,000 devices [12-14]. A constant reduction in the cost of
wireless solutions and increasing their operational parame-
ters allow you to gradually reorient through wired solutions
in telemetry data collection systems, remote diagnostic
information transfer [15]. “Sensor network” today is a
well-established term, distributed, self-organizing, stable to
the failure of individual components, a nonmaintained net-
work, and does not require special installation of devices
[16]. Each sensor network node may contain various sensors
to control the external environment, a microcomputer, and a
radio receiver [17]. They perform device measurements, per-
form initial data processing, and communicate with external
information systems [18]. As with other lithium-ion batte-
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FIGURE 1: Objectives of low-cost wireless sensor control devices.

ries, lithium nickel manganese cobalt oxide (NMC) batteries
do not require critical maintenance. A battery management
system (BMS) monitors the battery’s voltage, current, and
temperature to ensure safety and service life. Excessive activ-
ity will reduce battery life, and the monitoring system will
notify the warranty through battery management system
(BMS) logs. Battery management system (BMS) shutdowns
in any operating conditions where the system is not safe.
The battery energy storage system uses lithium nickel man-
ganese cobalt oxide (NMC) batteries manufactured by
LGChem. A lithium nickel manganese cobalt oxide (NMC)
battery can be used in winter as long as the safety tempera-
ture limit is confirmed.

Telecommunication 802.15.4/ZigBee is one of the mod-
ern directions for the development of “sensor networks”
monitoring and self-regulation of resource management
and process fault-tolerant distributed systems [19]. Today,
the technology of wireless sensor networks is the only wire-
less technology through which you can monitor and control
problems that are critical to the uptime of sensors [20].
Sensors integrated into a wireless sensor network form a
regionally-distributed self-organizing system for collecting,
processing, and transmitting information [21]. The main
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application area is monitoring and monitoring of measured
parameters of physical environments and objects. The
adopted IEEE 802.15.4 standard describes wireless channel
and access control for low-speed wireless private networks,
which are the two lowest levels according to the OSI network
model [22].

Usually, BCC is used to collect data from devices
equipped with sensors: a temperature sensor, humidity,
lighting, and monitoring. For example, miniature sensors
could be used in medicine to monitor patients. Devices that
the patient brings themselves can control the work of vital
organs, in case of certain dangerous situations to inform
the doctor [23]. The small dimensions of the devices allow
not only “superficial” patient observations but also to exam-
ine the internal organs of a person. This is especially true for
lead-acid batteries that are added to water, as when distilled
water is added to fill the electrolyte level, the acidic liquid is
exposed to the outside. We recommend that battery mainte-
nance personnel wear safety glasses and gloves. If the
customer requests external, then personnel complete this
task in battery maintenance. Therefore, when gastroscopy
is carried out in state hospitals, Polygynax uses a special
device, a gastroscopic tube, but not all patients can swallow
it. It is already available in the market in the form of tablets
for conducting such studies [24]. These battery operated
devices have a power supply, sufficient to work continuously
for 24 hours, and send readings to another device that the
patient has at this time. After that, the doctor can analyze
the obtained results and make an accurate diagnosis. When
using a battery in or near a living space, the basic part of
the computer is chosen because the computer is an impor-
tant guiding principle. The energy storage system uses
lithium nickel manganese cobalt oxide (NMC) battery to
monitor the battery management system. It is long lasting
and very safe. This battery can store more electricity than
other types of lithium-ion batteries by adding elements like
nickel and manganese to the battery chemistry.

2. Related works

It can be used to automatically change the way a person
enters a room to be used to manage any device (in a smart
home system). Sometimes you have to follow the movement
or destruction of any objects where it is difficult to find the
cables. To do this, it is very profitable to apply touch net-
works again; the sensors are wireless because they provide
an autonomous power supply [1]. Also, wireless sensor net-
work technology can be used to transmit audio data—an
intercom system and multimedia system with low power
consumption. Based on wireless technology and telecommu-
nication networks based on them, it has well-known advan-
tages among flexible configuration and low installation costs
[2]. Currently, wireless communication systems can account
for the mass and most popular number of systems in the
consumer market. Wi-Fi and Bluetooth. Each of them is
characterized by range and transmission rate, operating fre-
quency range, function and purpose, as well as other charac-
teristics that determine the structure and structural features
of remote telecommunication networks [3]. In the architec-

Radio
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Clustering
components

Power
supply

FIGURE 2: The proposed cluster formation requirements.

tural aspect, the main difference between classical telecom-
munication radio networks and BSS is the use of a large
number of supramundane intelligence sensors in the net-
work that transmit small blocks of information over long
distances (10-100 m) on average [4]. A zinc bromide liquid
flow battery consists of a bromide salt dissolved in an
electrolyte. The battery technology is slightly different from
traditional bromide liquid flow cells, and its diaphragm
is not cleaned or replaced. A liquid flow battery has an
infinite charge and discharge cycle without performance
degradation.

IEEE 802.15.4 provides two-way half-duplex data
transfer while maintaining AES 128 encryption. The channel
access policy is based on carrier sense collision avoidance
multiple access (CSMA/CA) with restrictions on carrier
and collisions. This is a network protocol, in which the
principle of listening to the carrier frequency is used. The
transmitting device that transmits data listens for the jam
signal (content signal) and the ether [5]. The “someone else’s
jam signal transmitter’sleeps” for a random period, then
repeats the frame attempts to initiate transmission. Thus,
transmission may come from only one device, which
improves network performance. In this case, data is sent in
relatively small packages, which contain traffic and monitor-
ing signals in the BSS. An important feature of the standard
is the mandatory confirmation of the delivery of messages
[6]. A liquid flow battery generally has little maintenance
requirements. A liquid flow battery is similar to a fuel-
powered lithium battery in that they are only equipped with
an electronic device and an electrolytic cell.

A feature of devices connected to the IEEE 802.15.4 stan-
dard is low power consumption, which saves the connection
in this mode because there is no dynamic data in the “fall”
mode. While developing a standard, the main focus was on
the speed of the configuration and reconfiguration processes
[8]. Specifically, the transmission transition to the active
state is about 10-15ms. And new devices connect to the net-
work in 30 ms. In this case, the duration of reconfiguration
and connecting devices depends on the name “listening”
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by network routers [10]; the flow battery can be used in win-
ter and can be installed in very cold conditions. It is best to
monitor all used batteries throughout the day to ensure
proper operation and proactively troubleshoot any potential
on-site issues. This data can be provided to owners in real-
time.

3. Proposed Model

Among the operational rules, the main distinguishing fea-
tures of BSS are the requirements for stable operation in
conditions of dynamic changes in the network topology
due to sensors, autonomous power and power consumption,
and significant restrictions of microprocessor memory. At
the same time, the conditions for BSS operation are provided
for the transfer of small amounts of information at low
speeds. The “clustered” architecture of a touch network is
based on a conventional terminal and the following compo-
nents. Because the material is heavy, it should be installed in
some ventilated area. At this point, their functions and
maintenance requirements are well understood, so they are
suitable for most solar+energy storage applications and
should be stored in a moderately dry location. A lead-acid
batteries terminal connection should be checked several
times a year to make sure they do not loosen over time.
The proposed cluster formation requirements are shown in
the following Figure 2.

(i) Radio paint

(ii) Processor module
(iii) Power supply
(iv) Various sensors

The physical layer determines the data transfer method,
communication system interface, hardware features, and
parameters required to build a network. In practice, the
physical state governs the operation of the transceiver,
selecting channels, control signals, and transmission power
level. The network coordinator (FFD: fully functional
device) is shown in Figure 3. A typical node can be repre-
sented by three types of devices.

3.1. The Network Coordinator (FFD: Fully Functional
Device)

(i) Enables global integration, configuration, and instal-
lation of network parameters

N

Ability to Additional
access other memory and
devices on the power
network consumption
Ability to
perform the
role of network
coordinator <«

FIGURE 4: The performance parameters of fully functional device
nodes.

(ii) The most demanding of the three types of devices
are memory and power supply

Dedicated energy efficiency of network protocols for BSS
is required to solve the task, which determines the resource
of low power consumption node time during the autono-
mous power use of network nodes from batteries. A device
with a full set of functions (FFD: fully functional device)
and a liquid-filled lead-acid battery must be topped up regu-
larly. Glass fiber separator (AGM) battery and gel lead-acid
battery are sealed, so do not fill with electrolyte. If a lead-
acid battery is not being used temporarily, it must be stored
properly. The performance parameters of fully functional
device nodes are shown in the following Figure 4.

(i) Support 802.15.4

(ii) Additional memory and power consumption allows
the role of network coordinator

(iii) Support for all types of superstructures (“point-
point”, “star”, “tree”, and “mesh-free network”)

(iv) Ability to perform the role of network coordinator

(v) Ability to access other devices on the network
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FiGure 5: The performance parameters of reduced function device.

The performance parameters of reduced function device
were shown in the following Figure 5.

(i) 802.15.4 supports a limited set of functions

(ii) Support point-to-point supervisions, “star”
(iii) Does not perform the functions of a coordinator
(iv) Represents network and router coordinator

The first version of 802.15.4 defined two physical levels
with broadband characteristic through direct spectrum
expansion DSSS (direct sequence spread spectrum).

(i) The first-868/915 MHz segment has a transmission
rate of 20 and 40 Kbps, respectively

(ii) Second-2450 MHz band at 250 Kbps

Data transfer rates initially allowed on 868/915 MHz
increased to 100 and 250 kbps. In addition, four health indi-
cators were identified depending on the modeling method;
while maintaining the broadband modulation of DSSS,
868/915 MHz can be used in the range of binary and qua-
druple phase manipulation (QPSK: quadrature phase shift
keying). Since the version of the IEEE 802.15.4A standard,
the number of physical dimensions increased to six due to
the addition of an ultra-wide radiotechnology level ultra-
wide band (UWB) for high-speed data transmission, radio
technology with level specifications chirp spread spectrum
(CSS), through linear frequency modulation method. In
terms of broadening the frequency spectrum, the physical
state UWB was defined by dedicated frequencies in three
bands: 1 GHz, 3-5GHz and 6-10 GHz, and five CSS. The
spectrum in the 2450 MHz band is unlicensed, and the avail-
able frequency bands were expanded in the IEEE 802.15.4C
and IEEE 802.15.4D versions. This specification is possible

using at the physical level, quadrature phase manipulation
or high-order phase manipulation (M-PSK) with a fre-
quency of 780 MHz, and a frequency of 950 MHz-Gaussian
frequency manipulation (Gaussian frequency-shift keying
(GFSK)) or binary phase manipulation (binary phase-shift
keeling (PSK)). The standard IEEE 802.15.4.4 specification
defines mechanisms for coordinating network components
at the physical level to ensure the generation of data frag-
ments (frames), check and correct errors, and transmit
frames at the network level. At the same time, the MAC sub-
layer (media access control) adjusts multiple accesses to a
physical environment with a channel-level one-way separa-
tion, manages printing connections, and provides security.

4. Results and Discussion

The proposed multicluster analysis and design model
(MCADM) was evaluated with the existing improved
metaheuristics-based  clustering (IMBC), multiobjective
optimization with Mayfly algorithm (MOMA), artificial
intelligence-based energy-efficient clustering (AIEEC), and
the role of integrated structured cabling system (ISCS).

Network node management: the standard defines two
types of network nodes: full-featured device FFD (fully func-
tional device), which implements a function of integration
and sets network parameters and operates in standard node
mode as in Table 1 and Table 2. A device with a limited set
of functions RFD (reduced function device) is only capable
of communicating with fully featured devices. Any network
must have at least one fully featured device.

It enables the coordinator function. Each device has a
64-bit identifier, but in some cases, the link may be used
for a limited area of 16-bit connections. PAN (personal area
network). The standard also supports the structured topol-
ogy “star”, in which the coordinator (fully functional device)
network must be the central node of the created private



TaBLE 1: Management of fully functional device nodes.
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TaBLE 3: Management of network topology.

No of nodes IMBC MOMA AIEEC ISCS MCADM No of nodes IMBC MOMA AIEEC ISCS MCADM
100 59.23 40.68 43.00 81.48 96.17 100 58.89 42.79 44.25 81.46 95.12
200 59.12 40.70 42.83 81.21 95.67 200 58.82 43.24 44.53 81.47 94.93
300 59.10 41.58 43.56 81.51 95.79 300 58.75 43.69 4481 81.48 94.74
400 59.02 41.89 43.69 81.43 95.50 400 58.68 44.14 45.09 81.49 94.55
500 58.96 42.34 43.97 81.45 95.31 500 58.61 44.59 45.37 81.50 94.36
600 58.89 42.79 44.25 81.46 95.12 600 58.54 45.04 45.65 81.51 94.17
700 58.83 43.24 44.53 81.48 94.93 700 58.47 45.49 45.93 81.52 93.98
TaBLE 2: Management of reduced function device nodes. TaBLE 4: Management of autotuning clusters.
No of nodes IMBC MOMA AIEEC ISCS MCADM No of nodes IMBC MOMA AIEEC ISCS MCADM
100 59.02 41.89 43.69 81.43 95.50 100 62.20 44.41 46.90 85.02 89.02
200 58.95 42.34 43.97 81.44 95.31 200 63.40 45.73 47.63 86.34 89.40
300 58.88 42.79 44.25 81.45 95.12 300 64.01 46.56 48.52 86.88 89.97
400 58.81 43.24 44.53 81.46 94.93 400 65.01 47.72 49.30 87.94 90.41
500 58.74 43.69 44.81 81.47 94.74 500 65.92 48.79 50.11 88.87 90.89
600 58.67 44.14 45.09 81.48 94.55 600 66.82 49.87 50.92 89.80 91.36
700 58.60 44.59 45.37 81.49 94.36 700 67.73 50.94 51.73 90.73 91.84

network with a unique identifier. After that, other devices
can join the network, which is completely independent of
other networks with similar locations.

Usually the network is of “cluster wood” type, and differ-
ent types of devices (FFD and RFD.) are used in the network
design phase. At the same time, most nodes have terminal
devices, and as a result, within the radius of each of them,
there must be at least one node router. It improves location
of various classes of devices.

Network topology management: the channel-level and
the IEEE 802.15.4 standard provide the general recommen-
dations for network topology construction. As in Table 3,
networks can be peer P2P (peer-to-peer, point-to-point);
one has a “star” topology. Structurally P2P compounds are
arbitrary structures that can only be defined by bounded
ranges between pairs of nodes. Take this into account, there
are different options for the topical structure of the BSS,
especially the “wood” cluster “tree” RFD, the single con-
nected “tree leaves” FFD, and most of the nodes in the net-
work are FFD. Cellular network topology of each cluster
has a local coordinator with a local coordinator. The cluster
is formed “based on trees” with the coordinator.

Autotuning of clusters: many network clusters for build-
ing BCs use private technical solutions and their own layers
of network protocols, which reduce power consumption by
including solutions at component sizes. In addition to the
technical characteristics of transceivers, microcontrollers
and wireless modules for power consumption indicate the
operational mode of network use and the intensity of data
transmission. An allocation of modes of operations with an
intensive work cycle and small transfer intensity are per-
formed well as shown in Table 4.

Intensive operating cycle: in applications with an inten-
sive operating cycle, the main share of power consumption

TaBLE 5: Management of intensive operating cycle.

No of nodes IMBC MOMA AIEEC ISCS MCADM
100 64.42 46.96 48.60 87.18 95.67
200 65.32 48.03 49.41 88.11 96.14
300 66.22 49.10 50.22 89.04 96.61
400 67.12 50.17 51.03 89.97 97.08
500 68.02 51.24 51.84 90.90 97.55
600 68.92 52.31 52.65 91.83 98.02
700 69.82 53.38 53.46 92.76 98.49

is available on the radio interface-reception/transmission of
packets, synchronization, and frequency autotuning. At the
same time, in the case of propagation in the transport of long
packets, the consumption of the transceiver dominates, and
in the case of priority transmission of short packets, the
consumption frequency autocalibration schemes by the
consumption of radio frequency initialization schemes. In
applications with a low intensity of transmission, low power
methods of sensors, microcontrollers, and microcrystalliza-
tion of transceivers play the role of indicators of presence
and performance as in Table 5.

Perception subsystem management: as a rule, consists of
an account, some statistics and analog-to-digital converter
relief. The data processing subsystem consists of a central
processor and memory, which is not only the data generated
by the sensor but also service information that is essential for
the proper and complete functioning of the communication
subsystem. The monitoring subsystem allows the sensor to
collect environmental data such as humidity, temperature,
pressure, magnetic field, and chemical flight analysis. The
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TABLE 6: Management of perception subsystem.

No of nodes IMBC MOMA AIEEC ISCS MCADM
100 66.05 48.88 50.01 88.81 96.40
200 66.78 49.73 50.61 89.51 96.65
300 67.51 50.58 51.21 90.21 96.90
400 68.24 51.43 51.81 90.91 97.15
500 68.97 52.28 5241 91.61 97.40
600 69.70 53.13 53.01 92.31 97.65
700 70.43 53.98 53.61 93.01 97.90

sensor can also be supplemented with a geoscope, an
accelerometer, which can form a positioning system as in
Table 6.

In the cut-off tip, the proposed model managed 95.50%
of fully functional device nodes, 94.93% of reduced function
device nodes, 94.55% of network topology, 90.41% of auto-
tuning clusters, 97.08% of intensive operating cycle, and
97.15% of perception subsystem. This is because the pro-
posed energy model directly searches the energy aware
clusters, and then the available devices are earlier predicted
by the proposed model. So the back-up devices are available
to enhance the communication between the sensor nodes.
Hence, the communication GAT was eliminated, and the
lifetime of the network was increased.

5. Conclusion

Currently developing wireless sensor network technology.
Wireless sensor networks are distributed self-regulating net-
works that are resistant to the failure of individual elements
exchanging wireless communication information. Each
network element has an autonomous power supply, a micro-
computer, and a receiver/transmitter. The network coverage
area can be from several meters to several meters, depending
on the module and antenna type, as well as due to the ability
to relay messages from one element to another. The pro-
posed multicluster analysis and design model (MCADM)
was evaluated with the existing improved metaheuristics-
based clustering (IMBC), multiobjective optimization with
Mayfly algorithm (MOMA), artificial intelligence-based
energy-efficient clustering (AIEEC), and the role of inte-
grated structured cabling system (ISCS). If the proposed
model range of these devices does not allow their mutual
detection, the data transfer between two end devices can be
carried out by suspension. Therefore, devices with a small
radius can communicate with each other using a system of
repeaters.
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In the early days, greenhouse energy did not pay much attention to coating inspections and new applications, spending more
attention on repair solar energy projects instead. However, these attitudes have recently changed. Energy producers realize that
preventing corrosion and deterioration is less expensive than solving the greenhouse problems when they occur. The proposed
model also provides coating, paint control, and error analysis services within the scope of solar machinery and equipment-
related services while the greenhouse equipment reached a low energy level. The greenhouse monitoring services ensure that a
solar plant is economical, reliable, and of high quality, meets legal requirements, conforms to standards published by domestic
and foreign organizations, and determines conditions that cause short circuits or power outages. In this context, with the help
of cloud computing-based Internet of things (IOT), the industrial power stations, high-voltage substations, low-voltage
networks, power stations that comply with legal regulations on safety from electricity, electrical installations for machinery,
alarm systems, fire alarm systems, cathodic corrosion protection mechanisms in oil tanks and pipelines, emergency power
supply installations, electrical installations in buildings, and gas alarm systems are inspected and documented.

1. Introduction

The biggest advantage of solar energy systems is that they do
not have negative effects on the natural environment like
renewable energy sources such as wind, hydraulic, and geo-
thermal. The fuel of solar cells is solar energy and this energy
costs nothing [1]. Also, it does not pollute the environment.
In recent years, research has been done on solar-powered
vehicles in the automotive industry and many other applica-

tions like solar still and so on [2]. Today, these cars have lim-
ited power; although they are single-seater vehicles, the
speed of the vehicles is 40 kmph. However, it is still not suit-
able for daily use in today’s traffic flow. Nevertheless, in
today’s conditions, developed and developing countries con-
tinue their research and development studies [3, 4]. A shared
understanding of the significance of the social decisions soci-
ety must make regarding energy sources, production, and
environmental effects. The organization conducts vigorous
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debates on global petroleum production and consumption
patterns. Debates are now intensifying as to how long the
world’s crude oil reserves can be used and what alternatives
can be used after they are exhausted. Scientists are devoted
to finding alternative arrangements for future energy needs.
In our country, research is being done on solar-powered
vehicles, electronic devices for lighting, and heating devices.
Electricity market regulation is enacted to increase the use of
renewable energy sources [5]. This regulation regulates the
principles and obligations for language practices in the elec-
tricity market. This framework also includes incentives for
renewable energy sources [6]. Considering the increasing
energy demand and solar energy potential of our country,
it is necessary to accelerate efforts in this direction. Final
Installation Inspection Energy Services for companies oper-
ating in the solar energy sector are inspections to prove that
the installation and connections are in compliance with all
requirements before commissioning solar energy facilities
[7, 8]. The major problem with extracting oil from the Macal
rocks is that it is not currently profitable if overcome. The
energy it costs to extract it is more than what can be
obtained from it. It is a situation where income is not met
and expenditure is not met. Natural gas molecules are stuck
to the rocks in the mantle layers. Only by squeezing them
will they come to the surface. It is a complicated and costly
process. As oil prices skyrocket, governments and oil com-
panies are turning their attention back to methods previ-
ously abandoned as unaffordable. Interest in drilling oil
wells on deep sea floors has increased. Since the discovery
of oil in the North Sea region north of England, around 40
billion barrels of oil have been produced from oil wells there.

Solar energy is an energy source that does not pollute the
environment, requires no external dependence, and is con-
sidered free. It is one of the leading renewable energy
sources. Previously used in daily life and residences, solar
energy has gradually expanded to agriculture, communica-
tion, industry, military services, and power generation [9].
Theoretically, solar radiation can be used in all areas of life.
In a simple calculation, the amount of energy coming from
the Sun in a year corresponds to 50 times the known coal
reserves and 800 times the oil reserves [10]. In this respect,
the solar energy source will occupy a very important place
in the future. According to estimates, by 2050, 11 percent
of the world’s electricity generation will come from solar
energy [11]. Currently, the amount of electrical energy
obtained from solar energy is increasing by about 20 percent
compared to that of the previous year. In this regard, coun-
tries like Germany, Italy, and Czech Republic are leading in
production [12]. The share of these three countries reaches
70 percent. The good news is that our country has more
solar energy potential than any other European country
except Spain. In this regard, our country should adopt con-
sistent and applicable policies for generating electricity using
solar energy [13, 14]. At this point, manufacturing compa-
nies have a lot of work to do. Regardless of where they oper-
ate in the world, it is important to evaluate vendors and
suppliers with an independent and unbiased perspective
[15]. The ability of these companies to comply with the
terms of the contract and meet certain standards and legal
regulatory obligations can only be achieved through the
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work to be carried out by authorized companies [16]. There
is an urgent need to find alternative sources of energy.
Besides the increased cost, the impact on the environment
is also a concern. Burning fossil fuels produces 21.3 billion
metric tons of carbon dioxide annually. About half of it is
occupied by plants and oceans. The remaining carbon diox-
ide is increasing the global warming and increasing the sur-
face warming. Efforts are also underway to extract hydrogen
gas from seawater and rocks. It is an ion that can provide
energy without polluting the atmosphere.

Crude oil processed in refineries is approximately 43
percent gasoline, 18 percent fuel oil and diesel, 11 percent
LPG (a mixture of liquefied petroleum gas, propane, or pro-
pane-butane), 9 percent jet fuel, 5 percent asphalt, and 14
percent other oil [17, 18]. Products are received. All these
manufactured goods are transported by sea, road, and pipe-
line depending on the conditions [19, 20]. In the transporta-
tion of produced energy resources, disputes between the
parties are likely to arise if the product does not conform
to the terms of the contract or standards or is not accepted
by the buyer for any other reason [21-30]. Energy resources
are naturally occurring sources of energy for humans. It is a
known fact that we need energy to do any work. We get the
energy that we need to meet our daily needs from energy
sources. Energy resources are generally divided into two
broad categories, namely, renewable energy resources and
nonrenewable energy resources. Renewable energy sources
include solar, wind, hydro, geothermal, and biomass. Petro-
leum products, natural gas, coal, and fossil fuels are nonre-
newable energy resources.

2. Literature Review

In parallel to the increase in human population, the world’s
demand for electrical energy is also increasing. For this
reason, turning to renewable energy sources has become
inevitable. Our country is completely foreign dependent for
its energy needs [21]. As efforts are being made to use exist-
ing energy more efficiently, the search for new sources of
energy continues. Among the renewable energy sources,
solar energy is the most significant and widely used resource
in recent years. Setting up solar farms or solar power plants
are big projects [22]. For these installations carried out by
the tender, the companies authorized by the tender offer
support for the preparation, conduct certain tests and analy-
sis, and negotiate the terms of the contract [23]. On the other
hand, high levels of fossil fuel consumption, depletion of the
ozone layer, effects of global warming, and the increase in
greenhouse gases as current energy resources have reached
a depleting state are forcing countries to seek new energy
sources [24]. Renewable energy resources are resources that
can be regenerated by the environment in a short period of
time. These resources are obtained from natural sources like
the Sun, wind, rain, and sea. From these sources energy can
be drawn repeatedly at times of need. Renewable resources
are abundant in nature. And when energy is obtained from
these sources and used, they often do not harm the environ-
ment. For example, electricity is generated from the energy
obtained from sunlight. In this way, the energy for our daily
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needs is obtained from the resources of wind, geothermal
energy, and wind and ocean waves.

As researchers work to make more efficient use of exist-
ing energy resources, the search for solutions for renewable
energy sources continues [25]. Solar energy is one of the
renewable energy sources and our country can be considered
lucky in this regard. A lot of progress has been made in the
world and in our country in getting electricity from solar
energy [26]. Additionally, our nation has more solar energy
potential than it can use to produce electricity. We are
increasing public awareness of the issue and introducing
new producer incentive programs [27]. Research on obtain-
ing electrical energy from solar energy is progressing rapidly,
but it is a fact that quality studies should not be neglected at
the production stage. In this regard, the importance of unbi-
ased and independent services provided in this direction by
recognized organizations is high [28]. Nonrenewable energy
resources are resources that cannot be regenerated by the
environment in the short term. These resources are obtained
from beneath the earth. These resources will disappear in
fifty or sixty years. These cannot be renewed in a short
period of time. Nonrenewable resources are limited to a cer-
tain amount. When we extract energy from these sources
and use them, they emit large amounts of greenhouse gases.
This causes environmental pollution.

3. Proposed Model

Semiconductor solar cells or photovoltaic cells are used to
generate electricity from solar energy. Photovoltaic cells are
also called solar cells. These batteries generate equal positive
and negative charges from the photon energy that they reach
and convert solar energy directly into usable electrical
energy. Many different materials are used in the construc-
tion of solar cells. Semiconductor materials such as amor-
phous silicon, crystalline silicon, cadmium telluride, and
gallium arsenide are often used. The most widely used of
these is silicon, which is the most common in nature. Utili-
zation of energy resources is essential as human survival and
progress depend on the earth’s energy resources. The extrac-
tion and use of energy from energy sources has serious
effects on the environment. Therefore, energy should be
used sparingly to reduce the impact of severe environmental
impacts. And the dwindling nonrenewable resources must
be conserved for the use of future generations. Better
research and development are necessary to make full use of
renewable resources.

The Sun’s rays reaching the solar panel transfer electrons
to the semiconductor technology in the batteries, resulting in
electricity. Solar cells are durable, nonpolluting, and long-
lasting devices. There is no electrical problem when they
are working. Also, they do not require much maintenance.
Batteries in the modular structure are connected to each
other in series and parallel. Depending on the structure of
the battery, solar energy is converted into electrical energy,
which is currently 20 percent efficient. However, the batte-
ries are enabled to follow the Sun, using methods such as
maximum power monitoring based on sunrise and sunset
times and methods such as temperature protection and air

conditioning to try to achieve maximum efficiency. Unnec-
essary lights and fans can be turned off. This reduces
electricity bills and indirectly prevents environmental pollu-
tion. Use of public vehicles can be used to reduce the use of
private vehicles for transportation. Each of us will use energy
resources sparingly where necessary to protect the environ-
ment and achieve economic self-sufficiency. Keeping track
of production activities is important here. Authorized com-
panies provide visual control services at production levels.
After replacement or manipulations to increase the density
of the electrolyte, a solution with a different indicator is
installed in the solar photovoltaic cell banks. A gap in the
range of 0.01 g/cu.cm is allowed. See, to equalize this value,
that a corrective recharge is required. The essence of the
method is to provide current for 1-2 hours while charging
2-3 times less than the nominal value. In the absence of a
positive result, intensive rehabilitation methods are used.
Charging is applied by devices equipped with regulators
that provide a constant voltage at the input. The proce-
dures for restoring density by corrective charging were
shown in Figure 1:

(i) The solar photovoltaic cell is fully charged

(ii) At the moment of reaching the maximum charge
when observing the boiling point of the electrolyte,
the current strength decreases to 1-2 A

(iii) During the boiling process, the filtrate evaporates
and the density of the liquid increases

(iv) For each individual case, the evaporation time may
be different and sometimes reach 1 day

(v) As the density decreases below 1.25 g/cu.cm electro-
lyte which is added, the concentration is measured
when the device cools down to 25°C

Renewable energy is energy that can be regenerated by
the environment in the short term. This type of energy is
obtained from natural sources like the Sun, wind, rain, sea,
and earth. Renewable energy technology includes solar
energy, hydroelectricity, wind energy, biomass energy, and
biofuel energy. Renewable energy is often used for everyday
activities such as electricity generation, water heating and
cooling, and transportation. Renewable energy is derived
from nonrenewable sources. And this kind of energy does
not cause much harm to the environment. So, this type of
energy is considered important these days. The Sun is the
world’s largest source of energy. Solar cells are used to gen-
erate electricity from the Sun without using any moving
parts and without harming the natural environment; they
silently convert the Sun’s rays directly into electrical energy.
Hence, it provides a clean source of energy. Solar cells last
longer than other electrical energy-generating systems.
When generating electricity from solar energy, photovoltaic
systems are installed. In these systems, photovoltaic cells
are connected in series or parallel to obtain high voltage,
current, or power. Photovoltaic panels are numerous photo-
voltaic modules connected by electrical cables. Pipelines are
generally used to economically transport liquids and gases
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FIGURE 1: Procedures for restoring density by corrective charging.

over long distances. Generally, pipelines transport petroleum
products such as crude oil, gasoline, diesel oil, and jet fuel
and concentrated solids such as natural gas, sludge, and
treated water. Pipelines were first built to transport oil from
large oil fields. Today, it is mainly used to transport natural
gas. The Sun is the source of many sources of renewable
energy. Solar energy is the energy obtained directly from
the Sun’s light and heat. The Sun is the indirect source of
energy for wind, water, and life. The energy obtained from
the Sun is used directly to generate electricity and to heat
and cool water. We use only a fraction of the energy that
the Earth receives from the Sun for renewable energy.
Although the first pipelines were made of wood, with the
development of technologies over time, steel pipes started
to be used. Today, pipes made of thinner but higher strength
materials are used. The following procedures essential
during pipeline construction were shown in Figure 2:

(i) Opening pipes
(ii) Placing pipes
(iii) Welding
(iv) Nondestructive testing

Welding is a very important process in pipeline
construction. The safe and quality operation of the pipeline
for many years depends on it. Control and inspection
services of solar energy systems provided by recognized
companies and postproduction, nondestructive testing
services are also available. Nondestructive testing is a type
of inspection performed without damaging the entire object
or parts. The validity of this test is based on the results of
previous destructive tests. The key here is nondestructive
inspection of systems and equipment. Wind blows due to
solar heating and Earth’s circulation. The energy released
when the wind blows is stored and generated by wind
turbines. The method of storing and using wind energy is
less polluting than the method of obtaining energy from
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other energy sources. India ranks fourth in the world in gen-
erating electricity using wind energy. Before using correction
electrolyte, it is necessary to implement the procedure
shown in Figure 3:

(i) Some fluid is removed from the repaired cell

(ii) Now, it is necessary to add exactly the same amount
of correction electrolyte, which will increase the
density

(iii) Also, the photovoltaic solar cell is charged with a
rated current by a constant device, which contrib-
utes to the mixing of fluids

(iv) After half an hour of charge, the solar PV cell
should “rest” for 1-2 hours (this is necessary to
equalize the density in the cell)

(v) The measurement is repeated, and if necessary, acid
correction electrolyte is added again, but in smaller
quantities

Hydroelectricity is the process of generating electricity
using the kinetic energy of water due to the gravity of the
earth. No solid waste or greenhouse gases are released in this
energy generation process. Hence, hydropower occupies an
important place in renewable energy. It is an extreme step
when its resource is reduced to g/cu.cm by electrolyte and
its resource is completely depleted. See that the steps are
carried out in the following order shown in Figure 4:

(i) After preparation, the solar PV cells are
completely removed from the solution from the
cans using a pear

(ii) If the solar photovoltaic cell is turned on its side, it
is necessary to drill holes with electrodes in the
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Some fluid is removed
from the repaired cell

It is necessary to add
exactly the same amount
of correction electrolyte

The measurement is
repeated

The photovoltaic solar
cell is charged with a
rated current

The solar PV cell should
“rest”

FIGURE 3: Necessary to implement the proposed procedures.

After preparation, the solar PV cells is completely
removed from the solution from the cans using a
pear;

If the solar photovoltaic cell is turned on its side, it
is necessary to drill holes with electrodes in the
bottom of each container and drain the remaining
liquid;

In this case, you need to keep the device and rinse
the internal cavities with filtration;

The cleaned solar photovoltaic cell is sealed again

by covering the holes previously made with a drill

with acidic plastic. To do this, use a blowtorch or
soldering iron;

The required amount of distillate is poured into
each jar, which is calculated as the ratio of the total
volume of the jar and the ratio of solar photovoltaic
cell acid required for a solution with a
concentration of 1.25 - 1.27 g/cu.cm.;

The banks are well packed; the solar photovoltaic
cell is slightly shaken without a strong deviation
from the vertical

FIGURE 4: Reduced resource management.

bottom of each container and drain the remaining
liquid

(iii) In this case, you need to keep the device and rinse
the internal cavities with filtration

(iv) The cleaned solar photovoltaic cell is sealed again by
covering the holes previously made with a drill with
acidic plastic. To do this, use a blowtorch or solder-
ing iron

(v) The required amount of distillate is poured into
each jar, which is calculated as the ratio of the total
volume of the jar and the ratio of solar photovoltaic
cell acid required for a solution with a concentration
of 1.25-1.27 g/cu.cm

(vi) The banks are well packed; the solar photovoltaic
cell is slightly shaken without a strong deviation
from the vertical

The solution must first be drained from each solar pho-
tovoltaic cell can. Then, fill with new liquid with a density of
1.25-1.27 g/cu.cm. After filling the jars to the “norm” mark,
tightly close the lids and shake the solar photovoltaic cell a
little. Do not turn the battery upside down. With such han-
dling, pieces of lead salt can break off from the grid and
move to the nearest electrode, causing the jar to close. After
that, the damaged container becomes unusable. Concentra-
tion readings will prompt the need to repeat the electrolyte
replacement procedure. If the indicator is below 1.25g/
cu.cm, see that the operation must be repeated until the
desired result is obtained.

4. Results and Discussion

The proposed greenhouse solar energy monitoring
(GHSEM) model was compared with the existing optimized



greenhouse environment and resource management
(OGERS), demand side management of energy consumption
(DSMEC), an optimization scheme for IoT (OSIOT), and
photovoltaic spectrum performance analysis (PSPA).

4.1. Pipeline Integrity Tests. In this regard, pipeline integrity
tests, i.e., insulation and cathodic tests and welder qualifica-
tion tests carried out by recognized organizations, are of
great importance. Welder qualification surveys are aimed
at evaluating welder personnel of pipeline operators or sup-
plier companies involved in pipeline construction. The com-
parison of pipeline integrity tests is demonstrated in Table 1.

Poor quality welding or incomplete or inappropriate
welding procedures in pipes are the main reasons for the
poor and unqualified welding process, premature failure,
and unnecessary costs.

4.2. Design Review and Inspection. It is an engineering
method performed by recognized organizations during
design inspections of products. Design review is one of the
most important steps in delivering a high-quality product.
Basically, auditability is a design feature that expresses how
easily an audit task can be created. Studies are studies that
define how specific properties of a material are obtained
according to the designed properties. In other words, the
purpose of the investigation is to determine whether an
operation has been performed or to make standard measure-
ments or observations that will show whether the operation
has been performed correctly. The comparison of design
review and inspection is demonstrated in Table 2.

4.3. Design Life Cycle. Design concepts relate to different
stages of the product life cycle but should be applied in
the early design stages. Therefore, it affects various stages
of the design life cycle such as design review, production,
application, and support. In other words, information from
these stages of production must be in the hands of the
design team during the design of the product. At this stage,
the product is simulated under actual usage conditions and
sufficient information is obtained about the behavior of the
product. The comparison of the design life cycle is demon-
strated in Table 3.

The main purpose of design in the oil and gas industry is
to meet the needs of stakeholders and at the same time
reduce costs as much as possible. Shorter life cycles result
in shorter time for businesses to enter the market. Con-
ducting studies in the early stages of product development
can provide design choice.

4.4. Fault Analysis. Industrial coatings play a very important
role in protecting assets against deterioration on the one
hand and projecting the brand and image of a business on
the other. Plants, machinery and equipment, chimneys,
and tanks in poor condition reflect the brand image poorly.
For many industrial businesses, coatings are essential mate-
rials that require regular maintenance. Effective inspections
and fault analysis and condition assessments are needed to
keep chimneys, tanks, and pits in good condition. The com-
parison of fault analysis is demonstrated in Table 4.
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TasLE 1: Comparison of pipeline integrity tests.

No. of inputs OGERS DSMEC OSIOT PSPA GHSEM
100 49.53 54.49 8894 7473 93.68
200 48.24 53.74 8432 7133 93.58
300 48.49 53.77 84.32  71.69 93.51
400 47.71 53.28 81.24  69.54 93.42
500 47.19 52.92 78.93 68.02 93.34
600 46.67 52.56 76.62  66.50 93.25
700 46.15 52.20 74.31 64.98 93.17

TaBLE 2: Comparison of design review and inspection.

No. of inputs OGERS DSMEC OSIOT PSPA GHSEM
100 48.62 54.59 84.79 72.88 93.47
200 48.54 54.68 84.99 72.75 93.43
300 48.55 54.81 85.25 72.73 93.40
400 48.90 55.23 85.88 73.16 93.38
500 48.87 55.34 86.11 73.09 93.35
600 48.95 55.55 86.46  73.17 93.32
700 49.04 55.75 86.82  73.25 93.29
TaBLE 3: Comparison of the design life cycle.
No. of inputs OGERS DSMEC OSIOT PSPA GHSEM
100 48.67 53.43 85.61 71.41 93.69
200 48.17 53.43 84.52 71.15 93.58
300 47.42 52.60 83.38 70.58 93.52
400 47.42 53.33 83.74  71.72 93.47
500 46.80 52.92 82.63 71.31 93.39
600 46.35 52.80 81.95 71.34 93.31
700 45.90 52.69 81.28 71.38 93.24
TaBLE 4: Comparison of fault analysis.
No. of inputs OGERS DSMEC OSIOT PSPA GHSEM
100 48.47 54.44 85.27 72.74 93.43
200 48.75 54.84 85.91 72.98 93.40
300 48.03 54.27 85.33 72.33 93.38
400 47.98 54.35 85.56 72.27 93.35
500 47.76 54.26 85.59 72.07 93.33
600 47.54 54.18 85.62 71.86 93.30
700 47.32 54.09 85.65  71.66 93.28

4.5. Paint Inspections. A coating survey and paint test are
done to gather information on how well the coating is per-
forming, where there are weak spots and if any maintenance
or repairs are needed to prevent corrosion and deterioration.
Coating and paint controls ensure that safety gaps are iden-
tified and maintenance budgets are used only where neces-
sary. The comparison of paint inspection is demonstrated
in Table 5.
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TaBLE 5: Comparison of paint inspection.

No. of inputs OGERS DSMEC OSIOT PSPA GHSEM
100 56.96 44.90 83.12  70.25 95.69
200 58.62 50.76 7628  76.43 95.58
300 59.07 49.62 7499 7792 95.52
400 54.38 50.76 72.85 81.16 95.47
500 53.99 51.64 7442  80.44 95.43
600 54.15 52.84 76.04  80.31 95.40
700 54.89 54.49 77.84  81.58 95.38

Coating and paint inspections are useful in predicting
future maintenance needs and spotting current or potential
problems. Coatings and paints need to be strong and effec-
tive to keep assets structurally sound and perform well. In
a cutoff point, the proposed model achieved 93.42% of pipe-
line integrity test results, 93.38% of design review and
inspections, 93.47% of design life cycle, 93.35% of fault
analysis, and 95.47% of paint inspection results.

5. Conclusion

The main reason for this is, most often, a solar photovoltaic
cell that is completely discharged within a few days. Trying
to collect it in this case will not lead to a positive result. A
similar problem is the result of a decrease in the density of
the electrolyte poured into the solar photovoltaic cell banks.
After all, this liquid is, in fact, a catalyst for the electrochem-
ical process; without it, the solar photovoltaic cell is a plastic
package that will not work. It consists of approximately 35%
to 65%; this liquid has a specific density, which can decrease
and increase depending on the charge. In this case, the den-
sity of the resulting solution is rarely checked. At the same
time, when the amount of distilled water is sufficient, during
recharging, the electrolyte boils with this liquid, which leads
to a decrease in its density. Sooner or later, this indicator
drops below a critical level and the starting solar panels will
no longer work. In this case, it is necessary to increase this
parameter of the solution in the solar photovoltaic cell,
which will restore its performance.
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Currently, we are trying to get electricity in alternative ways. Many solar powered water heaters have come up to use water heaters.
However, these tools are not 100 percent fully effective. The device we have manufactured is an automatic device that runs in the
direction of sunlight. The device runs automatically in the morning facing east and in the evening facing west. In this instrument,
the defective one-inch tube lamp and the three-quarter-inch tube lamp are put together and connected in series. In this paper, a
smart deep learning model was proposed to improve the performance of the solar water heater. The gap between the tube lights is
filled with methane gas, and the tube inside is filled with water. The water thus filled is heated by sunlight. Methane gas acts as a
fast conductor of solar heat. An electronic control device is placed to determine the temperature of the hot water and to expel the
hot water. This device can heat at least 10 liters of water in 15 minutes. Increasing the number of incandescent tube lights can heat
up a large amount of water when this device is set up, or it can be designed by replacing tube lights with a series of large glass tubes
using the same technology. This tool can be manufactured at low cost so that people from all walks of life can use it.

1. Introduction

The greatest gift of nature is solar energy. From the environ-
ment of living things to the photosynthesis of plants, noth-
ing happens without the help of solar energy [1]. We have
now achieved the development of converting solar energy
into electrical energy and using electrical devices [2]. Many
solar-powered products have been discovered. Water heaters

are one of the most widely used home appliances [3].
Advances in the industry have led to the development of
the new heat pump water heater. The existing smart connec-
tion allows you to control the water heater from anywhere
[4]. It provides enough hot water for a house of three to five
people. It helps to save a lot of money by reducing electricity
usage. Many people say that drinking water in the sun gives
you more energy and rejuvenates the body. But the other
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truth is that water in bottled water has a negative effect when
exposed to sunlight, say researchers [5-7]. This is because
the plastic chemical BPA or bisphenol-A in the water bottle
is harmful to the body. Although most plastic water bottles
do not contain this chemical, PPA is often found in polycar-
bonate bottles [8]. Solar thermal energy contributes signifi-
cantly to reducing costs, thereby saving energy and
reducing CO, emissions that are responsible for global
warming and climate change.

Another disadvantage is that the bacteria that can live in
the sun increase its growth when exposed to sunlight in a
water bottle [9]. The remaining DHW projects can be con-
sidered as compelling decisions dictated by circumstances,
for example, saving in creating [10]. The researchers used
plain bottled water and carbonated water. The bottled water
was tested in sunlight for about 2, 6, and 10 days. There are
no harmful aldehydes when placing the bed bottle with nor-
mal water in the sun. But chemical exposure to carbon diox-
ide when carbonated water is exposed to sunlight has been
shown to contain harmful chemical molecules. When
researchers further researched this, they studied the release
of antimony at different temperatures [11, 12]. At the same
time, the cost of developing and installing a water heater is
low [13]. Inventors across the country have long used vari-
ous installations to heat water. In the summer, when the
temperature inside the car, such as closed rooms and
garages, can reach 65 degrees Celsius, a toxic substance
called antimony is formed inside the bed bottle [14, 15].
Thus this toxicity mixes with the water. Researchers have
found that water bottles contain antimony. If the tempera-
ture is above 65 degrees Celsius in these two studies, the tox-
icity is likely to worsen [16]. They also insist that bottled
water, like our groceries, be kept in a safe place out of direct
sunlight. Whenever possible you should have copper, steel,
and glass bottles instead of plastic water bottles [17, 18]. This
will not harm us and will improve our health. Do not forget
that it is better to drink water in a hygienic manner [19].

The population of the world is increasing day by day.
Accordingly, the demand for electricity and fuel is rising
[20]. As energy, diesel, petrol, and coal from crude oil are
used. It is questionable how many more years the fuel will
last for the millions of vehicles that run every minute around
the world [21]. It is a boon that we get such unpolluted
energy naturally from sunlight. At the same time, the need
to use electricity sparingly is emphasized at various stages.
Every drop of electricity that every individual saves cost
[22]. Homes have new tools to prevent the water tank from
overflowing. These can be fitted or a stop device can be used
to accurately measure the water filling time [23, 24]. Instead
of a 100 watt incandescent bulb, a 15 watt LED, low power
bulb can be used. Use maximum sunlight during the day;
avoid unnecessary lighting, lice, and AC operation. Street
lights can use solar power in residential areas [25]. Sunlight
transformers can be used to avoid lighting during the day.
You can use sun-powered water heaters to get hot water.
You can cook using solar cookers instead of electric cookers
[26]. Many solar powered devices are currently on sale in the
market. Using solar power in homes can save a lot of elec-
tricity [27].
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The gas-heated boiler is installed only if the high power
unit cannot be connected. This is a great and at the same
time expensive option [28]. The power of the device directly
determines its performance. An electric storage water heater
is the easiest way to solve your hot water problem. Electricity
is available almost everywhere [29]. Unlike gas appliances,
this does not require any approvals or permits. Unlike direct
flow, the storage water heater has a special tank equipped
with heating elements and thermal insulation [30]. The
water coming from the faucet enters the tank and then it
enters the consumer through the drain fitting. This can
occur under the influence of pressure and by gravity. In
front of such a unit is installed a special thermometer, which
allows you to determine the temperature of the water in the
tank [31].

2. Literature Review

Solar energy refers to the simplest energy source we receive
from the sun. By using solar panels, this energy is converted
into electricity, which you can use for heating, cooling, or
lighting. The best part about solar power is that it is clean
and free from any pollution [1]. It is free, renewable, widely
available, and used by many homeowners for a variety of
purposes. Solar panels are one of the fastest growing energy
sources and are used all over the world. It provides an alter-
native way to deliver energy to homes [2]. The sizes of panels
vary to cover all homes, including large and small homes.
Solar panels are also available for businesses used to generate
electricity in office companies. When used for domestic pur-
pose, the solar angle is installed on the roof at an optimal
angle to receive sunlight [3]. This group captures sunlight
and receives energy from it. This energy is then converted
into electricity that you can use at home. Focusing your
attention on the benefits of solar energy will always help
you understand how installing a solar system in your home
can benefit you [4]. Solar energy is stable and consistent
throughout the year. This means that once you have solar
power installed in your home you will never have a power
shortage. Solar power can be easily used by home and busi-
ness owners as the engine does not require advanced setup
[5]. Solar energy is renewable in nature so you not only get
electricity but also support a clean environment. The main-
tenance of the machine does not require special resources
or expertise. You can own it without any professional expe-
rience [7]. For nearly half a century, the photovoltaic effect
had no practical application for a simple reason—there was
no technology to obtain materials with an unstable atomic
structure. Opportunities for further research appeared only
with the invention of semiconductors. The atoms of these
materials have high electrons (n-conductivity) or lack
thereof (p-conductivity). When using a two-layer system
with an n-type layer (cathode) and a p-type layer (anode),
the “explosion” of light photons strikes electrons from the
atoms of the n-layer. Leaving their seats, they rush to the free
orbits of the B-layer atoms and then return to their original
positions by the attached load. As you all know, the move-
ment of electrons in a closed circuit is electricity. But elec-
trons can move electrons not because of the magnetic field,
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but because of the flow of particles of solar radiation, not like
electric generators [10]. When we talk about solar energy,
the first thing we think of is solar panels. Photovoltaic solar
energy is the most popular of all renewable energies, along
with wind. However, another type of solar thermal energy
is widely used in water heating.

Since the power of one photovoltaic module is not suffi-
cient for electronic devices, a series connection of several
cells is used to obtain the required voltage. In terms of cur-
rent strength, this is increased by the parallel combination
of a certain number of assemblies [11].The power generation
in semiconductors is directly dependent on the amount of
solar energy, so not only are the photocells installed outside,
they also attempt to direct their surface perpendicular to the
incident rays [12]. To protect the cells from mechanical
damage and atmospheric impacts, they are mounted on a
solid foundation and protected by glass from above. When
in operation, solar panels do not make noise and do not con-
tain harmful chemicals [13]. The first solar cell was based on
selenium (Se), but the low efficiency (less than 1%), the rapid
aging and high chemical activity of selenium solar cells
forced them to look for other, cheaper, and more efficient
materials [14]. And they were found on the crystalline sili-
con (Si) face. Since this element of the schedule is a dielec-
tric, its conductivity is added from various rare earth
metals. Depending on the production technology, there are
many types of silicon photocells. Nevertheless, there are
some reasons why not everyone uses this wonderful source
of energy. Defects associated with solar energy must be over-
come, which will only ensure its extensive use [21].

3. Proposed Model

The highest level of refining is made by cutting thin layers
from silicon ingots. Externally, single-crystal-type photocells
resemble plain dark blue glass plates with a pronounced
electrode grid. Their efficiency reaches 19%, and the service
life is up to 50 years. Although, the performance of panels
made on the basis of monocrystals are demonstrated. The
monocrystalline solar cells have the same dark color and
cut corners. These features do not allow them to be confused
with other solar cells. In the production of polycrystalline
solar cells, less pure, but cheaper silicon is used. The simpli-
fication of technology affects the appearance of the pla-
tes—they are not a uniform shade, but a lighter method of
creating borders of multiple crystals. The efficiency of such
solar cells is slightly lower than that of monocrystalline—no
more than 15% and the service life is up to 25 years. It
should be noted that the decrease in key performance indi-
cators did not affect the popularity of polycrystalline solar
cells. They benefit from low cost, no strong dependence on
external pollution, low cloud cover, and orientation towards
the sun. It is a form of renewable and clean energy that uses
the sun’s energy to generate electricity. Unlike solar panels
where photovoltaic energy is used to generate electricity
from photons of light found in solar radiation, this energy
uses this radiation to heat a liquid.

Polycrystalline solar cells have a light blue color and a
random shape, which is the result of their structure being

composed of many crystals. For solar cells made of amor-
phous Si, a crystalline structure is not used, but a very thin
layer of silicon, which is encased in glass or polymer.
Although this production method is inexpensive, such
panels have a very short lifespan due to the combustion
and decay of the amorphous layer in the sun. These types
of photocells are not happy with its performance—their effi-
ciency does not exceed 9% and decreases significantly during
operation. The use of solar panels made of amorphous sili-
con is justified in deserts—higher solar activity sustains a
drop in productivity, wider expansions make it possible to
place solar power plants of any size in gradual decline, and
batteries manufactured 40 years ago are still in operation,
providing up to 80% of their original power. It has ability
to spray silicone structure on any surface allowing you to
create flexible solar panels. Further development of photo-
voltaic cell production technology is due to the need to
reduce cost and improve performance. Film photocells today
have the maximum performance and durability. The level
management of proposed model is shown below in Figure 1.

(i) Limited water level, which will create difficulties

(ii) Excess water expenditure when discharging water
from the cold tap in the faucet

(iii) Flow type or direct flow units—they heat the mov-
ing fluid and load it directly into the water supply
system

(iv) Storage water heaters first supply the required
water, followed by heating

(v) Flow-accumulation type units are an integrated
option, which allows the use of a more convenient
method depending on the need, if required

(vi) A good electric or gas water heater is based on both
storage and flow type water heating. In the first
case, the required amount enters the boiler and
heats up after a while. If it is a flowing water heater,
the water flow is sent through the heating element

(vii) In electricity, so-called induction water heaters dif-
fer in that they have an exclusively flow-through
mechanism for heating water

Solar panels are always one step behind their factory
counterparts and for many reasons. First, well-known man-
ufacturers carefully select photocells, weeding out cells with
unstable or reduced parameters. Second, in the manufacture
of solar cells, special glass with increased light transmission
and reduced reflection is used—this is almost impossible to
find on sale. Third, before starting serial production, all
parameters of industrial designs are tested using mathemat-
ical models. When the sun’s rays hit the liquid, it heats up,
and this hot liquid can be used for various applications. To
get a better idea, the energy consumption of a hospital, a
hotel, or a house corresponds to 20% of hot water use. With
solar thermal energy, we can use the energy of the sun to
heat water and thus we do not need to use fossil or other
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FIGURE 1: Proposed level management.

energy in this energy sector. As a result, the impact of cell
heating on battery performance is minimized, the heat dissi-
pation system is improved, the optimal cross-section con-
necting the phosphors is detected, and ways to reduce the
decay rate of the photocells are explored. Such problems
cannot be solved without a fitted laboratory and appropriate
qualifications. The low cost of home-made solar panels
allows you to create a plant that allows you to completely
abandon the services of energy companies. Nevertheless,
self-made solar panels show good performance results and
are not far behind their industrial counterparts. In terms of
price, here we have more than double the profit, i.e., at the
same cost, home-made products will give twice as much
more electricity consumed. Considering all of the above, a
picture emerges of which solar cells are suitable for our con-
ditions. Movies will disappear due to lack of sales and image-
less—due to short service life and low performance. The
crystalline silicon cells remain. I must say that it is better
to use cheap “polycrystals” in the first home-made device.
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After activating the technology and “filling your hand”,
you should switch to single-crystal cells.

Inexpensive nonstandard photocells are ideal for run-
ning on technologies as well as high-quality devices that
can be purchased at overseas trading sites. It is rare that
there is no treasure chest with old radio components. But
the diodes and transistors from older receivers and TVs
are still the same semiconductors with p-n junctions, which,
when illuminated by sunlight, generate current. Using these
properties and combining several semiconductor devices,
you can create a real solar battery. To make a low power
solar battery, you can use the old element base of semicon-
ductor devices. The attentive reader will immediately ask
what c is. Why pay for factory-made mono or polycrystalline
cells, if you use what is on your feet. As always, the devil is in
the details. The truth is that the most powerful germanium
transistors make it possible to obtain voltages not exceeding
0.2V in bright sun at current strength measured in micro
amps. To achieve the parameters that make up a flat silicon
photocell, you will need several tens or hundreds of semi-
conductors. The battery made of old radio components is
only good for charging the LED camping lamp or small
mobile phone battery. Purchased solar cells are essential
for the implementation of large projects. It is not uncom-
mon for vendors to offer so-called damaged “B” class solar
cells made of mono or polycrystalline solar panels. The lack
of small chips, cracks, or corners practically does not affect
the performance of the cells, but allows you to buy it at a
very low price. For this reason they are best used in home-
made solar panels. This is shown in Figure 2.

(i) Install a rubber gasket between the glass and the
box

(if) Dry run—to prevent overheating of the heating ele-
ment if there is no water in the tank

(iii) Pressure control systems—power consumption is
turned off when the fluid overheats

(iv) An integrated approach to security. The mechanical
valve is filled by electronic sensors in the body or
fitting

(v) In addition, there should be a power unit designed
for 180-240V voltage and not just standard 220V

(vi) The boiler is fitted with a tap with a cold water sup-
ply and is additionally supplied to the outlet with a
collector for hot water pipes to the consumption
points. The main requirement for the body of a
water heater is compression and adequate thermal
insulation

(vii) Polyurethane foam is the most effective from this
point of view. High quality thermal insulation is
important for the efficient operation of the boiler
without unnecessary costs for heat loss

The flow heater has a simple operating scheme. Water is
supplied through a copper pipe. In the form of a spiral, the
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FIGURE 2: Proposed model flow.

tube itself revolves around an energy source: a gas burner or
a heating element (in other words, a tube electric heater). An
induction water heater uses the force of an alternating mag-
netic field, which acts on a material with a high resistance
and heats it by the induction of an electric current. The cur-
rent coming from the transformer is converted into high fre-
quency current by the inverter and converted to a coil that
generates an alternating magnetic field. The fluid pipe plays
the role of center. Under the action of a magnetic field, the
electricity excited in it heats it up and raises the temperature
of the water. You will get enhanced energy if you drink water
that has been dried in the sun.

(i) There will be rejuvenation in your body
(ii) It repairs the damage you have done to the cells

(iii) Sunlight water is rich in antiviral, antifungal, and
antibacterial properties. It is ideal for cleansing the
skin and rinsing the eyes

(iv) Sunlight drinking water has the power to improve
your digestive energy and stimulate appetite.
Destroys worms in the intestines and corrects prob-
lems like acidity and ulcers

(v) Regulates skin inflammation and cures itching.
This, in turn, results in glowing skin

Figure 3 shows enhanced energy of solar power. In a
storage heater, the water first enters the tank, where it is
gradually heated to the desired temperature. Also, according
to the laws of physics, the warmer layers gradually move to
the top of the tank, and the colder ones sink to the bottom.
Gas water heaters have open and closed combustion cham-
bers for the release of waste energy products. A chimney
or coaxial metal sleeve may be used. Electric columns can
vary in the types of heating elements: tubular or dry. The
most common tube is a metal tube, inside of which is placed
a conductor with a high electrical resistance. The tube is
heated by the conductor and gives heat to the water. In this
case the dielectric is sand, which fills the space between the
walls of the conductor and the pipe. The heating elements
contribute to the buildup of volume, which reduces the effi-

Rejuvenation of
cells
Regulates skin
inflammation

Digestive energy
& stimulate
appetite

Repairs the
damage
Sunlight water is
rich in anti-viral

FIGURE 3: Enhanced energy of solar power.

ciency of the heater. The so-called dry heating element is not
a tube, but a special flask, inside of which contains special oil
or quartz sand. It is also called ceramic with very few shapes
on the walls of the flask, and this option is recognized as
highly electrically safe. The waters of rivers, lakes, and reser-
voirs are exposed to solar radiation, although of course you
would think that they are not heated. To take advantage of
this solar radiation, a special installation is necessary to help
heat the liquids so that they can be used later.

4. Results and Discussion

The proposed hybrid solar deep learning approach
(HSDLA) was compared with the existing building inte-
grated photovoltaic (BIPV) system, temperature-based
machine learning models (TMLM), deep learning neural
networks (DLNN), and solar power generation prediction
(SPGP).

4.1. Flat-Blade Collector Management. Daily power con-
sumption is easy to detect. To do this, look at the invoice
sent by the energy sales organization and divide the number
of kilowatts indicated there by the number of days in the
month. A hose and insulation are included. For the absor-
bent layer, black copper sheet with excellent thermal con-
ductivity is used, which is suitable for creating solar panels.
It is necessary to take into account the fact that the solar
panel produces electricity only during daylight hours, and
up to 70% of production is carried out as shown in Table 1.

The hydraulic circuit is the pipes that make up the cir-
cuit, where we carry the heat transfer fluid that takes care
of the operation we are going to do. The circuit is normally
closed in most installations. Therefore, we are talking about
one-way circuits, from the group, and return circuits, to the
group. This circuit is like a kind of water boiler that contrib-
utes to the heating of a space.

4.2. Integrated Collector-Storage Systems Management. Light
cloud or fog will reduce the efficiency of the current output
of the solar installation by 2-3 times, while the sky covered
by solid clouds will trigger a 15-20 times drop in productiv-
ity. Under ideal conditions, a solar panel with a capacity of



TaBLE 1: Flat-blade collector management.
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TaBLE 2: Integrated collector-storage systems management.

No. of inputs  BIPV ~TMLM DLNN SPGP HSDLA No. of inputs BIPV ~TMLM DLNN SPGP HSDLA
500 77.85 70.86 75.00 82.83 90.73 500 81.71 74.86 78.92 87.36 92.43
1000 77.14 69.93 73.89 81.50 89.49 1000 81.38 73.36 78.33 85.49 91.39
1500 75.84 68.93 73.19 80.63 89.38 1500 80.04 72.25 77.35 84.66 91.26
2000 74.93 67.98 72.22 79.45 88.52 2000 78.90 71.87 76.14 83.75 90.30
2500 73.93 67.01 71.31 78.35 87.84 2500 78.07 70.57 75.36 82.40 89.72
3000 72.92 66.05 70.41 77.25 87.17 3000 77.09 69.56 74.42 81.23 89.06
3500 71.92 65.08 69.50 76.15 86.49 3500 76.11 68.55 73.49 80.07 88.41
TaBLE 3: Exhaust-tube solar collectors.

11/7=1.6 kW would be sufficient to generate 11kWh of

power. Taking into account the influence of natural factors, =~ No.of inputs  BIPV  TMLM DLNN SPGP  HSDLA
this parameter should be increased approximately 40-50%. 500 7484  67.63 7729  84.24 88.62
In addition, there is another factor that should increase the 1000 7354  66.63 7659  83.16 88.46
size of the photocells u§ed. Firs.t, do not forget that the bat- 1500 7924 65.63 75.89 82.08 88.30
tery does not w.ork at night, which means that pqwerful bat- 2000 2094 6463 7519 81.00 48,14
teries are required. Second, to run home appliances, you

need 220V current, so you need a powerful voltage con- 2500 6964 63.63 7449 79.92 87.98
verter (inverter). Experts say that the losses due to accumu- 3000 6834  62.63 7379 78.84  87.82
lation and conversion of electricity will take up to 20-30% of 3500 67.04  61.63 7309  77.76 87.66

its total amount. Therefore, the actual power of the solar cell
should be increased by 60-80% of the calculated value.
Assuming an efficiency value of 70%, the nominal power of
our solar panel would be equal to 1.6+ (1.6x0.7)=2.7
kW as shown in Table 2.

The first thing to install is the collector or solar panel.
This solar panel does not work like the well-known photo-
voltaic. It does not have a photovoltaic cell that collects pho-
tons of light to convert them into energy and circulate
within them to allow us to capture solar radiation to start
heating the liquid. There are different types of collectors
and differences in their performance.

4.3. Exhaust-Tube Solar Collectors. The use of high-current
lithium battery assemblies is a very elegant one, but by no
means an inexpensive way to save solar power. To save elec-
tricity, you will need low voltage batteries rated at 12, 24, or
48 V. Their capacity should be designed for daily energy con-
sumption and losses for change and conversion. In our case,
an array of batteries designed to store 11 + (11 x0.3) =14.3
kWh of energy is required. If you use regular 12V car batte-
ries, you will need 14300 Wh/12 V = 1200 Ah built-in, six bat-
teries each rated at 200 Ah as shown in Table 3.

They are responsible for transporting heat through the
circuit. A heat exchanger transfers the energy captured by
the sun to the water. They are usually external to the tank
(called plate exchangers) or internal (coil).

4.4. Reservation of High Energy. As you can see, even provid-
ing electricity for the household needs of an average family
requires intensive solar power installation. As for the use
of home-made solar panels for heating, at this point such
an effort does not reach the limit of self-sufficiency, not to
mention the fact that anything can be saved. The size of
the battery depends on the required power and dimensions
of the current sources. When choosing the latter, you will

definitely pay attention to the different types of photocells
proposed as shown in Table 4.

As the demand for solar energy is not always the same as
for photovoltaics, it requires some energy storage system. In
this case, solar thermal energy is stored in accumulators.
This accumulator stores hot water to make it available when
we need it. They are tanks with capacity and necessary insu-
lation to avoid energy losses and keep water hot at all times.

4.5. Flow Management. Electric direct flow water heater does
not have a storage tank and has a large capacity. Power con-
sumption can reach 30 kW. This is a small unit that allows
you to install directly under the washbasin. The use of such
a heater is possible only in homes designed for electric
stoves. Prior to installation, it is important to consult an
electrician regularly. Another type of electric direct flow
water heater is called induction columns. Unlike units with
heating elements, this type has the highest efficiency, up to
98 percent. Saving electricity with such a heater can be up
to 30-50 percent. Except for the inner wall of the pipe
through which the supply is carried, the heating element
does not come into contact with water. The variable type
magnetic field does not allow deposits to form and heats
the entire volume of the liquid simultaneously, which saves
time. The water heats up very quickly as shown in Table 5.

To move fluid from one place to another, pumps are
needed to overcome pressure drops in circuits, as well as fric-
tional and gravitational forces. For use in home-made devices,
it is very convenient to choose medium-sized solar cells. For
example, 3 x 6 inch polycrystalline panels are rated for 0.5V
output voltage and current up to 3 A. When producing a solar
battery, they are connected in series in modules of 30 pieces,
making it possible to obtain the voltage of 13-14 V required
to charge a car battery (taking into account losses). The
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TABLE 4: Reservation of high energy.

No. of inputs BIPV ~TMLM DLNN SPGP HSDLA
500 76.60 69.57 79.54 86.49 89.39
1000 75.55 68.56 78.40 85.57 89.82
1500 74.50 67.55 77.26 84.65 90.25
2000 73.45 66.54 76.12 83.73 90.68
2500 72.40 65.53 74.98 82.81 91.11
3000 71.35 64.52 73.84 81.89 91.54
3500 70.30 63.51 72.70 80.97 91.97
TABLE 5: Reservation of high energy.
No. of inputs BIPV ~TMLM DLNN SPGP HSDLA
500 79.41 72.56 82.32 90.10 91.52
1000 79.08 71.06 81.73 88.23 90.51
1500 77.74 69.95 80.75 87.40 90.35
2000 77.07 68.58 80.03 85.88 89.62
2500 76.24 67.28 79.25 84.53 89.04
3000 75.40 65.97 78.46 83.18 88.45
3500 74.57 64.67 77.68 81.83 87.87

maximum power of such a module is 15V x3A =45 W.
Based on this value, it is not difficult to calculate how many
components are needed to build a solar panel of a given power
and determine its dimensions. For example, to build a 180-
watt solar electric collector would require 120 photovoltaic
cells with a total area of 2160 square meters.

5. Conclusion

When the main heat is switched off in the summer, the usage
of a heat exchanger becomes more problematic. It must
modify and choose the boiler that will only function for
the heat exchanger. The heat pump, like the water pump,
expels heat. The heat of the sun heats the water. A pump fills
the collection pipes with water, which is then heated to the
proper temperature and discharged back into the common
tank. Again, the solar collector warms up another compo-
nent. Often, heat exchangers are installed just like electric
heaters: the circuit between the pump and the pool. In some
cases, it is better to use two heat exchangers at the same time.
There is a vortex in the body of the heat exchanger. There is
a space around, which should be filled with water from the
pond. The boiling water passes through the vortex and due
to the large contact area, the water from the pool heats up
quickly. This is a very simple and popular method of raising
the temperature in small pools, although an electric heater
also has its drawbacks.
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Presently, photovoltaic systems are an essential part of the development of renewable energy. Due to the inherent dependence of
solar energy production on climate variations, forecasting power production using weather data has a number of financial
advantages, including dependable proactive power trading and operation planning. Megacity electricity generation is regarded
as a current research problem in the modern features of urban administration, particularly in developing nations such as Iran.
Machine learning could be used to identify renewable resources like transformational participation (TP) and photovoltaic (PV)
technology; based on resident motivational strategies, the smart city concept offers a revolutionary suggestion for supplying
power in a metropolitan region. The sustainable development agenda is introduced at the same time as this approach.
Therefore, the article’s goals are to estimate Mashhad, Iran’s electrical power needs using machine learning technologies and to
make innovative suggestions for motivating people to generate renewable energy based on the expertise of experts. The
potential of solar power over the course of a year is then assessed in our research study in Mashhad, Iran, using the solar
photovoltaic modelling tool. The present idea in this research uses linear regression techniques to forecast utilising artificial
neural networks (ANN). The most important factor in sizing the installation of solar power producing units is the daily mean
sun irradiation. The amount of power that will be produced by solar panels can be estimated using the mean sun irradiance at
a particular spot. A precise prediction can also be used to determine the complexity of the system, return on investment (ROI),
and system load metrics. Several regression techniques and solar irradiance-related metrics have been combined to forecast the
mean sun irradiation in terms of kilowatt hours per square metre. Azimuth and zenith factors considerably enhance the
performance of the model, as demonstrated by the proposed method. The results of this study demonstrate 99.9% reliability
rate for ANN model prediction of the electrical power usage during the summer and winter seasons. Thus, the maximum of
power requirement during the hottest and coolest periods can be managed by using the photovoltaic system’s renewable power
projections.
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1. Introduction

All modern nations face three major issues in the twenty-
first century: social and economic development, environ-
mental sustainability, and energy management. Addition-
ally, one of the key elements of socioeconomic
development for any nation in order to become developed
is energy independence [1]. According to the International
Energy Agency (IEA), energy production and consumption
are currently the main man-made sources of air pollution,
which kills 6.5 million people prematurely each year. Tech-
nology for reducing air pollution is now widely known,
and maintaining clean air is crucial for preserving human
health. Air pollution issues remain unresolved in many
nations, despite the growing awareness of its importance,
and in the coming decades, the hazards to world health will
increase. PM2.5 refers to suspended particles with a diame-
ter of 2.5m or less that come from pollution sources. The
small size of the pollution source’s particles allows them to
get through the lungs and into the alveoli, where they can
affect the body’s other organs [2]. In accordance with the
majority of research, PM2.5 at or below 12 yg/m” is deemed
healthy and poses little to no danger of exposure. The air is
deemed harmful if the quantity reaches or exceeds 35 ug/m’
over the course of a 24-hour period and can be problematic
for persons who already have breathing conditions like
asthma. As a result, managing and controlling urban air pol-
lution is quite difficult. The ability to sense the climate and
the surroundings around the city is essential for a smart city
to build a smart environment and enhance the quality of life
for its residents.

Among the most popular alternative energy sources
being looked after to meet the rising demand for power
while reducing carbon footprint and protecting fossil fuels
and other environmental assets is photovoltaic technologies.
The photovoltaic system uses highly conductive materials to
convert solar radiation directly into electrical energy [3].
Every wealthy nation relies heavily on energy for economic
growth, but using conventional energy sources pollutes cities
more. As a result, the management of smart cities constantly
suggests installing a renewable energy system to cut down
urban pollution. In order to handle widespread urbanisation,
cities must become smarter. They must also find innovative
ways to manage energy, raise living standards, and protect
the environment while doing so [4]. Solar cookers, solar col-
lectors, solar water heaters and air, solar heat pumps, and
solar dryers are just a few examples of the various devices
that use SE to do beneficial tasks [5]. Because it allows for
the load, or the device’s power consumption, to be adjusted
to correlate with the projected energy output, the concept of
power neutrality provides a novel perspective on how
devices ought to be constructed. This is due to the fact that
power neutrality makes it possible. The term “energy neutral
design” can also be used to refer to “environmentally pow-
ered electronics,” in which electronic equipment either
absorbs or harvests energy from their immediate surround-
ings and converts that energy into the electricity they need
to function properly. Researchers have invested a lot of time
in identifying various methods for energy modulation,
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whether through the scheduling of communications or the
scheduling of the device’s sensing and processing duties
using predictions of energy production. Recent methods
are especially pertinent for machine learning techniques
since they use Internet-sourced public weather forecasts to
feed solar electricity production predictions [6].

There are essentially three types of forecasting methods
for PV power generation or solar insolation nowadays. Phys-
ical techniques fall under the first group because they can
forecast future sun positions and the irradiance that out-
comes without using any additional temperature data.
Although the prediction of sun position can be important,
this method is likely to ignore other pertinent meteorological
circumstances. For instance, clouds or rain in the sky impede
solar irradiation. Group 2 is analytical measurements, which
can be further broken down into traditional approaches and
contemporary methods that make use of statistical learning.
Numerous trainings have embraced this data-driven strategy
for creating PV forecast models as a result of the enormous
advancements in analytical learning methods over the previ-
ous ten years. Last but not least, hybrid methods combine
statistical methods with other techniques like signal process-
ing or optimization algorithms [7]. The work involves eval-
uating solar radiation forecasting using a variety of
machine learning regression models. Particularly, artificial
neural networks (ANN) reach a very high level of accuracy.
The second thing that we have contributed is the utilisation
of sun angles (both azimuth and zenith) in conjunction with
weather information. Both the solar azimuth and the solar
zenith can be used to represent where the sun is located.
The angle that is formed by measuring the direction of the
sun counterclockwise from the horizon is known as the solar
azimuth. The angle that is obtained by measuring the dis-
tance between the local zenith and the line of sight of the
sun is known as the solar zenith. We demonstrate how these
two perspectives enhance prediction accuracy. In particular,
using the weather forecast, we attempt to calculate the mean
daily solar energy W/m? that a solar plant at a specific site
can consume. Figure 1 shows the solar zenith and azimuth
angles [8].

A global grid generally uses technology to supply ser-
vices and deal with urban concerns. Among other things, a
smart city seeks to improve social services, encourage sus-
tainability, and give its citizens a voice. Regarding what it
means to be a “smarter city” as well as how to continue with
that specific development, the emphasis of each “smart”
urban design varies [9]. The system consists of solar PV
modules (also known as solar cells), a power inverter, and
a net metre, and they are fed into the power grid and used
in metropolitan areas. Household appliances (23 percent),
water heating (13 percent), lighting (11 percent), refrigerator
(8 percent), space heating, and air conditioning (A/C) all use
energy (45 percent). Industrial utilisation is shown in
Figure 2 [10].

These are the main steps of the suggested study, in order.
The first step is to collect the essential energy usage informa-
tion from Mashhad, Iran’s main electricity hub. The gath-
ered data undergoes additional processing and analysis in
order to uncover certain statistical tendencies. The second
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stage entails running PV simulations using the application of
gird PV systems. Then, final section emphasizes on develop-
ing a megacity incentive algorithm utilising the TP idea. In
the fourth step, an ANN with linear regression appraisal is
used for socioeconomic evaluations. To assess the approach
for future energy management in urban areas, the fifth phase
entails developing scenarios [11].

2. Related Works

Photovoltaic (PV) generation volatility has presented electric
utilities with a number of management and operation issues.
Grid operators should be aware of the performance of their
asynchronous and synchronous generators in order to
deliver power in a secure and reliable manner either a day
or an hour in advance. During any unforeseen situations, it
aids them in controlling the grid stability, frequency
response, and inertia. This analysis makes an effort to offer
both short- and long-term forecasts for renewable power
generation based on machine learning. The researcher uti-
lises Alice Springs, one of Australia’s physically renewable
power regions, and took into account a wide range of envi-
ronmental factors. The study is aimed at analyzing a variety
of machine learning approaches, such as long short-term

memory with decision tree regression, polynomial regres-
sion, support vector regression, multilayer perceptron
regression, and random forest regression. For both normal
and unclear scenarios, several comprehensive comparative
analyses were undertaken, and it was discovered that ran-
dom forest regression performed significantly enhanced for
database. Using a variety of performance criteria, the effect
of data analysis on prediction accuracy is also examined.
The work could assist grid operators in planning the time-
ahead generation uncertainty and selecting a suitable PV
power forecasting technique. Python is used for the forecast-
ing along with a number of library functions like scikit-learn,
Keras, pandas, and NumPy. Due to a lack of data, this study
was unable to evaluate its performance using forecasted
weather values, which could have negatively impacted pre-
dicting performance in real-world applications [12].
Utilising a variety of machine learning techniques, short-
term solar power forecasting is frequently employed in sus-
tainable energy integration and power source management.
However, selecting the appropriate machine learning models
and data properties can be challenging. This study develops
a methodology for statistically evaluating several models and
feature selection methods, and it identifies the best model
and feature combination for forecasting short-term solar



power. More specifically, the methodologies use random for-
est, artificial neural network, and excessive gradient boosting
(XGBoost), and the machine learning techniques use feature
significance and principal component analysis (PCA). All
potential combinations of these feature selection and
machine learning algorithms are created and evaluated for
solar power forecasting. For Hawaii, US, solar power fore-
casting, the ideal selection of characteristics and machine
learning methods are discovered. The results of the tests
indicate that the gradient boosted approach, with features
chosen by the PCA method, is superior to the other strate-
gies in terms of effectiveness. Building simpler (weaker) pre-
diction models successively is how gradient boosting gets the
job done. Each model in the sequence makes an attempt to
anticipate the error that was caused by the model that came
before it. Because of this, the algorithm has a propensity for
quickly becoming overfit. The framework can be used to
select the best machine learning approaches for relatively
quick solar power prediction, using the simulation results
as a baseline for comparison. Short-term solar activity fore-
casts have not commonly used the boost and spontaneous
forest models [13].

Low-power electrical energy producing units can be con-
nected to the grid by using solar energy and other renewable
energy sources (wind, hydro, etc.). The opportunity to divide
existing distribution networks into smaller units or micro-
grids that are self-sufficient and sustainable for shorter or
longer periods is offered by the novel idea of distributed
energy generation. Enhanced customer energy supply and
effective energy use are both achievable in a setting with a
smart grid, especially while the primary grid is down. The
method to determine a rooftop PV system’s potential power
capacity in a smart city is presented in this study. Solar-
powered generation units and the potential for serving exist-
ing loads will receive special consideration. The findings of a
theoretical study on the promising applications of PV solar
energy for the supply of power in several Serbian cities are
provided as a case study. PV generation can lower electricity
bills for PV system owners and dramatically lower CO,
emissions from thermal power plants. A backup from the
major public grid is necessary due to the unequal distribu-
tion of the electricity produced during the day and its some-
times limited availability during the winter [14]. Using clean,
renewable solar power as your main source of energy and
selling surplus power to the utility via net metering are just
two of the many advantages of installing a grid-tied solar
power system with battery backup, commonly known as a
“hybrid solar system.”

To meet the challenging goals for reducing greenhouse
gases outlined in the 2015 Paris Agreement, the power gen-
eration industry must undergo a significant transformation.
For the purpose of determining spot power prices, it is nec-
essary to decrease uncertainty regarding supply and, in the
case of renewable power, demand. In this work, a context-
based approach for forecasting the production and con-
sumption of energy in buildings is proposed and evaluated.
It focuses on a home that has solar panels and an energy
storage device. Evaluating the efficacy of stride predictors,
Markov chains, and their incorporation into hybrid predic-
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tors is an additional step that must be taken in order to sim-
ulate the development of the relationship between the
demand for and supply of energy. Markov chains are a use-
ful tool for calculating the likelihood of a certain event tak-
ing place by modelling the event as a transition from one
state to another state or as a transition from one state to
the same state that it was in previously. Each of these tech-
niques forecasts electrical power using historical data. The
purpose is to identify the best approach and its ideal config-
uration that can be incorporated into an intelligent energy
management system (perhaps based on hardware). Such a
system’s function is to coordinate and modify electricity pro-
duction and consumption through forecasting in order to
boost self-consumption and ease demand on the grid. Stud-
ies on real-world datasets have shown that a Markov chain
with an electricity generation record of 150 values, a struc-
ture of single energy distribution value, and an intermission
size of 1 is the highest reviewed predictor. Slow converging,
instability, and vibration throughout training are some of its
drawbacks [15].

The advanced energy domain is one of the trickiest areas
of future study in smart urban. Important issues in optimi-
zation, the provision of intelligent, flexible networks, and
sophisticated computational tools and approaches all call
for additional study. When it comes to supporting future
global growth in the face of resource depletion and climate
change, renewable is a significant resource. In order to meet
these higher criteria, artificial intelligence (AI) offers new
rules for regulating the operations. In order to address the
numerous challenges that will impede the sector’s growth
and resilience, it is required to improve the architecture of
the power infrastructure as well as the deployment and pro-
duction of RE. This study looks at the advantages of current
advancements in the application of AI to the real estate
industry in a European nation. The effectiveness of the
transformation of RE from gross inland usage to final energy
usage within the power sector, its effects on the composition
of reliable energy by source (solar, wind, biomass, etc.), the
productivity increases in the tertiary sectors especially in
comparison to the economy at large as well as its similarity
with infrastructure investment, and the possible ramifica-
tions of the implementation of Al for RE towards upcoming
urban research were all examined by researchers. The estab-
lishment of a conceptual framework for appreciating the role
of Al in the RE sector in Europe is the major goal of this
research. A discussion of the consequences for possible
future study on smart cities and proposed research goals is
another audacious addition to this work. The broad use of
RE still faces significant challenges. These relate not just to
the required technology but also to the formulation of poli-
cies and factors that should be discussed in subsequent
research [16].

Solar energy is produced worldwide using photovoltaic
(PV) systems. Due to the intermittent output power of PV
systems and their strong reliance on environmental condi-
tions, solar power sources are erratic in nature. Irradiance,
humidity, PV surface temperature, and wind speed are only
a few of these variables. It is essential to properly foresee the
renewable energy deployment highly wuncertain in
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photovoltaic systems. Forecasting solar energy is essential
for an utility grid’s supply chain management. Given that
solar energy is climate-dependent and unpredictable, this
forecast is extremely complex and difficult. In this study, it
is addressed how various environmental conditions affect
the output of the PV system. The effectiveness of artificial
neural network- (ANN-) based multiple regression and pre-
diction models is investigated with regard to certain param-
eters. Both the correlation-based feature selection (CSF) and
the relief approaches are used in the decision-making pro-
cess. Features that have a high correlation are more linearly
dependent, and as a result, they virtually always have the
same influence on the variable they are attempting to pre-
dict. In comparison to the ANN model, all other strategies
that were discussed are inadequate. Because of how variable
and unpredictable the weather is, it is challenging to forecast
how much electricity solar PV systems will generate [17].

Monitoring monthly energy demand is necessary for
metropolitan power systems to run smoothly. Various artifi-
cial intelligence-based forecasting models have been pre-
sented and have shown to work well, but they need a large
enough training dataset. Because just one data point is pro-
duced per month in the case of monthly forecasting, it is dif-
ficult to gather enough data to build models. With the aid of
transfer learning techniques, this data shortage can be
reduced. This research proposes a novel transfer learning-
based monthly electric demand forecasting method for a city
or district utilising comparable data from other cities or
regions. In order to do this, we gathered five kinds of
monthly electric load data from 25 Seoul districts as well
as numerous external data, including calendar, demo-
graphic, and weather information. Then, using the data
acquired from the datasets and the information available
for the target city or district, similar data were chosen by
manipulative the coefficient correlation, and the chosen data
were used to build a forecasting model. The model was then
adjusted using the goal data. Through a number of studies,
we thoroughly compared our model to other well-liked
machine-learning strategies in order to show its efficacy.
Some of the findings are reported. Compared to the basic
DNN, the prediction performance increased while employ-
ing transfer learning [18].

3. Data Collection and Data Mining

A systematic approach for the Iranian city of Mashhad was
completed as part of this programme. The studied region
has commercial and touristic land uses and is Iran’s second
megacity. There are 3 million people living in the Iranian
city of Mashhad, which is situated in the country’s northeast.
Throughout the analysis, MATLAB 2018 and SPSS 19 soft-
ware were used to examine the fluctuations in electrical
power consumption utilising data mining and statistical
methodologies. For the year 2019, all data were acquired
from the Mashhad Distribution Electrical Energy Com-
pany’s consumption management division. The energy con-
sumption discrepancies based on the energy utilisation
regimes for the peak winter and peak summer consuming
months (December and July, respectively), which are illus-

TaBLE 1: Power consumption of Mashhad, Iran, in summer.

Bin Freq Cumulative value
40000 6 150%
35000 10 115%
30000 10 90%

25000 10 78%

20000 10 56%

15000 10 23%

10000 10 5%

trated in Tables 1 and 2 with Figures 3 and 4, were examined
using computational methods. For the trend analysis in the
adopted mathematical techniques, machine learning systems
that is multilayer perceptron artificial neural network and
histogram methodologies are combined with descriptive sta-
tistics like histogram approaches and metrics like average,
sample variance, mean, and frequency distribution. In rela-
tion to the winter season, summertime electrical power use
has been higher. Principals must undertake an efficient
power consumption peak management during the summer
due to rising power consumption [11].

4. Proposed System

The number of urban populations is expected to increase by
75% by 2050, driving up the cost of thoughtful, sustainable
environments that offer residents a high quality of life. The
emergence of smart cities is the result of this. A smart city
will integrate technology, government, and society in order
to improve particular elements, such as smart energy, smart
economics, smart transportation, building automation,
smart industry, sustainable cities, and representative democ-
racy. The full dataset is first collected, and then, it is further
processed using the ANN model shown in Figure 5. The
present study estimated the amount of solar radiation com-
ing from all around the globe by using ANN in combination
with a technique called linear regression. You may deter-
mine whether or not there is a linear connection between
the predictor, descriptive, or criteria variable and the
response or outcome variable by using the technique of lin-
ear regression. The basic nature of linear regression makes it
easy to grasp and explain, and it may be regularised to pre-
vent overfitting. In addition, employing stochastic gradient
descent to incorporate fresh data into linear models makes
it simple to keep these models current. The parameters
include location, longitude, elevation, and the day of the
week. The duration, average outside temperature, stress at
departmental levels, air velocity, and moisture levels. The
prediction simply included one production: the expected
global weekly sun radiation. Based on the lowest absolute
percentage inaccuracy, the shortest RMS, and the highest
linear correlation coefficient, the optimal approach and pre-
cise ANN model were chosen. Then, the relative error per-
centage rate for the present job was calculated and
contrasted it with other similar mechanisms.
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TaBLE 2: Wintertime power use in Mashhad, Iran.
Bin Freq Cumulative value
40000 10 120%
35000 15 95%
30000 15 70%
25000 15 58%
20000 15 36%
15000 15 13%
10000 15 2%

Almost no studies have been done on the application of
an energy production gathering system that focuses on the
ANN-based linear regression model that captures economic
circumstances, according to a complete assessment and crit-
ical evaluation of the studies that have been gathered. Given
this gap in the state of the art, the following are the main
goals of the current research, and Figure 6 illustrates the sug-
gested system’s flowchart. Data mining is used to identify
patterns in the electrical energy use at homes in Mashhad,
Iran. The construction of a drive mechanism for TP power
generation in a contemporary metropolis, the modelling of
a solar energy installation in the recipient’s residence, and
the use of scenario wizard were computed to assess the vul-
nerability of future outcomes.

4.1. Photovoltaic Simulations. The power generation was
used to simulate photovoltaic platforms in residential energy
consumptions, and the input data for the calculations
described in overall results of experiments are shown.
Modelling has been done using the meteorological data from
Mashhad, Iran’s mean irradiance. This image specifically
depicts the irradiance that the panels received throughout
the course of a day. The irradiation was evidently received
from 8 AM to 6 PM, with the highest irradiation in Iran City
happening at 12 PM. the possibility of obtaining sunshine
from various horizons in Mashhad, Iran. According to the
analysis’s findings, between 11 AM and 12 PM, the 0° hori-
zon receives the most sunshine on average. Furthermore,
Mashhad, Iran’s regular home use and its pattern of electric-
ity usage. Particularly, current intensities and voltages that
are approximately 10 A and 50 V have been used to achieve
usage patterns for lamps, TVs, laptops, digital phone, and
household solar panels. Whenever the output was larger
than 2 kilowatt, it was demonstrated that the inverter’s max-
imum effectiveness was almost 100%. To put it another way,
as soon as the power hits 2 kilowatt, the efficiency of con-
verting radiation to electrical signal begins to rise. The calcu-
lations for the electricity production in Mashhad, Iran, are
finally displayed using the research approach based on the
integration of ANN, photovoltaics, and regression analysis.

4.2. Implementation of ANN Using Linear Regression. The
ANN model’s construction is essential for determining the
amount of solar radiation on a global scale because there is
no radiation from the sun factors impacting in situ. This
ANN model will enable the successful utilisation of a consid-
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erable amount of available ecological renewable power for a
wide range of real applications. The ANN structure is com-
posed on three tiers. Typically, there are 3 parts: one or more
unseen units, an output neurons, and an input layer that
accepts data from gathering sources that are beneficial for
establishing connections between the receiver and transmit-
ter layers via processed unit neurons. A design of a machine
learning algorithm can calculate the value of a result after
being trained on a given set of inputs. A feed-forward net-
work ANN model with 3 layers with a quadratic output layer
activation function and a tangent sigmoid hidden state acti-
vation function was built in MATLAB version 2018 for the
current analysis. Out from the following nine factors, loca-
tion, elevation, period, season, average atmospheric air tem-
perature, mean station level pressure, mean wind velocity,
and mean humidity levels, one, monthly average global solar
irradiance, was predicted as an output. This provides a list of
the training settings with each of the four methods used in
the current study [19].

The disruptive innovation theory can be used to explain
the developing technologies that are characterised by grow-
ing Al incorporation as new market leaders in the real estate
sector. When faced with various kinds of technical and mar-
ket change, dominant players’” actions are elucidated by dis-
rupting improvement as a management theory. A type of
mathematical model known as an artificial neural network
(ANN) mimics the function of a biological neuron. This
technique for nonlinear modelling is effective. Multilayer
perceptron (MLP), a neural network with a fully connected
topology, is an early ANN architecture. In essence, MLP
has a strong track record and is frequently used. Many
brand-new ANN architectures are currently being devel-
oped. The primary architectural types used in this paper
are ANNs with linear regression methods. Animal neurons’
functionality serves as a model for artificial neural networks
(ANN). A neuron is a type of processing unit that performs
activation as well as output and input. Although there are
other ANN versions, we employed the straightforward
feed-forward neural network with back-propagation for this
work. The ANN receives the weather characteristics as
inputs and predicts the solar power as the output shown in
Figure 7.

Regression, curve fitting, and prediction are just a few of
the many tasks that artificial neural networks (ANNs) can
perform. In this study, models for forecasting solar radiation
are developed using artificial neural networks. A machine
learning program’s basic building element, the neurons, cre-
ates the response via a frequency response. Each input is
multiplied by a weight, which serves as a link between the
intake and the neuron and among the various layers of neu-
rons. In the final stage, the neuron employs a frequency
response to obtain the result. The benefit of ANN
approaches is that they offer a concise solution for multivar-
iable problems while requiring less computer work and no
prior knowledge of mathematical calculations between the
parameters.

4.3. Linear Regression. Linear regression is the most funda-
mental and well-liked regression approach (LR). The link
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FIGURE 5: Diagrammatic representation of the ANN model used in this work.

between the dependent and independent variables is repre-
sented using future direction, and the unknown model
parameters are estimated from the data using the statistical
method. To estimate the parameter values, one can either
solve a set of linear equations or utilise an iterative technique

like linear regression. Regression analysis can be performed
using a variety of techniques and algorithms, and applica-
tions can be made using specialised software like SPSS,
SAS, SIMCA, STATISTICA, STATGRAPHICS, and NCSS.
The least squares method is the most popular regression
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analysis technique in building energy assessments. Linear
regression can be used to identify a proper relationship
(model or equation) between the forecast, descriptive, or tar-
get variable and the response or outcome variable. Regres-
sion analysis using only one dependent variables is known
as univariate regression, and regression model using two or
more response variables is known as multiple regressions.
For complicated systems like the power use of buildings,
linear regression should indeed be viewed as an iterative pro-
cess in which the outcomes are used to analyze, evaluate,
criticise, and perhaps alter the inputs. The multivariate lin-
ear regression analysis tries to describe the relation among
variables by fitting a linear expression to the dataset. When
there are multiple predictor variables, the linear fitting is
done while keeping all but one fixed. The presence of a link
between a dependent variables and a regression coefficient
does not suggest that the predictor variable is the cause of
the response variable; rather, it just indicates that the two
parameters have a high correlation. For instance, the tem-
perature difference and the heat capacity of the walls both
affect the heat flux through the walls, which is what causes
the heat flow. In other words, the heat flux is not caused
by the thermal conductivity of the walls, although it is
strongly correlated with their heat capacity. Using simple
linear regression as one of the regression analysis strategies
depends on how complex the relationship between the vari-
ables is. The approaches for regression analysis are discussed
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in this section based on the classification in Table 3, which
also includes a list of the equations relevant to the approach.
The inaccuracy to account for the discrepancy between
the simulated values from Equation (1) and the identified
data is represented by the equation of the linear regression
form, in which Y is the primary predictor, X is the dependent
variables, and & and «, are the coeflicient vectors or regres-
sion variables. In the estimated value form of Equation (1),
X is the fitted or predicted value, and estimations of the coef-
ficient of determination are provided. Estimated parameters
can be determined for any collection of regression coefficient
values that deviate from the observed data, which makes them
different from regression coefficients in Equation (2).

X=0ay+a,Y+ 8, (1)

X=0,+a,. (2)

The instance in which the variables utilised for the regres-
sion model correlate to one of the data instances of the actual
observations used to identify is referred to as the fitted value.

To forecast solar intensity, first use a linear regression
technique. Linear regression is a simple and popular tech-
nique for establishing the link between a reliant or respond-
ing variable, such as solar activity, and a collection of
explanatory variables or forecasters. The regression attempts
to minimise the sum of squared error variances between the
observed solar radiation and the anticipated solar irradiance
by applying a linear function of the prevailing climate met-
rics. To verify the precision of the forecasts in Table 3, utilise
the experimental database for the remaining period of every
year. Pay attention to the sun’s cross identification root
mean square and forecast frequency, which are 150 and
170 kilowatt hours, correspondingly. Figure 8 image illus-
trates how closely the model matches the projected solar
intensity, albeit with minor deviations [20].

5. Results and Discussion

As per prosecution’s findings, the annual energy use during
the summertime is 1.32 higher than it is during the winter-
time. The annual power usage in the summertime is between
25,000 and 30,000kWh™, according to histograms. All
enhance the overall and scenario creation in the current
study which are assessed in respect to the set restrictions
(25,000-30,000 kWh). Throughout this research, Mashhad
city’s power consumption was projected using artificial neu-
ral network (ANN) time series that could be used to govern
smart city initiatives. When compared to other classification
and machine learning techniques from the viewpoints of
data input and database design, the justification for choosing
ANN for this inquiry is related to the versatility of this meth-
odology for estimate of parametric variations over various
timescales. In addition, the ANN system showed consider-
able accuracy for forecasting future energy demand in cities
based on past research initiatives. By applying the ANN sys-
tem for electrical energy data mining, the following objec-
tives are attained:



International Journal of Photoenergy

;Power inputi—}é Weights —}

. Summation :
process

 Activation : 5
 Activation | . Result

. function :

FIGURE 7: Architecture of ANN.

TABLE 3: Solar power intensity prediction using linear regression.

Observed Linear regression
159 255
143 175
132 265
167 245
243 267
324 346
388 432
455 487
576 584
654 785

(i) Energy consumption forecasts for monitoring all
Mashhad city electricity installations, including
solar, methane, and hydropower ones, during peak
demand and busy periods

(ii) On the basis of the predicted energy demand and
the forces created by Mashhad’s power plants, the
energy crisis warning system was activated

(iii) Establishing a pattern for power utilisation and reg-
ulating it based on changes in the demand for elec-
trical energy over time while also spotting
abnormalities

The power consumption in each anticipated time step
can also be linked to a summary of further data regarding
the ANN time series characterizations for the machine
learning procedure. A multilayer perceptron ANN, an intake
ANN, was used to estimate the energy consumption in
Mashhad city. The inputs were time-based factors, and the
output took the city network’s energy demand into account.
There was an output layer, a hidden layer with two delays,
and ten hidden neurons. An average of 70% of the data were
used to train the model, 15% of the data were used to vali-
date it, and 15% of the data were used to test it. It displays
the results of calculating energy consumption during the
summertime and wintertime, accordingly. The time period
during which the full dataset is only once carried forward
and reversed through the neural network, taking into
account the fact that the created model seeks out the greatest
match during the learning process, is referred to as an
“epoch.” The gradient descent method also necessitates that
the model repeatedly pass the original dataset through this
kind of neural network. This process is iterative; thus,
numerous epochs can be observed. The 11th epoch in this
inquiry is when the observed and predicted data are most

closely matched. This shows that the eleventh epoch pro-
duces the lowest squared error (with a 99 percent accuracy).

The ANN forecasting model has the accurateness needed
for the forecast of power requirement, according to the
results. The created platform can be helpful for time-
sensitive motivational activities and megacity management
techniques. It is possible to construct motivating methods
for solar energy use by utilising ANN time series prediction.
It is possible to plan and evaluate energy use. Third, when
approaching high periods of energy use, a set of predeter-
mined motivational approaches may be assigned to each
period. Households in Mashhad city use an average of
8.2kW and 11.5kW of electrical energy per day in the winter
and summer, respectively, according to data obtained from
the DEEC. Additionally, based on the information that is
currently available, residences in Mashhad cities with renew-
able energy potential are anticipated to be about 90 square
metres in size on average. The photovoltaic system model
was used in the research to calculate the solar energy poten-
tial for 90m>. The flowchart shows the annual gains and
losses in energy. This picture clearly shows how 21,195 kilo-
watt hours of renewable radiation are lost annually in a typ-
ical residential location. It is important to keep in mind that
the dielectric breakdown cabling loss, which is associated
with the resistance in the wires, lowers the system’s effi-
ciency. In contrast, the light-induced degradation is a capa-
bility loss that occurs within a few hours of being exposed
to the sun and results in a decrease in performance. Power
is lost as heat in the paper insulation of a cable when an elec-
tric field is created by the leakage current and the polarity
reversal of current in an alternating current supply. This loss
becomes more significant as the temperature rises. It has a
direct impact on the way a cable functions in the system.
Furthermore, it is clear from the simulation findings that
the solar energy output is higher in the summer and spring
than it is in the winter and fall. The DEEC may find that
the study’s findings are helpful in lowering peak energy
demand given that May, June, July, August, and September
frequently have the maximum solar energy potential. It is
hard for the expected energy to completely meet the net-
work’s needs because solar energy production varies sub-
stantially from month to month.

When a PV system is installed in the yard or on the roof
of a private residence, peak usage can still be controlled. The
solar energy from the collection plane’s global irradiation
incident has accumulated on the panels. Global irradiation
incidence is the term used to describe the solar panels’ theo-
retical ability to absorb sun energy. The incentive algorithm
for persuading people to generate solar power during peak
hours was created as part of this study by speaking with 40
energy industry professionals. To establish the approach,
energy sector experts took part in three sessions that
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FIGURE 8: Solar power intensity prediction using linear regression.

TABLE 4: Solar power availability in Mashhad city.

Months Temperature (degree Celsius) Solar irradiation (kWh)

1 2 5540
2 6 9987
3 10 11345
4 16 16780
5 20 19657
6 24 23478
7 28 24456
8 26 21345
9 18 19880
10 14 14231
11 12 8764
12 8 5321

followed one another. Table 4 displays the results of their
combined knowledge. At three meetings separated by a
month, the announced committee assessed the agreement
of the presented recommendations. Additionally, the per-
mitted techniques were established through the linear revi-
sion process for the review and involvement of
governmental authorities. The outcomes of each round and
the TP items being authorized using the LR approach. It is
crucial to remember that each approach was developed over
the course of three time periods using the 3H technique
(short-term, mid-term, and long-term). All approaches for
the short (1H) time were built with financial incentives in
mind based on the findings. Based on PV system and PV
sol-online simulations, Figures 9 and 10 compare the
amount of solar energy available and the amount of energy
consumed in Mashhad city. The results show that, depend-
ing on the time period, Mashhad city’s solar energy availabil-
ity outstrips energy usage by a ratio of 10 or more.
However, the energy demand problem happens every
year in several Iranian megacities, particularly Mashhad city,
as a result of factors like the availability of water, the number
of tourists, and the supply of gas for power plants. Addition-
ally, with the use of particular motivating tactics as a TP in
conjunction with optimised domestic energy efficiency, cap-

tured power can also be utilised for a variety of urban facil-
ities in modern cities. Based on the findings of this
investigation, some novel tendencies as well as some shared
directions with prior studies may be seen. An innovative
energy design, for instance, was provided to optimise energy
use in smart cities. When solar cells and a triboelectric nano-
generator were used in tandem, power production perfor-
mance improved from 9 megawatt to 28 megawatt per 130
millimetre to 24 millimetre solar panel area on a building’s
roof. While in the current study, the maximum power con-
sumption in smart cities can be minimised by simply applying
solar energy to home roofs and should be accomplished via
TP. Furthermore, by implementing motivational citizenship
programmes, energy consumption peaks can be managed.
Some managers turn to technological solutions, while others
place their faith on socioeconomic elements. Recent studies
have shown that the second set of options could have more
effectiveness in urban management. Various green power gen-
eration methods, including independent sustainable micro-
grids with rooftop solar arrays, micro-hydro turbines, biofuel
central heating, aqua-electrolyzers, and power storage, were
studied in a separate experiment. The salp swarm algorithm
is the foundation of the controlling panel the authors supplied
for energy management in urban centres. When electricity is
not available, it can be provided by combining CHP with
microgrid. On the other hand, by using ANN models to antic-
ipate energy consumption and making modifications to citi-
zen incentive programmes, the existing efforts could even be
able to avert the shortage of energy that is now being experi-
enced. The group developed a deep learning model based on
LSTM in order to forecast the amount of electricity that would
be generated by photovoltaic cells (long short-term memory
recurrent neural network). Both the mean absolute error and
the mean squared error of the predicted values have decreased
as a result of the enhanced long-term memory network’s
implementation. This approach has the ability to produce
short-term predictions of PV power and has the potential to
lessen the influence that noise has on predictions of PV power.
In this study, ANN computations allowed for the precise pre-
diction of energy use. Additionally, compared to previous
methodologies, which usually need time-consuming calcula-
tions, the proposed methodology could dramatically slow
down computations [10].
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6. Conclusion

Energy recovery in metropolises is thought to be a critical
concern, especially in developing countries. The amount of
renewable energy could fill energy gaps and aid energy sys-
tems in managing maximum output in warm locations.
Additionally, by using innovative urban organisations and
solar energy collection, certain dangers can be transformed
into possibilities. In the current work, linear regression was
created as a smart system for anticipating energy demand,
and machine learning and statistical models were utilised
to evaluate Mashhad, Iran’s usage of renewable energy. The
PV system model was then employed for the research study
of Mashhad, Iran, to replicate the distributed solar capacity
and demonstrate its role in controlling power consumption
requirements. Several implementation solutions for trans-
formative participation (TP) in smart cities were proposed
as a result of this study. The findings of this study demon-
strated that neural network soft computing could properly
predict more than 99 percent of the amount of electricity
required to build the continuous surveillance system. The
future of Iran’s Mashhad city prospective for renewable
energy then showed that solar radiations might be used to
manage maximum power generation. The proposed model

was linked to a photovoltaic system in order to use energy
from the sun to fulfil the required energy. The created model
also directly combined ANN and photovoltaic simulation,
the former of which was used to supply solar resources
and the former of which was used to determine electric
power levels. The incentive algorithm for persuading people
to generate solar power during peak hours was created as
phase of this research by speaking with 45 experts in the
energy fields. The specialists in the energy sector participated
in three meetings that followed each other to design the
plan. The approved strategies were created using the linear
regression method for the government’s review and input.
Three temporal horizons were used for the creation of each
approach and the LR evaluation. By accurately forecasting
daily solar output using these diverse patterns, solar power
firms may quickly make up for production deficits and avoid
the expensive last-minute purchase of power from the mar-
ket. This illustrates how machine learning regression
approaches, in particular neural networks, can accurately
and dependably estimate the average daily solar power. To
boost the accuracy of such predictions, it is suggested and
established that sun angles (azimuth and zenith) as well as
weather and season-specific features be used. It was discov-
ered that all tactics were created with financial incentives
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in mind for the short-term timeframes. For the mid-term
phases, the amount of cost factors was dropped. Over time,
these solutions also started to apply to choices for citizenship
and growth. It is hoped that these findings will benefit the
concerned parties and ease energy management in smart cit-
ies. Due to the increasing need for power generation and the
depletion of nonrenewable, renewable technologies have
attracted the attention of individuals all over the globe.
Therefore, thorough research should be done on various
energy sources. According to the findings of this study, addi-
tional research is needed on some other alternative energy
sources like wind energy, biogas, and incinerations. To build
an integrated energy resource management framework that
may help in accomplishing the aims of smart cities, all these
approaches and factors need to be assessed and carefully
examined. Considering that new forecasting technologies
and machine learning methods are viable options for con-
ducting additional study on achieving the goals of smart cit-
ies and can be used for efficient power management as a part
of future studies is pointless.
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The outer surface of the building is the same size as its premises, with greater heat loss. Therefore, when building, renovating, or
expanding apartment, if possible, avoid all kinds of spaces, ledges, and lodges in the walls. It makes sense to build unheated
exterior buildings on the north side of the apartment. The storage rooms for garden tools and bicycles, technical buildings
protect the warm part of the house from wind and cold. In the most common design of a private apartment, the energy
consumption for heating is 110-130kW per 1m?* per year. In this paper, an energy distribution model was proposed to
estimate the photo energy with the help of deep learning model. A small apartment not only uses less energy but also requires
lower construction costs. An energy-efficient apartment is a building with a low-energy consumption and comfortable
microclimate. Energy savings in such homes can be up to 90%. Annual heat demand can be less than 15kWh per square
meter of energy-efficient home.

1. Introduction

In the context of strict energy consumption standards, heat-
ing systems for homes that meet new requirements play an
important role in their storage [1]. For example, significant
energy savings can be achieved by using self-regulating
low-pressure systems that respond quickly to changes in

room temperature [2]. When the rooms are heated by sun-
light passing through the windows, the corresponding sen-
sors can send a signal to the measurement valves.
Accordingly, the boiler will work for less time, and gas con-
sumption will be reduced [3]. In this case, a good service
plate when heating your home can be provided by heating
batteries and convectors with low recession. Heating with
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floor heating and a tiled stove cannot operate quickly due to
the large hot mass [4-7]. The availability of fuels including
petroleum and coal is decreasing. Also, their use increases
global warming and affects the environment. Therefore,
renewable energy sources such as wind turbines and solar
panels will meet the energy demand in the future. In this
context, promotion of solar power generation can be a
visionary and permanent solution. The use of coal and
petroleum products continues to increase due to the indus-
trial revolution and the proliferation of vehicles. The boiler
must use efficient energy and comply with nonemissive stan-
dards of harmful substances in the atmosphere [8]. Nowa-
days, these requirements are met by condensing boilers
running on liquid fuel or gas, as well as very eflicient gas
steam boilers [9]. Own home question arises to reduce
power consumption if needed [10-12].

(i) The zero or very low typical energy consumption
was achieved up to 10% [13]

(ii) Insulation should be at least 25-30 cm in one layer
walls and 50 cm in attic bases

(iil) With a powerful, at least 40 cm insulation layer, all
systems that use and recycle thermal energy are
fitted so that it has almost no external energy losses

First, the thermal insulation of all elements of the house
must be improved. Heating a well-insulated house requires a
more compact and less powerful heating system, but is well-
regulated as shown in Figure 1. It uses the energy of the sun,
with windows facing south. In the energy supply, in addition
to the phase energy, one or more alternating currents (wind
generators and solar panels) are among the mandatory prop-
erties, such as a heat collector, daily energy saving device,
recuperate for incoming air heating or cooling, and the use
of ice to preheat the ventilated air in winter [14-18]. In sum-
mer, the same outside air on the floor is precooled with pos-
itive electrical balance. With a powerful, at least 40-cm
insulation layer, all systems that use and recycle thermal
energy are fitted so that it has almost no external energy
losses [19]. Many sources of renewable alternative energy
are fitted. Excess electricity can be sold to support outdoor
buildings or to the public grid [20]. The technical specifica-
tions are passive and similar to that of an intelligent home.
Energy derived from the grid, but mainly from its own
sources, is used wisely, with the help of intelligent control
[21]. The heating system provides seasonal energy storage,
which heats the house during the hot season without the
use of external energy resources [22]. Capacity is an eco-
nomic concept with a certain set of minimum costs. Choose
special care, high-quality, and durable insulation for the
home. Insulation layer of walls and roofs of houses with
minimum requirements minimum energy starts from 15 to
20 cm [23]. Walls, foundations, insulation materials, heating
equipment, and pipes differ in their physical, mechanical,
and chemical properties [24]. For example, it is better to
insulate foundations with extruded polystyrene foam with
high mechanical strength and practically zero hygroscopicity
[25]. These insulation defects include high fire risk (toxicity
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of combustible materials) and sensitivity to ultraviolet light
(protection from exposure) [26]. Due to the use of petro-
leum and coal, the environmental damage is severe. To solve
all this, we are forced to use nonconventional and renewable
energy. Among these, wind and solar energy play an impor-
tant role. However, due to difficulties in generating and stor-
ing electricity from solar energy, there was initial reluctance
to increase their use. However, the current modern techno-
logical development helps to remove these obstacles.

Of course, well-thought-out structured thermal insula-
tion, minimal cold bridges, is one of the key components,
but only from a distance [27]. A real energy-efficient house
starts at the design stage and lays the foundation, which is
well-insulated and waterproofed at the initial stage of con-
struction [28]. There are no trivial things in such a house,
and every element in the architectural look is thought out,
the size of the house, its shape, the number of elongated ele-
ments, polishing, and looking at the sun. Roofing and wall
insulation Brick, expanded clay concrete, foam concrete, aer-
ated concrete, wood concrete, etc. are “breathable” materials
used to construct wooden and stone homes. Due to its
microscopic structure and antiseptic properties, it makes
corrosion resistant and corrosive structures. Consequently,
stone walls started to grow mold. Besides, it is durable,
cheap, and fireproof [29]. However, there are many heaters,
each of which has its own characteristics and characteristics
that, accordingly, should be used for its intended purpose.
With excellent thermal insulation and ceiling, the manda-
tory attributes of an energy-efficient home are a well-
thought-out ventilation system (in older homes, it gives up
to a third of the energy loss). An energy-efficient house, by
definition, cannot heat the street rejected by hot air vents.
The counter will solve the problem of heating the new
incoming air through the counter-flow removed from the
chamber [30]. A simple heat exchanger will solve the prob-
lem of preheating the incoming water using waste heat. To
heat an energy-efficient house, it is necessary to use the
energy of the sun, for which the building faces most of the
windows to the south. Glass with two, three chambers
glazed, glass with special film coating that transmits sunlight
spectrum and reflects infrared radiation [31]. Heating is one
of the most important components of an energy-efficient
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home. It can be a core gas, electric, use the energy of the
earth, wind, or sun, but it is also associated with an
energy-saving device to remove peak loads. For example,
there is a night charge for electricity with significant dis-
counts in the area, and the basis for heating may be an elec-
tric boiler, with a tank of several tons of water. Heated water
at night will cope with heating the house during the day. An
alternative to water energy storage is in concrete screed floor
which is huge. This will retain enough energy to keep the
room at a comfortable daytime temperature.

2. Literature Review

One of the most important factors affecting the consump-
tion of energy resources of the house is its location relative
to the cardinal points. Most home windows should face
south. At the same time, a deflection of up to 30 south of
the azimuth slightly reduces the use of solar energy [1]. If
the house is located differently, the walls and roof of the
building should be more effectively insulated to compensate
for the lack of heat entering the room from sunlight. About
90% of the light energy penetrates through the glass of the
windows and heats the room [2]. Modern double-glazed
windows are made with special coatings and inert gas filling.
The coatings reflect the long wave infrared rays back into the
room from the room, minimizing their loss through the win-
dows [3]. Because of the large windows, the house will be
much warmer in summer. This problem is solved by using
another special glass coating, as well as automatic darkening
systems, roof eves, and balconies [4]. They only allow direct
sunlight to pass through the windows when the sun is low in
winter. In summer, the windows on the sunny side of the
house are shaded by trees. In winter, sunlight penetrates
the house easily between the bare branches [5]. The use of
nonconventional energy has become the imperative of the
times. In particular, it is necessary to make full use of solar
energy. As countries including India get more than 300 days
of sunlight in a year, its use should be increased. This energy
is not available at night, when it rains. Therefore, it is impor-
tant to stock up when available. Current technology has
solved these problems. Many countries have installed large-
scale solar panels at sea to generate electricity from sunlight.
The more solar thermal equipment is used, the lower the

cost. Also, imports of petroleum crude oil can be drastically
reduced. Similarly, the use of firewood and coal can be
reduced and the forest can also be protected.

Most of the heat escapes from the house through its exte-
rior tile. The greater the difference between indoor and out-
door temperatures creates the greater the heat loss. The
amount of thermal insulation of a house is determined by
the coeflicients of resistance to heat transfer of its covering
structures (floor, walls, windows, and roof). The higher it
is, the better the insulation quality [6]. No creative and
high-tech tricks will create comfort for residents without
the equipment to regulate the energy processes in the home
according to the given instructions. At night, for example,
the temperature in the home should be lowered and ventila-
tion reduced to create a more comfortable feeling [7]. A
good trick to saving energy is to use both temperature
regimes at home reduced to normal and minimum safe level.
For the period when there are no tenants in the house, it is
better to reduce the ventilation. Smart appliances can ratio-
nally regulate the operation of home appliances, controlling
and minimizing energy consumption to a minimum [8].
Building an energy-eflicient home will increase its cost by
7-15%, but even with less electricity, the reduced energy con-
sumption will be up to 50%, which will provide many times
more savings during operation. Good luck with your tireless
struggle for energy efficiency at home, i.e., comfort and con-
venience in it [9]. Industrial establishments were provided
with facilities to generate and use solar power during the
day and use distributed power at night. Solar power genera-
tion is permitted only in factories having a capacity of
approximately 3,000 and 4,000 KW and having a separate
power feeder. Due to this, a large number of factories are
unable to generate solar power. Companies that were pro-
ducing 300, 400, and 500 kilowatts of solar power had to
stop producing solar power [10].

3. Proposed Model

A “passive” house is a house with excellent thermal insula-
tion, minimal electricity, and thermal energy. It mainly
maintains a comfortable microclimate with human heat,
solar energy, and household appliances such as kettles and
stoves. Passive home technologies (buildings with very low-
energy consumption and no traditional heating system) are
efficient and have already been tried and tested in harsh cli-
mates. There are practically no heat losses in such homes
shown in Figure 2.

3.1. Low-Energy Apartments. Uses at least 50% less energy
than standard buildings built to current energy standards.
Generally, when electricity is carried through wires, about
20 percent is wasted. This is why the electricity board gets
high compensation. Only 5 percent of global electricity is
compensated. By reducing the wastage of electricity through
modern technological methods, the losses can be recovered.
In this way, thousands of crores of rupees can be saved. Also,
the manpower capacity of the power board should be
increased. The workforce needs to be upgraded to fully han-
dle modern technologies.
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3.2. High-Energy Apartments. They are 70-90% less energy
consuming than ordinary buildings of ultra-low-energy
homes with clearly defined requirements. The pioneer in
the construction of such houses was the dormant house
(dormant house), which is generally accepted as a “dormant”
building if it meets the requirements created for dormant
buildings.

3.3. Energy-Generating Apartments. These are buildings that
generate electricity for their own needs. In some cases, the
surplus energy can be sold to an energy company in the
summer and repurchased in the winter. Good thermal insu-
lation, innovative design, and use of renewable energy
sources (solar panels and floor heat pumps) make these
homes pioneers of modern home construction. The power
can be obtained directly from the sun. But it can get little
power when it is surrounded by rain. Solar energy is used
all over the world. Also, the use of solar energy to generate
electricity or heat and convert seawater into fresh water is
becoming increasingly popular.

3.4. Apartments with Zero CO, Emissions. This house does
not emit CO,. This means self-sufficient energy from home
renewable sources, including space heating/cooling, hot
water supply, ventilation, lighting, cooking, and electrical
appliances.

The apartment energy management system is demon-
strated in Figure 3. Initially the smart construction plans
are listened and prepared as per the specifications. Then,
the facilities are listed, and the list of services is demon-
strated. Then, the floor design and energy management
equipments are mounted as the construction plan was pro-
posed by the specified supervisor. Now, it is the time to list
the energy equipments of the apartment. The energy equip-
ments are listed, and the suitable devices are mounted in the
floor. These mounted equipments are started progression.
This progress management was very efficient. The interior
is the only part of the sun that generates significant amounts
of heat through fusion. In fact, 99% of the energy produced
by the sun takes place within 24% of the sun’s radius. By
30% radius, fusion has almost completely ceased. The
remainder of the sun is transferred from the interior through
successive layers, eventually reaching the heliosphere and
escaping into space as sunlight or particle kinetic energy.
The following parameters are important in the construction
of energy-efficient apartment, and it is shown in Figure 4.

3.4.1. Humidity. The device can provide optimal perfor-
mance -50% humidity at a temperature of 22 degrees. The
built-in element of the outdoor unit extracts moisture from
the air masses and distributes it evenly throughout the room.

3.4.2. Dehumidification. The device removes excess moisture
from the room without lowering the temperature, which is
especially important in the fall and spring. On hot summer
days with high humidity, you can dry and cool the air
masses in the room using a slip system. The two-stage of
air purifications are in outdoor and indoor units. Installing
a phytocatalytic filter allows not only the removal of dust
and small insects from the air masses, but also the removal
of formaldehyde, viruses, and mold; ensuring uniform air
flow, wide-angle dampers can be operated downwards or
upwards so that air masses are “spread” around the room.
Solar energy is the conversion of sunlight into electricity.
Sunlight can be directly converted into electricity using pho-
tovoltaic cells or indirectly through fully integrated solar
power (ISP). Generally, water is boiled by concentrating
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TaBLE 1: Exterior thickness management.

TaBLE 5: Thermal insulation management.

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

100 62.95 71.19  83.98 86.23 95.43
200 61.46 69.22  81.56 84.03 93.01
300 59.97 67.25  79.14 81.83 91.02
400 58.48 6528  76.72 79.63 89.03
500 56.99 63.31 74.3 77.43 87.04
600 55.5 61.34  71.88 75.23 85.05
700 54.01 59.37  69.46 73.03 83.06

100 52.37 77.9 74.56 84.57 95.82
200 52.41 76.85  73.45 83.04 94.80
300 52.45 75.8 72.34 81.51 93.78
400 52.49 7475  71.23 79.98 92.76
500 52.53 73.70  70.12 78.45 91.74
600 52.57 72,65  69.01 76.92 90.72
700 52.61 71.60  67.90 75.39 89.70

TaBLE 2: Noise protection management.

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

100 60.66 68.09  81.15 83.23 91.81
200 58.36 6696  79.55 82.56 91.33
300 56.06 65.83 77.95 81.89 90.85
400 53.76 64.7 76.35 81.22 90.37
500 51.46 63.57  74.75 80.55 89.89
600 49.16 6244  73.15 79.88 89.41
700 46.86 61.31 71.55 79.21 88.93

TasLE 3: Climate change management.

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

100 57.32 66.51 77.23 81.13 89.90
200 56.68 65.06 7598 80.04 89.74
300 56.02 64.58  73.25 79.56 87.97
400 55.37 6345 71.51 78.67 87.27
500 54.72 6249  69.52 77.89 86.31
600 54.07 61.52  67.53 77.10 85.34
700 53.42 60.56  65.54 76.32 84.38

TasLE 4: Heat loss and cold bridges management.

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

100 52.15 76.65  74.46 82.70 96.13
200 52.26 77.15  74.46 83.79 96.39
300 52.32 77.9 75.29 84.93 96.96
400 52.41 7848  75.57 86.04 97.32
500 52.50 79.11 75.98 87.15 97.74
600 52.58 79.73 76.40 88.27 98.15
700 52.67 80.36  76.81 89.38 98.57

the sun’s energy into the water. Electricity is produced by
this method.

Determine the magnitude of the exhaust or supply flow
using

Fo=Sx4, (1)

where F, is the desired value of the air flow, S is the size of
the room, and A is the number of air updates per hour.

For example, an apartment is 65 square meters. And a
ceiling height of 2.5m, with an optimal air flow (65 * 2.5)/
2=81.25 cubic meters/h.

Calculate the airflow using the following equation

L

5= (W= 3600) @)

where W =1 m/s and the value is used to connect the 3600
time units. Therefore, S =81.25/3600 = 0.02257 sq.m.

Scientists believe it started when a cloud collapsed under
its own gravity, a term known as the cloud theory. It not
only created a great ball of light at the center of our solar sys-
tem, but also triggered a process. Through this, the nitrogen
collected in the center began to combine to generate solar
energy. The process, technically known as nuclear fusion,
releases incredible amounts of energy in the form of light
and heat. But getting that energy from the core of our sun
out to Earth and beyond involves some important steps.
Ultimately, these all come down to layers of the sun, and
each has a role to play in ensuring that solar energy gets to
where it helps create and sustain life. Convert the value
obtained according to the formula to the value of the radius
in

R="2. (3)

According to the example, the pipe radius is .00.02257/
3.4=0.085m or 8.5cm. The diameter should be taken with
rounding up about 20 cm. The inner part of the sun extends
from its center to about 20-25% of the solar radius. It is in
the interior that energy is produced by the conversion of
hydrogen atoms (H) to helium (He) molecules. This is pos-
sible due to the extreme pressure and temperature in the
interior, which are estimated to be equivalent to 250 billion
atmospheres (25.33 trillion KPa) and 15.7 million Kelvin,
respectively. Two positrons are released from this process,
as well as two neutrinos (which convert two electrons into
negative electrons) and energy.

4. Results and Discussion

The proposed energy distribution deep learning model
(EDDLM) was compared with the existing low-voltage



TABLE 6: Solar energy management.

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

100 52.44 76.57  73.05 82.40 94.56
200 52.46 7729  73.62 82.98 95.21
300 52.48 78.01 74.19 83.56 95.86
400 52.50 78.73 74.76 84.14 96.51
500 52.52 7945  75.33 84.72 97.16
600 52.54 80.17  75.90 85.30 97.81
700 52.56 80.89  76.47 85.88 98.46

TABLE 7: Heat supply management.

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

100 55.62 84.35  72.52 79.89 89.87
200 58.04 86.55  74.51 81.38 91.84
300 58.45 87.35 7571 82.18 92.97
400 60.20 89.08  77.44 83.44 94.66
500 61.62 90.58  79.03 84.59 96.21
600 63.03 92.08  80.63 85.73 97.76
700 64.45 9358  82.22 86.88 99.31

TaBLE 8: Energy efficiency management.

No of inputs LVRMM DLCA ADSM FPSMM EDDLM

100 60.05 88.02  76.19 84.51 94.18
200 62.37 8945  77.62 85.52 94.55
300 63.62 90.54  77.78 86.16 96.08
400 66.35 91.02  78.55 86.82 96.58
500 68.14 9228  79.35 87.65 97.53
600 70.15 9329  80.07 88.40 98.40
700 72.17 9430  80.79 89.16 99.28

residential micro-grids management (LVRMM), decentra-
lized load control architecture (DLCA), autonomous
demand-side management (ADSM), and fuzzy probabilistic
based semi-Morkov model (FPSMM).

4.1. Exterior Thickness. Table 1 shows the comparison of
exterior thickness management. The size of the future living
space in the house directly depends on the thickness of the
exterior walls. If the walls are thick, say 38.5 cm, rather than
32 cm. Living space will decrease significantly. So, in a house
with an area of 10 x 11 m with walls of a certain thickness, its
living area will lose 2.73 meters at each site. This means
more houses per square meter! With a wall thickness of
49 cm, the living area on each floor is reduced to about 8 m>.

4.2. Noise Protection. The sound insulation of the walls and
structures of a house directly depends on the density and
texture of the material from which they are made. When
designing a home, it is important to focus on isolating your-
self from shock and noise. Solid (without windows and
doors) walls, for example, made of fiber-reinforced concrete
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with a thickness of 250 mm, fully meet the requirements of
comfort. Sound insulation of walls with more than 25% par-
tial windows is no longer as effective: In this case, a signifi-
cant portion of the noise penetrates through the windows.
Here, first of all, special measures for sound insulation will
be required. Table 2 shows the comparison of noise protec-
tion management.

4.3. Climate Change Management. The concept of “comfort
at home” has many different meanings. Some believe that a
house made of baked clay bricks is more comfortable, while
others prefer silicate bricks, while others prefer wood over a
frame system. A comfortable microclimate is a balanced
combination of all these elements in the construction of a
house. Table 3 shows the comparison of climate change
management.

4.4. Heat Loss and Cold Bridges. When insulating a house,
special attention should be paid to areas that have lost heat
or are known as “cold bridges.” In these places, the heat goes
out more intensely than the others. An example is balconies
with roofs in the form of a solid slab and window slopes or
joints between exterior walls and basement. To minimize
heat loss and avoid possible damage to structures (e.g., mold
formation on them due to perspiration), it is important to
take this into account even during the design and construc-
tion phase of the house. Particular attention should be paid
to sealing joints in windows, doors, roofs, and installation
of roller shutter housings. Table 4 shows the comparison
of heat loss and cold bridges management.

4.5. Thermal Insulation. If previously it was believed that
insulation with a thickness of 10 cm (mineral fiber mats or
polyurethane foam sheets) is sufficient for roof insulation,
now more stringent standards apply to roof insulation. For
roofs of energy-efficient (“heated”) houses, the resistance to
heat transfer should be at least 6 W/m? i.e., the thermal con-
ductivity coefficient of 0.04 W/m’K (at equilibrium humid-
ity) and thermal insulation thickness of a material made of
at least 24 cm. However, the most effective and greatest com-
fort is the heating system with infrared film heaters, whose
efficiency is 92-97%. Table 5 shows the comparison of ther-
mal insulation management.

4.6. Passive and Active Solar Energy. Table 6 shows the com-
parisons of solar energy management. The use of double-
glazed windows with low heat transfer coeflicient allows to
save energy resources. The modern market offers double-
glazed windows even with K,=1.3-1.1W/(m?-K).
Double-glazed windows and luxury class
(0.9-0.8 W/(m? — K)), but they are more expensive. With
energy savings, double-glazed windows create comfort in
the premises. Or the use of a glass unit with a heat transfer
coefficient of 1.11 W/m>-K does not lead to a sharp increase
in the price of the window, for example, unlike the use of
glued angora pine wood frames.

4.7. Heat Supply. Passive house is a heated house with min-
imal consumption of heating medium. Your home will be
heated by an integrated system, which includes a gas dual
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circuit boiler and a heat pump. The heat pump requires a
submersible drainage sump pump. Double steel pipe weave
is reduced to a depth of 100 m. The upper half of the pipes’
thermal insulation. The heat pump is driven through the
tube by the liquid mixture antifreeze type. At depth, the mix-
ture heats up and provides heat inside the house. The heat is
pumped through the cooling system by the pumps. A solid
fuel boiler is installed to heat the water. It is heated by waste
and wood waste. Energy saving dual cycle boiler burns waste
without leaving any smoke. Table 7 shows the heat supply
management.

4.8. Energy Efficiency. Based on the most recent technologi-
cal advancements, energy represents the achievement of eco-
nomically sensible use of energy resources. This does not
mean reducing anything or losing anything. The goal of
achieving maximum energy efficiency in the home is
achieved primarily by minimizing heat loss thermal energy
in all energy processes without affecting the end result of
rational use. Table 8 shows the comparison of energy effi-
ciency management.

5. Conclusion

Generally, forced ventilation in the apartment provides for
its maintenance, for which the interior surfaces and filters
should be cleaned once or twice a year, depending on the
intensity and frequency of use. In the process, you will
remove the built-ups on the grills and visors with a vacuum
cleaner or other suitable method. It is necessary to wipe the
damping surfaces of the housing and device using a damp
cloth. Supply and exhaust ventilation in the apartment,
home or office will improve the quality of human life. After
all, fresh air is essential for the normal functioning of the
brain. For proper well-being, having fresh air in the apart-
ment is the most important point. 3m> of fresh air should
be supplied to 1 m* of covered area. There is a rule for an
adult who needs 30 m” of air per hour. Due to the fact that
the fan is powered by current, it is necessary to check the
condition of the power cable and connections. If the opera-
tion is irregular, the equipment should be operated for 5 or
10 minutes, once a quarter. If forced ventilation is installed
in an apartment with your own hands, it must comply with
the requirements of the SNiP, and the use of additional
devices such as controllers, controllers, timers, and sensors
will improve energy costs and extend their life.
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This study takes place in year of 2021 during the premonsoon and postmonsoon seasons and twenty water samples were collected.
Chemical factors like chloride, fluoride, sulphate, nitrate, and phosphate were measured in water samples. There is a significant
difference in anion dominance between pre- and postmonsoonal (PRM and POM) water samples. The following anions are
HCO, > TDS > Cl” > SO, > TH>NO,; >F >PO, and TDS>HCO, >S0,> >ClI">TH>NO, >F >PO,”. In both
seasons, particular way of cations is Na* > Ca?* > Mg?" > K*. SAR, Kelly’s ratio, residual sodium carbonate, potential salinity,
permeability index, and sodium percentage were used to evaluate the irrigation water quality. To investigate the geochemical
regulation and hydrogeochemistry of groundwater, two approaches were used: according to the findings, groundwater in

various parts of the investigation was determined to be unfit for human consumption.

1. Introduction

Most rural and urban residents depend on groundwater as
their prime supply of drinking water when the monsoons fail
and surface water is sparse [1]. The use of agricultural fertil-
izer, which adds to groundwater contamination, increases as
the population expands. Because of the sluggish movement
of the aquifer’s cycle, groundwater aquifer poisoning can
last for decades. Groundwater’s suitability for drinking
and irrigation is influenced by soluble salts and many other

factors [2-4]. There are many factors that influence the
amount of soluble salts in a rock, such as the mineral con-
tent, the type of soil, the climate, and the drainage proper-
ties of the soil. Quality irrigation water is extremely
important to agriculture [5]. Poor irrigation water has a
negative impact on plant development and productivity,
as well as the soil’s condition [6-8]. When irrigation water
quality is examined, groundwater resources are better to be
managed for recharging and properly utilization as shown
in Figure 1 [9].
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The physical, chemical, and biological properties of ground-
water must be assessed before it may be used for drinking, irri-
gation, or industrial reasons [10-12]. A semiarid climate with
annual rainfall ranging from 724 to 913 mm characterizes the
study area furthermore [13, 14]. Rainwater harvesting for both
domestic and agricultural use is insufficient. Borewell water is
the primary source of supplies for the community’s needs,
including drinking, irrigation, and industrial applications [15,
16]. It was looked into if groundwater could be used for drink-
ing, irrigation, or industrial uses. Numerous studies investigat-
ing the quality of the groundwater and the presence of
important ions have been conducted [17-20].

2. Methodology

Around the industrial area, twenty areas were chosen to be
sampled. During both seasons, water samples are gathered
in 2 litres polypropylene beakers at premonsoon (PRM)
and postmonsoon (POM) sites. The sampling sites are
placed six kilometers apart, i.e., one station is six kilometers
from the next. The samples were examined in accordance
with APHA’s normal procedures.

2.1. Index of Water Quality (WQI). WQI provides the
parameters for household water quality [21] and suggested
a WQI computation that contains four phases.
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(i) Metrics are given weights (w) based on how impor-
tant they are to one’s health

(ii) The second step is used equation (1) to determine
the relative reputation of each constraint

i (1)

YL

In which, w; is the wei%ht assigned to ™ parameter. W,
is the relative weight of i"* parameter, and n denotes the
number of parameters.

(i) The (q,) scale of quality evaluation is calculated in the
following equation

6= (%) X 100, 2)

where g, is the quality rating scale of i" parameter. C; is the
concentration of i parameter. S, is the desirable limit of i"
parameter given by WHO.

(i) Suffix index (SI) is computed for the i parameter
and is in the following equation

SI; = Wi x g;and WQI = XSI;. (3)

2.2. Water Quality in Irrigation. Water quality measures were
analyzed using the sodium adsorption ratio (SAR), potential
saltiness (PS), permeability index (PI), magnesium hazard
ratio (MHR), redox stability constant (RSC), Kelly’s ratio,
and corrosive ratio. The experiment was carried out in millili-
tres per litre and is shown in the following equations.

.
SAR = Na ,

V/(Ca?* + Mg?")/2
%Na = Na

(Ca®* + Mg** +Na*)’

RSC = (HCOj; + CO3 ") — (Ca®* + Mg™),
MHR= _MI"
(Ca* + Mg™)

Na* (4)
(Ca2+ + Mg2+) >
(Na* +K*) + /HCO;
PI= 100
Ca** + Mg** + Na" +K 8
PS=Cl" + <1> SO%,
2

(CI" +507")
PI = 7—27 .
2(HCO; +CO7")

x 100,

KI=

>
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TasLe 1: EC, TDS, chloride, fluoride, and TH readings are used to classify groundwater samples.
The
Range Class number of Station number on a sliding scale %
samples
PRM POM PRM POM PRM POM
EC Wilcox
<250 Outstanding 0 0 0 0
250-750 Good 19 18
750-2000 Allowable 10 13 13,9,15,7,18,14,2,17, 9,11,15,0,17,19,7, 1, 3, 14, 45 50
1,3 16, 6
182000-5000 Unsure 8 6 86,5 16121)0;1 2,12, 13, 8,5,10,12,2,4,13 40 30
>5000 Unfitting 0 0 0 0 0 0
TDS (mg/L) classification Davis and Dewiest
<500 Suitable for consumption 2 11, 19 18,11, 9 8 13
500-1000 Allowable to consume alcohol 9 15,9,18,7,14,0,17,1,3 15,1,17,7,19,3,1,14,16,6 40 45
1000-3000 Irrigation-friendly 6 8,6,516,10,2,12,13,4 8,5,10,12,13,2,4 40 30
53000 Drinking water and irrigation are both 0 0 0 0 0 0
unsafe
Stuyfz and classification of chlorides
<5 Actual oligohaline 0 0 0 0 0
5-30 Oligohaline 1 0 18 0
30-150 Fresh 4 4 11,1, 7, 14,9 7,9,18,7, 17 20 20
150-300 Fresh-brackish 4 6 18,17, 12,17, 8 19,0, 15, 14, 12, 3, 16 20 30
300-10° Brackish 8 7 3,0,2,6,7, 14, 4,13, 10 8,6,11,5,3,4,13,10 40 35
101 Brackish-salt 0 0 0 0 0 0
10* -2 x 104 Salt 0 0 0 0 0 0
>2 x 10* Hyperhaline 0 0 0 0 0 0
Total hardness classification
0-75 Soft 5 5 4,3,7,19,1, 11 4,7,19,18,1, 17 25 25
75-150 Abstemiously tough 7 10 8,17, 14,10, 5,18,0 9,0,8,14,16,11,15,2,3,5,6 30 50
150-300 Tough 5 2 5,12,3,16, 13,6 12, 13, 10 25 10
>300 Very tough 1 0 10 0 5 0
Chaturvedi fluoride classification
<0.5 Caries in the teeth 5 6 18,5,15,3,0,6 10, 5, 18, 19, 9, 11, 17 25 20
0.5-1 Maximum permissible limit 1 10 10, 19 3,6,0.8,7, 1;2 16, 15,13, 4, 5 50
1-3 Fluorosis of the teeth 1 17,16,7,9, 14, 8 2,1 25
3-4 Bones that are stiff 3 0 1,11,12,13 0 15
o4 Knee deformities are a common 1 0 24 0 5 0
occurrence.
>10 Skeletal fluorosis 0 0 0 0 0 0

3. Results and Discussion

Table 1 lists the highest, smallest, and average concentra-
tions of several water quality parameters for PRM and
POM conditions. There are many classifications for electri-
cal conductivity in addition to total dissolved solids, chlo-
ride, fluoride, and also overall hardness.

3.1. Drinking Water Quality Parameters. Premonsoon pH
values range from 7.0 to 8.5, whereas postmonsoon pH
values range starts 6.97 to 7.72. Premonsoon EC values
range starts 360 to 3910uS/cm, and POM EC values range
starts 650 to 3910uS/cm, respectively. PRM TDS concentra-
tions range starts 218 to 1685 mg/L, while POM concentra-
tions range starts 347 to 1760 mg/L. Prior to the monsoon,
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TaBLE 2: The coefficients of correlation (r) between several water quality metric premonsoon.
pH EC DS cr TH Ca®* Mg HCO, SO F NO, PO, Na K
pH 1
EC -0.014 1
TDS 0.014 1. 016 1
Cr 0.078 0.583 10.578 1
TH 0.452 0.049 0.083 0.458 1
Ca®* 0.368 -0.007 0.124 0.059 0.821 1
MgZJr 0.321 0.092 0.124 0.283 0.783 0.358 1
HCO4 0.052 0.0412 0.386 0.093 -0.029  -0.021 -0.051 1
5042’ -0.030 0.364 0.345 -0.042  -0.048  -0.052  -0.016 0.019 1
F 0.296 0.223 0.183 -0.049 0.114 0.257 -0.019 0.458 0.082 1
NO; -0.054 0.183 0.189 0.172 -0.546  -0.041 -0.048 0.148 -0.039 -0.049 1
PO, 0.049 -0.026 -0.029 -0.04 -0.058  -0.042 -0.052 0.052 -0.061 0.162 -0.040 1
Na 0.009 0.243 0.243 0.008 0.003 0.049 0.018 0.048 0.269 0.178 0.008 0.002 1
K 0.098 0.021 0.019 0 0.031 0 0.104 0 0.058 0.039 0.007 0.029  0.016 1
TaBLE 3: The coefficients of correlation (r) between several water quality metric postmonsoon.
pH 1
EC 0.019 1
TDS 0.025 0.982 1
Cr 0.009 0.660 0.568 1
TH 0.188 0.261 0.212 0.430 1
Ca** 0.242 0.152 0.118 0.290 0.430 1
1\/Ig2Jr 0.216 0.159 0.132 0.282 0.862 0.241 1
HCO5 0.058 0.552 0.548 0.284 0.036 0 0.008 1
5042’ 0 0.288 0.368 0.042 0.032 0.006 0.024 0.124 1
F 0.318 0.249 0.302 0.018 0 0.048 0.007 0.332 0.140 1
NO; 0.001 0.031 0.041 0.024 0 0 0.016 0.002 0.146 0.006 1
PO, 0.002 0.130 0.118 0.36 0.251 0.192 0.0182 0.026 0.002 0.004 0.006 1
Na 0.058 0.334 0.314 0.091 0.128 0.023 0.072 0.105 0.232 0.243 0.026 0.003 1
K 0.002 0 0.002 0 0.031 0 0.023 0.003 0.039 0.015 0.004 0.003 0.014 1

TaBLE 4: Diverse water quality characteristics weight and relative
weight.

A chemical metric V\Ezlng)ht We1ghze‘:/(\ilsverage WHO (2004) S
pH 4 0.072 9.6
TDS (mg/L) 6 0.118 1100
Cl" (mg/L) 6 0.118 225
TH (mg/L) 3 0.046 500
Ca™* (mg/L) 4 0.072 80
Mg*" (mg/L) 4 0.072 35
HCO, (mg/L) 4 0.072 360
Na (mg/L) 6 0.012 210
K (mg/L) 3 0.046 25
SO, (mg/L) 6 0.012 210
F (mg/L) 6 0.012 1
NO, 4 0.03 60
Sw,=56  ZW,;=0.682

fluoride concentrations range from 0mg/L to 8.78 mg/L.
Each of the 20 samples was analyzed and found to be under
the permitted limit, with 40% of them falling inside the limit
[22, 23]. Fluoride levels in the environment are high due to
weathering of rocks, as well as the use of fertilizers, pyro-
technics, and match manufacturing. Nearly 90% of samples
show a significant decrease in fluoride concentration follow-
ing the postmonsoon rains [24-26]. Fluoride levels in post-
monsoon water are low because precipitation dilutes
groundwater. Premonsoon levels of nitrate in most South-
east Asian towns and cities are less than 1 mg/L. Postmon-
soon season saw a considerable decrease of mosquito
populations in the northern areas. The regional distribution
of fluoride exceeding the BIS allowed limit is depicted in the
premonsoon plot. Dental fluorosis affects 30% of PRM and
10% of POM seasons, according to [27, 28]. There is a cor-
relation between low level calcium and high-level bicarbon-
ate alkalinity in groundwater, according to [29]. One of the
most fluoride (8.78 mg/L) and the second-highest amount
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FIGURE 2: Diagram of Chadha. (a) Premonsoon. (b) Monsoon.

(4.96 mg/L). The PRM ranges from 214 mg/L to 2112 mg/L
in alkalinity, while the POM extends from 230mg/L to
1600 mg/L; in both cases, 92% of samples exceed 380 mg/L.
In comparison to the PRM season, water samples taken after
the monsoon show a decreased concentration of bicarbon-
ate. The PRM and POM values for sulphate vary from 4 to
1278 mg/L, respectively. Only 38% and 8% of PRM and
POM water samples, respectively, exceeded the BIS accept-
able sulphate limit (200 mg/L). The aerobic nitrification pro-
cess, which transforms fertilizer ammonium sulphate into
nitrate, gives it a high monetary worth. There are a wide
range of values between 1 and 30 mg/L during the postmon-
soon period [30]. After the postmonsoon, nitrate concentra-

tions are low because rainwater dilutes it. A higher
concentration of phosphate is found in the POM period than
in the premonsoon period. Run-oft detergents and sewage
discharge are a couple of possible causes. Groundwater sam-
ples from PRM and POM periods show a range of 8 to
72 mg/L of calcium [31]. A total of all samples follows both
WHO (121 mg/L) and the BIS (204 mg/L) standards. Mag-
nesium across the spectrum from 2 to 35mg/L before and
after the monsoon, respectively. Premonsoon samples have
a magnesium concentration of 10% higher than the BIS-
acceptable level of 30 mg/L. The salt contents in the water
varied between 8 and 94mg/L during PRM and 7 to
78 mg/L after monsoon. In the last two seasons, there have
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TaBLE 5: Piper tri-linear and Chadha diagram were used to characterise groundwater.

Water type characteristics PRM Sample percentage POM
Piper diagram subdivision

1 Alkalies (Na + k) outnumber alkaline earth (Ca + Mg). 55 70
2 Alkalies are more abundant than alkaline earths. 35 20
3 Weak acids (CO3 + HCO3) outnumber strong acids (SO4 + CI). 50 60
4 Strong acids are more powerful than weak acids. 40 30
5 Type of magnesium bicarbonate 20 45
6 Type of calcium chloride 5 0

7 Type of sodium chloride 10 10
8 Type sodium-bicarbonate 0 0

9 Types are mixed 55 35

been no infractions of the 200 mg/L restriction. Potassium
concentrations range from 5mg/L to 48 mg/L prior to the
monsoon, while POM levels range from 3 mg/L to 32 mg/L.

3.2. Analysis of Correlation. Water quality metrics can be
linked using correlation analysis. The relationship is perfect
linear if correlation coefficient is closer 1.Among +0.8 and
+1.0, there is an extremely significant correlation between
the two variables. There is a moderate link between the “r”
values of +0.5 to 0.8 and -0.5 to -0.8. If “¢” is between -0.5
and +0.5, then, there is little connection between the two
variables. Water quality metrics were correlated using corre-
lation coeflicients. R > 8 was considered in the linear regres-

sion equation.

3.3. Index of Water Quality (WQI). The Water Quality Index
is a statistic for assessing a body of water’s health. Tables 2,
3, and 4 show the WQI water categorization used in this
investigation. WQI values in the range of 112-212 were dis-
covered in 40% of PRM samples and 10% of POM samples,
indicating that they were unfit for drinking. During the PRM
season, 11% of the samples exhibit water quality concerns,
making them unfit for consumption [32]. Rainwater mixing
lowers the WQI values of all samples during the monsoon
season, causing them to be lower than PRM.

3.4. Wilcox Plot. In the Wilcox plot, the data findings are
plotted using the EC and SAR data. Before and after the
monsoon, the majority of samples fell into the C3S1 zone.
More than half of the PRM and POM samples contained
the C3S1 zone, indicating high salinity and little sodium
threat. A wide range of soil types can be irrigated using this
type of water sample [33]. There was an extremely high
salinity and low sodium hazard zone in samples from 30%
of PRM samples and 25% of POM samples (C4S1). Plants
with a high salt tolerance should be irrigated with C4S1
water. In both seasons, 5% of the samples are classified as
belonging to the C2S1 zone. The remaining premonsoon
samples were collected in the zones C4S2 and C3S2 (5%).
In fine-grained soils with limited drainage, hydrating plants
with C4S2 and C3S2 water are impossible.

3.5. Chadha Diagram. The hydrogeochemistry and water
kinds are depicted in Chadha’s diagram. It was listed the
proportion of water found in each of the fields described
by [34]. Recharging waters make up 20% of the water sam-
ples collected in field 5 Ca®*-Mg **-HCO,". There is a 50%
rise in the POM period. The concentration of moderate
acidic anions (as opposed to strong acidic anions) is higher
in the POM period than in the PRM period. They have a
short-term hardness due to the presence of dissolved CO;’in
the form of bicarbonate in these types of water. Approxi-
mately 35% of the samples collected prior to the monsoon
are in the sixth field and include water of the type, Ca-2+,
Mg-2+, Cl-. The dominant Cl-type or Cl-dominant, Ca-2+,
Mg-2+ type of water was found. When it comes to the post-
monsoon season, however, this field receives only 25% of the
total rain. In this sector, sodium is dissolved in water and
then adsorbs onto mineral surfaces, which may explain
why, Na* + K* is in excess to Ca?* + Mg?". Pre- and post-
monsoon samples from field seven include 14 and 9% of
the Na-+ and Cl-water type, respectively. 30% of water sam-
ples are field 8 in premonsoon conditions, with mild acidic
anions greatly outnumbering strong acidic anions. It does,
however, drop to 20% in the postmonsoon season. Figure 2
shows the diagram of Chadha is one of the most well-
known in the field: (a) premonsoon and (b) monsoon.

3.6. Scatter Plot. Na* and Cl”~ were plotted against each other
to create the scatter plot you see here. The graph illustrates
which process predominate in the research area: mineral
weathering, ion exchange, or halite dissolution [35]. In pre-
and postmonsoon, 45 and 40% of sample concentrations
are lower than the equiline, respectively. The fact that the
molar ratio is greater than one indicates that Na* has been
liberated during the weathering of silicate (feldspar). Car-
bonate acid reacts with feldspar minerals, causing them to
break down in water when silicate weathering occurs. There
is halite dissolution if the ratio is equal to one. Carbonate
weathering is responsible for 66% of PRM and 55% of
POM samples falling a reading over the line that indicates
high calcium and magnesium in the scatter diagram,
(HCO, +S0,*) vs. (Ca?* +Mg?"). The reverse ion
exchange mechanism in the shale bed exchanges water’s,
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TABLE 6: Parameters used to classify groundwater.
Total
> 0
Parameter Range The we.lter s number of (%)
quality samples
PRM POM PRM POM
<10 Excellent 15 15 95 95
10-20 Good
Ratio of sodium adsorption (in meql-1
P ( a-1) 20-28 Doubtful
>28 Unsuitable 0 0
<1 Suitable 12 16 62 82
Kelly’s ratio (KR) is a mathematical formula (in meql-1) 1-3 Marginal 4 2 22 14
>3 Unsuitable 3 2 11 6
<1.25 Safe 0 0 0 0
RSC stands for residual sodium carbonate (in meql-1) 122255_ Marginal 2 4 6 16
>2.25 Unsuitable 20 18 96 85

PS stands for potential salinity (in meql-1)

<6  Excellent to good 7 6 32 25
6-12  Good to injurious 7 7 32 32

Injurious to

>12 R 9 10 42 46
unsatisfactory
- bility ind ] h ol s | >80 Excellent 20 20 95 90
B e permeability index (PI) is a measure of how permeable a material is (in meql- 30-80 Good 5 2
<30 Unsuitable 0 0
<25 Excellent 3 4 12 15
N _ o L odiam | o 25-45 Good 8 8 35 30
Sodium Rercentage (SP) is a measure of how much sodium is present in a given 45-65 Permissible 7 8 13 35
amount (in meql-1)
65-85 Doubtful 6 4 25 16
>85 Unsuitable 0 0 0 0
The magnesium ratio (MR) is a measure of how much magnesium is present ina <30 Suitable 7 6 45 20
given amount of (in meql-1) >30 Unsuitable 13 16 65 80
) ) >1.5 Eroding 4 2 15 6
Corrosive ratio (CR)
<1.5 Harmless 18 20 85 100
<45 Excellent 2 5 6 25
45-95 Good 10 14 45 70
?S(-) Poor 9 4 45 20
Index of water quality (WQI)
190- Very poor 3 0 12 0
290 P
5290 Undesirable for 0 0 0 0

drinking

Na* for Ca** and Mg**. Ionexchange dominates silicate
weathering in PRM (35%) and postmonsoon (45%) samples,
which are both below a line. 48% of the samples fall below
and above the scatter plot’s line. Figure 3 shows the scatter
diagram (a) HCOj; + SO,vs.Ca + Mg, (b) Ca+ Mgvs.Na +
K, and (c) HCO, vs.Ca + Mg.

3.7. Irrigation Water Quality. As a result, all samples from
the PRM and POM periods are suitable for irrigation in this
study since the SAR value is less than 10 [36]. The higher-

than-10 SAR values indicate that when water shrinks and
expands, soil permeability in clayey soil diminishes. The
groundwater can be divided into three categories according
to Kelly’s ratio. Some of them are appropriate (less than 1)
while others (between 1 and 2) are just marginally suitable
for irrigation. A total of 10% and 5% of PRM and POM
water samples, respectively, were discovered to be unfit for
irrigation, using Kelley’s ratio. This classification was devised
by [37] based on the residual sodium carbonate (RSC).
Water samples are deemed dangerous during the PRM and
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TaBLE 7: Guidelines for interpreting the quality of irrigation water.

Normal irrigation
water ranking

Range during

Water constraint PRM POM

Sodium absorption

ratio (SAR) 0-10 0.4-5.0

0.3-4.0

Magnesium (Mg**) 0-6 0.17-2.90 0.40-2.50
Bicarbonate (CO32’) 0-12 3.5-35.0 3.7-27.2
Calcium (Ca") 0-25 0.6-3.60 0.50-2.50
Sodium (Na*) 0-45 0.35-4.10 0.35-3.75
Sulphate (SO,*) 0-25 02-274 02-16.5
féecc)mcal conductivity <2100 370-3920 655-3600
Chloride (cl) 0-35 0.5-20.0 1.8-19.0
Acid/base (pH) 6.2-8.7 72-84  7-7.75
Potassium (K*) 0-0.050 0.15-1.20 0.05-0.95

POM periods. During the PRM, only 6% of water samples in
the western section of the research region were of question-
able quality. The majority of the remaining samples are
those that cannot be irrigated. Because of their high salt con-
centration, 15% of the POM samples were mediocre, and the
rest 85% are not suited for irrigation.

Tables 5 and 6 show the calculated potential salinity
(PS). Water samples taken before the monsoon season had
a salinity range of 0.5 to 24.2 meql', with a mean value of
9.6 meql-1. At postmonsoon period is an average 9.3 meql™
ranging from 2.0 to 20.7. Water samples are categorized into
three kinds based on their potential saltiness. Only 30% and
25% of PRM and POM water samples are of outstanding to
good quality, respectively, during these seasons. There were
28% good to damaging samples, and the rest were unsuitable
for irrigation in both seasons. Water samples have PI levels
ranging from 60 to 260 meql-1 before the monsoon and PI
values ranging from 74 to 240 meql”' at monsoon. PI was
used to classify the irrigation water by [38]. The vast major-
ity of specimens in table are opted for monsoon irrigation
with only 5% being unsuitable. In both seasons, the samples
are completely impermeable. The SP value varies from 15 to
78 meql” before the monsoon and from 10 to 69 meg]l-1
after the monsoon. In one-quarter of the cases, water sam-
ples obtained before and after the monsoon are unfit for irri-
gation. Magnesium ratios in water samples ranged from 30
to 82meql-1 during the pre- and post-POM phases. PRM
and POM water samples with magnesium ratios less than
50% and 25%, respectively, fall into the “safe” group. As a
result of pollution, none of the irrigation water samples left
are valid at this time. Between 0.2 and 2.9 is the typical pre-
monsoon calcium-to-magnesium ratio. Samples with
Ca:Mg ratios of less than 1 comprise 60% of the samples,
whereas those with ratios larger than 1 comprise 40%. A
postmonsoon range of 0.3 to 3.1 is seen, with an average
value of 0.78. Samples that include a Ca:Mg ratio of less
than one makes up 70% while samples with a ratio larger
than one make up 30%. Most samples (60% and 70%,
respectively) have a ratio less than 1 in both seasons, the
findings show. It has been shown that soil structure and agri-
cultural productivity are negatively impacted by an increase

in SAR. Useful for industrial uses, the corrosion ratio (CR)
measures the corrosiveness of water. Before the rainy season,
85% of the water samples had a CR value less than 1, while
after it, 95% of the samples had a CR value lower than 1.
Table 7 provides irrigation water suitability guidelines.
According to it, EC, K, and HCO3 exceed the parameter
levels in all seasons, whereas sulphate surpasses the guideline
value in PRM season. Water samples collected before and
during the monsoon season are ideal for irrigation.

4. Conclusion

(i) As the monsoon season approaches, the order of
anion dominance in water samples changes from
HCO, > TDS >ClI"> SO >TH> NO,>F >
PO; to TDS > HCO; >SO;” > Cl” > TH > NOj > F
>PO;. In both seasons, and cations are dominant
in the following order: Na*>Ca?* > Mg*" >K".
TDS, chloride, sulphate, and phosphate are all terms
for total hardness. In both seasons, the majority of
water samples had calcium, magnesium, sodium,
and potassium levels that were within acceptable
limits

(ii) Samples polluted by alkalinity make up 80% of the
total. Fluoride and nitrate are found in premonsoon
and postmonsoon water samples, respectively, how-
ever, they are not found in postmonsoon water sam-
ples. According the Water Quality Index, 50% of
pre- and postmonsoon water tests are safe for
consumption

(iii) The water samples’ SAR, KR, PS, PI, and Na %
readings suggest that they can be used for irrigation,
according to the researchers
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In this paper, the effectiveness of two grid-connected photovoltaic (PV) techniques up of copper indium selenium (CIS) and
monocrystalline silicon (m-Si) arrays has been examined. In order to determine whether the technology is suitable for the
actual winter and summer climatic conditions in Thoothukudi, Tamil Nadu, the observed and calculated performances have
been compared. The final yield, photovoltaic (PV) effectiveness, array yield, performance ratio, and capacity utilisation factor
seem to be the variables used to evaluate performance. Using recorded meteorological data at the selected location, PVsyst
software predicts both PV systems’ year-round performances. These predictions are then contrasted to the outcomes of the
actual measurements. The outcome showed that with a maximal observed performance ratio, both PV systems function
marginally better in the winters than those in the summers. The performance indicators of the PV mechanisms are contrary

with those of other PV systems with comparable capacities that are located in different places.

1. Introduction

The quantities of energy utilized globally have substantially
increased over the past few decades. It increases from 6131
TWh in 1973 to 23816 TWh in 2014, and it is predicted that
this increase will improve quality of life by enabling
advanced technology. By 2040, it is anticipated that 56 per-
cent of the world’s energy would be consumed. Two signifi-
cant obstacles stand in the way of the rising demand for
electricity: the scarcity of common resources and the envi-
ronmental issues brought on by emissions from the exces-
sive usage of fossil fuels [1]. The rapid depletion of fossil
fuel resources around the world increases the power price
hikes, concerns about energy security, and environmental
issues [2]. In all of these circumstances, one of the prospec-
tive power sources to substitute nonrenewable energy
sources was environmentally friendly and sustainable energy
sources, like solar energy [3].

India has a lot of potential for solar energy production.
The geographical area, which experiences solar energy
equivalent to 3000 hours of sunshine annually, is the expla-

nation. This is more than 5000 quadrillion kW hours. India
almost universally receives 4-7 kilowatt hr of solar radiation
per square metre. Under the National Solar Mission, India
has the bold ambition to construct massive power grid con-
nected solar power facilities designed to work in conjunction
capacity of 20,000 MegaWatt by 2020. Understanding how
well solar PV systems function under various climatic condi-
tions is necessary for a successful deployment [4].

A significant sustainable energy source that generates
electricity using photovoltaic (PV) power grids with no fossil
fuel usage or emissions [5]. Semiconductor materials are
used in photovoltaic cells or panels, which enable the direct
conversion of solar energy to electrical energy. For a very
long period, these modules can offer you a source of electric-
ity that is secure, trustworthy, maintenance-free, and ecolog-
ically sustainable [6]. Although PV systems are more pricey
than other alternatives for power generation, this technology
has been encouraged because of its significant gains, which
can be categorized into three: benefits for customers, benefits
for electric utilities, and benefits for the environment [7].
When using PV modules in solar projects, it is important
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FIGURE 2: Presented grid-connected PV module’s schematic diagram.

to understand how they operate and how they will behave in
various climatic situations. The standard condition test
(STC) is typically conducted indoors or in an air mass
(AM) of 1.5, an intensity of 1 kilowatt/m2, and a cell temper-
ature of 25°C. Thus, it is essential to assess the actual effi-
ciency of PV systems in outside conditions using
trustworthy tools in predicting in a particular geographic
area [8].

In the recent times, various studies have been carried out
to enhance every aspect of photovoltaic (PV) systems. The
behaviour of PVs in this environment, including tempera-
ture, irradiance, and cell temperature, must be taken into
consideration while maximising production [9]. For aca-
demics, PV installers, and stakeholders, performance evalu-
ations of various PV systems for a chosen site with its
meteorological parameters are more straightforward to
derive important conclusions. The outdoor performance of
thin-film and monocrystalline(m-Si) photovoltaic systems
that have been coupled to the grid was presented in this

paper [2]. Solar panels made from monocrystalline silicon
have cells that are each carved from a single ingot of mono-
crystalline silicon. Due to the fact that each cell is crafted
from a singular piece of silicon, the composition of these
cells is more refined. As a direct consequence of this, mono
panels have a little higher efficiency level than poly panels.
The goal is to determine practical PV technology’s long-
and short-term viability and effectiveness for places with
comparable environmental circumstances. Under hot tem-
peratures in south India, the real effectiveness of grid-
connected PV modules with a copper indium selenium
(CIS) PV array and monocrystalline (m-Si) system are con-
trasted. With specific input parameters relevant to the local
latitude and longitude, the PVsyst software also predicts
the performances of both PV systems. The proposal’s objec-
tive is to evaluate the energy efficiency of thin film PV tech-
nology and crystalline silicon in real-world climatic
circumstances in Thoothukudi, Tamil Nadu, in southern
India. A methodical process is developed to conduct the
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TaBLE 1: PV systems’ technical specifications.

Parameter CIS m-Si
MNM (watt) 180 210
Vinp (V) 88.5 39.62
Lyp (A) 24 6.8
V,. (V) 115 48.15
TCOP (%/K) -0.35 2041
I. (A) 2.45 5.65
Inverter (kVA) 1.7 14
Rated power (kWp) 1.62 1.3
NMS 4 1
Azimuth angle (degree) 180 180
NM 10 5
Module tilt (degree) 10 10

Note: MNM: module nominal Power, V,,: module current at maximum
power, I, module voltage at maximum power, V,: module open circuit
voltage, TCOP: temperature coefficient of power, I, .: module short circuit
current, NMS: number of module string, NM: number of modules.

TaBLE 2: Sensor’s technical specifications in weather station [15].

Instrument Accuracy Range
WSS WS120 +4% 0-75m/s
SRS (PYRA 300 V2) +6% 0-1800 W/m?>
MTS(RTD Pt100002) +0.6°C 0-100°C
WDS +4° 0-360°
ATS (RTD Pt1000Q2 class A) +0.4°C 0-100°C

Note: WSS: wind speed sensor, SRS: solar radiation sensor, MTS: module
temperature sensor, WDS: wind direction sensor, ATS: ambient
temperature sensor.

analysis, and the approach used for this study is described
below. They are shown in Figure 1.

2. Related Works

In this work, he presents a brand-new model design, simula-
tion analysis, and test validation for the connected PV grid
system. The simulation of a PV system has connected to a
solar generator with a 3.2 Kwp rated power and a single stage
grid coupled to an inverter uses this technique. Before the
PV system is described by a single diode lumped circuit, its
key parameters, which are a part of the overall PV model,
are assessed. Testing was done by doing external I-V feature
estimations, which confirmed the findings for the PV mod-
ule’s characteristics. In order to account for power conver-
sion efficiency, the AC power output is compared to the
DC input power after being applied to an effective second-
order model with the parameters of interest. The
MATLAB/Simulink environment produces the simulation
results. Results demonstrate successful data compatibility
for I-V signals or for the full operating system. To demon-
strate how accurately the prediction analysis shows electric-
ity generation in a PV system, indicators of severe error are
provided [10].

Renewable energy sources are increasingly being used in
energy systems. The distribution of decision makers for pho-
tovoltaic (PV) decisions is becoming more and more depen-
dent on economic analysis. Energy production and heat data
from PV systems installed in Istanbul, Turkey in 2009 were
analysed to determine the potential for solar power genera-
tion. Along with measurement, commercial factors were
used. This study takes into account a number of taxes,
including utility and supply taxes. The necessity for eco-
nomic analysis to inform decision makers’ choices about
photovoltaic (PV) distribution is growing. The PV systems
that will be implemented in Istanbul, Turkey, are examined
in this article. Tests were conducted using signals like power
interruptions that were gathered in PV modules and tiny
stations as part of an ongoing experiment. The consequences
of employing photovoltaic systems on annual expenses as
well as other taxes, including utility and food taxes, were
taken into account. According to the findings, users can
install solar PV systems to cut the electricity costs by more
than 40%. Although solar PV systems have substantial up-
front costs, subsequent price drops in PV modules and cost
savings measures all help to bring down energy bills. Addi-
tionally, the price of electricity per kW-hour is less than
the Turkish solar energy industry’s guaranteed price. The
solar PV system’s capacity to fulfil summer’s increased
demand is one of its advantages. The utilisation of a PV sys-
tem will be even more profitable if a utility company utilises
a taxation system with seasonal operation intervals. This is
because the efficiency of the PV system will be increased.
The scope of the study is going to be expanded so that it
can monitor the production of solar energy. This is because
having reliable information about expected solar production
is necessary in order to regulate the demand side. Solar fore-
casting is essentially a method that gives grid operators with
a technique to predict and balance the amount of energy
generation and consumption. Assuming the grid operator
has access to a variety of generating assets, reliable solar
forecasting enables the grid operator to optimise the method
in which they deploy their controllable units in the most
effective manner possible. Future initiatives will also address
difficulties with power system implementation and quality
enhancement, like cost reduction through the use of PV
Integral Battery Storage systems [7].

Grid-connected photovoltaic (PV) system analysis,
which may vary in terms of construction, technique, or loca-
tion, is made easier by the use of relevant performance met-
rics. The four performance parameters that determine the
overall system effectiveness regarding energy output, solar
service, and the overall impact of system loss are reference
yield, performance rating, final PV system yield, and PVUSA
rating. These frameworks are examined for their capacity to
offer the required insights into the development of the PV
system and performance testing. They are replicated in a
wide range of technologies, styles, and spatial situations.
Also presented are techniques for calculating the system’s
AC power measurements during the design stage utilising
multiples created from the performance metrics that were
actually measured. It has been found that using the led to
the reduction factor as a whole produces results that are
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TaBLE 3: Evaluation metrics for assessment.
S1. No Parameters Symbol Equation Eqn. No
Exc
1 Final yield Y 1
N F p PV,rated ( )
n
2. Monthly energy output Ejscm Y Eaca (2)
d=1
. Epca
3. Efficiency of PV module Hpy 2 ; (3)
aHt
E
4. Array yield Y, P o 4
PV,rated
. Euca o
5. System efficiency My AH x 100% (5)
a~ "t
6. Capacity utilization factor CUF R (6)
8760 x PPV,ruted
7. System loss L Y,-Yp (7)
H,
8. Reference yield Yr - (8
Hr
(25-Ty)y
Epex | ——————
9. Temperature loss Ly DC <1 +7(Tyy - 25) )
Vi
10. Performance ratio PR v, ) * 100% (10)
R
11. Array capture loss Lacap Yp-Y, (11)

Symbols definition: #: number of days in a month; Ppy, ,,;: PV array’s nominal power (kWp), Epc ;: energy output of daily DC from the array (kWh/kWp);
E,cg: energy output of daily AC (kWh/kWp); y: module’s temperature coefficient of power; H,: global-in-plane solar irradiation (kWh/m?/day); A,: array
area of PV (m?); T, temperature of PV module (‘C); H,: in-plane reference irradiation of array (kWh/mz/day).

TABLE 4: Energy parameters.

Sl No. EM Eqn. Eqn. No Unit
(TL x Eout) - Ein
1. LCCE —— (12) Years
TL X Esol
E
2. EPF T; x (E"_“t) (13) —
Ein
3. EPBT 5 (14) %

out

more similar to those of the PVUSA technique; however, a
greater knowledge of the issues and reduce factor can give
rise to tighter agreement and reveal opportunities for
improving system performance [11]. To adjust for lower
output in actual operating conditions contrasted to the con-
ditions in which the PV panel was rated, a scaling factor
known as the photovoltaic (PV) derating factor is applied
to the power output of the PV array.

The issue of electrical security has become more pressing
due to rising electricity consumption in developing nations.
To make use of the unused energy from renewable resources,
this has become required. Due to their grid connectivity, PV
systems have emerged as the most effective source of renew-
able energy on a broad scale. The design, operation, and
integration of new grid-connected systems can be aided by
performance analysis of these plants that are connected to

the power. One of the largest auxiliary solar power plants,
a 10 MW photovoltaic power grid attached to Ramagundam,
receives a fair quantity of 4.97 kiloWatt hr/m2/day per year
and the mean temperature is about 27.3 degrees centigrade.
The business is geared for seasonal activities. This study goes
into detail into the characteristics of solar PV architecture
and its annual performance. Performance rating is deter-
mined by measuring various power losses (such as those
caused by temperature, internal networks, electronics power,
associated grids, etc.). The findings of plant performance
tests are also contrasted with simulation results from PV sys-
tem and PV-GIS software. The crop’s final yield ranges from
1.96 to 5.07 hours each day, with a yearly performance rate
of 86.12 percent. It generates 15,798,192 MWh or 17.68 per-
cent of CUF power annually. Monitoring data and operating
details for a Photovoltaic system can be used for significant
initiatives in the future [4].

It is necessary to perform research to meet the load
rather than the effects of the distributed generation (DG)
grid as a result of the Net Plus-energy Buildings (NPEB)
plan. This document is an imitation of the EnergyPlus soft-
ware application, which is based on NPEB and works with
four Brazilian city areas. Analysis covers grid interaction,
loads matching indications, and photovoltaic (PV) efficiency
limits (LMGI). There are new grid effect indicators available
to research how DG affects the electrical grid. The investiga-
tion of economic elements is done in the second phase with
the aid of net metering. The years are displayed in the
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FI1GURE 3: Monthly meteorological data. (a) Clearness index and mean global solar-radiation and (b) variations in module temperature, wind

velocity, and ambient temperature.

TABLE 5: Solar-radiation and clearness index.

Monitored Beam radiation Diffused radiation Clearness
period (month) (kWh/m?/d) (kWh/m?/d) index
Jan 45 1.8 0.6
Feb 52 2.1 0.5
Mar 4.3 2.9 0.42
Apr 4 2 0.5
May 338 24 04
Jun 32 2.7 03
Jul 3 1.5 05
Aug 34 2.3 035
Sep 3.9 3.2 0.43
Oct 3.21 2.6 0.55
Nov 3.5 1.2 0.6
Dec 3.7 1 0.52

results. The yearly electricity supply loads vary from 20 to 36
percent depending on the climatic variables of the photovol-
taic load relative and power generation levels exported to
Brazil’s high grid by yearly basis power peak position around
0.7 but it can exceed 0.8 in extremely sunny conditions.
When PV production is high and temperature control
capacity is high, solar energy can supply up to 51% of the
electricity requirement. The building achieves grid equity
between 6 and 18 percent of discount rates, according to
the economy, and payment terms are offered under various
conditions for investment expenses, discount rates, and
power bills. Investment expenses and loan discount rates,
among other non-technical and unpredictable factors, have
a substantial effect. It is difficult to attain grid equity, thus
political backing and financial incentives are still required.
According to studies, local economic situations fluctuate
based on the price of power and the real discount rates [12].

In this paper, analysis and modelling of a grid are pre-
sented to help evaluate the interaction behaviour of its nodes
and to help control performance during system development
(GCPS). Maintenance costs are low. Most of the power
comes from the sun, therefore it helps save money on elec-
tricity. In addition, setting it up is a breeze. Grid-connected
PV systems have a short gestation period. Its natural charac-
teristics are easily imitated using basic specification data and
a straightforward solar array circuit model. Comprehensive
power control and GCPS security are provided by user-
defined and constructed modules and power circuits to
account for the passage of normal and defective situations,
which are controlled by its dynamic power control. In
PSCAD/EMTDC, a temporary power system software pack-
age, the model is referred to and used. To confirm that the
suggested simulation model is successful in assessing the
GCPS detection and protection performance in accordance
with the temporary magnetic field analysis, comprehensive
simulation results are provided and analysed. This approach
may offer a practical tool for managing the creation and
assessment of GCPS effectiveness [13].

There are numerous issues with integrated photovoltaic
(PV) systems that result in an average loss of 20-25 percent
in power production. There are many different factors,
including temperature impacts, variances in the position
and inclination of solar panels, partial loss, and partial shad-
ing, and due to production methods, PV module current-
voltage (V) properties can vary. By employing the proper
electrical systems, these losses can be minimised. The idea
of a smart photovoltaic module, a low-cost dc-dc converter
having high point-tracking capabilities (MPPT), a controller,
and a power supply cable (PLC) are all introduced in this
work. This study also looks at the intermediate, cable, and
modular topologies for grid-connected PV system construc-
tion. The suggested system, a smart PV module, belongs to
this last category. The boost dc-dc converter’s topology
and operating principles are being examined. Additionally,
MPPT approach comparisons are carried out, which



TaBLE 6: Variations in module temperature, wind velocity, and
ambient temperature.

Monitored Velc:/giltnd(m / CIS-module AT  m-Si
period (month) s)y temperature ('C) ("C) MT (°C)
Jan 3.7 32 27 37
Feb 34 34 29 39
Mar 2.6 40 30 42
Apr 2.2 37 35 34.2
May 3.6 36.5 27 357
Jun 5.1 35 26 42.4
Jul 4.6 33 29 44.5
Aug 4 38 26.5 374
Sep 3.2 36 28.4 38.6
Oct 2.6 35 25 37.5
Nov 3.1 32 27 39
Dec 3.5 30 28.4 42

Note: AT: ambient temperature, MT: module temperature.
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FiGuRrk 4: CIS and m-Si PV array’s predicted and measured array
yield comparison.

demonstrate the greatest outcomes of the growing perfor-
mance. The PLC in every photovoltaic modules and its capa-
bility for grid-connected PV power are taken into
consideration and studied in this article with regard to com-
munications. A smart PV module (with dc-dc converter)
prototype has undergone testing utilising the PV system
testing platform to confirm its full performance. This paper
explains this extremely potent instrument created to test all
types of PV systems. By implementing a smart failure detec-
tion system, users will be able to create PV plant repair pro-
cedures based on specific data [14].

The proposed (PCGSS) with bidirectional flows would
enable residual energy to be brought to the power system
in whole or in part, depending on its requirements, while
in a critical working environment, the grid would then

International Journal of Photoenergy

directly supply loads. A photovoltaic (PV) system’s charging
time would be reduced as a result, increasing its viability for
commercial use. A completely new management method is
proposed to achieve this goal, improve the power produced,
and allow the system to function as a scattered resource
inside the utility grid. New alternatives are constrained: in
the first, all of the power from the dispersed network is con-
sumed by the grid, and in the second, power is added to the
grid as needed. In order for the system to function according
to the routes employing management algorithms with either
Max Power Points (MPP) or Limited Power Points (LPP)
applications, requirements must be met. The maximum
power point, also known as the MPP, is the point on the
current-voltage curve of an illuminated solar module that
corresponds to the point at which the product of that mod-
ule’s current and voltage is at its highest value. LPP is carried
out using a modified Perturbation and Observation
approach. For continued power delivery and to maintain
system performance, the battery system has been connected
to the PV system. There are limits to a system’s capacity to
deliver the best loads. [1].

In accounting for differences, input variables and failure
rates based on the state of vital components, including PV
modules, inverters, and capacitors, this study offers a sys-
tematic approach for assessing the dependability of large-
scale power systems connected to a solar grid (PV). In order
to examine PV systems connected to the actual grid, state
calculations are used. The key PV system components’ fail-
ure levels based on ambient conditions are constructed and
taken into account in the reliability study. To gauge the
dependability performance of PV systems, a number of indi-
cation of the strength are defined. Considering the state of
critical components like inverters, PV modules, and capaci-
tors, as well as input parameters and failures, this study
offers a methodical approach for assessing the dependability
of high-power applications connected to a solar grid (PV). In
order to examine photovoltaic panels connected to the
actual grid, state calculations are used. The key photovoltaic
systems components’ failure levels based on ambient condi-
tions are constructed and taken into account in the durabil-
ity study. To gauge the dependability performance of PV
systems, a number of reliability indicators are defined [5].

In developed countries, the deployment of energy photo-
voltaic systems (GCPVS) in urban structures is very wide-
spread. International multilateral projects are being
developed by many nations to hasten the installation of pho-
tovoltaic as a significant, long-lasting source of renewable
energy. The prior approach, which relies on sensory net-
works (ANNS5), is made to function with PV module electri-
cal properties. This technique might create PV modules with
crystalline V-I curves of any temperature and irradiance.
The outcomes showed that the suggested ANN provided a
good, precise prediction of the functionality of the crystal-
lized PV modules. This technology, which is based on
ANNs, will now be used to determine the fair value of the
power that is supplied for PV installations. It is essential to
determine the greatest amount of energy that can be har-
vested from a photovoltaic panel in order to maximise the
amount of power that can be generated by a solar
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TaBLE 7: CIS and m-Si PV modules’ measured and predicted final yield.

Monitored period (2020) Reference yield m-Si predicted m-Si measured CIS predicted CIS measured
Jan 162 140 149 160 165
Feb 170 137 144 158 154
Mar 200 158 156 172 160
Apr 180 135 138 165 144
May 175 139 145 155 148
Jun 154 120 158 140 152
Jul 158 128 159 149 139
Aug 160 135 162 145 136
Sep 172 139 154 154 143
Oct 159 140 152 157 138
Nov 140 144 130 159 131
Dec 152 136 146 160 142

Units of measurements: monitored periods are in months; measured and predicted yield is in kWh/kWp; and reference yield is in kWh/m?.

TaBLE 8: Temperature loss, PV efficiency, and array yield’s monthly
variation for PV modules.

Monitored CIST m—SiT

period (2020) L, Y, (UCI‘;’) My Lr Yy, (Qg) Hpy
Jan 024 44 35 125 025 4.6 40 13
Feb 023 45 34 13 027 48 35 14
Mar 022 48 31 1256 025 5.0 33 1406
Apr 0224 52 30 13.1 0.236 48 32 15
May 0.24 454 33 135 0.17 424 34 145
Jun 0.28 432 36 14 025 425 35 14
Jul 032 421 39 132 03 412 37 142
Aug 021 45 32 137 027 475 35 147
Sep 023 51 37 13.6 0.26 525 38 146
Oct 0.25 425 38 1232 024 475 40 152
Nov 0.29 4.12 32 14 022 45 39 16
Dec 0.121 464 37 138 026 472 42 158

photovoltaic system. A comparison is made between the per-
formance of a conventional MPPT method and one that is
based on an artificial neural network (ANN). Since the mod-
ules used in these functions are identical to those used in this
solar generator, this method will be utilised in particular to
determine the power supplied for a given installation, the
“Unver Generator”. Prices for PV modules are not rated
when being compared [6].

3. Methodology

The development’s goal is to evaluate the thin film photovol-
taic (PV) systems and crystalline silicon’s energy efficiency
in real-world climatic circumstances in Thoothukudi, Tamil
Nadu, in Southern India. A methodical process is developed
to conduct the assessment. In order to assess the effective-
ness of colocated monocrystalline Silicon (m-Si) and copper
indium selenium (CIS) PV systems, the PV plants were ini-
tially developed employing PVsyst software. Grid-tied PV

systems and a remote monitoring technology were deployed
on the rooftop to conduct the exploratory method. The
meteorological station that was set up at the location pro-
vides data on the ambient temperatures, wind speed, and
sun radiation over horizontal substrates. The measured var-
iables, like PV array’s surface temperature, current, and out-
put voltage, have been used to study the array yield, PV,
energy output, final yield, and system efficiencies. This
research looks at the PV technology’s capacity utilisation
factor (CUF) and performance ratio (PR). The computed
energy losses include system loss, temperature loss, and
array capture loss. Moreover, with the simulated results cal-
culated from the PVsyst optimization technique, the PV sys-
tems’ year-round performance is contrasted to and evaluated
against the actual outside climatic constraints. In the end,
energy measurements such as energy production factor
(EPF), life cycle conversion efficiency (LCCE), and energy
payback time (EPBT) have been assessed in order to esti-
mate the whole energy performance of the PV systems.
The efficiency of photovoltaic solar panels can be evaluated
by measuring the relationship between the panels’ voltage
and current and therefore their power output under a variety
of climatic variables, such as total sun irradiance. This will
give an idea of how well the panels are functioning.

3.1. PV System Description. The rooftop has been installed
with the grid-tied PV frameworks using p-Si and CIS tech-
nologies that were used for the performance evaluation.
Tamil Nadu does have a tropical climate with small seasonal
variations in winter and summer temperatures. The coldest
season, which lasts from November to February, has an
average temperature of 28°C while the warmest season,
which lasts from March to June, has an average temperature
that reaches 40°C. The PV plants are made up of 10 CIS
modules and 5m-Si modules, with operational capacities of
1.62kWp, and 1.3kWp, correspondingly. The PV module’s
north-south orientation faces directly south, and they are
inclined at a 10° fixed angle.

Temperatures of the photovoltaic (PV) modules of the
system as well as the ambient temperature, global radiation,
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TaBLE 9: System loss, final yield, system efficiency, and capture
losses monthly variation for PV modules.

Monitored m-Si CIS

?;SIZ%C; Ly Yr fy Lacey Ls Yip 1y Lacy
Jan 025 45 13 1.2 024 50 11.5 0.52
Feb 0.75 4.8 12.7 1.63 021 528 113 0.64
Mar 0.04 49 12 154 021 529 11.8 043
Apr 0.02 44 116 126 0.14 49 114 0.36
May 0.06 42 11.8 1.34 0.12 45 122 021
Jun 0.5 375 132 1.1 028 425 125 0.34
Jul 025 4.0 134 14 024 429 119 045
Aug 0.52 425 13 1.6 021 4.6 126 047
Sep 034 49 133 159 0.19 48 127 0.38
Oct 0.25 4.75 13.7 148 0.15 52 11.82 0.27
Nov 0.001 4.2 135 1.05 0.02 55 129 0.25
Dec 0.002 4.5 139 136 0.005 49 132 0.22

direction, wind speed, and diffused radiation are continu-
ously measured by the Wattmon solar kit, which is a compo-
nent of the weather station at the location. Wattmon is a
web-based application that allows you to log data, monitor,
and control the devices you use. The system’s Alternating
Current (AC) power output is connected to the electric grid
using PowerOne single phase 250V solar inverters with
1.4kW and 1.7kW capacities for m-Si and CIS units, corre-
spondingly. Every six minutes, a real-time gathering mecha-

nism is set up using a PowerOne GPRS kit to monitor the
AC and Direct Current (DC) outputs from the PV plants.
The presented grid-connected PV module’s schematic dia-
gram is depicted in Figure 2. The employed PV technologies
detailed specifications are represented in Table 1 and the uti-
lized sensor’s technical specifications in the meteorological/
weather station are depicted in Table 2.

4. Performance Parameters

4.1. Analysing Performance Metrics. The PV systems’ perfor-
mance is studied in this research using the effectiveness met-
rics established by the IEC standard 61724 [16] and
International Energy Agency (IEA). Reference yield, system
losses, final yield, array yield and array, system and PV effi-
ciencies, PR, and CUF are some of the evaluation metrics,
and they are all shown in Table 3. The exact energy yields
from array could be standardised to the system’s regarded
power (i.e., 1.3k Wp) [17]. The applicability of these normal-
ised performance measures offers a foundation for compar-
ing PV installations under diverse operating environment.
Losses that diminish the effectiveness of the system are
caused by radiation and convection heat transfer, both of
which are utilised in the generation of power in PV modules.
Convective heat transfer occurs in photovoltaic modules as a
result of the movement of air across the surface of the mod-
ule. Radiation is the final means through which heat can be
transferred from the PV module to the environment around
it. The array capture loss, cell temperature loss, and system
loss were the more noticeable losses [18]. Per degree Celsius
increase in module temperature over typical test
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circumstances, the PV module’s energy production drops
from 0.3 to 0.4 percent [19]. The temperature of the PV sys-
tem relates to the temperature-related loss. A rise in the
external temperature causes the panel temperature to rise,
which reduces the amount of power produced.

4.2. Energy Metrics and Embodied Energy. The overall
amount of energy needed for all the steps in a producing
process, such as installation, fabrication, raw materials, and
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FiGure 10: Monthly mean CUF for measured period.

maintenance, is known as embodied energy E,,,. To evaluate
whether the system either adds to or reduces global warming
and also to ascertain the PV system’s performance, this
assessment is crucial. Three fundamental energy measures
are used to calculate a PV system’s performance. Table 4
shows their representations as energy production factor
(EPF), life cycle conversion efficiency (LCCE), and energy
payback time (EPBT). The embodied energy’s breakup for
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TaBLE 10: Performance comparison.
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System’s location Module technique Power (kWp) PR References
Brazil Polycrystalline silicon (p-Si) 2.2 82.9 [20]
New Zealand p-Si 10 78 [21]
Spain m-Si 43 69.8 [22]
India m-Si 3000 60 [23]
Ireland m-Si 1.72 81.5 [24]
TaBLE 11: Embodied energy’s breakup.
SI. No. Materials Embodied energy (kWh) .
CIS m-Si
1 M.S. support structure 632.82 57591
2 Inverter 485.40 264.00
3 PV module 5191.01 460.30
4 Electronic components, maintenance, operation, and cables 653.50 653.50
Total 6762.73 1952.71
TABLE 12: PV system’s energy metrics. assessed continuously. Figures 3(a) and 3(b) collect and
graph the various variables, including diffused radiation,
PV array EPF LCCE EPBT global radiation, wind velocity, clearness index, module sur-
CIS 1.04 0.1312 0.998 face temperature, and ambient temperature.
m-Si 0.221 0.1211 4321 The beam radiation were ranges from 5.2 kWh/m?/d to
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FIGURE 11: PV equipment’s energy metrics.

the CSI and m-Si PV plants was evaluated as 1692.28 kWh
and 6865.73 kWh, respectively.where E_, is PV system’s
overall energy generation (kWh/year), T, is PV system’s
overall lifetime (years), E;, is total energy involved in PV
system’s installation and fabrication (kWh), E_; is the input
of annual solar radiation (kWh), and EM is energy metrics.

5. Results and Discussion

5.1. Meteorological Database. From January to December
2020, the CIS and m-Si PV module’s efficiency has been

3kWh/m’/d; the diffused radiation were ranges from
1kWh/m?/d to 3.2kWh/m?/d; and the clearness index from
the months January to December ranges from 0.3 to 0.6.
Moreover, the wind velocity were ranges from 2.2m/s to
4.6 m/s for the monitored period 2020; the ambient temper-
ature ranges from 25°C to 35°C; the m-Si module tempera-
ture ranges from 34.2°C to 44.5°C; and the CSI module
temperature ranges from 30°C to 40°C. The solar insolation
of the CIS and m-Si power plant has been represented in
Table 5 and the variations in module temperature, wind
velocity, and ambient temperature are depicted in Table 6.

5.2. Energy Yields Analysis. The test site’s CIS and m-Si PV
plants’ evaluated output was contrasted with the findings
of the PVsyst simulation, which are shown in Figure 4. In
order to minimize the uncertainties, the simulations incor-
porate the test site’s latitude, longitude, and altitude as well
as observed climate databases (ambient temperature, world-
wide solar radiation, and wind speed). The graph demon-
strates that the projected and observed array yields for CIS
and m-Si PV technologies followed the similar pattern. It
turns out that for both PV systems, the array yield antici-
pated by the algorithms and the actual observed values cor-
respond very closely. Table 7 illustrates the measured and
predicted final yield for CIS and m-Si PV modules.
However, because of the lower in-plane incoming radia-
tion in December compared to the expected amount in
August, the observed array yield for both CIS and m-Si PV
systems was the lowest. Additionally, it has been found that
in the majority of climatic situations, CIS technology outper-
formed m-Si technology. Furthermore, because the ambient
temperature was relatively less during the summer season
and the dispersed element of light was larger in incoming
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radiation, the CIS technology had observed a substantial
yield above the projected value.

5.3. System Efficiency, PV, and Energy Losses Analysis. Sys-
tem loss, array capture loss, and temperature loss seem to
be the energy losses taken into account in this research
and should be given the appropriate attention. The module
temperature was recorded at 44°C and 40°C, correspond-
ingly, which significantly reduces the DC energy yield. In
April, temperature losses for CIS and m-Si PV modules were
reported to be as 0.224 h/day and 0.236 h/day. The system
temperatures’ monthly average takes into account daylight
hours or from 6a.m. to 7p.m. The modules’ temperatures
for m-Si and CIS PV modules were 39°C and 32°C, corre-
spondingly, during the cold months of November through
January because of the decreased temperature losses, which
are measured as 0.121 h/day and 0.26h/day in December.
Despite the clear skies and greater mean incident solar inso-
lation in March month, the array’s DC energy yield was
found to be significantly higher despite high-temperature
depreciation. Additionally, a modest increase in DC energy
generation is seen from June to September, along with minor
changes in temperature degradation for CIS and m-Si PV
modules. In any case, India seems to be in a warm, humid
region, and because the temperature changes are never neg-
ative, the PV array experiences no gains rather than losses.
The effectiveness of a PV method is highly influenced by
both the module and irradiance temperature. For CIS and
m-Si technologies, the mean monthly PV performance
ranges from a low of 12.56 percent and 12.32 percent in
April to a high of 15.8 percent and 14.6 percent in January.
Throughout the year, the CIS technology’s mean module
temperature is 4°C less than the m-Si technique. The PV
effectiveness for both techniques is significantly lower in
the hot than it is in the cold leading to increased module
temperatures. Month-wise comparison is shown in Table 8.
Figures 5(a) and 5(b) shows the temperature loss and yield
array for CIS and m-Si. Figures 6(a) and 6(b) shows the
PV efficiency and temp module for CIS and m-Si.

However, due to massive wind velocities that lower the
module temperatures, a modest gain in PV effectiveness is
seen for both PV modules in June and July. Through the
year, the effectiveness of CIS PV system is practically on
par with that of m-Si innovation. It demonstrates that the
CIS system is operating equally well in regards to energy
production as that of the m-Si plant underneath the real
warm and wet weather conditions of southern India. The
m-Si and CIS systems show the greatest L,¢,, values of
1.63h/day and 1.05h/day as well as the lowest values of
0.64h/day and 0.25h/day, respectively. Table 9 shows the
system loss, final yield, system efliciency, and capture losses
monthly variation for PV modules. Figures 7(a) and 7(b)
show the final yield and system loss for CIS and m-Si.
Figures 8(a) and 8(b) show the capture loss and system effi-
ciency for CIS and m-Si.

5.4. Annual and Monthly Performance Variation. The mea-
surement values at the location for a full year are typically
used to comprehensively examine the solar PV installations
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energy performance. The monthly overall in-plane-solar
radiation ranged from 136.25 kWh in December 2020 dur-
ing cold months to 194.54 kWh in March 2020 while sum-
mer months, even during evaluation period (January-
December 2020) in this research. The lowest and highest
values for standardized monthly energy production for m-
Si and CIS PV systems, correspondingly, were 104.15 kWh
and 115.25 kWh in December and 148.42 kWh and 162.64
kWh in March, including both. According to the recorded
monthly mean energy production for the CIS and m-Si sili-
con power plants, the three most important environmental
elements that determine energy production are the irradi-
ance of the sun, the velocity of the wind, and the tempera-
ture of the surrounding environment. Despite all of the
advancements, the performance of solar cells is still affected
by a wide variety of environmental parameters. Some of
these factors include temperature, humidity, wind velocity,
light intensity, altitude, and air pressure. The PV array’s dis-
charge current gradually increases as the radiation frequency
increases, as is obvious. The irradiance has a linear relation-
ship with the DC power that the PV systems produce. How-
ever, because of the opposing influence of the system
temperature, there is a drop in the effectiveness of solar PV
modules.

5.5. CUF and System PR Analysis. The performance ratio
(PR) was among the most important factors to consider
when evaluating an SPV system’s effectiveness. Since PR is
a measurement of a PV system’s efficiency regardless of
where it is installed, it is also known as the “quality factor.”
Figure 9 displays the simulation of observed PR that was
attained during the observation time. It should be remem-
bered that plants function slightly better in the cold than
they do in the summertime. This is due to substantial energy
inefliciencies in the summer caused by increasing PV mod-
ule heating at comparatively small wind speeds. For the m-
Si plant, the observed monthly PR values were nearly identi-
cal to those predicted by the software, however, for the CIS
plant, the observed PR values are greater for the majority
of the months in 2020.

This explains an improvement of roughly 8% in the CIS
system’s yearly mean daily PR when contrasted to the m-Si
plant. Although CIS technique has a lesser STC conversion
effectiveness than m-Si modules, it offers greater perfor-
mance all year long. Since dispersed light’s short waves frac-
tions seem to be more concentrated in the spectrum’s
ultraviolet and blue end, CIS technique is better able to
transform these frequencies into useful energy than m-Si
technologies.

There has been no absorbance loss for CIS in the wave-
length’s lower wavelength region less than 520 nm, which
led to an enhancement in the short-circuit power intensity.
The solar PV system’s cell efficiency and GHI determine
the specific location’s CUF for the deployed PV system.
According to the system’s final yield, the CUF eventually
fluctuates with the AC power produced. During the maxi-
mum summertime in March 2020, the monthly mean CUF
is at its highest, reaching 20.16 percent for m-Si systems
and 23.09 percent for CIS systems, correspondingly. Both
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PV systems’ CUF is considerably lower than the mean CUF
of the majority of rooftop SPV modules when compared.
Moreover, the monthly mean CUF for measured period is
shown in Figure 10. Moreover, the presented PV system
comparison with other systems is shown in Table 10.

5.6. Analysis of Energy Metrics. For the PV system’s real out-
door effectiveness under study, the EPF, EPBT, and LCCE
were estimated. Table 11 provides the calculated embodied
energy for the PV modules. The m-Si and CIS PV devices’
corresponding total embodied energies are calculated to be
6762.73 kWh and 1952.71 kWh. Table 12 and Figure 11 pro-
vide information on the PV equipment’ energy metrics.

6. Conclusions

In the current study, two colocated smaller scale roof-top PV
plants on the campus had their performance compared. The
monocrystalline silicon (m-Si) and copper indium selenium
(CIS) technology, with capacities of 1.3kWp and 1.62kWp,
correspondingly, are the foundations of the grid-connected
PV installations. The PV system’s behaviour in the winter
and muggy climate of southern Tamil Nadu, India, has been
represented by the external evaluation. The monthly and
yearly performance metrics are evaluated and contrasted
with predicted outcomes. The incident solar irradiation
and ambient temperature have a significant impact on the
module’s temperature, which in turn affects the output
power. For practically identical incident solar irradiance on
the early days used for the study in heat and cold, the CIS
PV module produces more power than the m-Si technology.
By using the observed site variables as inputs to the model-
ling programme, the year-round efficiency forecast of the
CIS and m-Si PV technologies is in reasonable accordance
with the annual energy’s observed values injected to the grid
with an ambiguity.
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Performance, cost, and aesthetics are all difficult to beat in today’s expanding distributed rooftop solar sector, and flat-plate PV is
no exception. Photovoltaics will be able to take advantage of some of their most significant advantages as a result of this
marketplace, including the elimination of transmission losses and the generation of power at the point of sale. Concentrated
photovoltaic (CPV) technology, on the other hand, represents a viable alternative in the quest for ever-lower normalised
energy costs and ever-shorter energy payback times. Material, components, and manufacturing techniques from allied sectors,
particularly the power electronics industry, have been adapted to lower system costs and time-to-market for the system under
development. The LFR is less than 30 mm wide to maximise thermal efficiency, and a densely packed cell array has been used
to maximise electrical output. The Matlab simulations show that the proposed machine learning-based LFR technique has a
greater concentration rate than the present LFR method, as demonstrated by the results.

1. Introduction

The usage of distributed energy resources (DERs) including
solar power and wind has increased dramatically around the
world in recent years [1, 2]. Furthermore, solar energy is a
completely free, easily accessible, and scalable renewable
resource that may be used in a variety of applications and

shown in Figure 1 [3]. The utilisation of solar panels to gen-
erate considerable amounts of electricity without the use of
fossil fuels will enable the world to transition to a clean
energy economy. Several international rules and financial
incentives have been implemented to increase solar energy
share in the smart grid [4]. It will be difficult for photovoltaic
(PV) power plants to expand on a large scale if there is
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uncertainty in the real-time control and economic benefits
they provide. To mitigate the negative effects of PV power
on the overall power system and to improve system stability,
it has become more important to employ reliable forecasting
methods for precisely anticipating PV power [5, 6]. The uti-
lisation of more detailed source data can be utilised to
develop more advanced forecasting models, which can then
be used to attain an increased average accuracy rate of PV
power forecasts using the current power grid smart electric-
ity metres [7].

It was impossible to design a high-efficiency solar energy
conversion system long ago while keeping costs down. Using
normal methods, it is difficult to evaluate and predict the
heat transfer and storage characteristics of a typical solar
energy conversion device, such as a solar water heater
(SWH) [8]. For the high-performance SWH design, it is vital
to be familiar with the relationships that exist between exter-
nal settings and thermal performance coefficients (CTP). On
the other hand, some relationships are challenging to under-
stand for a number of reasons, including [9]. Measurements
take time, control experiments are found difficult for con-
ducting, and currently, no model adequately integrates
external settings with inherent SWH properties. Methods
for assessing energy system attributes [10, 11] and enhanc-
ing system performance [12-15] are currently at the fore-
front of technological development. Although there are
certain exceptions to this rule, there are a few. Due to these
challenges, as well as cost constraints, the logical design of
high-performance SWHs is significantly hampered.

The fact that machine learning assists us in precisely
determining the values of CTP with only a few easily mea-
sured independent variables is fortunate for us. Using a non-
linear fitting approach and a machine learning technique
with proper algorithms, assuming the database is large
enough to learn from the correlations in the data, this can
be accomplished with relative ease. Using this technique,
we can obtain a prediction from the predictive model with-
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out having to determine the unique physical models for each
CTP. As these research findings illustrate, machine learning
technologies have a great deal of potential in the field of
energy systems. Power systems are complex, dynamic net-
works of electrical components that operate in a dynamic
environment. The evolution of electricity systems has
occurred over several decades. Economic, technological,
environmental, and political motivations have all played a
role in bringing about these transformations [1-3]. In a
smart grid system [4, 5], both energy and information are
sent back and forth amongst the numerous stakeholders,
allowing for bidirectional energy flow as well as bidirectional
information flow. Several factors have contributed to the dis-
ruption of the energy system. As a starting point, the rising
reliance on renewable energy sources by the power system
introduces greater uncertainty. Identifying solutions that
allow for the adoption of distributed energy resources in a
deregulated electricity market becomes more difficult as cus-
tomers become more involved in the market (6, 7].

To address these concerns, effective grid planning and
operating procedures are required. As a result of the ongoing
grid changes [8, 9], both commercial transactions and the
physical flow of electricity are becoming increasingly com-
plex. Because of the abundance of data and the instability
of information, decision-making has become more difficult
than it used to be [10, 11]. Future smart grids will conse-
quently necessitate the development of systems that can con-
tinuously —monitor, predict, and schedule energy
consumption and output in real-time, as well as learn and
make decisions.

2. Related Works

Many power system challenges can be broken down into a
set of sequential decisions that must be made one after
another. Traditional methods include things like program-
ming, convex optimization, and heuristic approaches, to
name a few. The advantages and disadvantages of these
methods can be better understood by contrasting them with
optimisation algorithms on a qualitative level [16, 17]. The
mathematical approach known as Lyapunov optimization
is an example of a classical mathematical approach [18].
There are several advantages to this strategy, including exact
mathematics and real-time management. Because it is based
on explicit objective functional expressions, it cannot be
used to abstract away many real-world optimization option
scenarios from the optimization problem [19]. The validity
of the Lyapunov criterion in complicated, high-
dimensional settings is also in doubt, according to some
researchers.

For any programming style, such as mixed-integer pro-
gramming, dynamic programming, or stochastic program-
ming, there are a variety of options to choose from. These
strategies can be used for a variety of problems, including
sequence optimization problems [20-25]. Despite this, it is
required to start over with each iteration of this strategy
because the results are so complex. Aside from that, the
expense of computation makes real-time decision-making
impractical in some circumstances. It is difficult to effectively
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predict renewable energy generation and demand in real-
world situations using computer-aided forecasting tech-
niques [26-30]. In the field of heuristic techniques, particle
swarm optimization (PSO) [31, 32] and genetic algorithms
(GA) [33, 34] are two examples. The application of a heuris-
tic technique to address optimization problems, particularly
nonconvex optimization problems, is effective in dealing
with the challenge of large data sets and complex situations.
However, because they cannot be quantitatively verified,
these procedures are less dependable than other alternatives
[35]. It is not necessary to have an exact objective function
when using machine learning techniques, as is the case with
convex optimization approaches. For its part, machine
learning examines the decision-making process in the con-
text of the data that is fed into it. While convex optimization
approaches have problems dealing with huge datasets,
machine learning does not have this problem. The major
importance of the proposed machine learning-based
approach is to produce the solar power optimization in the
automatic. Hence, there is the result, and computational
accuracy was increased. If these attributes get higher values,
then, the results are getting huge. So the machine learning
model was introduced in power optimization. The current
status of the system indicates that machine learning gener-
ates online decisions in real time rather than relying on a
set of rules that have been established in advance. Machine
learning, in contrast to heuristic methods, is more stable
and better suited for decision-making tasks than these
methods.

3. Background

To focus sunlight onto a stationary absorber, Fresnel reflec-
tors with long, thin segments use a shared focal point. Using
a secondary concentrator, the beams are reflected within the
accepted angle of incidence. The absorber is responsible for
converting this concentrated energy into the thermic fluid.
Power or other commercial reasons can be generated
through the use of a heat exchanger. The LFRSC modular
components can be joined together to form a bigger system,
depending on the application being addressed. A rooftop
collector is built with Fresnel mirrors and a secondary con-
centrator with CPCs, which we used in conjunction with
the linear Fresnel reflecting mirrors. The PRO-e Package is
used to represent the collector assembly and the components
that make up the assembly. Radiation from the beam is
focused on a stationary receiver employing Fresnel reflec-
tors. The receiver is made up of two absorber tubes made
of stainless steel. Secondary CPC reflectors on receivers
direct beam radiation to the absorber tube, which serves as
the receiver receiving element. A thick pane of glass protects
the entire optical system from exposure to the outside
environment.

Its dimensions are 2.2 metres in length, 1.383% in width,
and 0.351% in height, and it weighs 0.351 kilogrammes.
Each mirror array in the CPC system is made up of ten mir-
rors, which is the maximum number allowed. The sunlight is
focused onto two parallel tubes of absorber by a total of
twenty mirrors with similar widths. The receiver is made

up of two absorber tubes made of stainless steel with a diam-
eter of 25 mm. When it comes to optical design, the angle of
incidence of the reflecting mirror is considered crucial. Thin
mirrors are often utilised to focus on the absorber at the
shared focal point of the reflector and the reflector absorber.
Reflected radiation from the neighbouring mirrors should
not be hindered by the space between them if they are placed
close together. As a result, there is no mirror placed beneath
the absorber to prevent the shadow generated by this device
and the secondary concentrator. When estimating the radii
of tube absorbers, the perpendicular drop lengths from point
f on reflector rays are taken into consideration. To design
the LFRSC, the tubular absorber served as a starting point
for the process [1]. The tubular absorber radius can be
approximated as half the width of the mirror element [2]
divided by its radius. In this case, the first mirror is located
0.5W + f tan (&) distance from the planes, whereas the sec-
ond mirror is located at 0.5W distance. Values larger than
one-half the length of the mirror should be avoided at all
costs. As a result, shading will not be provided. The study
refers to the first mirror element as Q; in Equation (1) for
the time being.

Q, =R+ f tan (§), (1)

where Q, is the first mirror location, R is the absorber radius,
and f is the focal distance.
The first mirror element inclination is shown below:

(Q +(0.5W) cos 0,)

0:=05 1" 05w) o))

. 2)

Upon impacting the second mirror element, its position-
ing and tilt concerning the aperture plane are adjusted to
ensure that it will arrive at its focal point in the proper posi-
tion. As a result, the first and second mirrors require some
more breathing room. As a result, the second mirror shift
is referred to as the shift. The second mirror is beginning
to shift as in the following equation:

S, =W sin 0, tan (20, +¢&). (3)

The position and tilt of the second mirror w.r.t the aper-
ture plane are critical factors as in the following equation:

(XX’) isQ,=Q, + W cos 0, +8,. (4)

Generalized equations for the location of shift (S) and its
tilt of the n'™ mirror are obtained using geometrical consid-
erations that are similar to those used in the previous formu-
lations in the following equations:

Q,=Q,;+Wcosf, ,+S,
S,=Wsin6,_, tan (20, + &),

(Q, +(0.5W) cos 0,)
(f = (0.5W) sin 0

6,=0.5

>
n



With §; =0,6,=0,and Q; =0.5W + f tan (,) are con-
sidered as the initial values for the optimisation process, and
the value of n varies between 1 and K, where K is the num-
ber of mirrors elements found at either half of the parabolic
concentrators. Shift, tilt, and location can be calculated using
the iteration method by calculating the equations above for
each mirror element. A total of 20 mirror components are
required for a complete module with two absorbers. The sec-
ondary concentrator profile is designed based on the rela-
tionships shown in the following equations:

2f
(1-cos¢)’
z=Rcos (¢ —0.,)
r=Rsin (¢ —0,,,) —a’, (6)
fi=a'(1-cos (90 +6,,.)),

2f
2a' = ,
® T T=cos (90+0,,))

where f, is the parabola, 0, is the focal length, 2a is the
acceptance angle, z is the spherical coordinate, and r is the
absorber radius.

4. Proposed Method

With a linear Fresnel reflector (LFR) tracking in the north-
south direction, it was thought that the reflector would be
able to produce a level of performance that would be accept-
able. Because the collector design is the primary focus of this
study, it is critical to determine the maximum power output
that can be achieved for a certain operational surface tem-
perature of the absorber pipe. The machine learning was
supported for automation predictions and optimization.
Hence, the reduction of human level was possible. So the
optimization will get accurate results while the manual cal-
culations. The proposed model operates on the Carnot cycle.
The Carnot cycle eliminates the need to make assumptions
regarding piping configuration, flow rate, or the heat engine
or heat transfer fluid that would be required to model a com-
plete plant. Even though the energy approach has significant
disadvantages, it is still extensively employed in the solar lit-
erature, despite the thought taking into account specific
applications. The TMY hourly average of energy per unit
area (in W/m? of the total mirror area of the collector) for
an LFR is calculated as follows:

T
Ex,out = Q<1 - %) > (7)

r

where Q is the net transferred heat to external surface of tar-
get receiver as in Equation (8) and T, is temperature.

Q = Qin* - QLoss’ (8)

where Q. is the term used to describe the heat loss to tem-
perature T, and it changes based on the receiver setups. In
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the solar literature, the insulated pipes of nonevacuated with
evacuated and cover glazing tubes are the two most common
types of receivers to be encountered. The amount of heat
that can be delivered to a receiver Q,,* from a solar collector
total mirror area is determined by three factors: direct sun
radiation (DNI) on the mirror area A,, and the normal inci-
dence 77,(0 = 0) of the collector. The losses incurred by col-
lectors are not taken into consideration in this
computation as in the following equation:

Q" = DNLA,7,(0 = 0).IAM. (9)

In the calculation of optical efficiency and IAM, the fol-
lowing parameters are taken into consideration: reflectance,
transmission, absorbance, intercept factor, shadowing, and
blocking. Aspects such as the effective mirror aperture area
and incidence cosines are also taken into consideration. In
order to approximate the elevation of individual mirror ele-
ments, the following parameters must be known: the corre-
sponding width (W), slope angle (6,), and shift (S,) of the
mirrors that are in operation and this helps in eliminating
the shadowing es, shown in the following equation:

es, =

(sin 6, +sin6,,,) - S,Tanb,. (10)

©| T

The height of the sun is often defined by the profile
angle, denoted by p, which is the angle 6, between the plane

and sun vector that consists of the rotation axes of each mir-
ror. It is important to note that this plane is perpendicular to
the tracking axis of the mirror. The computations of the
Sun-Earth geometry are not provided in this document. It
is required to use an iterative procedure to estimate the cor-
rect slope angle when the elevation varies. Depending on the
LFR design, a small separation between mirrors can cause
reflected rays from surrounding mirrors to be obstructed.
It is proposed that the following steps should be taken to
remove blocking, and the equation is shown in the following:

S,h
(Qn+1 + (W/Z)C059n+1 + Sn) )

(11)

where h is the receiver height and Q, is the horizontal dis-
tance between the receiver tower and mirror element.

The LFR is biaxially dependent on the angle of direct
sunlight incidence when viewed from different directions.
Therefore, the transversal and longitudinal planes IAM (6,
,0,) were employed in this work as angle modifiers for rays
travelling in TAM(6,), which is the considered vertical plane
and is found perpendicular to the axis of rotation, and
IAM(6,), which is perpendicular to the rotation axes. When
calculating biaxial IAMs, ray-tracing is frequently employed.
IAM(6,) and TAM(6)) are used to compute the overall opti-
cal efficiency, which is the total of the transversal and longi-
tudinal incidence angles of the sunbeams. IAM(6,) and
IAM(6;) are used to determine the overall optical efficiency.
The estimation of hourly stagnation temperatures, T, .. is

w
eb, = 5 (sinf,,, +sin0,) -



International Journal of Photoenergy

made possible by an optical efficiency that is dependent on
the incidence angle. The temperature reaches equilibrium
when the amount of heat lost to the environment equals
the amount of heat absorbed by the atmosphere and shown
in the following equation.

, DNLny(0=0)1AMA,
U,A,

where U, is the coefficient of heat loss and A, is the receiver
area.

The heat loss coefficient is denoted by UL, while the
receiver area is denoted by Ar. The captured radiation would
be squandered if the stagnation temperature dropped below
the desired operating temperature, as we anticipated. As a
result, the collector has been rendered inoperable. Heat loss
was estimated using a correlation of the parallel plate, which
takes into account both convection and radiation heat losses
from the receiver’s bottom, together with conduction from
the insulated sidewalls. Parallel plate correlation was used
to estimate the heat loss. This results in a loss of the form
Qo5 €qual to the following equation:

QLosszArUL(Tr_ Ta)' (13)

4.1. Classifier. An input layer I with a two-dimensional rep-
resentation is followed by hidden convolution and pooling
layers, as well as an output layer that is totally connected.
Each convolution layer neuron has nonlinear kernels, which
divide input into receptive fields as it passes through the
layer. Following the completion of convolution at the k™
kernel in the ™ convolution layer, we can compute the fol-
lowing results in the following equation:

i)=Y i (% y)ef (u,v), (14)

c Xy

where i (x,y) — (x, y)th is the element of channel ¢ for I and

ek (u,v) - (u, v)™ is the element of kernel k for layer I.
Using a sweeping average or maximum function across
tiny patches of convolution output, it is possible to avoid
overfitting on the training set, resulting in an even lower
dimension of the returned features. Finally, the fully con-
nected layer establishes a connection between the collected
features and the target label of the underlying classification
or regression operation. The classifier is the circuit which
produces the different heat source classification. Each con-
volution layer neuron has nonlinear kernels, which divide
input into receptive fields as it passes through the layer.
Based on this classification, the proposed model provides
the quality optimization while compared with the existing
models. In applications where local spatial and temporal
correlations of data are important, the convolution and
pooling layers of the CNN achieve state-of-the-art perfor-
mance because they process their local input patches at the
same time, a feature known as parallel processing. As a
result, in real-world applications, our model outperforms
SAE, ANNs, and LSTM models. By using a densely packed

cell array to maximise electrical output, the LFR is less than
30 mm wide, which helps to maximise thermal efficiency. To
maximise electrical output, the LFR is less than 30 mm
broad. In addition to the kernel-based CNN utilised in the
previous study, recent research has developed spectral graph
convolutions to capture spatial patterns in graph-structured
power system datasets. The convolution operation of the
graph CNN is computed for an N-node graph with D
-dimensional features X € R¥P, adjacency matrix A, and
degree matrix D in the following equation:

f(X,A) =0 (D *°AD *°XW), (15)

where W is the weighted matrix at the convolution layer.

The linear Fresnel reflector was constructed and pro-
duces the quality solar tracking in the north-south direction.
So the solar light energy optimization will increase due to
these activities. There is also no mirror placed beneath the
absorber to prevent the shadow generated by this device
and the secondary concentrator.

5. Results and Discussions

The results of the proposed LRF with existing models are
shown between Figures 2-5. The Analytical Hierarchy Pro-
cess (AHP) was used to handle the issue of assigning impor-
tance to client needs in QFD research, which was previously
addressed by other methods (AHP). For concept design
modifications to be evaluated against consumer and techni-
cal criteria as well as their priorities while using an AHP
framework, the addition of a Pugh matrix must be made to
the framework. It is a difficult technique to execute an
AHP, QFD, and Pugh matrix combination because of their
interdependence. When used together, QFD and AHP are
complementary strategies that can be utilised to aid in the
prioritisation of technical difficulties. This will not be
accomplished just through the use of the Pugh matrix. As
a result, the more difficult technique was able to discern
between the different notions. The researchers emphasised
that they had a 15% preference for the Elevation Linear Fres-
nel Reflector (ELFR) design over the circular method in their
study. Here, the Matlab is the simulation tool used to com-
pute the performance of the proposed model. This tool is
used to gather the results and help to compare the proposed
model with the existing models. An often-heard criticism of
quantitative factor analysis and adaptive hypothesis testing
is that the results can be highly dependent on the criteria
that are used in the procedure. As a result of this selection,
various models emerge as the greatest. To address this issue,
thorough technical and economic research, as well as com-
parisons with existing LFR designs, has been carried out.
The improved performance of the LFR can be observed
immediately after installation. The LFR increases energy
consumption by 13%, adds 274 additional operating hours
per year, and reduces land use by 17% by keeping the work-
ing temperature at 300°C all year. The H-variable arrange-
ment, which is a layout of horizontal mirror spacing
specified for shadowing at a sun transverse angle of 45°, is
an improvement when compared to the present
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arrangement. The energy increase over a standard narrow
constant horizontal mirror spacing configuration, denoted
by the H-constant, is predicted to be 23%. The annual optical
efficiency of the LFR is expected to be 49%, compared to 39%
for the H-constant models. These figures are equal when com-
pared to the annual optical efficiency of the Fresdemo LFR,
which is 43% every year. Even though the LFR has certain
potential financial drawbacks, it is still worth investigating.
The cost per unit of energy increases by 2% and 6% for H
-constant due to the cost associated with elevating compo-
nents. In a scenario with high land costs, the cost per unit of
energy for the LFR would be reduced by 60% if component
costs were reduced by 60% compared to the H-constant.

The design that is most appropriate for a given situation
will be dictated by the priorities that have been established.
The LFR has the potential to be extremely beneficial, when

additional factors are taken into consideration, effective land
use becomes even more advantageous. Solar thermal power
plants will benefit from higher temperatures for longer
periods during the day, increasing the number of full load
hours and the amount of storage available. Major modifica-
tions are required for an electricity-producing plant that uses
ELFRs to overcome the system’s rising capital costs and
increasing complexity. The utilisation of more detailed
source data can be utilised to develop more advanced fore-
casting models, which can then be used to attain an
increased average accuracy rate of PV power forecasts. This
was improving the use of minimum utilisation while the
power forecasting was dry. The constraints of the LFR must
be addressed, and the cost-effectiveness of the technology
must be enhanced. To keep the cost and complexity of the
prototype as low as possible, the team developed serial
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communication boards that ease control while minimising
cabling and auxiliary power demands. The adoption of
embedded control systems in large-scale installations would
be advantageous because it would make things even easier to
manage. The tracking of solar lights was too important to
optimize the power in various proposed methods. The com-
putation of the different methods getting the motor rotation
on solar light tracking is slightly less than the proposed
model predictions. The proposed model analyzes the high
power location and time in the smart machine leaning
method. So the proposed model gets more results compared
with the other existing models.

6. Conclusions

In this paper, we study the distributed rooftop solar, i.e., LFR
performance. LFR can take advantage of some of their most

significant advantages, such as the removal of transmission
losses and the generation of electricity at the point of sale.
Concentrated solar power technology, on the other hand,
is a realistic option when it comes to achieving ever-lower
normalised energy costs and ever-shorter energy payback
times. For CPV applications, materials, components, and
manufacturing techniques from the power electronics sector,
in particular, have been adapted to lower system costs and
time to market, as well as to improve system performance
and reliability. As a result of using a densely packed cell
array to maximise electrical output, the LFR is less than
30mm wide, which helps to maximise thermal efficiency.
To maximise electrical output, the LFR is less than 30 mm
broad. The Matlab simulations suggest that the proposed
machine learning-based LFR technique has a higher concen-
tration rate than the current LFR technique, which is sup-
ported by the results of the experiment.
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Single-junction polymer solar cells have demonstrated exceptional power conversion efficiency. Interlayer adhesion will be critical
in building flexible polymer solar cells since inorganic conveyance layers would surely break. Aluminium-doped zinc oxide
modified by polydopamine has emerged as a viable electron transportation layer in polymer solar cells, enhancing mechanical
qualities by offering a high degree of flexibility and adhesion to the active layer. Power conversion efficiency of 12.7% is
achieved in nonfullerene polymer solar cells built on PBDB-T2F:IT-4F with aluminium-doped zinc oxide 1.5% polydopamine
electron transporting layer. Furthermore, the device based on Ag-mesh wire-wound electrodes has a power conversion
efficiency of 11.5% and retains more than 90% of original power conversion efficiency afterward 1500 cycles of bending. For
implantable and adaptable polymer solar cells for wide areas, roll-to-roll fabrication of inorganic electron transport layers is

advantageous because of their mechanical resilience and thickness insensitivity.

1. Introduction

Polymer solar cells [1] have studied extensively as attractive
substitute to development of the sustainable photovoltaic tech-
nology because of their ability to be manufactured by vast
chemical functionalization whereas the sustaining capabilities
such as low density, stretchability, and programmable visibility
[2, 3]. Power conversion efficiency (PCE) of more than 14% has
been obtained in laboratory size using polymer solar cells

(PSCs) [4] so far. Flexible, long-lasting, and low-cost electronic
components are essential to making flexible and wearable over
a vast area PSCs a reality in the manufacturing process [5].
Additionally, many papers have concentrated on the fabrica-
tion of superior photoelectric, substrate lack of sensitivity,
and mechanical characteristics in actively and interface mate-
rials [6] in addition to those generating stretchy transparent
conductive electrodes [7, 8]. Recently, the idea of a metal oxide
transport layer has been floated around a replacement for the
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hygroscopic and acidic PEDOT: PSS hole transporting layer
(HTL), as well as the fullerene derivative electron transport
layer that has an amalgamation problem [9-14]. There are
numerous advantages of using ZnO as an electron transport
layer material [15] including low cost, easy accessibility, envi-
ronmental friendliness, excellent stability, and photochromic
capabilities, and the applications of solar cells are shown in
Figure 1 [16].

As a result, the commonly used sol-gel-derived ZnO
exhibits surface flaws that can be linked to interstitial zinc or
adsorbed oxygen. Due to ZnO’s relatively poor conductivity,
it would not be applicable to large wrap printing since it does
not create thick layers [17-20]. There are numerous ways to
passivate ZnO’s surface imperfections and increase its conduc-
tivity, such as using aluminium-doped ZnO [21-23]. However,
in a prior study, we developed AZO nanoparticles (NPs) that
are highly conductive and surfactant-stable, allowing for out-
standing a thick adhesive improves both storage stability and
performance characteristics of more than 80 nm [24-26]. For
flexible and wearable polymer solar cell applications, inorganic
AZO’s intrinsic brittleness and low stickiness limit its use. For
this reason, in polymer solar cells, AZO electron transport layer
shattering and operative layer interparticle deformation are
inevitable [27-29]. This can have a significant impact on charge
transit and extraction. As far as we are aware, there has been no
official report on the subject matter. Polyvinylphenol (PVP), an
insulating polymer, can be doped into an indium oxide (In,O;)
a preterminology approach and processed at 225°C to produce
polycrystalline films [30-35]. These works shows that thermal
annealing temperatures are too high for flexible PSCs made
of PET, which has a lower glass transition temperature than
other plastic substrates [36]. Thus, our aim is to produce poly-
mer solar cells that can be bendable with consistent solar
behavior and roll-to-roll printing for huge area production,
inorganic electron transport layers with such width lack of
compassion, mechanical durability, and interfacial adhesion
qualities. PDA has been added to crucifix nanostructures with
AZO to create electron transport layer with adhesiveness in situ
in order to achieve a bendable electron transport layer.

2. Methodology and Materials

Inorganic material long-term stability would be substantially
harmed by the high PVP doping concentration. It is still possi-
ble to use an inorganic carrying layer in flexible polymer solar
cells with good mechanical properties, though, thanks to this
approach. A unique bendable AZO derivative was used as an
electron transport layer in flexible PSCs that were produced in
situ by adding low-content PDA to AZO. Intense hydrogen-
bonding connections between molecular constituents are estab-
lished. Because of the PDA modification, the AZO exhibits out-
standing mechanical properties, including strong electron
mobility at low temperatures and good adhesiveness between
organic active layer and the interfacial area. When using
PBDBT-2F:IT-4F with aluminium-doped zinc oxide:1.5% poly-
dopamine (PDA) electron transport layer, nonfullerene PSCs
can achieve power conversion efficiency of 12.7%. The fully
flexible polymer solar cells have also achieved a significant
power conversion efficiency of around 11.5%. According to
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our knowledge, this is the most efficient flexible PSC on the
market. After 1500 bending cycles, the flexible gadget retains
more than 90% of its initial power conversion efficiency. After
peeling 3M tape ten times, the AZO active layer is perfectly
formed. Just a slit of PDA is visible, demonstrating excellent
interlayer adhesion. Fully flexible polymer solar cells can now
take use of the improved mechanical qualities of modified
AZO electron transport layers. For mass manufacture of solar
modules, it is even more favorable because of its protracted
durability and depth insensitivity (up to 80 nm).

3. Result and Discussion

The optical characteristics of AZO and the PDA-modified
AZO have been studied using transmittance and photolumi-
nescence (PL) measurements inserting insulated PDAs in
order to study it. PDA-modified AZO films showed improved
flexibility more than 90% in the range of specific wavelength of
450-850 nm, making them suitable for use as electron trans-
port layers in inverted photovoltaic cells (PCs).

As shown in Figures 2(a)-2(d), the oxygen deficiency
and the ZnO bond O, ions show up in the O 1s XPS spectra
at 530.1 and 531.15eV, respectively. A drop in the strength
of the second peak at 531.5eV indicates that the PDA has
effectively movement that occurs and traps in the PDA-
modified AZO. Because of the N-Zn bond interaction
between AZO and PDA, the X-ray photoelectron spectros-
copy spectra of aluminium-doped zinc oxide and the
polydopamine-changed AZO exhibit a modest change in
the peak location of N 1s toward a low specific term. AZO
and polydopamine-modified aluminium-doped zinc oxide
2p X-ray photoelectron spectroscopy spectra are also shown.
Aluminium-doped zinc oxide and polydopamine interact via
the N-Zn link, as seen by the shifting at the top of zinc 2p 3/
2 for the polydopamine-modified compound.

Using this method of AZO and AZO changed by PDA, the
signal intensity of UV photoelectron spectroscopy has been
examined (UPS). Figure 2 shows that the equivalent zones of
conductivity for aluminium-doped zinc oxide, AZO:1.0%
polydopamine, AZO:1.5% PDA, and AZO:2.0 percent PDA
are -4.30, -4.24, -4.11, and -4.17 eV, respectively; for AZOA,
better frequency syncing with lowest unoccupied molecular
orbital is seen for AZO:1.5 percent PDA when used as electron
transporting layer in polymer solar cells, which is commensu-
rate with the higher photocurrent. The XRD pattern measure-
ment of aluminium-doped zinc oxide and the polydopamine-
modified aluminium-doped zinc oxide demonstrates showing
that the crystalline nature of AZO is unaffected by the inser-
tion of PDA, while revealing a typical wurtzite crystal structure
[30]. In light of the data presented herein, we can say with con-
fidence that using AZO in PDA improves ohm contact with
the active layer while simultaneously reducing flaws, making
it a perfect electron transport layer to increase performance
of the component. As far as we can determine, the majority
of electron transport layers are used in high-performance
PSCs that are less than 2-10 nanometers thick because of their
low conductivity.

As a result, new electron transport layer materials with
great charge mobility have been developed recently in order
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to perform more effectively under thicker electron transport
layers. Thick film (80nm) electron mobility measurements
show that AZO- and PDA-modified AZO are highly sensitive
to the thickness of the plate electron transport layers in this
study. Furthermore, it should be mentioned that both films
were processed at 140°C for 20 minutes. Thick AZO films have
a unique nanoripple pattern, which shows the atomic force
microscopy images of the thicker films have a more textured
surface. Because of this feature, the active layer has a greater
area of contact, which facilitates charge transfer and collecting.
PDA has been found to alter the electron transport properties
of AZO electron transport layers, so in order to better under-
stand this effect, two configurations of electron-only sensors
have been introduced, one of which reveals the electron mobil-
ity of the whole device, while the other reveals the conductiv-
ities of the modified material, which is aluminium-doped zinc

oxide or aluminium-doped zinc oxide: polydopamine electron
transporting layer/PBDB-T:ITIC/aluminium. There were
three inverted PSCs tested for their photovoltaic performance,
each with its own unique active layer material. The incident
photon-to-current efficiency (IPCE) spectra and the current
density-voltage (J-V) curves are in excellent agreement.
PBDB-T:ITIC PSCs based on 1.5% PDA (80 nm) and a cur-
rent density of 16.57 mAcm™, a voltage of 0.886V, and an
overall fill factor of 67.4% obtained a power conversion effi-
ciency of 10.3 percent.

For devices with electron transporting layers of
aluminium-doped zinc oxide, AZO:1.0% PDA, AZO:1.5 per-
cent PDA, and AZO:2.0 percent polydopamine, the integrated
Jsc values obtained from IPCE spectra and the J-V curves (4%
misfit) are in excellent agreement. PSC inversions based on
PBDB-T:TIC and aluminium-doped zinc oxide or AZO/
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TaBLE 1: Device properties of inverted PSCs with PBDB-T-2F and IT-4F layers.

Device type BH J2 (mAcm™) Voo (V) FF (%) PCE (%)
AZO-PSCs PBDB-T-2F:IT-4F  21.61+0.11[20.75]” ~ 0.830+0.002  69.2%0.3 12.1+0.2[12.3)Y
AZ0:1.5% PDA-PSCs PBDB-T-2FIT-4F  21.62+0.12[20.81]” 0.830£0.004  70.1+0.3 12.5+0.2[12.7)Y
AZO-flexible PSCs PBDB-T-2F:IT-4F 19.15£0.18 0.820£0.003  70.6£02  11.0+0.2[11.2]"
AZO:1.5% PDA-flexible PSCs ~ PBDB-T-2F:.IT-4F 19.82+0.15 0.820+0.003  70.0+0.3 11.3+0.2[11.5)Y
AZO-flexible PSCs PBDB-T:ITIC 14.89 £0.19 0.89 +0.002 67.9+0.3 9.0+0.2[9.2]")
AZO:1.5% PDA-flexible PSCs PBDB-T:ITIC 16.09 +0.16 0.89 +0.002 66.9+0.2 9.4+0.2[9.6]")

PDA electron transport layers were tested for long-term stabil-
ity. Power conversion efficiency deteriorates over time in a
glove box filled with nitrogen. After 30 days of storage, the
power conversion efficiency value of the AZO:1.5% PDA elec-
tron transport layer-based encapsulated PSCs is still >85 per-
cent higher than the original power conversion efficiency
value. AZO:PDA and active layer have strong interfacial con-
tact, resulting in a high level of stability. On both plastic and
glass substrates, the PBDB-T-2F:IT-4F dynamic material is uti-
lised to illustrate the ubiquity of the polydopamine-modified
AZO electron transport layer. Power conversion efficiency is
13.1 percent by a Jsc of 22.84 mA cm™, and the FF is 70.4%.

This power conversion efliciency value is more than the
aluminium-doped zinc oxide electron transport layer when
compared to the PSC device (12.3%). A Jsc value of 20.75cm
* for the AZO and the AZO:1.5% PDA is consistent with the
J-V curves as shown in Figure 2(b). Power conversion effi-
ciency of 11.5 percent can still be attained with the PET/Ag
mesh-based flexible electrode, even with its lower Jsc of
19.97 mA cm® and higher Voc of 0.79V and FF of 69.3% for
the aluminium-doped zinc oxide: 1.5% polydopamine-based
device. Insensitive to thickness and bendable PSCs with
AZO:1.5 percent polydopamine electron transporting layer
have been claimed to have the greatest power conversion effi-
ciency of any flexible polymer solar cells to date. The AZO:-
power PDA’s conversion efficiency was normalized. As a
function of six-millimeter bend cycles, the device was measured
to verify the bendability of the device. Over the course of 1600
bending cycles, the AZO:1.5% fully flexible PDAs maintain
more than 90% of their original power conversion efficiency.
The PBDB-T:ITIC-based flexible polymer solar cells showed
a similar outcome. Flexible devices’ outstanding mechanical
capabilities are mostly due to the addition of PDA to AZO,
which promotes the interfacial interaction among the active
layer and the AZO:PDA electron transport layer during the
bending process and increases the bending durability and is
shown in Figures 3(a)-3(d).

Because of its intrinsic brittleness, inorganic AZO cannot
be used for flexible or wearable PSCs. The first time this diffi-
culty has been addressed, AZO electron transport layers have
been able to bend. In ITIC films AZO and AZO/PBDB-T, after
60 cycles of bending, there are evident cracks; however, the
aluminium-doped zinc oxide:1.5% polydopamine and
aluminium-doped zinc oxide:1.5% polydopamine/PBDB-T:
ITIC films do not. Even after 250 bending cycles, ITIC retains
its initial homogeneous shape. An increase in AZO nanocrys-

tals’ mechanical stability when bent can be achieved by using
PDA as a flexible elastomer binder between the nanocrystals,
according to this study. The AFM peak-force model shows
that the AZO:PDA composite has a greater ductility than the
pure AZO (255MPa), indicating a better flexural endurance.
For both AZO and the Young’s modulus analysis, there is no
noticeable difference in transmittance.

PDA 1.5% and AZO 1.5% are substantially stiffer than
PDA:1.5 percent and AZO:1.5 percent after bending. We
note that the PDA elasticized AZO exhibits superior trans-
parency than the pure AZO, which may be explained by
flaws being suppressed and heterogeneous nanocrystals
being uniformly improved in uniformity. The bendable
aluminium-doped zinc oxide:1.5, as shown in Table 1, per-
cent PDA decreased the intensity of UV absorption of the
PBDB-T:ITIC active layer more significantly than the bend-
able AZO:ITIC active layer, as shown in Figure 3.

4. Mechanical Stability

The adhesion between functional layers in a polymer solar cells
is another important component in determining the mechani-
cal properties of the device. Peeling perovskite layers from ZnO
with scotch tape is a comparable method employed in this
study to examine the interfacial adhesion of the 3M tape. Tablet
machines were used to apply 0.5 MPa of force on 3 M tape with
a layer of current collector, and the results were excellent. Next,
a universal testing machine is used to perform a peeling test on
the sample. The layer that is currently being used was easily
pulled off after peeling five times due to low attachment of
the absorber region to the AZO layer. Because of the attractive
force contacts among polydopamine functional groups and
natural at present layer, some well central to the effective on
aluminium-doped zinc oxide:1.5% polydopamine is scarcely
shed off until the 10 reapplications. After peeling procedure, a
UV-vis absorption measurement was conducted to establish
that the active layer’s absorption intensity changed. Because
the PDA-modified AZO is so sticky, the active layer maintains
its uniformity and integrity under peeling, indicating that the
active layer’s absorption intensity is not diminished.

Due to PDA and organic active layer intermolecular inter-
actions, devices” adhesion and mechanical properties have been
improved. It was necessary to conduct a Fourier transform
infrared spectroscopy (FTIR) measurement in order to verify
the mechanism of contact. Notably, PTB7-Th:PC71BM was
used to enhance visualization of intermolecular interactions
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FIGURE 4: (a) UV-absorption spectra of AZO/PBDB-T:ITIC. (b) AZO:1.5% PDA/PTB?7.

in the large-content PDA. Intricately symmetric tremors of NH
and OH (v(NH) and (OH)) and CO (v(CO)) in PDA were
ascribed to the 3000-3500cm™ and 1750 cm™ peaks, respec-
tively. To demonstrate the establishment of a hydrogen bond,
the PTB7-Th:PC71BM:PDA mix film had a broader and more

powerful NH and OH than the pure PDA film. Stretching
vibrations of CO (v(CO)) have been found to shift toward a
short wavenumber in agreement with this behavior. This can
be attributed to the newly created hydrogen bond as well as
shown in Figures 4(a) and 4(b).
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The active layer systems PBDB-T:ITIC:PDA and PBDB-
T-2FIT-4F: polydopamine both used a similar method.
AZO:PDA interfacial layer’s NH and OH groups can estab-
lish hydrogen bonds with PTB7-Th:O PC71BM’s and CO,
which could improve the enhancing mechanical adhesion
and durability by enhancing among the activated layer and
the substrate and the interfacial layer. Since the PDA-
elasticized AZO electron transport layers have such good
properties, like bendability and interfacial adhesion, they
provide a new way to make PSCs that are accessible and
versatile and that perform reliably.

5. Conclusion

The PDA-integrated AZO has a number of advantages
including the following:

(i) Ultrahigh optical and electrical conductivities and
the ability to be used as an electron transport layer
without regard to thickness

(ii) Optimizing inorganic electron transport layer flex-
ural endurance, which improves the flexibility of
polymer solar cell devices. Natural absorber layer
adherence to the artificial electron transport layer,
which contributes to the device’s long-term
performance

(iii) With an interlayer thickness of 80nm, the best
power conversion efficiency of 12.7% has been
attained using the AZ0:1.5% PDA electron trans-
port layer and even in that case to the power
conversion efficiency of component-like dense
interlayers that have been reported

(iv) Furthermore, a power conversion efficiency of
11.5% has been achieved for totally versatile poly-
mer solar cells focused on PET mesh electrodes,
and the equipment is capable of storing greater than
92% of starting power conversion efficiency next
bending for 1500 cycles
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This study reports on the silicon photovoltaic cells with such an alumina metallization. The photovoltaic cell’s silicon component
was subjected to an effective stress studied using a simulation model built with this information. In order to evaluate the efficiency
of photovoltaic cells on both sides, as well as in two distinct orientations, a four-point bending experiment analysis was carried out
using the model. The side and direction of loading have a significant impact on both strength and fracture. There is tensile stress
going perpendicularly along the busbars; the back side of the test specimen had the lowest measured strength.

1. Introduction

In the collection and management of solar power systems,
mechanical integrity is critical [1]. There is a lot of interest
in fractures in modules because mechanical or thermal
stress can drastically affect the module’s electrical efficiency
and reliability [2]. According to the loads, the tipping point
or ultimate strength for the solar cell fracture must be eval-
uated, despite the fact that there are several factors that
contribute to cell breakdown, but they are only one of them
[3]. This strength is further characterized by the specific
fault structure that emerges during the production method-
ology for cells, which begins the silicon wafering process
[4]. However, defects in silicon wafers and the tensile

strength solar cells have been extensively studied. The inter-
facial fracture behaviour of photovoltaic cells determines
how quickly photoelectric array’s cells break down [5, 6],
with little attention to solar panel quality consideration.
Si, Al, and Ag [7] are all components that can be found
in current silicon solar cells; analyzing each layer’s contri-
bution to cell strength is necessary [8, 9], and the uses of
solar cells are shown in Figure 1.

Due to the overlap in the metallization structure between
the two paste components (AgAl and Al), fire procedures
can have a substantial impact on cell strength. Fracture test-
ing revealed that cracks formed in the AgAl/Al overlap zone,
causing local stress concentrations that eventually led to
fracture at reduced stress levels. Strength tests on typical
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FiGure 1: Uses of solar cell.

solar cells were carried out by [10] using 4-point bending
and an analytical stress evaluation. Higher drying and lower
firing temperatures could be proven to reduce the back-side
tensile strength of the solar cell. Aluminium back contact
has also been tested for its mechanical qualities [11]. In
order to anticipate the maximum deflection of solar cells
after discharge, [12] devised this model. Mori-Tanaka
homogenization [13] was used to estimate the Al layer’s
mechanical reaction. Although mechanical models of a solar
cell are still lacking, stress 4-point bending tests can be done
to examine them [14].

Solar cell strength is determined using a mechanical
model that mimics the current standard idea using the H-
pattern, AI-BSF [15, 16]. Mechanical homogenization
methods are used to examine several aspects of the solar cell
layer system, including Al, Si, and Al thin film deposition on
the back side [17]. In order to analyze and characterize the
bending behaviour and stress fields in solar cells, finite ele-
ment analysis [18] is utilized, taking into account the differ-
ent material layers. Al-BSF and the H-pattern solar cells are
tested [19] in 4-point bending with varying loads using the
FE model and the Weibull analysis [20]. A simulation model
constructed using this information was used to study the
effective stress on the silicon component of a photovoltaic
cell.

2. Material and Methods

2.1. Samples. Solar cells with a diameter of 160 mm, 160 mm,
and 220 mm (TTV: 30 mm) were employed for the strength
evaluations. Al-BSF, H-pattern, and three busbars were used
for the standard concept cells. Material consistency is
ensured because all cells come from the same batch. Contin-
uous Ag-busbars with a width of 4mm and a length of
130mm created the back-side contact. On the sunny side
of the busbars, an alkali perforated coating with an antire-
flection layer was also found (width 2 mm, length 160 mm)
(front side). Table 1 contains more details on the simulation
model’s material properties.

2.2. Strength Testing. Silicon solar cells can be tested using
the same methods as silicon wafers. However, in the litera-
ture, it is most commonly used to quantify the strength of
wafers. Uniaxial bending moments evenly distribute the
stress across a vast surface area, including the sample’s edges
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and surface. A consistent flexural stress is applied to the
sample’s lower portion. With an outer span of 120 mm, the
four-point bend configurations in this study used inner rol-
lers that had a diameter of 60 mm. Steel rollers with a diam-
eter of 12mm are used in the machine. Among the rollers
and the cells, PTFE foils are utilized to improve contact
behaviour and reduce friction [21]. When comparing the
busbars to the rollers, at the busbars, the rolls feature little
slots. During examination, the cell and roller are not sepa-
rated by foils in the grooves. Table 2 shows the four distinct
testing configurations that were carried out.

Ductile tension is applied to the rear and front sides of
the solar panels, with the busbars parallel and perpendicular
to the rollers. Each design was tested with 60 solar cells. The
universal testing equipment was used to conduct all of the
tests with a 1 kN load cell. The machine’s position was used
to determine the sample’s deflection. It was decided that the
load speed would be 0.1 mm/s. During testing, each sample’s
power and bending were recorded. A force of 0.5N was
applied to the photovoltaic array before it was broken. To
prevent the cells from breaking during 4-point bending test-
ing, strips of sticky tape were applied diagonally to the rol-
lers. A mechanical prototype is utilized to compute the
rupture stress during the four-point bending test. To put it
another way, the Weibull modulus is a measure of how
much the fracture stress values vary over time. This method
was used to determine the Weibull parameters using maxi-
mum likelihood estimation (MLE).

3. Modeling

3.1. Layer Properties. Different layers are depicted in Figure 2
as part of the solar cell’s structure. For the solar cell concept
studied here, contact metallizations include screen-printed
silver pastes (busbars and fingers) and aluminium pastes
(back contact). While burning, aluminium diffused into sili-
con, creating the eutectic and the back surface field (BSF).
AlSi particles that are weakly linked are found in the bulk
porous Al layer after fire. Alumina covers these particles.
The crystal structure of the silicon in the cell is cubic,
whereas the BSF has an Al-doped zone. Doped regions are
expected to have identical mechanical properties. Still, the
Ag solution used for transmission lines and fingers has a
more homogeneous microstructure than the Al layer on
the backside. Researchers employed the Mori-Tanaka
approach to conduct theoretical mechanical studies on
eutectic and Al pastes to homogenize the elastic modulus.
According to the theoretical calculations, AlSi has a Young’s
modulus of 74 GPa in its eutectic layer.

Modeling silicon relies on continuous elastic properties,
whereas other levels are represented as brittle materials that
can be deformed. Ag paste’s optimal rigidity and production
stresses were found to be at 41.5 MPa for Al paste. We can
see how the Al paste fractures on the interface among the
elements and the glass by using a spherical particle as an
example. Furthermore, the weak interparticle forces are
thought to be a result of the porous structure. Thus, it is
hypothesized that the solar cell’s stress behaviour in com-
pression is predominantly influenced by the porous Al
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TaBLE 1: The mechanical model’s material parameters.

Layer Material Young’s modulus E (GPa) Poisson’s ratio v Thickness of layer t(um)
Front-side busbars Silver 8 0.41 12

Silicon Silicon C,1 =172.6, C;, =64.86, C,y = 81.24 0.29 =215

Eutectic layer Aluminium silicon 76 0.42 4

Back-side Al paste Por. Al 0.40 30

Busbars on back side Silver 0.41 30

TaBLE 2: Solar cell strength testing in four-point bending is performed using batches and configurations of samples.

Name Side in tensile stress Position rollers to busbars Cell numbers Direction of tensile stress to busbars
SP Sunny side Lateral 60 Transverse

SC Sunny side Transverse 60 Lateral

BP Back side Lateral 60 Transverse

BC Back side Transverse 60 Lateral

BP

SP

BC
Back
side
Roller
SC
Bus
i bar
Sunny
T

FIGURE 2: Detailed diagrams of all of the configurations used for strength testing.

while the cell’s stress behaviour in tension is more suscepti-
ble to failure. As the system compresses, the AlSi particles
may contribute a little amount of stiffness. To determine cell
breakage, it has been assumed that the silicon layer breaks.
As a failure criterion, the highest possible primary stress is
employed. Further, it is thought that flaws on the silicon
layer’s surface cause fracture at the silicon layer. As a result,
the solar cell’s fracture is not due to another layer in the solar
cell.

3.2. Mechanical Model. Displacements and the photovoltaic
panels under frustration were calculated using the FE casing
structure that was constructed in the ANSYS finite element
(FE) programme and shown in Figure 3. Silicon’s mechani-
cal properties are not affected by the BSF; hence, it is not
shown as a solitary framework. Because the anti-reflective
coating on the top side is so thin, it is not taken into account.
Small grids of Ag on the solar cell’s upper surface are also

ignored because of their inconsequential impact on the cell’s
stiffness and stress distribution. This simulation model does
not take into account residual stresses after thermal process-
ing, the values of which are taken to remain constant
throughout all samples. The calculated stress fields can then
be superimposed with these new stresses. There are nodes,
and the photovoltaic cell’s levels are partitioned in the FE
model’s shell elements. Silicon, on the other hand, is
regarded as a linear elastic isotropic material. As shown in
Table 1, the elastic constants of silicon are represented using
Voigt’s notation for anisotropic linear elastic behaviour
(f100g crystal orientation). Ductile layers’ plastic material
behaviour was ignored since stress levels in the ductile layers
did not exceed yield stresses. The simulation prototype addi-
tionally accounts for nonlinearities as well as massive deflec-
tion contact and friction among the rollers of the four-point
bending test system. To get the best results, choose a coeffi-
cient of friction equal to 0.18.
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Figure 3: FEM model in quarter symmetry with mesh shell elements and different sections for different layers with busbars parallel to the

roller.

4. Results

4.1. Resulting Numbers from Simulation. Deflection, which
characterizes the solar cell’s structural behaviour, serves as
the model’s load parameter. If you compare the same pattern
of pure silicon substrate on a silicon wafer as a silicon layer
within a cell, a 10mm deflection exhibits the maximum
stress (first major stress on the ductile side of the silicon
layer) and as an example of where a silicon wafer’s loading
force compares to a pure silicon substrate. The stiffness
(force) of silicon among a wafer and a cell is reduced by
<3%. There is just a small amount of stress in the surround-
ing metallization layers that affects the maximum stress in
the silicon. When it comes to stress concentrations at metal-
lization-silicon interfaces, however, the shell model cannot
account for them. Despite this, simulations can be used to
predict whether a photovoltaic works using the same
assumptions as for pure silicon wafers. In this case, the frac-
ture stresses were calculated using the mechanical solar cell
model, which took into account the number of cosystem’s
consequences. The roller force vs. deformation curves from
study were analyzed to those from the simulated world in
order to verify the quantitative instances of 4-point bending
tests. The experiment’s nonlinear curve progression can be
characterized via simulation, as can be seen. Experimental
results and computer simulations show that the pastes in
Table 2 have a satisfactory overall stiffness. 0.5N was the
starting point for the experiment’s experimental curve
because of the initial force used.

4.2. The Results of Testing for Strength. Deformation con-
straints were calculated using a simulation framework on
the fracture’s power and diversion. Weibull criteria for the
four topologies illustrated in Table 3 were determined using
these stressors. Fault stresses are sprinkled by the Weibull

TaBLE 3: Weibull parameters of strength with 90% confidence
bounds were obtained by four-point bending experiments using
solar cells in various configurations.

Tensile stress side ~ Busbar roller positions ~ m oy (MPa)
Sunny side Transverse 15 201
Sunny side Lateral 16 204
Back side Transverse 15 246
Back side Lateral 18 172

modulus, which was not significantly different in any of
the varied designs. Defects are evenly distributed among
all samples as a result of this. Neither significant difference
between layouts across or parallel to busbars when tensile
stress is applied to the sunny side. To put it another way,
rollers perpendicular to busbars have a higher typical frac-
ture stress than rollers parallel to the busbars. Since the
metallization layers are taken into consideration, these frac-
ture stress values can be used to evaluate the absolute
strength of the use of photovoltaics (neglecting residual
stress states). Examination of shattered cells led to the use
of optical tools to inspect the cells. The back-side metalliza-
tion connects each cell even if the sunny side is checked. EL
is more difficult to conduct on the underside of the solar cell,
which shatters more quickly. In the preferred cleavage planes
(112) or (113) of silicon, all cracks propagate in a 460 degree
angle. Many minor cracks were found in a region of continual
flexure (among the red lines) during testing on the sunny side.
If you look closely, you will find two distinct lines of cracks
running in opposite directions on the surface of the busbars,
which is where the cracks originate. For SP design, a single
break can spread across the cell’s thickness. The origin is more
difficult to find if the back side is examined, as large regions are
not electrically connected. Back-side testing shows that cracks
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FIGURE 4: Rollers of variant solar cell designs at 10 mm bending have the highest first primary stress and response force of pure silicon

(wafer) of the same thickness.

commonly spread in two directions from busbars for the opti-
cal inspection, indicating that the transmission lines and the
pore structure are where the cracks begin. As observed in the
EL photos, back-side testing results in a lesser number of
cracks than sunny-side testing.

5. Elaboration

5.1. Loading Direction Affects the Strength of a Load.
Figure 4 shows that the rollers of variant solar cell designs
at 10mm bending have the highest first primary stress and
response force of pure silicon (wafer) of the same thick-
ness. For perforated polycrystalline silicon because of
defects in the silicon, they are unusable in the resin coating
form, since the durability of the sunshine end of solar cells
is irrespective of the beam axis. On the other hand, the
loading direction has a significant impact on the strength
of the back side. The creation of a eutectic layer, however, does
not change the busbar’s direction dependency, despite the fact
that the flaws on the surface have been altered. Figure 5 shows
the rollers’ force vs. displacement curves. The comparison of
the (a) SP configuration specimen in simulation and experi-
ment and (b) all configurations in the experiment.

Figure 6 shows that the local stress concentrations in 3D
models cannot explain the disparity in BC and BP strength.
Busbars and Al paste appear to be controlled by their metal-
lization mechanism. Finding similar statistics on the maxi-
mum load orientation contributes to the effectiveness of
solar cells being not possible. Four-point bending tests on
typical solar cells just for the back and front sides were con-
ducted as in Table 3. They [6] evaluated a variety of ring-
on-ring test configurations of metallizations. It is not possi-
ble to directly compare axisymmetric stress to biaxial stress
in this test because of the nature of the 4-point bending test.
They [22] discovered that the strength of an aluminium bus-

bar differs depending on whether it is perpendicular or par-
allel to the aluminium back paste [23]. Cracks can be found
in the overlap area between the Al and Ag pastes in the BC
configuration. It was tested on a smaller sample of solar cells
and busbars in the BC arrangement. These samples were
shattered into two pieces during shipping. The back-side paste
and busbars were discovered to be the source of the cracks in
these samples. Cracks caused by stress concentrations in the
delamination of material layers were also found to be similar.
These cracks are more likely to form at high-stress circum-
stances, as is the case with the BC framework in 4-point bend-
ing. These overlap cracks, however, may be affected by the
composition of the busbar and rear contact adhesive.

So far, the mechanical model has ignored the effects of
manufacturing residual stresses. Tensile stresses from the
front side of silicon and flexural rigidity stresses on the
rear are expected as a result of heat treatment shear
strength. The rear side might have a substantially minor
crack stress, whereas the front end could take a greater rel-
ative crack stress. Peripheral shear forces, such as those
caused by overlying anodization layers, might have an
effect on the direction of the residual stress components
in a component design. Consider these points in greater
detail. Cell breakage is more pronounced when the same loads
are applied parallel to the busbars. Although soldering and
lamination in modules may have an impact on failure mecha-
nisms, this is not a certainty. Because modules put the entire
cell under tensile stress, it is impossible to compare them.

5.2. Fracture Behaviour Influenced by Layering. Associated
to the back end in tensile stress, the sunny side of the cell
reveals a lot more cracks that do not separate the complete
thickness of the cell, which includes the metal. Cracks were
also seen on the back side of the board when it was arranged
in parallel rather than perpendicular orientation. For example,
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the elastic energy in a solar cell could explain how a crack
branching or many crack origins can occur. As a result, energy
can be employed to propagate multiple cracks in materials
tested on the sunny side. Back-side tests break the cell, causing
elastic energy to be lost because the silicon pieces are no longer

connected. As a result of the higher energy available, addi-
tional branched cracks will form on the back side in parallel
formation. Cracks appeared close and corresponding to the
busbar in all 4-point bending configurations other than the
SP configuration. If the fracture travels in cleavage planes of
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with 95% assurance intervals are provided.

silicon, a fault or remaining stress near the busbar is likely to
be the cause of this particular crack propagation. Despite the
huge crack near the busbar, the two front-side layouts are
indistinguishable in terms of their structural integrity. The
occurrence of two fractures on the back-side arrangement
indicates that a crack originated near the busbars. These cracks
do not propagate similar to busbars, unlike the SP design.

6. Conclusions

The layered structure can be considered in this study; how-
ever, it has only a little influence on the stiffness and stress
distribution of the solar cell. The model, on the other hand,
may be used to correctly and precisely estimate the fracture
stress of solar cells. This model may also be used to



investigate different metallization processes on various solar
cell designs:

(i) Square crystalline silicon solar cells were exposed to
four-point bending examinations with rear and
sunny sides under tensile stress in order to deter-
mine their tensile strength

(ii) The Weibull modulus of all configurations was the
same, which can be taken as a similar defect distri-
bution for all of them. If the rollers are parallel or
perpendicular to busbars, the characteristic fracture
stress is not much different

(iii) Tensile stress on back side of perpendicular rollers
is stronger than that on parallel ones. To put it
another way, the metallization structure of solar
cells appears to have a direct impact on the cell’s
strength

(iv) The loading direction in the current standard solar
cells is unaffected by the direction of the sun.
Because of this, the strength of the back side varies
depending on which way it is being loaded

(v) In future efforts, the Al and Ag pastes overlapping
can be investigated further. Breakage of photovol-
taic modules can be studied by bending the modules
to examine the cracking of solar cells in modules
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The present work was done to optimize the process parameters of the oil extraction from the algae species spirogyra by using n-
hexane as the solvent using the Soxhlet apparatus. The response surface methodology (RSM) and artificial neural network (ANN)
were employed to optimize the particle size of the algae powder, dryness level of the algae powder, solid to solvent ratio, reaction
time, and extraction temperature of the oil extraction process. Also, the physiochemical properties of the extracted oil were
investigated. The comparative evaluation was done between the RSM and ANN models to select the more precise and accurate
model. The coefficient of determination, R* of 98.92%, and the mean absolute percentage deviation (MAPD) of 0.492% for
ANN revealed that the current model created with a network topology of 3:11:1 with tansig (hyperbolic tangent sigmoid)
transfer function in the input layer and purelin (pure linear) transfer function in the output layer trained with trainlm
(Levenberg-Marquardt) algorithm found to provide the optimal solution with better accuracy in prediction of the output. The
physicochemical properties investigated, such as heating value, flashpoint, density, viscosity, iodine number, acid value,
saponification value, and cetane index, showed that the extracted oil from the algae spirogyra species can be used as an

alternative fuel.

1. Introduction

The advancement of technology in the fields of different
energy-dependent sectors resulted in heavy energy con-
sumption. The world’s demand for energy to be met has
started increasing drastically. All these paved the path for
finding an alternative and renewable energy source. The
use of fossil fuels is a major reason for the emission of green-
house gases, which leads to the global warming effect. To
avoid such cases, biomass-based energy is welcomed inter-
nationally [1]. Various biomass-based energy sources are
available in that biofuels play a major role in replacing min-
eral fuels. Biomass is a renewable source, and it utilizes CO,
for its growth through the photosynthetic effect. Compared
to various biomasses available, the algae seem to have a
higher level of photosynthetic effect. They can be grown in
large quantities effectively in a controlled environmental
condition. Some of the algae species contain high lipid con-

tent, and around 15,000 gallons of oil for one acre of land for
one complete year can be produced from such a source glob-
ally [2, 3]. Yuvarani et al. [4] extracted oil from the algae
species Cladophora glomerate using various solvents like n-
hexane, toluene, chloroform, methanol, isopropanol, and
co-solvent mixtures of chloroform/methanol, hexane/iso-
propanol and they found that the oil yield for hexane was
highest compared to other types of solvents. For hexane,
the oil production was around 11.7 w/wt% for 100g of the
biomass at an extraction temperature of 65 °C and extraction
time of 3.5 hours. Another group of researchers, Halim et al.
[5], used n-hexane as a solvent to extract oil from the algae
species Chlorococcum. They found that with four grams of
Chlorococcum sp. and 300 ml of hexane in a Soxhlet appara-
tus for an extraction time of 7.5 hours; the oil yield was
around 5.5 w/wt%. Abdullah et al. [6] studied the effect of
operating parameters like extraction temperature, extraction
time, and mixing rate of the solvent for extracting oil from
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the algae species chlorella vulgaris using heptane as solvent.
Their study revealed that the optimum parameters were
65°C of extraction temperature and 5 hours of extraction
time, resulting in an oil yield of 61.27%. Hidalco et al. [7]
carried out a solvent extraction process on the algae species
Botryococcus braunii with polar and nonpolar solvents and
mixtures of them. They found that the oil yield of 19.8 w/
wt% by using chloroform/Methanol in the ratio of 1:3.
When compared to other solvents, the mixture of polar
and nonpolar solvents showed more oil yield. Attach et al.
[8] performed the Soxhlet method to extract oil from pump-
kin, melon, oil bean, and rubber seeds using solvents with
different dielectric constants. They also exhibited that the
dielectric constant of the solvent had a noticeable effect on
the oil extraction rate. The dielectric constant was low for
a nonpolar solvent, whereas for the polar solvents, it was
high. Dasari et al. [9, 10] used the nonpolar solvent n-
hexane to extract the oil from castor seeds using the Soxhlet
method. The oil yield was around 52.8% for a solvent ratio of
1:3 for an extraction time of 13 hours. Lohani et al. [11] car-
ried out the solvent extraction process using n-hexane and
ethyl acetate as a solvent on various oil-bearing seeds like
camelina, flax, mustard, and canola by considering three
levels of process parameters such as extraction time and
extraction temperature with constant solid to solvent ratio
of 1:4. They documented that the oil yield was maximum
for canola which was in the range of 21-36% for n-hexane
solvent.

Apart from the production of oil from the algae and con-
version of the same into biodiesel, the effect of various pro-
cess parameters affecting the production rate of bio-oil from
biomass sources was studied, and researchers optimized the
parameters. The application of response surface methodol-
ogy (RSM) and artificial neural network (ANN) techniques
for optimizing the process seems to be commonly used in
many areas of research work. The ability to optimize the
process with a minimum number of experimental runs made
RSM and ANN popular tools for optimization. The optimi-
zation of oil extraction parameters was carried out in several
works with a combination of factorial designs.

Ajala et al. [12] optimized the process of extracting shea
butter from their kernels by using the Box-Behnken
response surface methodology. The significance of the pro-
cess parameters was also studied with analysis of variation
(ANOVA). The optimized oil extraction of 67% of shea but-
ter from the kernel was obtained for 30 g of kernels, 346 ml
of n-hexane, and an extraction time of 40 minutes as optimal
process parameters. Selvan et al. [13] employed the central
composite design (CCD) for RSM with a second-order poly-
nomial equation and found the optimal conditions for
extracting oil from Aegle marmelos. They also employed
ANN for the prediction of optimal parameters. Their results
showed that the coefficient of determination was higher for
ANN (0.998) than for RSM (0.976). Bokhari et al. [14] found
the optimal conditions for extracting the oil from crude rub-
ber seed oils by solvent extraction method using CCD RSM.
The optimal conditions were found to be the seed to solvent
ratio of 1:40, extraction temperature of 60 °C, the reaction
time of 4.5 hours, and ventilation time for the seeds of 3
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TaBLE 1: Levels of the input parameters.

Coded level

Input parameter Unit -1 0 +1
Particle size 0, um 0.366 0462  0.641
Dryness level 0, % 50 75 100
Solid to solvent ratio 0, g/ml 1:5 1:10 1:15
Reaction time 0, Hours 1 2 3
Reaction temperature 0 °C 65 70 75

hours. Okeleye et al. [15] conducted extensive work in opti-
mizing the oil extraction from the Kariya seeds by solvent
extraction method using D-optimal RSM and ANN. Their
result showed that the prediction level was higher for ANN
when compared to RSM. Osman et al. [16] used different
optimization techniques to optimize the process parameters
for extracting the oil from the sesame seeds using various
solvents in the solvent extraction method. Their results
showed that the ANN model showed very consistent perfor-
mance compared to RSM and other modelling techniques.
Ajala et al. [17] optimized the process parameters using D-
optimal RSM and ANN for extracting oil from the yellow
oleander seed by solvent extraction method. The optimized
value obtained by both techniques was the same, but the
level of fit and coeflicient of determination was better for
the ANN model.

Abdissa [18] implemented the RSM technique to opti-
mize the oil yield from the algae sludge using various sol-
vents like methanol, ethanol, and hexane. The optimization
result showed that the solvent hexane showed 61% of oil
yield compared to other solvents. Aygiin et al. [19] opti-
mized Dyacrodes edulis seed oil extraction using polar and
nonpolar solvents using RSM and ANN models. The optimi-
zation results showed better results using both techniques.
Venkatesan et al. [20] used RSM and ANN models to opti-
mize and predict the oil extraction from the C. innophyllum.
The optimized biodiesel as 98.1% is derived with 0.94 vol-
ume to volume ratio of methanol to oil molar ratio, 0.98%
by weight of potassium hydroxide catalyst loading, and 1
hour 20 minutes of reaction time with 70°C constant reac-
tion temperature as predicted by Kriging model. Kenechi
et al. [21] used the RSM model to predict the oil extraction
of the luffa seed oil. The RSM model showed significant
results with an R* value of around 84.7% and with a mean
square error in the range of 0.55. The RSM indicated the
temperature as the major factor influencing oil extraction
from the luffa seed. Gul et al. [22], in their investigation,
used wet microalgae Chlorella pyrenoidosa to extract the
biodiesel by using the RSM model as the optimization tech-
nique. They used factors such as time, temperature, solvent-
to-wet biomass ratio, and hydrochloric acid concentration
with varying ranges. They identified that the RSM model
showed temperature as the significant factor with a low p
value and highest f value.

In the present work, algae oil was produced from spiro-
gyra species using the Soxhlet apparatus with n-hexane as
solvent. The process parameters involved during the oil
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TaBLE 2: The CCD arrived with Design-Expert factorial design and the response values.
Particle size Dryness level Solid to solvent ratio Reaction time Extraction temperature Oil yield %

Exp. no 0, % % %, Os Experimental value Prsjlllj::ed

pm % g/ml Hours ‘C RSM ANN
1 -1 -1 +1 -1 -1 22.13 22.42 2215
2 -1 +1 -1 +1 -1 20.97 21.44 20.98
3 -1 -1 +1 +1 -1 23.05 23.06 22.95
4 -1 +1 +1 -1 -1 22.61 2290 22.64
5 -1 +1 -1 -1 1 21.56 21.71 21.59
6 -1 +1 -1 -1 -1 20.05 20.22 19.86
7 -1 +1 -1 +1 +1 23.19 22.98 23.46
8 -1 -1 +1 -1 +1 23.58 23.30 23.60
9 -1 +1 +1 -1 +1 23.48 23.52 2352
10 -1 -1 +1 +1 +1 23.53 24.00 23.54
11 -1 -1 -1 +1 -1 20.49 20.81 20.53
12 -1 +1 +1 +1 -1 23.53 23.56 23.55
13 -1 -1 -1 -1 +1 21.03 21.36 21.06
14 -1 0 0 0 0 23.63 2431 23.65
15 -1 -1 -1 +1 +1 22.71 22.62 22.75
16 -1 -1 -1 -1 -1 19.57 19.61 19.73
17 -1 +1 +1 +1 +1 23.59 2423 23.61
18 0 0 0 0 -1 23.26 22.87 2327
19 0 0 0 -1 0 23.98 24.78 24.00
20 0 0 0 0 0 24.78 2542 25.20
21 0 0 -1 0 0 24.04 24.48 24.07
22 0 0 0 +1 0 26.10 25.80 26.12
23 0 0 +1 0 0 26.58 26.65 26.54
24 0 0 0 0 0 25.23 2542 25.20
25 0 0 0 0 0 25.58 2542 25.20
26 0 -1 0 0 0 24.41 25.11 24.44
27 0 0 0 0 0 25.70 2542 25.20
28 0 0 0 0 0 24.83 2542 25.20
29 0 0 0 0 24.90 2542 25.20
30 0 +1 0 0 0 25.72 25.52 25.75
31 0 0 0 0 25.35 2542 25.20
32 0 0 0 +1 23.46 24.30 23.48
33 0 0 0 0 25.41 2542 25.20
34 +1 +1 +1 -1 +1 22.82 22.80 22.83
35 +1 -1 +1 +1 +1 23.44 23.44 2344
36 +1 +1 -1 -1 -1 18.81 18.80 18.89
37 +1 -1 -1 +1 -1 19.25 19.56 19.27
38 +1 +1 +1 +1 -1 22.29 22.55 22.32
39 +1 +1 -1 +1 +1 21.96 22.11 21.97
40 +1 -1 +1 -1 -1 20.89 21.31 2091
41 +1 -1 +1 +1 -1 21.81 22.08 21.83
42 +1 +1 -1 +1 -1 19.72 20.15 19.74
43 +1 -1 -1 -1 -1 18.34 18.22 18.38
44 +1 +1 +1 -1 -1 21.35 21.75 21.38
45 +1 +1 +1 +1 +1 23.34 23.64 23.35
46 +1 -1 1 -1 +1 22.34 22.61 22.44
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TaBLE 2: Continued.
Particle size Dryness level Solid to solvent ratio Reaction time Extraction temperature Oil yield %
Predicted

Exp. no 0, % % %, Os Experimental value value

pm % g/ml Hours ‘C RSM ANN
47 +1 -1 -1 +1 +1 2147 21.77 21.48
48 +1 0 0 0 0 23.54 23.32 23.65
49 +1 +1 -1 -1 +1 20.26 20.71 20.28
50 +1 -1 -1 -1 +1 20.37 20.38 19.88

production process were the solid to solvent ratio, reaction
temperature, reaction time, the particle size of algae powder,
and the dryness level of the algae powder which were consid-
ered and analyzed. The effect of these parameters on the
yield of oil was computed using RSM and ANN. The com-
bined analysis by RSM and ANN gives optimized process
parameters for more oil yield. Also, a physiochemical analy-
sis for the produced oil was undergone to find the suitable
application of the produced algae oil.

2. Materials and Methodology

2.1. Materials. The algae spirogyra species algae were culti-
vated in a water tank at Karpagam Academy of Higher Edu-
cation. Then, the collected algae were sun-dried and ground
to a fine powder using a mechanical grinder. The algae were
harvested with the help of a round metal mesh of a grid size

Oil yield (%) =

Mass of extracted algae oil

of 1 mm. From 30 micron mesh, the powder obtained had an
average size of 0.366 ym. Similarly, from a 40-micron mesh,
the average powder size was 0.462uym, and from a 60-
micron mesh, the average powder size obtained was
0.641 ym. The n-hexane used for the experiments was pur-
chased from the local dealer, and it specifies to the standard.

2.2. Methodology. The Soxhlet apparatus was loaded with the
algae powder in the thimble fitted with the filter paper. The
round bottom flask was filled with n-hexane in the quantity
of 750 ml, and the process was carried out as per the exper-
imental design [6-8]. At the completion of each experiment,
the oil was extracted from the oil-solvent mixture through
the distillation process by heating them to a temperature of
75°C (boiling range of n-hexane). The oil yield is calculated
using the following equation:

x 100%.

3. Experimental Design and RSM Modelling

The response surface methodology (RSM) can be abridged
as defining the collaboration between the independent vari-
ables, modelling the system under design mathematically,
and it saves time and cost by reducing the number of trials.
With these advantages of RSM, a central composite design
(CCD) factorial design with five input parameters and a
second-order polynomial equation was employed to repre-
sent the oil yield (output parameter) [23]. The solid to sol-
vent ratio, reaction temperature, reaction time, the
powder’s particle size, and the algae powder’s dryness level
were considered the input parameters for the modelling.
The reason for selecting the input parameter for the optimi-
zation process is purely based on the factors influencing the
extraction of the oil content from the algae. The factors
which majorly influencing the oil extraction was found to
be solid to solvent ratio, reaction temperature, reaction time,
particle size of the powder, and the dryness level of the algae
powder. The levels for the input parameters are given in
Table 1. The level codes are given as —1 low, 0 middle, and

Mass of the total oil content present in 50g of algal powder used

+1 upper. For RSM modelling, a second-order polynomial
was chosen as given in the following equation:

Y =B+ B0, + B0, + 305 + B,6, + Bs0s + B1,0,0,
+ 130,05 + B1,0,0, + B156,05 + B36,05 + 5,,0,0,
+ B150,05 + 34030, + 350505 + 156,05 + B,,6,°
+ Byn05” + 33057 + BuyBy + P05,
(2)

where Y represents the output variable (i.e., oil yield)
and 0, to 05 represents the design factors. 3, denotes the
regression coefficient, and f3, to 3., denotes the linear, inter-
active, and quadratic regression coeflicients, respectively.
According to the CCD factorial design, the number of exper-
imental runs was found to be 50. All the experiments were
carried out, and the coefficients of the second order polyno-
mial equation were fitted through regression analysis. The
significance of the statistical model was evaluated by using
ANOVA. The Design-Expert (version 11.0) was used to
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FIGURE 1: (a), (b), (¢), (d) 3D surface plot and contour plot of the effect of oil yield % with the design factors.

conduct the statistical analysis. The coded levels using CCD
with the help of the Design-Expert factorial design and the
corresponding response values are shown in Table 2.

4. ANN Modelling

The artificial neural network (ANN) model can learn by
itself with a limited set of input data and has high accuracy
in predicting the output data. Also, the input data are stored
in their database and have not been considered a separate
data set, which is another benefit. This nature of ANN helps
avoid the loss of data that does not work effectively in the
model. Hence, based on these advantages, an ANN model
was created using MATLAB R2009a version with neural net-
work toolbox. The experimental data were normalized to
avoid surfeiting the data set due to low to high variations.
This normalization enhances the training of the prediction
model. The standardization is done using the following
equation [23]:

(3)

2(a -
standardization = M -1,
(« -«

maxi min)

where &, Fmins and o, are the experimental data’s
actual, minimum and maximum values. The standardization
process produces data from - 1 to +1. The performance of
the ANN model relies on the number of the input layer,
the number of neurons in the hidden layer and the number
of output layers with different transfer functions and train-
ing algorithms. The x — y — z topology was followed, where
x denotes the number of the input layers, y represents the
number of neurons in the hidden layer, and z denotes the
number of the output layer. A three-layer (x=3) feed-
forward network with transig as a transfer function in the
hidden layer, with the number of neurons ranging from

y=5 to 20, was studied by taking different transfer func-
tions in the output layer (z=1). The ANN model was
trained using different training algorithms, and the model
with the best coefficient of determination (R?) and mean
square error (MSE) was selected as the best prediction
model.

5. Model Validation

The RSM and ANN models were validated to check for their
efficiency in predicting the optimal values of the process
parameters. This validation can be done by comparing the
experimental data set with the predicted data set by the
two models. In order to help this validation process, statisti-
cal formulas can be employed. Equations (4), (5), (6), (7),
(8), and (9) represent the coeflicient of determination,
adjusted R?, mean absolute error, root mean square error,
standard error prediction, and the mean absolute percentage
deviation, respectively [15, 17, 23-25]:

i (5 - Zj’e)2

zjr:l (Zj’P B ZeﬂVg)z ’

(4)

coefficient of determination, R> =1 —

m-1

adjustedR* = 1 — [(1 - Rz) X m] , (5)

m — 7.
Mean absolute error, MAE = M,

Root mean square error, RMSE = ,
m
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TaBLE 3: ANOVA analysis.

Source SS Df MS F value p value
Model 199.75 20 9.99 62.85 < 0.0001 Significant
0,-0, 8.19 1 8.19 51.53 < 0.0001
0,-0, 1.38 1 1.38 8.68 0.0063
0, -0, 39.30 1 39.30 247.30 < 0.0001
0,-0, 8.76 1 8.76 55.13 < 0.0001
05 — 05 16.92 1 16.92 106.47 < 0.0001
0,0, 0.0018 1 0.0018 0.0111 0.9169
0,0, 0.1504 1 0.1504 0.9462 0.3387
0,0, 0.0358 1 0.0358 0.2255 0.6385
0,05 0.3365 1 0.3365 2.12 0.1563
0,0, 0.0351 1 0.0351 0.2206 0.6421
0,0, 0.0006 1 0.0006 0.0035 0.9533
0,05 0.1349 1 0.1349 0.8490 0.3644
0,0, 0.6062 1 0.6062 3.81 0.0605
0,0, 147 1 1.47 9.22 0.0050
0,0 0.0053 1 0.0053 0.0332 0.8567
912 6.27 1 6.27 39.44 < 0.0001
622 0.0300 1 0.0300 0.1888 0.6671
932 0.0411 1 0.0411 0.2585 0.6150
942 0.0459 1 0.0459 0.2887 0.5952
05° 8.20 1 8.20 51.58 < 0.0001
Residual 4.61 29 0.1589
Lack of fit 3.75 22 0.1704 1.39 0.3440 Not significant
Pure error 0.8595 7 0.1228
Cor total 204.36 49
R? 0.9854 Adj R? 0.9752
C.V% 1.76
Standard error prediction, SEP = E X100,  (8) forme.d, and the regression of the second order polynomial
Zoygoe equation was found to be

100 3 [ (Ze = 25p) |

Mean absolute percentage deviation, MAPD = —
m S ()

>

©)

where z;, denotes the predicted response, z, denotes the

experimental value, z, ., is the average of the total experi-

€,avg
mental data, m is the total number of experiments con-

ducted, and k is the total number of design factors.

6. Results and Discussion

6.1. Results Obtained from the RSM. The experimental
design based on CCD for full factorial was created, and the
50 sets of experiments were carried out. The results are
shown in Table 2. The range of oil yield was found to be
around 18.34 to 26.58%. The regression analysis was per-

Y (oil yield) = +25.2 — 0.4907 6, + 0.2013 6, + 1.0751 6,
+0.5076 0, + 0.7054 05 — 0.0074 6,0,
+0.0685 0,0, +0.0334 6,0, +0.1025 6, 05
~0.03316,0; + 0.0042 6,0, — 0.0649 6,05
~0.1376 050, — 0.2140 6,05 + 0.0128 6,05
~1.591860,% - 0.1102 6, +0.1289 6,
-0.13620,> - 1.8205 60"

(10)

The optimal process parameters were found using the
regression equation (Equation (10)). On solving this equa-
tion, for an optimal oil yield of 26.62%, the optimal
parameters were found to be 0.336 yum of particle size,
98.2% of dryness level, 1:14.9 solid to solvent ratio, 1.75
hours of reaction time, and 70.98 °C of extraction temper-
ature. To confirm the above predicted optimal values
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FIGURE 2: (a) Training data, (b) validation data, (c) test data, and (d) relation between predicted and experimental data set of the optimal

ANN model.

using a regression equation, an experimental run was con-
ducted, and the oil yield was found to be 26.34%. Figure 1
shows the interaction of different process parameters with
the oil yield in the form of 3D surfaces and contour sur-
faces. All the contours showed that smaller particle size,
maximum dryness level, maximum solid to solvent ratio,
intermediate reaction time, and extraction temperature of

TABLE 4: Evaluated results of RSM and ANN model.

Performance R A(i) MAE RMSE SEP % MAPD
parameters R %

RSM 0.9854 0.9752 0.8524 0.4892 1.4251 1.3054
ANN 0.9892 0.9887 0.3057 0.1973 0.8365 0.4092
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FIGURE 3: Comparison of experimental, predicted values of RSM and ANN.

the solvent resulted in the maximum oil yield from the
algae spirogyra species. In order to know the significance
of this model, an ANOVA analysis is given in Table 3.
The p value less than 0.05 is considered to be significant;
in this present RSM model, the interaction levels of the
design factors 6, to 0., 0,0,, 0,% and 6. were less than
0.05. The R? of this present model is 0.9854, and the adj
R? is 0.9752, which is in reasonable agreement and thus
makes the model significantly. The lack of fit F value of
1.39 implies that the lack of fit is not significant relative
to the pure error. There is a 34.40% chance of a lack of
fit F value. This large F value could have occurred due
to noise. Nonsignificant lack of fit is good [24, 26]. Also,
the C.V of this model is 1.76, which is less than 5%, which
shows that the model’s reproducibility is good.

6.2. Results of ANN Model. The ANN model built for this
present study was investigated by considering three layers
(x =1) of input factors of feed-forward type, the hidden layer
withstanding transfer function with neurons ranging from
y =5 to 20 and the output layer of z =1 for various training
algorithms like Traingda, Traingdm, Traingdx, Trainlm,
Trainrp, and Trainseg. The experimental data set was segre-
gated into 70% of data for training remaining 30% of data
for testing and validation [24]. The network model was
run for various topologies, and the optimal topology was
found with the model’s best R? value and MSE. It was found
that the optimal network topology was 3:11:1 with transig
as transfer function in the input layer and purelin as transfer
function in the output layer for Levenberg—Marquardt train-
ing algorithm [15, 17, 24]. The optimal network is show-
cased in Figures 2(a)-2(d) with Rvalues for training,
validation, testing, and overall, as 0.9987, 0.9973, 0.9976
and 0.9938, respectively. These R values confirm the degree
of better correlation with the experimental and predicted
data. The coefficient of determination for the optimal net-

work topology was 0.9892 and MAE of 0.012; this shows that
the prediction accuracy of the optimal model is very high.
The oil yield values predicted by this model are equivalence
to the experimental oil yield values [27, 28].

6.3. Evaluation of the RSM and ANN Model. The precision
and accuracy of the developed RSM and ANN models were
evaluated by calculating the performance parameters like R?,
adj R?>, MAE, RMSE, SEP, and MAPD using the Equations
(4) to (9). The values calculated are shown in Table 4. The
R? value for the RSM and ANN model seems to be nearby,
making both the models better for optimizing the oil yield
parameters. But the MAPD for RSM is higher than the
ANN, which makes the ANN model reliable and consistent.
Figure 3 compares the predicted values of RSM and ANN
with the experimental values. It can be seen that the pre-
dicted values of the ANN model were very close to the
experimental value when compared to the RSM predicted
values. The capability of the ANN model for nonlinear data
evaluation is more precise than the second-order polynomial
model of RSM. Hence, the ANN model efficacy is better than
the RSM model for optimization and modelling of this pres-
ent study [24, 26].

6.4. Physiochemical Properties of the Extracted Oil. The vari-
ous physicochemical properties of the extracted oil were
compared with standard algae oil, diesel, biodiesel, algae oil
from other species, and biomass using the solvent extraction
method, shown in Table 5 [29]. The heating value of the
extracted oil was found to be 32.57 MJ/kg, comparable to
diesel biodiesel standard [28, 30]. The flash point of the
extracted oil was around 79 °C, which is in range with the
standard value. The density and the kinematic viscosity of
the extracted oil were less than the standard values, which
shows that the oil extracted can be used as an alternative fuel
source in IC engines. The saponification value shows the
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amount of potassium hydroxide required to form soap from
one gram of lipid content. For the present study, the value
found was 174.56 mg KOH/g of oil, which is within the stan-
dard value [30]. The free fatty acids present in the oil have
saturated and unsaturated parts. The amount of unsaturated
fatty acids present in the oil can be identified with the iodine
value of that particular oil. Higher the values of iodine num-
ber, the higher the presence of double bonds of C = C in the
oil. The iodine value of the algae oil in this study is in the
range, which shows that the oil can be a better alternative
energy source. The acid value illustrates the damaging effect
of the oil-used material. The higher the acid value, the higher
the damaging effects. In this present study, the acid value for
the extracted oil was found to be 67 g 1,/100 g of oil, which is
in the permissible range [28]. The cetane index of the
extracted oil was found to be 32.7, which is a better value
and shows that it can be used as fuel in CI engines [30]. In
comparison, it can be shown that the algae oil obtained from
the Spirogyra can be used as an alternative fuel.

7. Conclusion

The present work represents the modelling of the solvent
extraction process by the Soxhlet apparatus to extract oil
from the algae species spirogyra. The optimization models
were created using RSM and ANN to find the optimal pro-
cess parameters for oil extraction from the algae. The opti-
mal conditions were found to be 0.336 um of particle size,
98.2% of dryness level, 1:14.9 solid to solvent ratio, 1.75
hours of reaction time, and 70.98 °C of extraction tempera-
ture for an optimum oil yield of 26.62%. The ANN model
was found to be the best model when compared with the
RSM model with improved performance parameters. The
physiochemical properties were determined as per ASTM
standards for the extracted oil, and the results showed that
the extracted oil from the spirogyra species could be a better
alternative energy source. Further, the extracted oil from the
algae spirogyra species can be produced in large quantity by
cultivating them in large tanks. And this extracted oil can be
mixed with the mineral fuels in certain ratio and used as an
alternative fuel in the diesel engine.
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This study looks into artificial intelligence methods for scaling solar power systems, such as standalone, grid-connected, and
hybrid systems, in order to lessen environmental effect. When all essential information is provided, conventional sizing
methods may be a feasible alternative. It is impossible to apply typical procedures in instances where data is unavailable. The
new suggested artificial intelligence model employing multilayered perceptrons is employed for sizing solar systems, and this
model functions on current photovoltaic modules that incorporate hybrid-sizing models; so, they should not be rejected
entirely. In this work, the convergence speed of the proposed model for single diode, two diodes, and three diodes are the
comparison factors to estimate the performance of the proposed model.

1. Introduction

As a result of the global energy crisis, many scientists and
engineers are focusing their attention on renewable energy
sources [1]. As a result of these findings, researchers were
compelled to investigate new methods and materials [2]
and tactics for converting sunlight into electrical energy or
some form of energy. The conversion of solar radiation into
electrical energy is accomplished through the use of photo-
voltaic (PV) systems. The difficulty in implementing solar

systems is the high cost of their installation. There is a lot
of literature devoted to figuring out how to make these sys-
tems more successful while also being less expensive. It has
been demonstrated that artificial intelligence (AI) algorithms
have a substantial impact on the performance of PV systems
[3]. In photovoltaic systems, artificial intelligence algorithms
can be utilized for modelling, sizing, control, fault diagnos-
tics, and output estimation. It compares artificial intelligence
algorithms with classical algorithms for each type of applica-
tion [4]. Figure 1 shows the AT applications in solar panel.
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The slicing is the task to separate the information about
the previous predictions. This was helpful to the deep learn-
ing model to predict the output details to construct the solar
panel outputs. The control unit is the module to control the
solar tracking and energy management modules. Research
into photovoltaic systems is strongly reliant on the accurate
modelling of solar cells, and the various applications of PV
system are shown in schematic in Figure 2. To model a PV
system, it is necessary to first determine the parameters of
the system numerically. The solar cell circuits with a single
diode and two diodes are both equivalent circuits in terms
of performance [5]. Each of the five properties of the
single-diode model is represented by a single value: diode
saturation current, series resistance, shunt resistance, and
photo generated current [6]. There are seven parameters in
the double-diode model. The modelling and sizing of PV
systems are dependent on obtaining accurate estimates of
these attributes. To determine the parameters of solar cells,
several standard procedures have been published and are
available online [7].

An analytic-numerical technique for the five-parameter
single-diode model is described above [8]. Initially, the
analytic part acts as a jumping-off point for the numerical
answer to be constructed. A pattern search approach [9]
for single diode, two-dimensional diodes, and photovoltaic
modules is described. Traditionally used methodologies, on
the other hand, are unable to precisely predict the proper-
ties of solar-electricity-generating modules. Many scientists
have turned to AI technologies for parameter detection as
a result of this [10-15]. The synergy between artificial
intelligence and other technologies can be used to build
extremely powerful computer systems. The attempt to
make up for flaws in traditional processes is a frequent
theme in various alternate techniques. When designing
computing systems, the goal is to make them better, more
efficient, and more effective in certain situations. It is pos-
sible that the ability to learn and extrapolate from current
knowledge will be required to achieve this goal. With the
right application of intelligent technologies, it is possible
to develop usable systems that are superior to those devel-
oped using traditional methodologies.
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Many wealthy countries have also instituted particular
strategies to encourage the use of renewable resources. Renew-
able energy (RE) technologies such as photovoltaic (PV) tech-
nology are among the promising of the current production.
The importance of the artificial intelligence and other technol-
ogies can be used to build extremely powerful computer sys-
tems. It is possible to calculate the output of a unit by adding
up all of the values. The deep learning provides the prediction
about the earlier performance and is helpful to change the nec-
essary actions in the lagging locations. The major contribution
of this paper is to enhance the energy levels of the photovoltaic
panel’s capacity. These improvement predictions are per-
formed with the help of artificial intelligence-based smart deep
learning approach. So, the energy generations and manage-
ment activates are performed as per the artificial mode. The
results of the proposed model were getting higher level.

2. Related Works

An ANN is made up of a collection of small, interconnected
processing units. Essentially, these components act as chan-
nels for the transmission of information. It is possible to
attach both an input and a weight to the data of an incoming
connection. It is possible to calculate the output of a unit by
adding up all of the values. Even though ANNs are imple-
mented using computers, there are no preprogrammed jobs
associated with them. Instead, through training, they are
trained to recognize patterns in the datasets that are used
as inputs to the machine learning algorithms. It is possible
to submit new patterns to them for prediction or categoriza-
tion after they have been taught. Artificial neural networks
[16-20] can be trained using a variety of methods, including
computer programmes, physical models, and real-world sys-
tems. It is feasible to utilize an ANN to process a large num-
ber of inputs and produce outputs that can be used by using
a large number of inputs and creating outcomes that can be
used by designers. To develop artificial neural networks, it is
necessary to have a thorough understanding of the human
brain and neurological systems. It is necessary to connect
processing units with links of various weights to generate a
black box representation of systems.
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In an artificial neural network, the neurons in each layer
are connected to those in the layer above them by a network
of connections known as a neural network. Data is fed into
the neural network through the input layer, while the net-
work response to the data is stored in the output layer. There
may be extra layers between input and output in addition to
the input and output layers. It is necessary to process the
sum of the weights of each input and output to acquire a
result in all hidden and output neurons [21-26], which is
accomplished through the use of a nonlinear transfer
function.

Even in the absence of predefined rules, a neural network
is capable of processing massive volumes of data, and it can
do so even when the input is skewed or otherwise inaccurate.
Up to this point, traditional symbolic or logic-based strate-
gies have been ineffective at dealing with these capabilities
[27-30]. Conventional computer systems and artificial intel-
ligence techniques will soon realize that neural computing
can be used as an alternative or as a compliment. Once the
network has been trained, neural computing has the poten-
tial to provide a significant speed advantage over classical
computing. When it comes to implementing changes, the
capacity of a system to be educated using datasets rather
than written codes may be more cost-effective and conve-
nient than writing codes. ANN interconnects the weights
and that is altered as a means of gaining knowledge about
the system. Many artificial neural networks (ANNs) are
employed in the solution of issues such as pattern matching
and data compression. As a promising and rising technol-
ogy, artificial neural networks (ANNs) have emerged as a
popular tool for forecasting and prediction [31, 32].

Fuzzy techniques can be incorporated into neural net-
works to improve their performance. A possible solution
would be to allow a neural network for processing ambiguous
input. Fuzzifying crisp input data before it goes through fuzzy
neural processing is yet another way [33] that has been pro-
posed. Modified neurons are the possibility in nodes at every
layer of the network that translates fuzziness in the input to
crispness in the output. Weights connecting the node to other
nodes in the preceding layer have fuzzy values in the input
vector, as do the weights connecting the node to other nodes
in the preceding layer. Both the input data and the weights that
are presented by the membership functions are defined as fol-
lows: a total of two membership functions are needed to com-
plete the computation, one that reflects the weight of the fuzzy
inputs using an updated summation method, and another that
represents the original weighted integration using an addi-
tional membership function. The output of the node can then
be determined using a crisp value by conducting a centered
operation on the result and comparing the results [34, 35].

3. Proposed Method

Research and development on genetic and neurological sys-
tems have seen a significant surge in recent years, particu-
larly since the late 1980s. Recent research [15-20] has
focused on the application of evolutionary algorithms to
improve the operation and design of neural networks. The
use of genetic algorithms, artificial neural networks, and

problem-solving methodologies is also being investigated
in another project. New evolutionary computing approaches
can be used to make neural networks easier to tune and
design. Genetic algorithms can also be used to improve the
performance of neural learning methods. The single-diode
model consists of the four properties represented by a single
value: they are the single-diode saturation current, single-
diode series resistance, single-diode shunt resistance, and
single-diode photogenerated current. Sizing renewable
energy power systems is a complicated procedure due to
the difficulty of achieving coordination between renewable
energy resources, generators, energy storage, and loads.

The components of a PV power system include an array
of solar cells, an energy storage component, and additional
accessories. The photovoltaic (PV) array is a device that uses
solar energy and converts it to direct current electricity. PV
modules are connected to make an array. Electrical energy
is stored in the storage component (which is typically a bat-
tery) and can be accessed at a later time as needed. The com-
ponents of the system are in charge of regulating the
system’s operation. This includes a PV array tracker to max-
imize the quantity of the energy received from the solar
panels. With the help of a powerful processor, the photovol-
taic array output can be converted into a form that can be
used by the end-user. Figure 3(a) shows the flowchart for
estimating the sizing parameters based on MLP.

Because fuel consumption and maintenance costs are min-
imized when the null time of the engine-generator is reduced
and the engine operates at its peak efficiency, it is possible to
reduce fuel consumption and maintenance expenses. Renew-
able energy sources, energy storage components, and engine
generators must all work together to ensure the system’s sta-
bility, which requires careful coordination. The generic algo-
rithms are very useful to understand the artificial neural
networks and problem-solving methodologies. This will create
the better understanding about the solar panel power produc-
tion management and energy optimization systems. For their
operation to be successful, grid-connected systems must be
powered by electricity generated by a utility provider. In these
configurations, the utility grid acts as both the system storage
and backup power supply. To comply with utility power qual-
ity regulations for these systems, DC-AC inverters must be
employed. The sizing renewable energy power systems is a
complicated procedure due to the difficulty of achieving coor-
dination between renewable energy resources, generators,
energy storage, and loads.

According to Figure 3(a), MLP can be used to estimate
the size parameters by estimating the size parameters. The
model receives as inputs the location latitude and longitude,
and as outputs, it returns two hybrid-sizing parameters
based on the inputs (f, u). The block diagram of the model
is depicted in Figure 3(b). The number of important sizing
parameters has been determined by the results of the
hybrid-sizing approach. Based on the information, it is con-
cluded that the relative error does not surpass 6%.

The hybrid slicing is the function to manage the different
entity-based or requirement-based slicing. This is used to
separate the data type-based slicing modules. These tech-
niques can be incorporated into neural networks to improve
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FIGURE 3: (a) Flowchart for estimating the sizing parameters based on MLP. (b) MLP block diagram.

their performance. A possible solution would be to allow a
neural network for processing ambiguous input. Predictions
made by the model include classifications based on which
dataset is used as a training set. Based on the results of
fine-tuned hyperparameter studies, the proposed MLP
design includes a hidden layer with 16 neurons and an out-
put layer with 16 neurons.

To study the effect of increasing the number of neurons
in one hidden layer from 2 to 128 on performance, each one
is multiplied by the previous number twice, for a total of four
times. Whenever the study discovered the optimal number
of neurons (let us say k), the study begins by adding layers
of hidden neurons (let us say k per hidden layer) to examine
how the prediction accuracy changes as the number of hid-
den layers increases. In these proposed configurations, the
power utility and grid-based solar power plants act as both
sides the system energy storage and backup power supply
monitor. To comply with utility power quality regulations
for these systems, direct and alternative current inverters
must be employed. For prediction tasks, the sigmoid func-
tion is employed in MLP models that perform binary classi-
fication and thus perform binary classification. When it
comes to deep learning architectures, the sigmoid function
is widely used in its output layers. In the domain of IR, input
values are transformed into output values in the range [0,1].
As a result, the sigmoid function is used to compress all
input values between -1 and -1 to the sigmoid function,
and this is also known as squash. In our shift to gradient
learning, the sigmoid is considered the option because it
approximates a thresholding unit in a smooth and differen-
tiable manner. The sigmoid function can be represented
mathematically in

1

sigmoid (x) = =t
e X

(1)

where x is the data computed by MLP layer.

With the softmax function and k-classes, we can classify
scenarios that require multiple classifications. It is possible
to transform a value into the vector using a probability dis-
tribution that consists of a total sum and therefore, it is nor-
malized as follows.

e
Z;C:l ¢

softmax (x;) =

(2)

ReLU or the activation function is also implemented in
our approach to some extent. Here is the ReLU formula in
its most basic form as in

f(x) = max (0, x). (3)

In deep learning systems, ReLU has been the most fre-
quently used activation function, and it has been responsible
for some of the most cutting-edge discoveries that have been
made available to researchers to date. In contrast to the sig-
moid and tanh activation functions, the ReLU activation
function assists models in deep learning in providing
improved performance and generalization. Because the
gradient-descent activation function represents a nearly lin-
ear function, linear models are easier to optimize with this
method. The output of the previous hidden neural layer is
changed by ReLU, which also serves as an activation func-
tion for the current hidden neural layer. Using ReLU, neural
networks can be improved by accelerating their training,
which in turn enhances their overall performance. The pos-
itive component of the ReLU is lower than the gradients of
the logistic and hyperbolic tangent models, while the nega-
tive component of the ReLU is lower still.

Since training progresses at a faster rate than in previous
years, the positive element of the score is updated more fre-
quently. To eliminate overfitting concerns, we are exploring
employing the Early Stopping technique with a five-day
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FiGURre 4: Convergence speed of various diodes.

patience period as an alternative. The learning process will
be terminated as a result of this after five consecutive epochs
of failure. To avoid this, the learning process must be termi-
nated after 10 epochs, unless otherwise specified. In the net-
work implementation with the Adam optimizer function,
100 batches are used with a learning rate of 0.001.

4. Results and Discussions

The PC utilized to conduct this investigation has the follow-
ing specifications: an Intel (R) Core (TM) M380 CPU run-
ning at 2.53GHz, 2GB of RAM, and a 64-bit operating
system. To validate the MLP-based PV model, a polycrystal-
line KC200GT PV module is used. As inputs to this MLP
technique, information such as PV module datasheets, whale
counts, and iterations are all submitted to the algorithm. The
findings should be available in a few days. Initially, the MLP
generates a random sample in the domain of interest to get
things started. The entire number of solutions in this study
is equal to the search agents that are assigned as 30.
Figure 4 shows the convergence speed.

The study is used to determine the fitness function for
each position. After that, the best fitness function is deter-
mined by trial and error. According to the individual fitness
functions of each whale, a value of 2-0 is chosen for param-
eter a, which is then used to compute the values of two other
parameters, A and C; the location of each neuron is changed
in response to this value. The value of the parameter p con-
trols whether the MLP moves in a spiral or a circular fash-
ion. The previous stages are performed indefinitely until a
termination threshold is reached. For the sake of this
inquiry, the MLP was ended after 500 iterations of the pro-
cedure. As illustrated in Figure 4 where it takes around
2.8, the advantage of the MLP’s rapid convergence speed
is obvious. The algorithm code is developed using the
Matlab programming language. According to MLP, a
single-diode PV model yields the best optimal values, a
double-diode PV model yields the next best optimal values,
and a three-diode PV model yields the next best optimal
values, according to MLP.

When compared to models constructed using iterations
and the GA technique, the MLP-based single-diode PV



TaBLE 1: Electrical specifications considered for the PV module
under STC.

Parameters Value

I 82241 A
V. 32,934V
Ip 7.6115A
Vop 26.153V
P.. 200.054 W
K, -0.121V/°C
K; 0.00324 A/°C
N, 54.15

TaBLE 2: Performance evaluation of single-diode PV MLP model.

Parameters Value

I, (A) 8.292

I, (A) 8.5514 % 107®
R, (Q) 0.291

R, (Q) 424.262
o< 1.297

TABLE 3: Performance evaluation of double-diode PV MLP model.

Parameters Value

I, (A) 1.921x10°®
I, (A) 3.735x 107"
R, (Q) 0.282

R, () 291.415
oy 1.214

o<, 1.134

I, (4) 8.151

TABLE 4: Performance evaluation of three-diode PV MLP model.

Parameters Value
I, (A) 8.045

oc3 0.999

o<, 1.208

o 1.290

R, (Q) 333.680
R, (Q) 0.334

I (A) 4.816x 10710
I (A) 4,572 x 10710
I, (A) 2.512%x1078
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model provided in this research performs significantly bet-
ter. This work was carried out using the Matlab Optimiza-
tion Toolbox, which is an integrated part of Matlab, to
optimize the fitness function of a three-diode PV model
using GA and SA techniques, with the results to demonstrate
the outcomes of the Matlab Optimization Toolbox. MLP-
based optimization is competitive when compared to other
heuristic optimization strategies. Based on these findings,
we may conclude that the MLP-derived PV model parame-
ter values are within a suitable range and are equivalent to
those obtained using other optimization methods such as
genetic algorithms. Upon further examination of the curves
under various temperatures and levels of irradiation, it was
discovered that the PV model with a three-diode is accurate
in all circumstances and the performance results are shown
from Tables 1-4.

5. Conclusions

As a result of these applications, it is necessary to emphasize
the importance of using artificial intelligence for PV system
sizing. Artificial intelligence techniques have demonstrated
that it is feasible to properly and successfully size photovol-
taic systems. In general, artificial intelligence techniques
have demonstrated the ability to precisely and successfully
size PV systems based on certain readily available data. It
is undeniable that artificial intelligence-based solutions for
PV system sizing are becoming increasingly popular, partic-
ularly in rural areas. It is possible to employ Al as a design
tool to assist in determining the proper size of solar PV sys-
tems. There has been no attempt made to depict every pos-
sible application of Al and the examples offered here are by
no means exhaustive in their scope. This research investi-
gates several Al solutions for scaling PV power systems,
including standalone, grid-connected, and hybrid systems,
to reduce their environmental impact. When all of the rele-
vant information is available, conventional methods of siz-
ing may be a viable option. It is impossible to use
traditional approaches in situations where the data is not
available to them. Thus, this work showed that the proposed
model provides the best results while compared with existing
models.
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Pesticides are a class of xenobiotic compounds that are recalcitrant and show persistence in the environment for a longer period of
time. Research studies have linked their potential for mutagenicity, teratogenicity, and carcinogenicity. The accumulation of
pesticides in water sources due to runoff from agricultural lands has posed a serious threat to the biota of the water ecosystem
as well as to the human population. Long-term exposure to pesticides can cause neurological disorders, reproductive
complications, cancer, immunological, and pulmonary diseases. The use of pesticides has dramatically surged in agricultural as
well as nonagricultural practices. Tons of pesticides are applied in the fields, but a limited amount reaches to the target
organism while the rest is wasted and gets accumulated in soil or ends up in water sources like groundwater or river, which
results in eradication of nontarget organisms. A variety of pesticides are used for pest management, such as organochlorine
(DDT), carbamates (carbaryl), organophosphates (malathion), and pyrethroids (pyrethrins). These chemicals are highly toxic
to flora and fauna because of their nonbiodegradable and persistence nature. Biomagnification of pesticides usually leads to
cause various problems in human beings. Organochlorines like DDT have been banned in many developed countries due to
these reasons. Therefore, the removal of pesticides from wastewater and natural water sources is of utmost importance.
Conventional methods possess various limitations; therefore, there is a requirement of an alternative method which can
efficiently remove these pollutants from the wastewater. In this review, environmental impacts and health-related
complications of pesticides and microbial remediation approaches and use of different nanomaterials in the pesticide removal
have been discussed.

1. Introduction trolled, they would destroy and damage the crop and thus

lead to substantial economic loss for the agronomist. Pesti-
In agriculture, crops are attacked by various pests which ~ cides have come to aid in the agricultural practices as they
include organisms such as insects, fungi, bacteria, unwanted are able to eliminate, repel, mitigate, and control the pests
crops (weeds), and some animals. If the pests remain uncon-  attacking the crops. There is a diverse range of synthetic as
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well as natural compounds which fall under pesticides, and
depending upon the target organism, they fall under insecti-
cides, herbicides, etc. The largest demand of pesticides is
generated by agriculture which accounts for 85% of the
whole production worldwide, and the rest is used for other
purposes like control of seasonal vector-borne diseases and
pest removal in domestic settings as well as for industrial
setups [1]. A huge growth in the human population world-
wide has tempted the excessive use of pesticides to produce
the large appetite for food crops, but compromising the
quality of the product due to the toxicity of pesticides and
their detrimental effects on human health. Since the Indian
economy is highly dependent on agriculture, the consump-
tion of pesticides in India is the highest among South Asian
countries [2].

Pesticides consist of a broad range of synthetic and nat-
ural compounds that are widely used for pest control. These
are organochlorines, organophosphorus, phenoxy deriva-
tives, pyrethrins and pyrethroids, triazines, carbamates,
dipyridyl derivatives, glycine derivatives, chloroacetanilide,
dithiocarbamates, benzimidazoles, and other miscellaneous
compounds. The composition of some pesticides with their
exposure and health effects is elaborated in Table 1.

Conventional methods of removal of pesticides have
some limitations, like that they are suitable for only some
specific substrates, they are highly dependent on chemical
properties such as charge, hydrophobicity, size, and molecu-
lar weight of the chemical compound, which limits their
selectivity, higher machinery cost, and difficult in situ reme-
diation, and also, process of removal requires energy input
and other chemicals, making it worse for the environment
as well. Microbial remediation does not possess this kind
of limitations as microbes can be acclimatized to a number
of chemicals by various means. Microbial remediation is
cheaper if done in situ and one microbe can be used for dif-
ferent pesticide removal, thus increasing the range of chemi-
cals which can be removed. Therefore, in this review, a
discussion of the effects of pesticides on human health as
well as the environment has been done. Further various con-
ventional methods, their limitations, and microbial remedia-
tion approach for removal of pesticides have been discussed.

Nanotechnology is one of the most emerging and widely
studied fields because of its extensive applications. Nanopar-
ticles (NPs) are the most basic constituents of nanotechnol-
ogy. The size of NPs varies between 1 and 100 nanometers
(nm). NPs are usually made up of metal or metal oxides, car-
bon, and other organic substances [3]. NPs demonstrate dis-
tinctive biological, physical, and chemical characteristics as
compared to the relative bulk particles, due to the increased
mechanical strength, and the enhanced ratio of surface area
to volume, and they also demonstrate better stability or reac-
tivity in a chemical reaction. As a result of the aforemen-
tioned characteristics of NPs, they have varied applications.
NPs exist in different shapes, sizes, and dimensions [4].
The different types of dimensions of NPs are (a) zero-
dimensional: like nanodots, length, breadth, and height have
a specified single point; (b) one-dimensional: these types of
NPs have only a single parameter, like graphene; (c) two-
dimensional: in such NPs, they possess both length and
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breadth, like carbon nanotubes; (d) three-dimensional: these
types of NP possess length, breadth, and height, as in gold
NPs.

NPs can be of different shapes and forms such as conical,
spherical, hollow, tubular, spiral, cylindrical, and flat. They
can have a regular or uneven surface. Various NPs can be
either crystalline or amorphous with unbound or clustered
single or multicrystal solids [5]. Various methods are
employed for the synthesis of NPs in order to either develop
or enhance their characteristics and make their production
cost-effective. Few methods are altered to enhance the
mechanical, chemical, optical, and physical characteristics
of NPs [4]. Thus, NPs are widely used in biotechnology
and pharmaceuticals, electronics and communication, auto-
mobiles and machinery, agriculture, chemical processes, and
environmental testing. Nanotechnology provides the poten-
tial for a future that is both clean and renewable.

2. Environmental Impacts of Pesticides

The application of pesticides has been associated with merits
as well as demerits. They increase crop production as well as
yield by eradicating the pests feeding on the crops. Without
pesticides, crop production would decrease by 40% world-
wide due to the pest attacks. They also help in the reduction
of insect-mediated aflatoxin contamination of crops which is
a carcinogenic leading to liver cancer, reduction in immune
response, and lesser growth in children. They also help in
prevention of disease outbreaks (e.g., malaria), protect the
farm land and forests from invasive pests, and help in con-
trolling the population of bugs. Despite all these benefits
associated with them, their production and use in many
countries have been banned because of many complications
associated with them.

An ideal pesticide should only mediate killing of its tar-
get pest, but nontarget organisms usually get affected by
them as well. Pesticides after their application can be taken
up by the target organisms or they might get dissipated into
the groundwater which could ended up in the surface water
bodies such as rivers, lakes, or ponds, volatilize into atmo-
sphere, or taken up by the soil and finally reach to nontarget
organisms. Their usage poses a serious threat to flora and
fauna biodiversity, disturbs the food webs, and has a serious
implication on the ecosystem. Usually, pesticides are applied
by sprayer in the form of volatilized material which evapo-
rates into the air, increasing the area in which it could spread
and, in this way, they can affect nontarget organisms as well.
Herbicides, insecticides, etc. are applied in this way, and
thus, they cause more harm to nontarget organisms than
to target organisms. A variety of aquatic as well as terrestrial
animals and plants are under serious threat due to the unre-
stricted use of pesticides. Some exotic species such as the
bald eagle, osprey, and peregrine falcon have experienced
survival threats due to overconsumption of pesticides [6].
Moreover, soil, air, and water are subjected to pollution
and toxicity as they are the end point where these chemicals
ultimately runoff. The bioaccumulation of pesticides in the
case of lipophilic pesticides and the seepage of pesticides into
groundwater indicate a major issue of their removal from
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TABLE 1: Pesticides with their composition, health effects, and associated properties.

Exposure

Effects on human health

Physical and
chemical properties

Pesticide Composition
Oreanophosphorus Organic carbonaceous and
ganophosp phosphoric acid derivative
Organic carbonaceous
Organochlorines compound with cyclodiene
ring
Organic compound with
Carbamates general chemical formula

RHNCOOR, a derivative of
carbamic acid

Natural compounds extracted
from Chrysanthemum
cinerariaefolium and
pyrethroids are synthetic
derivatives of pyrethrins,
chemical structure contains an
acidic and alcohol moiety and
an ester bond in the center

Pyrethrins and
pyrethroids

Derivatives of a six-membered
heterocyclic compound (s-
triazine) with substitution at
positions 2, 4, and 6.

Triazines

Synthetic derivatives of S-
containing dithiocarbamates
(either
dimethyldithiocarbamate or
ethylenebisdithiocarbamate) in
conjugation with metallic salts
of manganese, ferric, or zinc

Dithiocarbamates

Consist of an aliphatic
carboxylic acid group in
conjugation with either an
aromatic ring (methyl
substituted) or chloride

Phenoxy
derivatives

Dipyridylium quaternary
ammonium derivatives

Dipyridyl
derivatives

Easily absorb by the skin,
lungs, gastrointestinal tract
(GI), and conjunctiva and
metabolized by cytochrome
P450 in the liver

Absorption via skin, GI tract,
and lungs, ingestion of
contaminated food, and

inhalation

Absorption through the
gastrointestinal tract, lungs,
and skin

Show little cytotoxicity but
hyperexcitablity, target voltage-
gated chloride, sodium and
calcium channels, nicotinic
receptors, GABA-gated
chloride channels, metabolized
by CYP450

Absorption is slow

Absorption in GI tract, lungs,
negligible in skin

Tissue damage in the lungs,
liver, and kidneys

Muscarinic syndrome,
nicotine syndrome, effects on
the CNS, teratogenic and
carcinogenic

It has been linked to diabetes,
cancer, asthma, and growth
disorder in children

Lesser CNS symptoms,
abdominal pain, behavioral
change, diarrhea, vomiting,

urinary incontinence,
dyspnea, bronchospasm,
bradycardia, hypoxemia, etc.

They have known to cause
asthma and rhinitis (act as an
allergen to respiratory
system) as well as contact
dermatitis

Human poisoning is rare and
might produce local irritation

Exposure for longer period
might produce adverse
effects; metabolites are

carcinogenic

CNS damage, teratogenic,
shows hepatotoxicity and
carcinogenicity, renal failure,
hyperthermia, birth defect,
etc.

Induction of pulmonary
injury, hypoxemia, and
edema hemorrhage, necrosis
in the GI tract, liver, kidney
tubules, and lungs

Most are polar,
highly stable, and
water soluble

Lipophilic, polar,
and show high
persistence with
long half-life

Polar compound,
water-soluble, and
have potential
chemical reactivity

Readily degradable
in the presence of
light (pyrethrins)

Less phytotoxic and
have more stability

Half-life is less (1-3
days), are easily
hydrolyzed and

decomposed

Highly toxic,
exposure results in
the production of

radicals which

damage lipid

membranes.

these sources, as ultimately the human race would face the
consequences of this pollution.

Because of the lower biodegradability and more stability
of these chemicals, they usually tend to accumulate in the
ecosystem as well as in the food webs posing a daunting haz-
ard for the higher-order organisms in the food webs, i.e.,
predators. The aquatic ecosystem has suffered a lot of dam-
age due to the excessive use of these chemicals. Pesticides
usually end up in the aquatic ecosystem by drift or leaching
through the soil, contaminating ground water or by direct

application into the water source like to control waterborne
pests. Fish and aquatic plants are affected due to the toxicity
of these chemicals, as well as the dissolved oxygen level is
decreased, leading to oxygen stress. Exposure of these che-
micals could occur by three [6]: dermally (absorption
through skin), orally (entry via mouth), and breathing (entry
via gills). The runoff of herbicides in rivers causes the erad-
ication of aquatic plant life, which is solely responsible for
80% of the oxygen supply in this ecosystem, leading to the
death of various fish and animals [6]. Atrazine, a triazine



derivative, is highly toxic to some species of fish, and it has
been observed that it might also secondarily affect the
immune system in amphibians. Loss of reproductive poten-
tial [6], habitat loss for various amphibians, high mortality of
aquatic organisms, and changes in abundance and composi-
tion of planktons are some of the potential impacts of
pesticides.

Terrestrial biodiversity is also under threat due to the
overconsumption of pesticides. Nontarget plants are the
worst affected by the sprayed herbicides. Plants exposed to
glyphosate has increased vulnerability to diseases and also
poor quality of seeds. Reduction in the productivity of non-
target plants, wildlife, and forest plants has been observed
even at lower doses of sulphonamides, imidazolinones, and
sulfonylureas [7]. Broad-spectrum pesticides such as organ-
ophosphates, pyrethroids, and carbamates have affected the
population of beneficial insects such as beetles and bees that
are crucial for growth in plants and pollination. Insecticides
like neonicotinoids have resulted in a decline in demography
of honey bees leading to lesser crop production as well as a
sharp decline in the production of honey and bees wax
which is consumed commercially in various cosmetic prod-
ucts. Consumption of pesticides like DDT, organophos-
phates, has led to accumulation of these chemicals and its
metabolites in birds resulting in high mortality as well as
reproductive loss in them. Plants act as a source of food
for humans and are the consumer of carbon dioxide, and
as the draining of pesticides in the soil affects plant produc-
tion as well as the microbiota of the soil, which is essential
for the requirement of plant nutrients, there are serious
complications associated with this. The reduction of soil fer-
tility and degradation of soil quality due to the shrinking
population of soil-dwelling microbes is an important envi-
ronmental impact of pesticides.

Fungicides like dinitrophenyl and chlorothalonil have
been reported to obstruct the nitrification and denitrification
process done by microbes. Symbiotic or cooperative rela-
tionship among mycorhizal fungi and plants roots are also
inhibited by pesticides [8]. The friend of the farmer, earth-
worms have also seen a huge decline due to the pore water
of pesticides in the contaminated soil. The neurotoxic effects
of some fungicides and insecticides have not spared earth-
worms, and there has been a substantial loss of soil fertility
due to a smaller population of earthworms in farmland soils
[9]. It has been observed that neonicotinoids could accumu-
late in the soil and destroy the population of earthworms
such as Eisenia foetida from the soil.

Pesticides have also found to trigger or cause bronchial
hyperactivity or asthma. These xenobiotics may cause
inflammation, irritation, endocrine disruption, or immuno-
suppression leading to exacerbation of asthma in exposed
individuals. An investigative research by Raanan et al. [10]
concluded that organophosphates exposure in early life
could lead to childhood asthma [10]. Herbicide pendimetha-
lin and insecticide aldicarb were reported to positively
worsen the asthma in active patients.

Farmers in Iran reported having a substantial high risk
of developing acute leukemia due to exposure to pesticides.
Prenatal exposure or exposure in pregnancy to household
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pesticides was found to be positively linked to development
of childhood leukemia. Risk of neurobehavioral defects or
cognitive effects were reported to be higher (3 fold increase)
in individuals who had these three metabolites hexachloro-
benzene, transnonachlor, and p,p’-DDE in their plasma
[11]. Other effects of pesticides such as organophosphorous
could be impairment of male reproductive system and
reduction in fertility by inhibition of spermatogenesis,
decreasing sperm count, density and reduction in sperm
motility or viability, mass reduction in testis, DNA damage
in sperm, and morphological abnormality in sperm.

3. Conventional Methods of Pesticide Removal

Pesticide removal is the process by which the contaminated
soil or water is purified in which these chemicals are
degraded or filtered or extracted out. In conventional
methods, chemical oxidation, ozonation, Fenton oxidation,
photocatalytic degradation, photochemical degradation
(such as UV radiation), coagulation and flocculation, elec-
trocoagulation, incineration, electrooxidation, reverse osmo-
sis, adsorption, nanofiltration, membrane distillation, and
electrodialysis are used.

Advanced oxidation process (AOP) or chemical oxida-
tion process takes advantage of highly reactive hydroxyl rad-
ical for pesticide degradation. The hydrogen is extracted
from the organic substrates by the free hydroxyl radicals or
in case of double-bond electrophilic addition takes place
[12]. There is another reaction of free radicals with the oxy-
gen molecule to form a peroxyl radical, which ultimately
leads to complete mineralization of the pesticide by under-
going various stepwise oxidative degradation reactions.
Moreover, phenols substituted with halogens could also be
attacked by hydroxyl radicals.

Ozonation deploys ozone gas to oxidize and degrade
xenobiotics. Ozone is a strong oxidizing agent that attacks
an organic substance at low pH, or it can also be used to gen-
erate hydroxyl radicals by modifying pH, and thus, hydroxyl
radicals can do their part [12]. A recent study on the
removal of pesticide residues from rice grains reported that
residues of deltamethrin (92.7% removal) and bifenthrin
(91.1% removal) residues were effectively removed from
stored rice grains using ozone as a degrading agent [13].

Hydroxyl radicals can also be produced for the oxidation
of organic pesticides at acidic pH using Fenton’s reagent,
which represents a mixture of hydrogen peroxide and fer-
rous or ferric jons [12]. Fenton oxidation was investigated
to remove methyl parathion, and various parameters (men-
tioned them) were studied to identify their role in degrada-
tion [14]. Fenton oxidation was reported to be able to
remove 74-92% of methyl parathion.

Photocatalytic process deals with the use of a catalyst
such as TiO,, Fe,0;, ZnO, ZnS, and CdS, which gets acti-
vated by absorption of photon and further helps in oxidation
of organic compounds. Heterogeneous TiO, in combination
with UV has been mostly studied for its degradative poten-
tial. Phenoxy derivatives 2,4-dichlorophenoxyacetic acid
and 2,4-dichlorophenoxypropanoic acid were reported to
be effectively degraded using heterogeneous TiO, UV at
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283nm, and degradative potential was observed to be
directly proportional to the concentration of Ti in pillared
clay [15]. Mepiquat chloride was reported to be completely
degraded by using heterogeneous TiO,P-25 where UVA
was at pH 3, and degradation rates were higher as compared
to homogeneous photocatalytic process.

Coagulation is a destabilization process in which a coag-
ulant is added such that it destabilizes a stable charged
particle.

Flocculation is the subsequent step of mixing that pro-
motes accumulation of microflocs leading to the sedimenta-
tion of coagulated particles. In a study, four pesticides
(dieldrin, aldrin, bentazon, and atrazine) were taken, and
their removal by coagulation-flocculation was investigated
using different concentrations of aluminum sulphate as a
coagulant. Removal of pesticides was below 50% for all the
investigated doses, and hydrophobicity of organic com-
pound was observed to be directly related to the removal
efficiency of treatment. A combinatorial approach of coagu-
lation and fenton oxidation was reported to be more effec-
tive in wastewater treatment of nonbiodegradable
pesticides. Polyferric chloride was deployed as the coagulant
which was used as the first step of treatment, resulting in
removal of 58% chemical oxygen demand and also lesser
hydrogen peroxide requirement in the consecutive fenton
oxidation step [16].

Electrocoagulation is a modified coagulation process in
which an electrocoagulation cell (like an electrochemical
cell) is used to destabilize an emulsified, suspended, or dis-
solved contaminants in wastewater by passing an electric
current into it. In this process, electrodes of aluminum or
iron are used, and wastewater acts as an electrolyte. Hydro-
lysis of water takes place at cathode resulting into the forma-
tion of molecular hydrogen and hydroxyl groups, and
simultaneously, dissolution of metal from the anode takes
place to produce coagulant in situ [17]. Released metal ions
initiated the coagulation by neutralizing surface charges on
the suspended solids [17]. The electric field also helps in
electrolysis, ionization, hydrolysis, and free radical forma-
tion which also helps in decontamination of pollutants.

Reverse osmosis (RO) technology has been used for
ground water treatment contaminated with organochlorines.
Membranes used were of RO98pHt polyamide, and removal
rate was observed to be 98.4-99.7% for pesticides, and dis-
solved solids were reduced from 1.35g/dm’ to less than
0.05g/dm’ [18]. Coupling of electrodialysis to desalinate
wastewater and nanofiltration could improve the retention
of pesticides on NF membranes [19]. Other conventional
methods like electrooxidation and membrane distillation
are also used for the removal of pesticides.

4. Microbial Remediation of Pesticides

Despite the advances in the conventional approach,
researchers are discovering other means to degrade the
pesticides in the environment. Microbial remediation uses
microorganisms to eradicate these compounds from the
contaminated source. Certain bacterial species and their
strains, actinomycetes, fungi, and algae, have been docu-

mented to show degradation of pesticides. Microorganisms
utilize these chemicals as a source of their energy by
metabolizing them and directing their intermediates into
energy generation pathways like Krebs cycle. These micro-
bial strains have been enriched, cultured, isolated, and
screened from various rivers, sewage, and soil [20]. For
degradation of endosulfan, Kafilzadeh et al., [21] isolated
bacterial strains from water samples, and they found five
bacterial genus Acinetobacter, Alcaligenes, Klebsiella, Bacil-
lus, and Flavobacterium capable of degrading endosulfan
[21]. Various bacteria show the ability to degrade pesti-
cides, which include Pseudomonas, Bacillus, Alcaligenes,
Flavobacterium, Klebsiella, Thiobacillus, Escherichia coli,
Bacillus licheniformis, and Clostridium. Various algae that
are capable to degrade pesticides include Diatoms, Chla-
mydomomas, green algae, and microalgae, and fungi
include Anthracophyllum, Cladosporium, Rhizopus, Asper-
gillus fumigatus, Aspergillus, Penicillium, Mucor, Fusarium,
Mortierella sp., and Trichoderma sp. [20].

Bacteria are in the forefront for bioremediation purposes,
as they are highly adaptive and liable to undergo mutation
rapidly, thus acclimatizing themselves according to the
demand of the vicinity environment. Pesticides are used as a
nutrient by microbes and go through enzymatic reactions to
produce carbon dioxide and water. These chemicals are first
taken up by the microbes, followed by sequential attacks of
metabolic enzymes, and they are completely degraded into
lesser toxic or nontoxic compounds. These enzymatic reac-
tions involve oxidation (epoxidation, N/P/S-oxidation,
hydroxylation reactions on aromatic ring, aliphatic chain, or
N-hydroxylation, oxidative dehalogenation, oxidative deami-
nation, and oxidative dealkylation), reduction (reductive
dehalogenation, and reduction of nitro or quinone), hydrolysis
of ester bonds, condensation, decarboxylation, dehalogena-
tion, dehydrogenation, and others [22].

Microbes could perform mineralization of compounds or
cometabolism for degradation. Mineralization refers to the
conversion of organic compounds into inorganic one by
microbial enzymatic systems. For a molecule to undergo min-
eralization, it should have resemblance to the natural ligand
(should be analog to the natural compound) against which
the microbes have enzymes to act upon it [20]. Microbes use
this analog as the nutrient and convert them into nontoxic
inorganic compound, carbon dioxide, and water. As most pes-
ticides do not resemble the natural compound metabolized by
the microbes, they could not undergo mineralization. Another
degradative strategy is cometabolism in which an organic
compound which could be used as a primary energy source
is provided along with the compound to be degraded which
helps in the degradation of pesticides. Enzymes or cofactors
used for the consumption of energy yielding substrate help
in the metabolism of pesticides.

The bioremediation of pesticides depends on environmen-
tal factors, as well as some intrinsic factors related to microbes
or pesticide chemical structure. These factors include the
following:

(i) Metabolic activity and adaptability capacity of the
microbial strain



(ii) Molecular weight, substitution type, location and
frequency, and spatial structure determine the rate
and efficiency of pesticide degradation. Polymeric
compounds are resistant to degradation. The bio-
availability of pesticides is also an important factor
in bioremediation

(iii) Environmental conditions such as temperature, pH,
salinity, humidity, available nutrients, required con-
centration of substrate, surfactant availability, car-
bon dioxide, and aerobic or anaerobic conditions
are some of the factors that influence the remedia-
tion process carried out by microbes

Bioremediation can take place in situ (biostimulation,
composting, biosparging, bioventing, and liquid delivery sys-
tems) as well as ex situ (biofilters, bioreactors, and land
farming). The microbes residing in the contaminated soil
can be used for bioremediation by stimulating them with
nutrient or electron donors. Microbes can be added inten-
tionally to break down the pesticides if the native microbes
are not capable of bioremediation of these chemicals.

5. Bacterial Remediation of Pesticides

Organochlorines have been shown to undergo bioremedia-
tion by bacterial genus Bacillus, Micrococcus, Arthrobacter,
and Pseudomonas. The CS5 strain of Achromobacter xylo-
soxidans, which was isolated form activated sludge, was
reported for its capability to degrade a-endosulfan and f3-
endosulfan by more than 0.0248 g/L and 0.0105 g/L, respec-
tively, after eight days of incubation [23]. Hexachloroben-
zene was observed to be anaerobically dechlorinated by
Dehalococcoides sp., and the trichlorobenzene reductive
dehalogenase enzyme was reported to be crucial in degrada-
tion which was the product of the cbrA gene [24]. Two
closely related species of Citrobacter amalonaticus were iso-
lated, and their genome was sequenced by Chaussonnerie
et al. [25], and they reported their potential of biotransfor-
mation and remediation of chlordecone by these two isolates
[25]. Ozdal et al. [26] reported five bacterial species (Pseudo-
monas aeruginosa, Acinetobacter Iwoffii, Stenotrophomonas
maltophilia, Citrobacter amalonaticus, and Bacillus atro-
phaeus) that were isolated from cockroaches that resides in
pesticide contaminated zones and reported that endosulfan
bioremediation by these isolates was found to be 88.5, 80.2,
85.5, 56.7, and 64.4%, respectively [26]. Anaerobic mineral-
ization of pentachlorphenol by various bacterial strains was
studied by Li et al. [27]. They reported various dechlorina-
tors (Sulfospirillum Dehalobacter, Desulfovibrio, and Deslfi-
tobacterium spp.) and phenol degraders (Syntrophus and
Cryptanerobacter spp.) and determined the responsible
functional genes; cprA (chlorphenol reductive dehalogen-
ase), bamA (benzoyl-CoA reductase), and seven variants of
nitrogenase reductase genes ([27]).

More than 90% of chlorpyrifos has been reported to be
degraded by P. putida MAS-1 in minimal salt concentration
[28]. Several strains of microbes were able to remediate
chlorpyrifos such as Providencia stuartii, B. cereus, Actino-
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bacteria sp., Xanthomonas sp. 4R3-M3, and Pseudomonas
sp. 4HI1-M3. Sharma et al. [29] reported that a Bacillus sp.
G2 was able to remediate cypermethrin, and a novel mecha-
nism was discussed in which intermediates such as 4-propyl-
benzoate, phenol M-tert-butyl, 4-propylbenzaldehyde, and
1-dodecanol were produced [29]. In a study, Pseudomonas
stutzeri SMK strain, under controlled conditions, was able
to degrade dichlorvos effectively [2].

The treatment of acetamiprid by Rhodococcus sp. strain
BCH2 and the explanation of its degradative mechanism
were also found [30]. Madhuban et al. [31] reported the
remediation of imidacloprid and metribuzin by the Burkhol-
deria cepacia strain CH-9 (aerobic) and showed 69 and 86%
removal of imidacloprid and metribuzin, respectively, after
20 days [31].

Carbofuran hydrolase (a product of the mcd gene)
enzyme has been reported for carbamate degradation by
hydrolyzing the methylcarbamate linkage in various micro-
bial genera such as Bacillus, Pseudomonas, Ralstonia, Mesor-
hizobium, Ochrobactrum, and Rhodococcus. Shin et al. [32]
reported various carbamate degrading bacteria which
included Spingomonas, Rhodococcus, Spingobium, Microbac-
terium, and Bosea [32]. Using carbaryl as the main source of
carbon and nitrogen, Corynebacterium, Bacillus, and Morga-
nella were able to degrade carbaryl by 48.8%, 94.6%, and
87.3%, respectively [33].

Fuentes et al. [34] reported that some actinomycetes
genera (Streptomyces and Micromonospora) were capable
of degrading organochlorines (lindane, chlordane, or
methoxychlor). Streptomyces have also been studied for
removal of chlorpyrifos and pentachlorophenol [35]. It was
reported that chlorpyrifos was effectively removed by Strep-
tomyces sp. M7 (99.2%). In bioremediation of cypermethrin,
two enzymes estearses and phosphatases were involved in
the degradation of pesticide [36].

6. Fungal Remediation of Pesticides

Xiao et al. [37] conducted a study to evaluate fungal species
capable of degrading heptachlor and its epoxide. The reme-
diation of heptachlor was observed to be 71, 74, and 90% by
P. tremellosa, P. brevispora, and P. acanthocystis, respec-
tively, after incubating them for two weeks. The heptachlor
was metabolized to heptachlor epoxide, 1-hydroxy-2, 3-
epoxy-chlordene, and 1-hydroxychlordene, and the removal
of heptachlor epoxide after 2 weeks was found to be 25, 22,
16, and 16% by P. aurea, P. lindtneri, P. brevispora, and P.
acanthocystis, respectively [37]. The lin gene was found to
be responsible for the uptake and metabolism of hexachloro-
cyclohexane in Spingobium francense, Spingobium japoni-
cum, and Spingobium indicum [38]. Remediation of
acetamiperid and thiacloprid by Rhodotorula mucilaginosa
strain IM-2 was reported by [39]. Aspergillus niger has been
reported to produce hydrolase for the hydrolysis of carba-
mates [40].

A. niger was investigated for its capability to degrade
endosulfan, and it was observed that the culture was able
to tolerate 400 g/L of technical grade endosulfan, and endo-
sulfan was completely eliminated after 12 days of incubation
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[41]. Likewise, white rot fungus Trametes hirsuta was also
observed to degrade endosulfan and endosulfan sulfate via
hydrolytic pathways [42]. Lecanicillium saksenae, Fusarium
oxysporum, Penicillium brevicompactum, Aspergillus oryzae,
and Lentinula edodes were shown to be able to degrade dife-
noconazole, pendimethalin (99.5% removal by L. saksenae),
and terbuthylazine (maximum 80% removal by A. oryzae)
[43].

7. Types of Nanoparticles

NPs are categorized into various types on the basis of size,
shape, morphology, and chemical properties [44].

8. Carbon-Based Nanoparticles

The carbon-based NPs mainly include fullerenes and carbon
nanotubes (CNTs).

8.1. Graphene. It is an allotrope of carbon and a 2D planar
and hexagonal complex of honeycomb-like lattices. Gra-
phene sheets generally have a thickness of 1 nm [45].

8.2. Fullerenes. They are composed of carbon atoms that are
bonded to each other by sp2 hybridization, forming spheri-
cal molecules of carbon (C60). Fullerenes are composed of
about 28-1500 atoms of carbon, the single layers have a
diameter of 8.2nm, and the multilayered ones have a diam-
eter of about 4 to 36 nm [46].

8.3. Carbon Nanotubes (CNT). They are formed by the gra-
phene nanofoil that has a honeycomb-like network of atoms
that are embedded into hollow coils, resulting in CNTs. The
single-layered carbon nanotubes are about 0.7 nm, and the
multilayered ones are 100 nm. The size of CNTs can vary
from several micrometers to a few millimeters. They have
hollow ends or can be enclosed by half fullerene molecules
[47]. CNTs can have a relatively same shape as rolled graph-
ite [48]. The rolled sheets can be single-walled carbon nano-
tubes, double-walled carbon nanotubes, or multiwalled
carbon nanotubes [49].

8.4. Carbon Black. They are spherical amorphous carbon
substances and have a diameter that varies between 20 and
70 nm. Since the particles bound instantly, they form a clus-
tered shape, and approximately 500nm clusters are
formed [50].

8.5. Carbon Nanofiber. They are formed in a similar manner
to CNTs and nanofoils of graphene, except that they are
coiled into a cone-shaped structure rather than cylindrical
tubes [51].

9. Metal NPs

They are produced from metals by using constructive or
destructive procedures at the nanoscale level. NPs can be
generated from most of the metals [52, 53]. Some of the
metals that are often used for the production of NPs are zinc,
aluminum, copper, lead, cobalt, gold, cadmium, silver, and
iron [52, 54, 55]. NPs have unique surface properties, such

as a high ratio of surface area to volume, spherical structure,
reactivity, pore size, color, surface charge density, sensitivity,
and sizes varying between 10 and 100 nm [56, 57].

9.1. Metal-Oxide NPs. Several metal-oxide NPs have been
synthesized for the electrochemical determination of biolog-
ical compounds. Some of the examples include Fe,O,, ZnO,
Co;0,, MnO,, NiO, and TiO, [58]. Moreover, mixed metal
oxides have been of great interest due to such characteristics.
The CuO nanoparticles have distinct features, because of
which they have multiple applications like sensors, catalysts,
antibacterial, and superstrong materials [59, 60]. Metal-
oxide NPs have the ability to interact with other NPs due
to the high surface area to volume ratio [61, 62].

9.2. Ceramics NPs. They are inorganic and nonmetallic sub-
stances that are synthesized by heating and cooling. Ceramic
NPs exist in several morphologies and sizes; they can be hol-
low, dense, amorphous, porous, and polycrystalline. Thus,
they have various applications in imaging, catalysis, photo-
catalysis, and photodegradation of dyes [63, 64].

9.3. Semiconductor NPs. They demonstrate a broad variety of
applications since they exhibit characteristics of both metals
and nonmetals [65]. Since these NPs exhibit larger band-
gaps, bandgap tuning causes important modifications in
their characteristics. Consequently, they demonstrate signif-
icant applications in photooptics, electronic devices, and
photocatalysis [66, 67].

9.4. Polymeric NPs. These are organic nanoparticles [68, 69].
Generally, they exist in the form of a capsule or sphere. The
former is a solid mass that is enclosed in the particle, and the
latter is a matrix substance with a solid mass [70]. Lipid
nanotechnology is one of the emerging fields for the produc-
tion of lipid NPs that have important applications in drug
delivery and cancer treatment [71, 72].

10. Role of Nanomaterials in
Pesticide Remediation

10.1. Cerium Oxide (CeO2). The CeO2 nanofibers are syn-
thesized from the metal-oxide frameworks of the Ce(1,3,5-
benzenetricarboxylate) (H20)6 (Ce-BTC), and they have
been extensively studied for their uses in the adsorption of
pesticides from water bodies [73]. The metal-organic frame-
works of Ce-BTC were formed by using the hydrothermal
procedure, and the CeO2 nanofibers are synthesized using
the calcination procedure from Ce-BTC NPs at 650 degrees
Celsius for 3 hours. 2,4-Dichlorophenoxyacetic acid (2,4-D)
was adsorbed from water using CeO2 nanofibers using a
batch system at 308 K with the g, value of 95.78 mgg™.
2,4-D was adsorbed into CeO2 by diffusion into the particle
and the boundary layer on the basis of isothermal and
kinetic studies.

10.2. Magnesium Ferrite (MgFe204). The mesoporous
MgFe204 is magnetically retrievable and has been investi-
gated for the adsorption of chlorpyrifos from wastewater
containing pesticides [74]. MgFe204 having a high surface



area of 170 m>.g' was synthesized by employing benign ini-
tiating substances and urea as binary purpose intercessors in
a single-step solvothermal procedure. Chlorpyrifos was sig-
nificantly adsorbed on the MgFe204 adsorbent at a pH > 9
, as exhibited by the batch adsorption studies. Similarly,
chemisorption was observed when the hydroxylated magne-
sium ferrite surface having electronegative atoms such as
sulfur, oxygen, and chlorine reacted with the aromatic ring
of chlorpyrifos, which caused degradation into small organic
molecules. This experiment demonstrated that the mesopo-
rous magnesium ferrite with effective adsorption properties
can be used for the treatment of wastewater.

10.3. Activated Carbon. Several investigations were con-
ducted to study the removal of pesticides from the water
bodies by employing activated carbons, like paclobutrazol
[75], carbendazim and linuron [76], 11 pesticides [77], 2,4-
dichlorophenoxyacetic acid (2,4-D) [78], iodosulfuron [79],
and carbendazim (T. [80]). There are 2 types of activated
carbon that are commercially available (GAB; V. =0.27 ¢
m’-g !, Sy =580m? - g, pHpyc =7.46 and CBP; V. =
0.04cm’ - g7!, Sy =99m*-g!, pH,, =4.76) and were
used for the adsorption of 2,4-dichlorophenoxyacetic acid
(2,4-D; pKa=2.73) and 4-chloro-2-methylphenoxyacetic
acid (MCPA; pKa =3.07) from aqueous solutions [81]. The
microporous GAB demonstrated better adsorption abilities
(@pay = 367.15mg-g™') than CBP (q,,,, =273.07mg-g").
The data of the assessment of adsorption exhibited that pH
and ionic strength were important parameters for analyzing
the rate of adsorption, which was increased for both types of
pesticides by enhancing the ionic strength. As per the pesti-
cides pKa and the pHp, of activated carbons, removal of
2,4-D and MCPA was decreased with an increase in pH
(pH > 4.76). The results concluded that the mechanism of
adsorption was determined by the electrostatic interaction
between the surface of the activated carbon and pesticides.

10.4. Graphene-Based NMs. Lazarevic-Pasti et al. [82] stud-
ied the impact of graphene-based materials on the removal
of dimethoate and chlorpyrifos from the aqueous medium.
The outcomes demonstrated that the adsorption of the pes-
ticides on the adsorbents based on graphene was signifi-
cantly dependent on the structural characteristics of the
sorbent and sorbate, and the surface area was not the pri-
mary determinant for the pesticide elimination capability.
The chlorpyrifos was specifically eliminated with aromatic
moiety in the graphene basal plane, which contains the p
electron system and high structural order, while adsorption
of the aliphatic dimethoate onto hydrophilic oxidized gra-
phene surfaces took place. Both chlorpyrifos and dimethoate
were eliminated due to the moderate proportion of oxygen
functional groups on the surface of graphene-based
adsorbent.

10.5. Carbon Nanotubes (CNTs). The CNTs that were pro-
duced from plastic wastes were used as an efficient adsorbent
for the removal of diuron from the water bodies [83]. This
study demonstrated that the CNTs that were produced from
plastic wastes, with g, =103.73mg- g™! can be applied as a

International Journal of Photoenergy

significant adsorbent for the treatment of water bodies. The
multiwalled CNT was synthesized using particle size varying
between 10 and 40 nm of the compound Ni/MgO, having a
surface area of 9.10 m2~g'1 [84]. The effective elimination of
about 90.5% diuron from water was carried out using multi-
walled CNT (g,,,, =132.5mg-g™') under specific condi-
tions (Cguron = 100 g - L7, time = 60 minutes, pH = 7.0,
temperature = 25°C, CMWCT =2.0g-L™"). The statistical
adsorption results indicated instant exothermic adsorption
into the multiwalled CNTs. Modeling readings and comput-
ing the energy and binding affinity of diuron with multi-
walled CNTs were used to identify the supramolecular
adsorption process. The bonding between multiwalled
CNT and diuron includes p-p T-shaped bonds, p-donor
hydrogen bonds, p-p stacked, and p-alkyl bonds. These find-
ings revealed that 16 hydrophobic interactions and 2 hydro-
gen bonds were involved in diuron physical adsorption and
the formation of the multiwalled CNT-diuron compound.

10.6. Titanium Dioxide (TiO,) NPs. TiO,(s)/H,0,/UV and
TiO,(c)/H,0,/UV systems were investigated for the disinte-
gration of insecticides as a function of the irradiation time.
TiO,(s)/H,0,/UV system demonstrated the most efficient
disintegration rate of the insecticides. 100% disintegration
of the insecticides was accomplished after irradiation for
320 minutes by the TiO,(s)/H,0,/UV system. The half-life
values of the insecticides were 36.28 and 43.86 for methomyl
and dimethoate under the TiO,(s)/H,0,/UV system. But the
half-life values of the insecticides were 19.52 and 27.72
minutes for methomyl and dimethoate under the TiO2 (s)/
H202/UV system, respectively. In comparison to light set-
tings, the disintegration of the pesticides examined in the
dark utilizing the various techniques was minimal. Under
dark conditions, the disintegration percentages of the stud-
ied pesticides using the various techniques ranged from
0.30 to 1.6 percent [85].

10.7. Nanopesticides. Various pesticides can be enclosed or
adsorbed in multiple nanomatrices such as lipid NP, poly-
mers, CNT, silica, or graphene oxides [86]. The nanopesti-
cides have several advantages; they enhance the solubility
of the barely soluble components, avoid early disintegration
of pesticides, enhance the solubility of barely soluble compo-
nents, and cause stimulated production of the active constit-
uents [87, 88]. Silver NPs (Ag) were synthesized using the
extract of the stem of the cotton plant (Gossypium hirsutum)
and demonstrated effective antibacterial functions against
pathogenic bacteria (Xanthomonas campestris pv. campestris
and Xanthomonas axonopodis pv. malvacearum) that invade
the crops of Brassicaceae and Malvaceae [89]. Ag-based chi-
tosan nanocomposites exhibit better fungicidal activities
compared to conventional fungicides [90].

11. Challenges and Future Prospects

Population worldwide is increasing rapidly, so as to deliver
the food requirements of this burgeoning population, pesti-
cides have been integrated in the modern lifestyle. Overcon-
sumption of pesticides have resulted in buildup of resistance
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(acquired resistance) in the targeted pests. Excessive con-
sumption of pesticides has led to clearance of normal sus-
ceptible population but providing a selective advantage to
resistant pests leading to increase in their population. The
control of important pests in crop, livestock parasites,
household pests, and vector-borne diseases has become
extremely challenging due to the developed resistance in
them. Another issue with pesticides is reappearance of a
large number of pest populations after the application of a
pesticide known as pest resurgence. Pest resurgence has been
associated with killing of natural enemies, increase in repro-
ductivity, and feeding of insect pests, by using pesticides at
less lethal dosages, and sometimes, secondary pests become
primary pests because of eradication of the primary pest.
Elimination of nontarget organisms like pollinators and
earthworms has a huge impact on agricultural output. Polli-
nator populations have seen a major reduction due to the
application of pesticides which translates into the reduction
of crop production. Soil fertility is highly dependent upon
the earthworms present in the soil. Indiscriminate use of
xenobiotics has reduced the population of earthworms in
the soil, and thus, more fertilizers are required to maintain
soil nutrient quality [91]. Pesticides disturb the balance in
ecosystem and have serious implications on the environ-
ment and human health; most of them are nonbiodegrad-
able and highly toxic, led to bioaccumulation and
biomagnification, and cause pollution of air, water, and soil
which are some other challenges offered by the use of
pesticides.

Bacterial and fungal remediation as well as use of nano-
materials are the future of pesticides removal from the envi-
ronment. It has been reported for various pesticides but
extensive research is necessary to increase the range of che-
micals it could remediate as well as to know about the mech-
anism behind the remediation process. Genetic engineering
could be used for production of superbugs with various
genes combined for a range of pesticides removal. Coexpres-
sion of mixed plasmids with different set of genes for elimi-
nation of pesticides is the new approach which is possible
due to genetic engineering, and in the upcoming years, it
may be used for environmental clearance of pesticides.

12. Conclusion

The bioremediation of pesticides is urgent as it affects the
environment and human population. Conventional methods
could be used for its removal but their inherent problems
like cost and time have discouraged their use. Microbial
remediation is a good alternative for conventional methods.
Microbes isolated from contaminated environments like
water, soil, or sewage have been shown to possess enzyme
systems to degrade these chemicals. Persistent organic pol-
lutants like DDT can be utilized and metabolized by these
microorganisms. Bacteria and fungi are the most studied,
and various enzymes and pathways have been reported for
the remediation of pesticides. For efficient removal of pesti-
cides, conventional and microbial treatment could be
coupled to increase the efficiency of elimination. Apart from
microbial remediation of pesticides, use of nanomaterials for

the removal of pesticides is another potential method that
can be utilized. Different conventional methods could be
integrated, or different microbial genes could be coupled
by novel techniques offered by genetic engineering to
enhance the efficiency of remediation treatment. Similarly,
different nanomaterials can be used along with microbes to
enhance the remediation efficiency. Thus, microbial and
nanoremediation is the future for removal of pesticides.
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