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*e global crowdfunding (CF) market was valued at 10.2 billion US$ in 2018 and is expected to almost triple in size by 2025. *e
CF is evolving as a major and easy source of fundraising methods for various industries. Still, this acceptability is not widely
accepted in transportation activities due to various limitations and low awareness among policymakers. *e present research
analyzes the factors contributing to the growth of market acceptability of CF, divided into three different research phases:
identifying barriers from the literature, interviews with transport industry experts at two stages, and designing an ISMmodel in a
fuzzy environment. *e identification phase led to selecting 16 factors from the past literature and suggesting industrial experts.
*e Interpretive StructuralModelling (ISM) analysis was used to understand the impact and linkage of identified barriers on seven
levels of the fuzzy scale. *e factors are classified into four major categories based on the fuzzy matrix’s drive and dependence
power using Fuzzy MICMAC. *e sixteen identified growth factors for CF have been distributed in 5 levels in the ISM designed
model. All the factors had fallen in only two quadrants of MICMAC based on the fuzzy scale matrix. Except for No or Low in
regulation, the selected fifteen factors fall in the linkage quadrant, with high dependency and driving power. Such relation of all
variables is the precise reason for storm growth in the field. “No or Low in regulation” is one of the most significant factors to the
growth and acceptance of this innovative fundraising method by common investors but cannot be controlled directly by the
associated crowdfunding members in the transport industry.

1. Introduction

In recent years, crowdfunding has become an important
elective funding source looking for outside financing.
Crowdfunding is a term portraying a new twist on generally
old fundraising methods. Existing empirical investigations
report huge growth in fundraising volume through
crowdfunding (CF) worldwide. *e success story of CF in
the transportation industry is well known; in a recent year, a
Germany based start-up launched a high-speed train,
Locomore, with the help of CF sources. *e company

sourced over €231,000 in the first phase and €460,000 in the
second phase of fund sourcing in 2016 to launch its Stutt-
gart-Berlin rail service. *rough crowdsourcing, Commuter
Club, UK’s independent train season ticket retailer and fi-
nance provider, has raised more than £2.2m in 2019 (source:
rail technology). *e current condition of the COVID
pandemic has created a very conducive environment for the
growth of CF. Many of us used the CF platform for help with
medical bills, funeral expenses, lost wages, small business
support, food assistance, and other needs. COVID-related
fundraising activities increased exponentially after March
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2020 on platforms such as GoFundMe [1]. *e Ph.D. thesis
work of Soto [2] highlights various aspects of crowdfunding-
based transportation infrastructural projects along with their
implementation and policies.

Crowdfunding is an umbrella term that refers to an
increasingly widespread form of fundraising where indi-
viduals pool their money, usually smaller contributions by
individuals to achieve a particular goal. However, attention
toward crowdfunding by many investors, policymakers,
founders, and regulators has increased its mechanisms and
dynamics in general, and equity crowdfunding, in particular,
is not yet well understood [3].

*e concept of crowdfunding can be traced back to the
nearer broader concept of crowdsourcing, which uses the
crowd to get the solution, ideas, and feedback concerning the
progress of corporate activities [4, 5]. *e primary motive of
crowdfunding is to collect funds for some specific projects or
functions, typically by using social networks online, usually,
a small sum of individual contributions, to provide financial
support to an effort by a fundraiser to attain a specific goal.
Such investment may create different forms of obligations,
like equity, loan, donation, and even advance payment of an
order for future buying [6–9]. Crowdfunding provides
unparalleled efficiency of capital creation, mainly to start-
ups.

Because CF differs from standard fund sourcing
methods, it can help businesses raise financing at an early
stage of development. Even if the company is liquidated, CF
creates a differential right on its assets. Unlike traditional
fundraising approaches, even very successful crowdfunding
fundraising does not necessitate the involvement of a fi-
nancial institution as underwriters, which further reduces
the related fees involved in the fundraising. *erefore,
fundraising expenses in CF become lower than conventional
fundraising methods in the absence of cumbersome regu-
latory procedures, constraints, and paperwork. *e
crowdfunding market is relatively new and complex for
average business houses. *e global crowdfunding market
was valued at $12.27 billion in 2021 and is expected to almost
triple in size by 2025. Possibly, the crowdfunding approach is
going to be the future of fundraising in finance markets.
Also, the cost of raising funds through IPOs is comparatively
much higher. It differs from other funding sources due to
varied relationships between funders and fundraisers by
goals, context, and fundraising efforts [10].

Although CF has piqued the interest of academics and
professionals, there are relatively few structural works of the
literature on the subject, primarily to examine the facilitators
and determinants in the rise of CF in the transportation
industry. *is paper is one of the early attempts to inves-
tigate growth determinants and the different fundamental
features of the potential underlying structure of CFs, known
as their “detailed investment realities.” Developing econo-
mies, such as India, are still battling to recover from the
financial shocks caused by the 2008 global crisis. Any errors
in fundraising methods such as crowdfunding may raise
concerns about sustainability. Sustainability is one of the
major areas of concern in such a high growth economy. An
increasing flow of finance from national and foreign sources

is the key to achieving such economic sustainability.
Crowdfunding (CFs) is evolving as one of the most preferred
vehicles of fund mobilization.

It becomes crucial to study the factors and their im-
portance contributing to the growth of CF. Many of these
factors and their association with management education
have been studied mainly in isolation. *e research meth-
odology is the backbone of a research study; the method-
ology explains the structured way of solving problems,
achieving objectives and the validity of the result. *e
current study falls under the quantitative domain of research
[11]. Hence, this study is designed to determine the factors
affecting the growth of CF in the long run. *is paper is one
of the preliminary attempts to study the mutual relationship
among all the elements in the development of CF. *e
primary objective of this paper is to rank the barriers based
on their dominance. *en, an analysis would attempt to
understand the mutual imperative relationship of all selected
factor barriers to developing a sustainable market for CF.
*e Interpretive Structural Modelling (ISM) model in the
FUZZY environment designed on expert opinions has been
used as a research methodology. *e study is an attempt to
make some incremental contributions which are as follows:

(i) Defines the impact of each factor in the system of
elements on CF.

(ii) Applies the in-depth understanding of the judg-
mental sample of experts and generates an ac-
ceptable framework for the academics,
policymakers, and industry.

(iii) Uses the mathematical explanation of Interpretive
Structural Modelling (ISM) and “Matrices d’Im-
pacts Croises Multiplication. Appliqué a UN
Classement” (cross-impact matrix multiplication
applied to classification) (MICMAC) in a fuzzy
environment to attain new perceptions about the
factors on CF.

Accordingly, the research objectives (RO) and research
questions of this study are as follows:

RO1: to explore and identify the enablers of crowd-
funding (CF), mainly in the transport sector
RO2: to propose an integrated fuzzy ISM-MICMAC
decision-making framework to assess and benchmark
the CF

*e following research questions (RQ) have been framed
to achieve the above-cited objectives:

RQ1: what are the critical dimensions and enablers of
the CF?
RQ2: how does the mutual interaction of enablers of CF
play a significant role in industry and business houses?
RQ3: how can a systematic framework help assess the
severity of each enabler in a fuzzy environment?

*e main purpose of the research is to highlight the
factors of CF, a technology-driven financing activity, in the
growth of the transportation industry. *e CF is evolving as
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a major and easy source of fundraising methods for various
industries. Still, this acceptability is not widely accepted in
transportation activities due to various limitations and low
awareness among policymakers.

*e paper is divided into the following sections: Section
1 provides an introduction and understanding of crowd-
funding, including the risk and economy of CF, Section 2
provides a review of previously published literature related
to the study, and Sections 3 and 4 provide an outline of the
research structure. Sections 5 and 6 describe the question-
naire and ISM application construction, followed by fuzzy
computation. Section 7 has a discussion of the findings.
Section 8 addresses recommendations and applications,
while Section 9 discusses limitations and future research
opportunities.

2. Literature Review

2.1. Literature on the Enablers of CF. *e study domain of
CF is relatively new in finance, so it is no surprise that the
associated literature is only in the emerging stage. *e
government’s lack of support and incentives is the main
reason behind the lack of awareness about crowdfunding in
India. Mass research, transparency, feasibility, convenience,
goal orientation, and reward lead to investment in crowd-
funding [12]. Non-investor-friendly, low trust, credibility,
transparency, and awareness are some challenges for
crowdfunding in India [13]. Underlying project quality and
personal networks are the critical components associated
with the success of crowdfunding and the projects which are
geographically related to both types and have successfully
raised funds [14]. Investors who have a personal connection
with friends and family have more driven the geographic
effect. However, the online platform has eliminated the
distance-related problems like data gathering information,
and the social-related frictions are still not eliminated by the
technology [15]. Referring to the economic model of “multi-
side platforms,” a theoretical framework for crowdfunding
websites was proposed, classifying projects according to the
objectives of crowd funder and initiator. Four different
typologies such as business, cooperation, patronage, and
donation were pointed out by them [16]. *ree types of
investment opportunities, that is, donations, passive in-
vestment, and active investment, are offered to potential
investors to finance a project under crowdfunding. Active
investments are more related to equity than passive in-
vestments related to debt [17].

*e early schema of the inner working of crowdfunding
is presented, and the social entrepreneurship context was
discussed, which shows the matchmaking process between
the venture, offering debt or equity investments, and the
crowd [18]. Currently, crowdfunding is an infant [9].

To reach the target fund, individual social capital has a
significant positive effect, whereas geolocalized capital has
no significant effect [19]. Portals prefer fewer disclosure
requirements and fewer restrictions on the free trading of
crowdfunded shares, whereas start-ups prefer fewer re-
strictions on the ability to crowdfund. However, more
disclosure, limits on amounts entrepreneurs can raise, and

lower thresholds for audited financial statements are
demanded by investors [20]. *e entrepreneur’s reputation
affects capital formation outcomes favourably in terms of
both degree and speed.*e capital formation depends on the
entrepreneur’s reputation rather than on funder charac-
teristics, project characteristics, or timing of backing. *is
becomes important as more financial institutions rely on
nontraditional social media data to make funding decisions
[21]. Projects in the field of transport and transport support
are creating huge funds by CF across the globe, which is
better than other traditional sources of funds [2]. Crowd-
funding is becoming an easier source of fundraising for big
and capital intensive transport-related projects and infra-
structure [22].

2.2. Literature on the Traditional Fundraising Methods.
IPOs investment is generally treated as low-hanging fruits by
the investors. If investors get allotment in IPOs and sell these
stocks on the listing, they get returns better than the going
market. Generally, IPOs are underpriced compared to their
listed peer group companies [23]. *e uninformed retail
investors might undergo a winner’s curse problem” by
making all their allocation in IPOs [24]. IPOs are used as a
short-term investment avenue to get maximum return, as
they are generally available at a comparatively low price [25].
IPOs can be a good source of return, as generally, they are
underpriced, as observed using a signalling model with two
signals and attributes [26, 27]. Investment in IPOs in the
period 1970-1990 failed to give an expected return in the
long run [28]. IPOs are preferred investment tools due to
their guideline and transparency of book building [29].

Many kinds of literature support different reasons for
IPO pricing under various market conditions (Baron [30];
Muscarella and Vetsuypens [14]; Welch [31, 32]; Allen and
Faulhaber [33]; Chemmanur [34]; Michael and Shaw [35];
Koh and Walter [36] Hughes and *akor [37]; Drake and
Vetsuypens [38]; Lowry and Shu [39]; Boehmer and Ray-
mond Fisher [40]; Krigman et al. [41]; Ellis et al. [42]; Booth
and Chua [43]; Bubna and Prabhala [44]; and many more).

3. Literature on the Suitability of Methodology

Interpretive Structural Modelling (ISM) is a ranking system of
directly or indirectly connected factors in a complete me-
thodical model. *e model shows the systematic ranking of
factors in a multilevel structured pattern of graphs and
statements using opinions from various experts.*e structural
model inflicts relative direction and ranking of selected factors
even for a multifarious system to provide a clear insight to
regulators and policymakers [45, 46].

*e ISM technique is used to study inter-relationships
among identified factors on vendor selection in supply chain
management [47–49]. *e ISM ranking method has been
used to classify factors to execute knowledge management
schemes in manufacturing and other production-based
industries [50]. *e study used the ISM technique to form a
multilevel, hierarchy process model for factors required to
implement an optimal waste management project [51]. *e
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concept of ISM methodology has been used to establish a
relationship matrix of selected elements for the conservation
and management of energy in the cement manufacturing
plants [52]. *e ISM methodology is used to select and offer
a relative position of the factors for the reverse logistics
selection process in SCM of the hardware business. *e
study suggested a relative ranking of barriers [53]. *e ISM
technique has been used to rank 11 selected key barriers and
establish a relative matrix in the implementation of reverse
logistics in the automotive industry [54]. *e hybrid ISM
and ANP are used to find interdependence and feedback
relationships in subsystems by multidimensions and scaling
techniques in the Chinese industry [55]. *e ISM meth-
odology has been used to address issues in green suppliers in
the automobile sector [56, 57]. *e ISM was applied to
established relations among the elements influencing the
supplier selection for the built-in-order industry [58].
Further, the ISM ranking model is upgraded by an amal-
gamation of fuzzy TOPSIS (the Technique for Order of
Preference by Similarity to Ideal Solution) as a fusion ap-
proach for ranking factors in the area to identify the third-
party reverse logistics suppliers [59]. *e ISM is also used to
sort out problems in the knowledge management system
[60]. *e ISM is also used to sort out problems in the
healthcare sector [61]. *e research-based is on a structured
ISM method to get the mutual involvement of identified
enablers in implementing a flexible manufacturing process
[62]. *e ISM is also used in finance and investment de-
cisions, an article to sort out problems in retirement
planning [63]. ISM model is used to identify the factors of
knowledge management [50, 60, 64], literature surveys,
[65–67], and many more that have summarised the works of
literature published based on ISM model and other hybrid
ISM models in different industries.

Many kinds of literature studies based on ISM and hybrid
ISM are available related to the studies in different disciplines.
However, there is a lack of work carried out on applying this
method to evaluate crowdfunding enablers.With the growth of
CF and other similar fundraising methods, the industry’s
sustainability and transparency are critical issues before reg-
ulators. *e regulators have to understand the factors of the
growth of such a new virtual financial system for the better-
ment and safety of the investors. Very few pieces of the lit-
erature have studied accelerators in the area.*is study aims to
fill the gap and analyze mutual relationships among all the
factors in the way of the growth of the CF market. *e sixteen
factors based on available literature and views from the experts
from industry and academia are found as shown in Table 1.*e
selected decision-making methodology has been used on these
identified factors to rank them as per their importance.

4. Research Methodology

*e current section is based on paradigm, sampling, and in-
strument development process to solve the identified problem
in a structured way [72]. Due to start-ups’ high demand for
capital in recent years, CF has received a high concentration
level in the last few years. Many existing companies have also
joined the race of CF to raise additional funds for their running

business. Dint of not much support from regulatory bodies of
many countries, the growth rate in the segment has been more
than 80% in the last 4 years. Identification and ranking of
factors in the growth of CF are the study’s central problems.

*e ISM in a fuzzy environment has been used to rank
the identified accelerating factors. Below mentioned steps
are involved in the ISM methodology as explained by
Reference [59].

*e following steps are shown in the form of the flow
chart in Figure 1. *e growth of CF involves factors of micro
as well as macro levels. *e major factors include no geo-
graphic restrictions, low cost of issue, high finance literacy,
and many more. As shown in Table 1, sixteen factors for
study are gathered from past published works of the liter-
ature and opinions from experts; Algorithm 1 shows the ISM
in a fuzzy environment.

5. Formation of the Questionnaire

*e growth path of CF is way different from other traditional
capital market tools, as they have different mechanisms from
traditional funding. *e major objective of the study is
achieved by ISM, a tool for better communication in such
complex situations.We have selected 12 factors from previous
works of the literature, and 4 are added by discussion from the
experts. *ese experts are senior professionals and persons in
academia from various colleges with expertise in technology-
driven fundraising activities in the capital market. *ese
experts were chosen in the individual capacity of researchers
from various locations across India with a minimum expe-
rience of 10 years in academics and at least 7 years in the
industry. Initially, 35 experts were selected and approached,
but only twenty participated after regular communication.
*e twelve experts were from academia, and eight experts
were from the transportation and logistics industry.

All individual responses were collected from experts at
two stages and sent to two experts, one from academia and
the other from industry, in a consolidated form to get the
final response. Finally, one consolidated response matrix has
been formed based on all these collected responses and
brainstorming sessions.

6. Application of ISM

*e ISM methodology starts with creating SSIM (structural
selfinteraction matrix).*is matrix is a planned presentation
of contextual connection of selected factors based on expert
opinion.

We use four symbols to show the pairwise directional
relationship between the factors, say I and j; symbol “V” is
used to indicate factor I will support to achieve factor j,
symbol “A” indicates factor jwill support in the achievement
of factor I, symbol “x” indicates factor j and I will help to
achieve each other, and “o” symbol indicates no relation
between both factors.*e SSIM for the selected factors in the
growth of CF is given in Table 2.

*e reach-ability matrix is formed from data collected in
SSIM, by changing the information of each cell into either 1
or 0 in the matrix, according to the rules as follows:
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(i) if the cell value in the SSIM is V, it converts into 1
and 0 in the reach-ability matrix for the (i, j) and the
(j, i), respectively

(ii) If the cell value in the SSIM is A, then it converts
into 0 and 1 in the reach-ability matrix for the (i, j)
and the (j, i), respectively

(iii) If the cell value in the SSIM is X, then it converts
into 1 and 1 in the reach-ability matrix for the (i, j)
and the (j, i), respectively

(iv) If the cell value in the SSIM is O, then it converts
into 0 and 0 in the reach-ability matrix for the (i, j)
and the (j, i), respectively

*e reach-ability matrix after required transitivity is
formed and shown as BDRM (binary direct relationship
matrix) is presented in Table 3.

*e reach-ability and antecedent set for each factor are
considered from the final reach-ability matrix, as shown in
Table 3 (Warfield, 1974). *e reach-ability set of an element

consists of the factor itself and the other elements which may
support achieving, that is, all factors with value 1 in the row.
Correspondingly, the antecedent set of an element is a com-
bination of the element itself and the other elements, which
facilitate achieving it, that is, all factors with value 1 in the
column.*e intersections of both reach-ability and antecedent
sets are calculated, and factors with equal intersection values
are ranked at the top in the hierarchical model of ISM. Af-
terwards, the levelled factors are eliminated from another
remaining set of factors. Level identification processes of all
sixteen considered factors are completed in five iterations,
given in Table 4. *e calculated hierarchy levels of these se-
lected factors form the digraph as the final level of ISM. *e
structural digraph is created from the iterations, as shown in
the figure. Arrowheads show the connection between the
factors, from factor I to heading towards j.

MICMAC, that is, (Matrices d’Impacts Croises Multipli-
cation. Appliqué a UN Classement) “cross-impact matrix
multiplication applied to classification,” is calculated on the

Table 1: Description of CF barriers.

Sr.no. Barrier Description Supported pieces of the literature

1 No or Low time requirement CF can collect money in less time, even less than an
hour, in many cases By expert

2 No or Low in regulation (NLR) CF neither fall under income tax law nor the security
act in most of the countries [13]

3 Low in cost Issue costs are significantly less in comparison to
traditional fundraising methods [13]

4 No geographic restrictions
*ere is no restriction on a country as work on the

digital platform. CF can get investment from
anywhere

Agrawal et al. [68]

5 Usage of unaccounted money Some platforms do allow investing unaccounted
money into the cryptocurrency channel By expert

6 Lack of access to funding for start-ups Start-ups cannot raise funds in the form of an IPO Sanchez [69]; Cumming et al.
[70]

7 Inability to generate funds through IPOs
or any other traditional route

Many companies and firms are not fit for generating
funds through IPOs because of their long business

history
Cumming et al. [70]

8 High level of competition in the
traditional financial market

Traditional markets are well known to everyone, so
there is a massive rush in the market for fundraising Cumming et al. [70]

9
Heavy dependence on banks and other
investment bankers to raise funds from

public

Banks and networks of financial institutions
dominate the traditional method of fundraising

Kuppuswamy and Bayus Barry
[9]

10 High growth of IT and digital awareness Digital awareness acts as a platform for the spread of
such avenues

Sanchez [69]; Cumming et al.
[70]

11 Supportive external environment Current external factors are supportive enough to
digest such innovative ideas

Sanchez [69]; Cumming et al.
[70]

12 High level of financial literacy Financial literacy has increased by many folds in the
last few years, mainly in the urban population Sanchez [69]; Turan [71]

13 *e innovative structure of CF
CF under a regulatory environment is backed by
certain tangible assets and increases the confidence

of investors

Sanchez [69]; Cumming et al.
[70] https://www.fundstiger.com

14 *e greediness of investors for more
return

Investors always look to get more and more returns
in a short period By expert

15 A small amount of investment (even US$
1 can be invested)

Even a small amount, as low as 100 US$, can be
invested through the CF platform

Sanchez [69]; Cumming et al.
[70]; Turan [71]

16 Lack of developed stock exchanges or
other fundraising infrastructure

Many countries are lacking in the infrastructure of
fundraising, where CF is the only option to raise fund By expert
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principle of matrices multiplication [49]. A fuzzy set theory is
being used to enhance the responsiveness ofMICMAC analysis
to come out from the limitations of the ISM model. *is
technique is called FuzzyMICMAC, where an additional input
for the dependencies between relationships of barriers is being
introduced [73]. Further, to draw Fuzzy MICMAC (FMIC-
MAC), data from the same selected expert should be recol-
lected to convert data of BDRM into FDRM (fuzzy direct

relationship matrix). FDRM has been derived from the final
BDRM, and the used fuzzy sets are described as membership
functions with an actual unit interval [0, 1]. A 7-point scale has
been used for this fuzzy evaluation, as shown in Table 4.

*e expert opinion has been gathered from the same
expert panel with ratings for obtaining a direct reach-ability
matrix. A triangular fuzzy number “U” is represented as a
triplet set (x, y, and z). *e triangular fuzzy function is

Input. List of all the factors.
Output. ISM structure for crowdfunding.
Step 1. List out all the factors to be considered in the study.
Step 2. A contextual connection is recognized among all the identified variables in step 1 for pairwise examination.
Step 3. An SSIM, structural selfinteraction matrix for pairwise relationships among variables, is developed.
Step 4. A reach-ability matrix is developed and checked for transitivity. *e transitivity relation among variables is a fundamental
hypothesis made in ISM. If element A is associated with element B and B is connected to C, then A is linked to C.
Step 5. *e reach-ability matrix is partitioned into different levels to form initial relationship matrix (IRM).
Step 6. A directed graph is drawn by the removal of transitive links based on association found in the reach-ability matrix to form
final relationship matrix (FRM).
Step 7. *e resulting digraph is transformed into an ISM.
Step 8. *e developed ISM model of the previous step is reviewed and checked for “conceptual inconsistency.” Some essential
modifications can be made as required.
Step 9.*eMICMAC and FuzzyMICMAC analyses are performed to classify all factors in four broad clusters to check the consistent
association.

ALGORITHM 1: ISM in a fuzzy environment.

Scanning the 
Literature 

Review in The 
Area

Obtaining The 
Expert's Opinion

Collect factors 
contributing in the 
growth in the CFs 

Shown in table

Select final factors 
for the study based 
of expert opinion.

Construct the 
Reach-ability 

Matrix From SSIM

Develop a Structural 
Self-Interaction 
Matrix (SSIM) 

Establishing the 
Contextual Relationship 
(X) Between Variables I 

And J

Partitioning Of the 
Reachability Matrix 
Into Various Levels

Formation of
Digraph

Remove Transitivity 
from the Digraph

Replace Variables 
Nodes with 
Relationship 
Statements

Necessary 
Modifications

Re
vi

se
 T

he
 

Re
ac

ha
bi

lit
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at

rix Check For 
Any 

Conceptual
Inconsistency 

Yes

NORepresent 
Relationship 

Statements into Model 
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Calculate the 
Driving and 
Dependence 
Power of the 

Variables

ISM Established

Perform Micmac Analysis by 
Classifying Drivers into Four 

Clusters Vis. Autonomous, 
Dependent, Linkage and Drivers

Plot the Variables on A 
Graph Based on Driving 
and Dependence Power

ISM
MICMAC and Fuzzy 

MICMAC

Figure 1: Flow diagram for preparing the ISM model.
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expanded by using a lower limit value (x), a median value (y),
and an upper limit value (z), where x< y< z. *ese points
signify the coordinates of three vertices of μ (U) in fuzzy set
U. For better representation, defuzzification of the collected
result on the fuzzy scale is to be performed to get a crisp
number for the FDRM. *e best nonfuzzy performance
(BNP) value has been achieved by using the parameters of

BNPij �
(z − a)∗ (z − b)

3
􏼢 􏼣 + z. (1)

*e FDRM’s power is calculated by using principle-
based on fuzzy matrix repeatedly multiplication rule,
(C�max k {min (i, j)}) till it is converged. *e convergence
point can be determined where the driving and dependence

powers of selected factors are stabilized or cyclic in their
variation with a certain periodicity.

*e main idea of FMICMAC is to find the driving and
the dependence power of barriers selected in the study by
plotting a graph with driving power along the Y-axis and
dependence power along the X-axis. *e barriers have been
categorized into four different categories based on their
power; the different categories are as follows:

(i) quadrant I: autonomous category: these factors are
weak in both dependence and driving powers, and
they usually are disjointed from the structure.

(ii) Quadrant II: dependent category: these factors have
high dependence power but low driving power.

Table 2: Structural selfinteraction matrix (SSIM).

16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
1 O O V V O X A A O O A O A O O X
2 V V V V O X O V V V V X O V X
3 A X V A O O A X V O O X O X
4 O O O A O A A X V V V V X
5 A O V A O A A O O O V X
6 X O O V O A O V O X X
7 X O O A A V O V X X
8 X O O X O O X V X
9 X A O O O X O X
10 O O O X O X X
11 V A O X O X
12 X O O V X
13 O V X X
14 O A X
15 O X
16 X

Table 3: Reach-ability matrix after transitivity.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1
2 0 1 0 1 1 0 0 1 0 1 0 0 0 1 0 0
3 0 0 1 1 1 0 0 0 0 0 0 0 0 0 1 0
4 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0
5 0 1 0 1 1 1 0 1 0 1 1 0 0 1 0 0
6 0 0 1 0 1 1 1 1 0 1 0 0 0 1 1 0
7 1 0 1 1 0 1 1 0 1 0 0 0 0 0 0 0
8 0 0 0 1 1 0 0 1 0 0 1 0 0 1 0 0
9 1 0 1 0 1 0 0 1 1 0 1 0 1 0 1 1
10 0 0 0 1 1 0 0 1 0 1 1 1 1 1 0 0
11 1 0 1 1 1 0 0 1 0 1 1 0 0 1 0 0
12 0 0 0 1 0 0 0 0 0 1 1 1 0 0 0 0
13 1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 0
14 0 0 0 1 1 1 0 1 0 1 1 1 1 1 0 0
15 1 1 1 1 1 1 0 1 1 1 1 1 0 1 1 0
16 1 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1

Table 4: 7-point fuzzy scale used in the calculation.

Possibility of reachability No Negligible Low Medium High Very high Full
Triangular value (0, 0, 0) (0, 0.1, 0.3) (0, 0.3, 0.5) (0.3, 0.5, 0.7) (0.5, 0.7, 0.9) (0.7, 0.9, 1) (1, 1, 1)
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(iii) Quadrant III: linkage category: these factors are
weak in both dependence and driving powers. *ey
are the most critical factors and have a very high
impact on the system. A slight change in these
factors has a direct impact on others.

(iv) Quadrant IV: independent category: factors of this
quadrant have high driving power but less depen-
dence power.

*e categorization of factors used in the study was
carried out by using MICMAC and FMICMAC analyses.
*e analyses are performed based on driving and depen-
dence powers calculated based on expert opinion. All factors’
driving and dependence power after stabilization in a fuzzy
environment are given in Table 5. A complete integrated
model for ISM of these identified factors with 5 levels is
given in Figure 2, with factor number 2, that is, “No or Low
in regulation,” at the base level. Factors 13 and 14, “Inno-
vative structure of CFs” and “Greediness of investors for
more returns,” are on the top level in a hierarchy with
maximum dependency power. *ese identified factors are
distributed in only two quadrants of the FMICMAC graph.
*e explanations of the outcome are discussed in Section 6;
as a result, discussion. Figure 3 shows the diagram of Fuzzy
MICMAC on dependence and driving powers of factors.

7. Result Discussion

While the growth of CF is undeniably rapid, their lack of
recognition among ordinary investors is a major source of
concern for their long-term viability. Closing such gaps is
crucial if crowdfunding is considered a credible alternative
to traditional fundraising methods for larger transportation
infrastructure projects. *e market’s recent exponential
growth has created strong connections with other economic
sectors, especially start-ups. *ese organisations exert
pressure on regulators to enact the proper legal frameworks
to guarantee long-term viability. It is not easy to create such
a legal structure; many factors affect how it is integrated into
day-to-day business operations. Without first learning the
facts about these variables, no one can guarantee a sus-
tainable structure. *e objective of the current work was to
identify parameters related to CF in a fuzzy environment
using a well-established ranking technique. *e components
used in this study were taken from published literature and
expert input and are based on the ISM modelling approach
in a fuzzy environment. In order to show how the variables

relate to one another, a structure based on the ISM model is
developed. *en, a description of the goal is given before
inputs from the chosen experts are gathered in two stages,
initially on a binary scale and then on a fuzzy scale. Finally,
MICMAC developed a graph based on driving power on the
y-axis and dependence power on the x-axis. FuzzyMICMAC
analysis elucidates elements’ relative meaning and interde-
pendence in great detail.

Although the study is unique in various aspects and
seems to be a primary attempt by authors to highlight CF in
transportation, still the finding has some similarities with
past research conducted in different industries; Agrawal
et al. [6] explained the geographical factor of CF and
Aitamurto [74] judged CF in journalism and Brabham [75]
in public arts. All variables that accept “No” or “Low” as
regulatory thresholds fall within quadrant III. *ere are
linkage variables with a high degree of dependant power and
a high degree of driving power. *ese elements exert a
significant influence on the system.*ey significantly impact
the system, as each act directly affects others. *e fact that
most elements fall into this group helps explain the meteoric
rise in the popularity of CF. All of these aspects contribute to
the acceptance of CF as a novel and unique technique of
fundraising. Regulation is the only factor in quadrant IV; it
generally moves independently of other system elements.
*e industry’s players have no direct control over the factor.

Although the lack of or low regulation is crucial in the
growth and adoption of this novel way of fundraising by
regular investors, it cannot be managed directly by the CF
industry’s connected members. Certain elements, such as
“high financial literacy,” maybe a positive force in some
regions of the world while functioning as an opposing force
in a sizable portion of the emerging economy.

Table 5: Dependence power and driving power for factors based on stabilized FDRM.

Factor Dependence power Driving power Factor Dependence power Driving power
1 14.2 10.3 9 13.3 11.4
2 2.5 13.9 10 8.6 12.7
3 12.5 8.5 11 9.1 12
4 12.2 11.6 12 8.5 12.1
5 11.3 10.3 13 11 11
6 13.4 10 14 11.7 12.3
7 13.4 11.5 15 9 8.5
8 13.3 11 16 13.3 11.3

F13 F14

F5 F8 F9 F15

F11F1 F4 F10

F3

F6 F7 F12 F16

F2

Figure 2: ISM-based model for barriers.
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8. Recommendation and Policy Implication

*e financial system is important for the country’s economic
progress and its long-term viability. CF is becoming one of
the most popular ways of capital creation, even for large
projects in the transportation sector, because of rising
digitalization. Investors, particularly those from emerging
nations, are growing increasingly interested in the operation,
regulation, and understanding of CF. Investment objectives
can be addressed by understanding the CF leading factors.
Decision-makers should pay less attention to the indepen-
dent category of elements when making any decision be-
cause none of the chosen parameters falls within the
autonomous quadrant. All of them should be considered
during the CF selection process and at frequent intervals to
verify that targeted financial goals are met. Except for “No or
Low,” all factors in regulation fall into a quadrant’s linkage
category, which is important for decision-making because
their values might reflect changes in other aspects. Without a
doubt, the literature findings offer regulators valuable in-
formation. Market regulators should ensure that the fi-
nancial industry as a whole is secure and supported.

9. Limitations and Scope of Future Research

For the purposes of this investigation, the framework built
using the ISM and MICMAC models was tested in a
nonlinear setting with sixteen variables that influence the
growth of the CF market. Certain variables were not in-
cluded in the framework because they were deemed in-
sufficient for the study’s goals and were restricted to the
transportation industry. Investors can utilize a model de-
veloped as part of this research to assess the strength of CF
and make investment decisions as a result of the model’s
development.
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As the coronavirus (COVID-19) pandemic continues, many protective measures have been taken in Seoul, Korea, and around the
world.*is situation has drastically changed lifestyle and travel behavior. An important issue concerns understanding the reasons
for giving up transit use and the potential impact on travel patterns during the COVID-19 pandemic. To shed light on these issues
that are essential for transit policy, this study explores transit use choice, such as whether users have given-up transit use or not,
during the COVID-19 pandemic. Two days of smart card data, before and during the COVID-19 pandemic, were used to look at
users who gave up transit use during the COVID-19 pandemic.*e choice set of the dataset includes two alternatives, for example,
transit use and given-up transit use. An extreme gradient boosting (XGB) model was used to estimate the transit use behavior.
Shapley additive explanations were performed to interpret the estimation results of the XGB model. *e results for the overall
specificity, sensitivity, and balanced accuracy of the proposed XGB model were estimated to be 0.909, 0.953, and 0.931, re-
spectively. *e feature analysis based on the Shapley value shows that the number of origin-to-destination trip feature sub-
stantially impacts transit use. As such, users tend to avoid transit use as travel time increased during the COVID-19 pandemic.*e
proposed model shows remarkable performance in accuracy and provided an understanding of the estimated results.

1. Introduction

*e global coronavirus (COVID-19) pandemic has pro-
foundly impacted all areas of people’s lives around the world.
Unlike conventional viruses, the spread of COVID-19 has
been difficult to contain, and it is expected to change the
appearance of our society permanently rather than tempo-
rarily. *e first COVID-19 case in Seoul, Korea was reported
on January 20, 2020. A year and three months later, in April
2021, 106,898 confirmed cases and 1,756 deaths have been
reported in Seoul. To decelerate the spread of COVID-19, the
government of Seoul implemented protective measures such
as interpersonal distance. *e interpersonal distance policy
consists of 1∼2.5 levels connected with the severity of the
spread of COVID-19. Currently, the government of Seoul has
announced a 2.5 level which is the strictest lockout measure.
*is policy significantly changed the lifestyle and travel be-
havior of local residents in Seoul. *e protective measures
implemented by the government included closing all facilities,

for example, restaurants or gyms, at 10 P.M. and prohibiting
gatherings of more than four people. Furthermore, public
transport reduced fleet operations by 30% after 9 P.M.
According to statistical analysis using smart card data in
Seoul, the number of transit trips in 2020 decreased by about
27% compared with the previous year. However, descriptive
statistics from smart card data do not provide information on
how or why people change their travel behavior, such as
given-up transit use. Due to the specificity of the current
pandemic situation, little is known about the changes in
transit user travel behavior. It is important to understand the
reasons for changing travel behavior and the potential impact
on transit use during the COVID-19 pandemic.

Early studies addressed the impacts of the COVID-19
pandemic on travel behavior, mode choice, and other ac-
tivities in different countries worldwide [1–9]. Many studies
have focused on travel pattern changes considering work
and shopping behaviors. Due to the COVID-19 pandemic,
the proportions of telecommuting usage and online
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shopping have increased, resulting in a decrease in overall
transit and auto trips [10]. To understand this phenomenon,
survey andmobile application data were used, however, little
work has been published about the change in travel behavior
during the interpersonal distance policy period with large-
scale data such as smart card data. Many researchers have
sought to estimate users’ mode choice behavior using smart
card data due to its quality and quantity. For example, Kim
et al. [11] proposed an express train choice model based on
smart card data, and the results of the model showed notable
performance in exploring user choice behavior. Lee et al.
[12] identified user preference of urban transit modes with
the smart card data. Similarly, Jánoš́ıková et al. [13] de-
veloped a transit route choice model based on the multi-
nomial logit model (MNL) using smart card data. *ese
previous studies implied that the smart card data was very
useful for analyzing mode choice behavior since it accurately
provides all transit trip information.

As various data on transit systems are being collected,
some studies have explored transit user travel behavior based
on a data-driven approach and machine learning techniques
[14].*e choice model based onmachine learning techniques
has an advantage with high accuracy compared to conven-
tional choice models such as the MNL model [15]. One of the
major drawbacks of machine learning techniques is the dif-
ficulty in interpreting the impact of the inputs on the outputs.
However, it has become possible to accurately estimate and
analyze various individual travel behaviors with the advent of
interpretable machine learning (IML) techniques. For ex-
ample, Lee et al. [14] used the IML approach to analyze train
choice, for example, local and express train, and interpret user
preferences. Similarly, Wang and Ross [15] developed an
IML-based transit mode choice model and compared it to the
MNL model. *ese studies mentioned that IML provided a
more accurate estimation and a better understanding of user
preference than other conventional models.

To shed light on these matters that are essential for
analysis and transit policy, this study explores transit user’s
travel behavior, specifically whether or not transit use is given-
up, during the COVID-19 pandemic. Two days of smart card
data, before and during the COVID-19 pandemic, are used to
estimate trips that gave up transit use during the COVID-19
pandemic. *e choice set of the dataset includes two alter-
natives, given-up transit use due to COVID-19 pandemic and
transit use. *e extreme gradient boosting (XGB) model is
used to estimate the transit user’s travel behavior. Shapley
additive explanations (SHAP) are performed to explain the
estimation results of the transit use choice model. Feature
importance and relationships between features are investi-
gated by a SHAP summary and dependence plot, respectively.
Also, the O-D pairs where the potential for high given-up of
transit use were identified in terms of policy implementation.

2. Data Description

2.1.Descriptionof SmartCardData. *egovernment of Seoul
has operated an integrated automatic fare collection system
since 2004. *e transit fare from the origin to the destination
station is charged based on the total distance traveled by transit

modes, for example, bus, subway, or both modes (transfer
between bus and subway). With a smart card, users can use
any combination of transit modes for free up to four transfers.
*e transit network in Seoul is operated with only a 100%
smart card system without any other payment method, for
example, cash and ticket, and the smart card data in Seoul
provides 99% of transit users’ trip information. *us, it is
widely used for microscopic user behavior analysis [16–18].

One of the biggest advantages of the smart card system in
Seoul is that users must tap their smart card in or out when
they get in or out of transit mode, respectively. If users do not
tap in or out their smart card, a double fee will be charged on
the next trip as a fine. *us, the smart card data in Seoul is
considered complete and reliable data that records complete
transit user information. However, behind these advantages
lies the disadvantage of privacy. If someone knows when and
where an individual has used transit mode, even roughly, their
trip information can be tracked in smart card data. *us, the
government of Seoul implemented a privacy protection policy
for smart card data in 2020. *e identification of the indi-
vidual user was deleted to protect the identification of the
user’s trip sequence and chain. Also, travel time information
is recorded every 5minutes unit, and locations are encrypted
with codes that are not identifiable by the general public.
*rough this privacy protection policy, smart card data has
been advanced by recording transit users’ information while
protecting personal information.

Although the AFC system provides high-quality trip
information, limitations of smart card data remain. For ex-
ample, smart card data typically underestimate ridership
owing to possible fare evaders [19, 20]. *ere also can be
anomalies in smart card data due to software problems with
the AFC system.*ese limitations are common that can occur
in transit systems around the world.*e smart card data used
in Seoul also faced this problem, and the government of Seoul
estimates anomalies in smart card data to be about 1%. *us,
this study assumed that the smart card data in Seoul contained
99% of transit trips in Seoul without anomalies.

*e smart card data from November 14, 2019 and De-
cember 10, 2020 were used to analyze the impact of the
COVID-19 pandemic on transit mode choice. *e smart card
data of November 14, 2019 was used as data before the
COVID-19 pandemic, and the smart card data of December
10, 2020 was used as data during the COVID-19 pandemic.
According to the smart card data, the number of trips before
COVID-19 and during the COVID-19 pandemic were
8,196,311 and 4,780,953, respectively. *is smart card data
indicates that the spread of COVID-19 in Seoul decreased the
number of transit trips by about 43% per day.*e information
for each trip is classified into 16 categories in the smart card
data.*e description of smart card data and transit network in
Seoul is shown in Table 1 and Figure 1, respectively.

2.2. Data Preprocessing. *e smart card data of November
14, 2019 and December 10, 2020 were used to estimate the
impact of the COVID-19 pandemic on given-up transit use.
*ere are two choice alternatives for transit use, for example,
given-up and transit use. However, it is necessary to add
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alternatives such as given-up transit use to take into account
the 30% change representing reduced transit trips due to the
emergence of the COVID-19 pandemic. Since smart card
data only contains the revealed trip information, there is no
information about given-up trips due to COVID-19. To
obtain information regarding given-up trips, data pre-
processing was performed to combine two smart card data
sets before and during the COVID-19 pandemic.

Before preprocessing data to obtain the given-up trips
for 2020, the data for 2018 and 2019 were compared to
identify the yearly change in travel patterns. *e results of
the comparison showed that the number of trips on No-
vember 15, 2018 and November 14, 2019 were 8,268,438 and
8,196,311, respectively. *e average travel time and the
number of transfers were the same as 30 minutes and 0.24
transfers, respectively. Overall, the difference in travel be-
havior between November 15, 2018 and November 14, 2019
was less than 0.9%. *us, the data preprocessing was per-
formed, assuming that the travel pattern in 2019 and 2020
would be the same in the absence of COVID-19. Since the

travel time information of smart card data in 2020 is
recorded every 5 minutes due to the privacy policy, the travel
time information of smart card data in 2019 was also
recalculated from seconds unit to 5 minutes unit.

*e data preprocessing was performed in two stages.*e
first stage selected O-D pairs containing given-up trips in
2020. *e second stage is to filter the number of given-up
trips from the 2019 data and fill it into the 2020 data. Each
trip of 2020 was compared to that of 2019 based on departure
time, arrival time, mode, number of transfers, and travel
time. Departure time, arrival time, and travel time were
aggregated by the units of hours when compared for each
trip. As a result of the comparison, only trips that existed in
the 2019 data were selected as given-up trips.

Figure 2 shows an example of the data preprocessing
performed in this study. Firstly, the number of trips of O-D
pairs by travel modes was calculated in stage 1. Five O-D
pairs were selected as the O-D pairs of trips that are reduced
during the COVID-19 pandemic. For the O-D pair from
station 1 to station 2, the number of subway trips decreased
from 100 to 70. In stage 2, 100 trips from 2019 data and 70
trips from 2020 data were compared based on the departure
time, arrival time, mode, number of transfers, and travel
time. Among the trips that existed only in the 2019 data, 30
trips were selected as given-up trips. *e mode code of a
filled trip was set to 0 which refers to the trip that was given-
up in the transit use of 2020.

*e number of given-up trips was estimated to be
3,415,358. By adding information of trips that were given-up
in the transit use of 2020 data, 8,196,311 trips were obtained
as the sample. With the preprocessed data, seven features
were calculated for each trip to explore changes in transit use
choice. *e number of O-D trips and the difference between
the number of O-D trips were 63.6 and 44.7 trips, respec-
tively, on average. *e number of transfers was 0.35 times,
on average. *e travel time and fare were 27.5 minutes and
1,111 KRW, respectively, on average. *e average departure
and arrival times were 13:46 and 14:14, respectively. A
description and descriptive statistics of the preprocessed
data are shown in Table 2.

Table 1: Description of the smart card data.

No. Categories Description
1 Transaction ID Unique ID for each transaction
2 Mode code 1: subway, 2: bus, 3: both modes (bus + subway)
3 Line ID Unique ID for each line
4 Vehicle ID Unique ID for each bus vehicle (not for subway)
5 Boarding station ID Unique ID for each station (max five stations are recorded for a trip)
6 Alighting station Unique ID for each station (max five stations are recorded for a trip)
7 Boarding date/time Year/month/day/hour/minute/seconds
8 Alighting date/time Year/month/day/hour/minute/seconds
9 Total travel time Seconds
10 Total travel distance Kilometer
11 Number of transfers 0∼4 (max four transfers available for a trip)
12 User group 1: general, 2: student, 3: elderly
13 User count *e number of boarding users (for bus trip)
14 Boarding fare *e basic fare for boarding
15 Alighting fare Additional fare based on the travel distance
16 Zone code Administrative unit code

5km

N

S

0

Figure 1: Transit network in Seoul.
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3. Methodology

3.1. Extreme Gradient Boosting. Extreme gradient boosting
(XGB) proposed by Tianqi Chen and Carlos Guestrin refers
to an ensemble machine learning algorithm used for clas-
sification or regression predictive modeling problems [21].
XGB is regarded as the most efficient decision tree-based
algorithm for data analysis competitions due to its speed and
scalability [22]. XGB constructs a sequence of the low-depth
decision tree, and each tree is trained to give more weight on
the incorrect output of the previous trees. Also, XGB pro-
vides parallel tree boosting to solve large-scale problems in a
fast and accurate way.

*e dataset with 8,196,311 samples includes independent
variables xi and dependent variables yi, for example, 0 for
given-up transit use trip and 1 for transit use trip,
(D � (xi, yi)􏼈 􏼉, |D| � 8, 196, 311). Each xi has m features
therefore xi ∈R

m (m= 1: number of O-D trips, 2: difference
between number of trips before and during COVID-19, 3:
number of transfers, 4: travel time, 5: fare, 6: arrival time, 7:

departure time). *ese features have corresponding de-
pendent variables such as transit use or given-up (xi ∈R

m,
yi ∈R). *e tree ensemble model estimates the target value
(􏽢yi) using fk which is an Kth independent tree structure
with leaf scores as shown in the following equation:.

􏽢y � ϕ xi( 􏼁 � 􏽘
K

k�1
fk xi( 􏼁, fk ∈ F, (1)

where fk is an independent tree structure with leaf scores
and F represent the space of trees.*e objective of the model
is to minimize L(ϕ) with the loss function l and the
mathematical expression of the objective is shown in the
following equation:.

L(ϕ) � 􏽘
i

l yi, 􏽢yi( 􏼁 + 􏽘
k

Ω fk( 􏼁. (2)

Here,Ω is the termwhich penalizes the complexity of the
model calculated and the mathematical expression of the
objective is shown in the following equation:

Origin 
station

(Boarding)

Destin.
Station

(Alighting)
Mode

Number of trips Difference
(A-B)2019 (A) 2020 (B)

1 2 1 100 70 30

1 2 2 90 90 0

1 2 3 70 70 0

1 3 1 80 60 20

1 3 2 30 25 5

1 3 3 14 14 0

50000 49998 1 100 100 0

50000 49998 2 3 3 0

50000 49998 3 30 10 20

50000 49999 1 90 90 0

50000 49999 2 100 100 0

50000 49999 3 80 79 1

2019 data (Before COVID-19)
Boarding

station
Alighting 

station
Mode 
code

Transaction
ID

Fare
(KRW)

1 2 1 1 1250
1 2 1 2 1250
1 2 1 3 1250

1 2 2 101 1250

50000 49999 1 6799958 1650
50000 49999 3 6799959 1350

2020 data (A�er COVID -19)
Boarding

station
Alighting 

station
Mode 
code

Transaction
ID

Fare
(KRW)

1 2 1 1 1250

50000 49999 1 4446990 1250
1 2 0 19-1 1250
1 2 0 19-2 1250
1 2 0 19-3 1250
1 2 0 19-7 1250

Stage 1: select the O-D pairs that trips are reduced

Se
le

ct
 3

0 
gi

ve
n 

up
tr

ip
s o

ut
 o

f 1
00

 tr
ip

s 
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Figure 2: Conceptual illustration of data preprocessing.

Table 2: Description and descriptive statistics of the preprocessed data.

Variable Category Count (ratio, %) Mean

Transit use (choice)
0: given-up transit use 3,415,358 (42.7) —

1: transit use 4,780,953 (58.3) —
Total 8,196,311 (100.0) —

Number of O-D trips Number of trips from origin to destination — 63.6

Difference between the number of O-D trips Difference between number of O-D trips
before and during COVID-19 pandemic — 44.7

Number of transfers Number of transfers from origin to destination — 0.35
Travel time (minutes) Travel time from the origin station to the destination station — 27.5
Fare (KRW) Fare from origin station to destination station — 1,111
Departure time (hour) User’s first tap-in time — 13:46
Arrival time (hour) User’s final tap-out time — 14:14
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Ω fk( 􏼁 � cT +
1
2
λw

2
i . (3)

In equation (3), wi is the score of the leaf i and T is the
number of leaves. By solving equations (1)–(3), the optimal
weight w∗i and the corresponding value 􏽥L

t
(q) are shown the

following equations:

w
∗
i � −

􏽐i∈Ij
z􏽢y

t− 1 l yi, 􏽢y
t− 1

􏼐 􏼑

􏽐i∈Ij
z
2
􏽢y

t− 1 l yi, 􏽢y
t− 1

􏼐 􏼑 + λ
, (4)

gi � z
􏽢y

(t− 1) l yi, 􏽢y
t− 1

􏼐 􏼑, (5)

hi � z
2
􏽢y

(t− 1) l yi, 􏽢y
t− 1

􏼐 􏼑, (6)

􏽥L
t
(q) � −

1
2

􏽘

T

j�1

􏽐i∈Ij
gi􏼒 􏼓

2

􏽐i∈Ij
hi + λ

+ cT. (7)

It is generally difficult to enumerate all possible tree
structures of q. *us, the greedy algorithm, which branches
out a single leaf to many branches iteratively, is used to
estimate the optimal solution. *e greedy algorithm is
usually used to evaluate spilled candidates. I � IL ∪ IR, IL is
the instance set of left nodes after split and IR is the instance
set of right nodes after the split. *e mathematical ex-
pression is shown in the following equation:

Ls � −
1
2

􏽐i∈IL
gi􏼐 􏼑

2

􏽐i∈IL
hi + λ

+
􏽐i∈IR

gi􏼐 􏼑
2

􏽐i∈IR
hi + λ

−
􏽐i∈Igi( 􏼁

2

􏽐i∈Ihi + λ
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ − c. (8)

*e additional advantage of XGB is that it is not affected
by multicollinearity.*us, several variables can be kept, even
if these variables capture the same phenomenon in the same
system. *is is even desirable since feature analysis using
SHAP is conducted in this study.

3.2. Hyperparameter Tuning for XGB. *ere are several
hyperparameters related to the XGB model. Hyper-
parameter tuning XGB is necessary to avoid the overfitting
problem and heavy complexity of the model. A grid search
based on cross-validation was performed to set the optimal
six hyperparameters, for example, number of iterations,
learning rate, subsample, colsample_bytree, alpha, and
lambda.*e learning rate refers to the scale of the weights of
each tree, and it changes the impact of each tree to make a
robust model. *ere are two hyperparameters related to
preventing the overfitting problem of the model. *e first
one is the subsample, which stands for the ratio of randomly
selected observations for training instances. *e other one is
the colsample_bytree parameter which is the fraction of
columns when constructing each tree. *e alpha parameter
is the regulation term on weights of L1, and lambda is the
regulation term on weights of L2. As a result of the grid
search based on cross-validation analysis, the hyper-
parameters of XGB in this study were selected as 622 for the
number of iterations, 0.3 for learning rate, 0.9 for subsample,

0.9 for colsample_bytree, 0.4 for an alpha, and 0.3 for
lambda, respectively.

3.3. Performance Measures for XGB. *ree performance
measures, for example, specificity, sensitivity, and balanced
accuracy, were selected to evaluate the model performance.
*ese measures are well-known composite classification
metrics-based methods for evaluating a multiclass classifi-
cation model.

Specificity is the number of true-negatives from among
the true-negatives and false-positives. Sensitivity stands for
the true-positives from among the true-positives and false-
negatives. Balanced accuracy is the average of sensitivity and
specificity. Balanced accuracy is great for the classification
problem when the difference between negative and positive
samples is large. In this study, true-positive and false-pos-
itive stand that the model estimated transit user as transit use
(correct) and given-up (incorrect), respectively. *e true-
negative and false-negative mean that the model estimated
given-up user as given-up (correct) and transit use (in-
correct), respectively, where TP is true-positive, FP is false-
positive, TN is true-negative, and FN is false-negative. *e
mathematical expressions of three performance measures
are shown in the following equations:

specificity �
TN

TN + FP
, (9)

sensitivity �
TP

TP + FN
, (10)

balanced accuracy �
specificity + sensitivity

2
. (11)

3.4. Shapley Additive Explanations for Model Interpretation.
SHAP was used to interpret the results of the transit use
choice model proposed in this study. *e objective of SHAP
is to interpret the contribution of each feature to the output
[23, 24]. *e Shapley values are estimated based on coop-
erative game theory. *e feature values of each sample act as
players in a coalition. *e Shapley value helps distribute a
payoff for all features when each feature might have con-
tributed more or less than the others. *e algorithm re-
peatedly asks the impact of the feature on each output, and
the answer is computed as the Shapley value. With the
Shapley value, it is possible to interpret the contribution of
each feature [25]. To develop an interpretable mode, SHAP
uses an additive feature attribution method, for example, an
output model is defined as a linear addition of input
features. Assuming a model with input features
xi � (x1, x2, . . . , xi, xm), where i is the number of input
features (e.g., 1: number of O-D trips, 2: difference between
number of trips before and during COVID-19, 3: number of
transfers, 4: travel time, 5: fare, 6: arrival time, 7: departure
time) and the explanation model g(z′) with simplified input
z′. For transit use subset S⊆N (where N stands for the set of
all samples), two models are trained to estimate the effect of
feature i. *e first model v(S∪ i{ }) is trained with feature i
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while the othermodel v(S) is trained without feature i, where
S∪ i{ } and S are the values of input transit use features. *e
difference in model outputs v(S∪ i{ }) − v(S) is estimated for
each possible subset S⊆N i{ }, equation (12) shows the linear
function g which is defined by the additive feature function,
and equation (13) shows the mathematical expression of the
SHAP.

g x′( 􏼁 � θ0 + 􏽘
m

i�1
θiXi
′, (12)

θi � 􏽘
S⊆N i{ }

|S|!(n − |S| − 1)!

n!
[v(S∪ i{ }) − v(S)].

(13)

4. Application

4.1. Feature Selection for XGB Model. With data pre-
processing, 13 features were gathered to develop the transit
use behavior model during COVID-19. *e features related
to user behavior and sociodemographics were obtained from
the smart card data and the open data portal, respectively.
With these datasets, the naı̈ve XGB model was developed to
select meaningful features to interpret transit users’ be-
havior. *e feature selection process consisted of three steps.
Firstly, the features were ranked by importance and fre-
quency scores computed from the näıve XGB model. *en,
the importance and frequency scores were clustered by the
k-means clustering method. Finally, the features were se-
lected based on the significance of the cluster at 99%.

As a result of feature selection analysis, seven features
included in four clusters were selected as significant to the
model. Specifically, the number of O-D trips feature was
estimated to be the most significant feature, with the highest
importance and frequency scores of 0.68 and 0.28, respec-
tively. *e difference between the number of O-D trips,
number of transfers, travel time, arrival time, and departure
time features were analyzed to have a significant impact on
the output. However, the six sociodemographic-related
features, fo example, population, density, number of
households and companies, land-use, and average land
price, were estimated to have little impact on output with
both importance and frequency scores less than 0.5. *e
results of the feature selection analysis are shown in Figure 3.

4.2. Performance of the Proposed XGB Model. XGB was
trained on 85% of the preprocessed dataset and tested on the
remaining 15%. *e training and test samples were obtained
randomly. *e training data included 6,966,864 of 8,196,311
trips, and the test data comprised 1,229,447. *e performances
of the model were estimated to be over 90% in all measures.

*e proposed model was designed as a binary problem to
classify given-up or transit use trips. However, three measures
were classified by transit modes to identify model performance
in detail. For subway users, specificity, sensitivity, and balanced
accuracy were estimated to be 0.902, 0.903, and 0.903, re-
spectively. *e number of true-positives was 179,611 and the

number of true-negatives was 310,191. *e number of false-
positives was 33,610 and the number of false-negatives was
19,209. For bus users, specificity, sensitivity, and balanced ac-
curacy were estimated to be 0.907, 0.987, and 0.947, respectively.
*e number of true-positives was 193,715 and the number of
true-negatives was 230,070. *e number of false-positives was
23,501 and the number of false-negatives was 2,484. For both
modes (subway+bus) users, specificity, sensitivity, and bal-
anced accuracy were estimated to be 0.932, 0.980, and 0.956,
respectively. *e number of true-positives was 114,677 and the
number of true-negatives was 111,895. *e number of false-
positives was 8,185 and the number of false-negatives was 2,299.

Overall, specificity, sensitivity, and balanced accuracy
were 0.909, 0.953, and 0.931, respectively. *ese results
indicate that the proposed model showed notable perfor-
mance with an accuracy of over 93.1%. Moreover, the
proposed model was found to be suitable for exploring the
impact of COVID-19 on transit mode choice. *e perfor-
mance of the proposed model is shown in Table 3.

To compare the results of XGB with the parametric
model, the transit use choice model was developed with the
MNL model, the method most widely used for modeling
choice behavior [14, 15]. *e parameters were estimated
with 85% of the dataset and validation was performed with
15% of the dataset. Since a multicollinearity problem be-
tween variables, three variables, for example, number of O-D
trips, number of transfers, and arrival time, were used to
develop the MNL model. *e result of the MNL model is
shown in Table 4. As a result of estimating MNL, the
constants of given-up, subway, bus, and both modes were
estimated to be 1.095, 0.434, and 0.673, respectively. *ese
results indicated that many people preferred to use transit
even during the COVID-19 pandemic.*e parameters of the
number of O-D trips, the number of transfers, and arrival
time were estimated to be 0.0019, − 0.1518, and − 0.0299,
respectively. *ese parameters indicated that people pre-
ferred to give up transit use as the number of trips, the
number of transfers increased, and arrival time increased.
*e F1 score of MNL was estimated to be about 0.706, which
is relatively low compared with that of XGB of 0.931.
Specifically, the F1 score of MNL tends to be low, in the
order of given-up, subway, bus, and both modes. *e MNL
model could not estimate users’ transit use preferences
accurately, with a low F1 score of 0.706. *is result implied
that the MNLmodel was suitable for simple problems due to
the low flexibility of data distribution assumptions. Also,
MNL had a limitation in not being able to interpret the
relationship between features. However, the XGBmodel had
high flexibility without distribution assumption and the
ability to interpret the relationship between features. *us,
the proposed XGB model accurately estimated the transit
use behavior, with a high F1 score of 0.931.

4.3. Feature Analysis of the Transit Mode Choice. Shapley
values of seven features of the XGB model are illustrated in
Figure 4. *e features used in the modeling are ordered by
their importance in estimating transit use. If the Shapley
value is negative, the preference for transit use is low, and if
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the Shapley value is positive, the preference for transit use is
high.

*e results of the feature analysis showed that the
number of O-D trips and the difference between the number

of O-D trips had the greatest impact on the transit use choice
model. *e Shapley values of the number of O-D trips
showed that the probability of transit use increased as the
number of O-D trips increased. Conversely, the Shapley
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values of the difference between the number of O-D trips
indicated that the probability of transit use decreased as the
difference between the number of O-D trips increased. *e
O-D pairs with a high number of transit trips and a low
difference between the number of O-D trips had well-
equipped transit facilities and had a high level of service
(LOS). *us, users who traveled these O-D pairs did not
easily give up their transit use [26].

Among the features related to transit service, for ex-
ample, number of transfers, travel time, and fare, the number
of transfers was found to have the largest impact on transit
use behavior. *e Shapley value of the number of transfers
indicated that the probability of transit use increased as the
number of transfers decreased. *ese results indicated that
the users who used both modes gave up transit use since
contact with other people could increase as the number of

transfers increased. Especially, contact with people was re-
lated to the concerns about COVID-19 infection during the
pandemic [27]. In the case of the travel time feature, the
Shapley value showed that the probability of transit use
increased as travel time decreased. *e result of the Shapley
value for travel time indicated that users avoided long transit
times due to concerns about COVID-19 infection [27]. *e
Shapley value for fare feature showed that users did not
prefer transit use as the fare decreased. *is result explained
that users who use the transit service at a discounted rate,
that is, the elderly, disabled, and students, tended to give up
transit use during COVID-19. Users who use the transit
service at a discounted rate tended to be more health
conscious than general users [28]. *us, elderly, disabled,
and student users tended to give up transit use more than
general users during the COVID-19 pandemic. *e Shapley

Table 3: Performance of proposed XGB model.

Modes
Test set Performance measure

Given-up (trips) Use (trips) Total Specificity Sensitivity Balanced accuracy
Subway 198,820 343,801 542,621 0.902 0.903 0.903
Bus 196,199 253,571 449,770 0.907 0.987 0.947
Both modes (bus + subway) 116,976 120,080 237,056 0.932 0.980 0.956
Total 511,995 717,452 1,229,447 0.909 0.953 0.931

Table 4: Results of multinomial logit model.

Variable Constant
Variable

F1 score
Number of O-D trips Number of transfers Arrive time (minutes)

Given-up — − 0.0019∗∗∗ − 0.1518∗∗∗ − 0.0299∗∗∗ 0.785
Subway 1.095∗∗∗ − 0.0019∗∗∗ − 0.1518∗∗∗ − 0.0299∗∗∗ 0.717
Bus 0.434∗∗∗ − 0.0019∗∗∗ − 0.1518∗∗∗ − 0.0299∗∗∗ 0.702
Both modes (bus + subway) 0.673∗∗∗ − 0.0019∗∗∗ − 0.1518∗∗∗ − 0.0299∗∗∗ 0.668
Total — — — — 0.706
Pseudo R2: 0.48: ∗∗represent p< 0.05; ∗∗∗represent p< 0.01.
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Figure 4: Results of the Shapley values of nine features.
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values for arrival time and departure time were found to
have the least impact on the transit mode choice. *ese
results indicated that the user’s departure or arrival time did
not significantly affect transit use.

Overall, transit mode preferences were analyzed using
eight features, and the impact of each feature was explained.
Especially, the presence of COVID-19 had the greatest
impact on users that gave up transit use. *e impacts of the
number of transfers, travel time, and fare on the transit use
were also derived from the results, which were consistent
with common sense.

4.4. Feature Dependency Analysis of Transit Mode Choice.
Travel time was selected as a feature to interpret its impact
on transit use since it is one of themost important features to
analyze user behavior [1]. Travel time was also the most
persuasive to compare the Shapley value by transit modes,
since other variables, that is, number of transfers and fare,
could vary depending on the modes. *e results of feature
dependency analysis with travel time and transit use choices,
given-up, and transit use were drawn in Figure 5.

In Figure 5(a), subway travel time was selected as a
feature to interpret its impact on users who gave up or used
the subway during the COVID-19 pandemic. *e red points
within Circle (1) represent users that gave up transit during
the COVID-19 pandemic, and the blue points within Circle
(2) represent transit users. Circle (1) described that the
Shapley values decreased as subway travel time decreased.
*e red trips within Circle (1) show the relationship between
subway travel time and the Shapley value of subway travel
time during the COVID-19 pandemic. *e trend for the
impact of travel time on subway users was illustrated by a red
line. During the COVID-19 pandemic, users tended to give
up the subway trip as the travel time increased. *e sensi-
tivity of travel time for subway use was estimated to be the
highest among that of the transit modes, for example, bus
and both modes. *e difference between sensitivities of
given-up users and transit users was estimated to be the
lowest among that of the other modes.

In Figure 5(b), bus travel time was selected as a feature to
interpret its impact on users who gave up or used the bus
during the COVID-19 pandemic. Circle (3) illustrates the
relationship between the travel time of given-up users and
Shapley value of travel time. Circle (4) illustrates the rela-
tionship between the travel time of transit users and the
Shapley value of the travel time. *e Shapley value of bus
travel time showed that the Shapley value decreased as travel
time increased.*e trend of the impact of travel time on bus
users was illustrated by a red line. During the COVID-19
pandemic, users also tended to give up bus trips as travel
time increased. *e sensitivity of the travel time for bus use
was estimated to be the second-highest among that of the
transit modes, for example, subway and both modes.

In Figure 5(c), the travel time of both modes
(bus + subway) was selected as a feature to interpret its
impact on users who gave up or used both modes during the
COVID-19 pandemic. Circle (5) illustrates the relationship
between the travel time of given-up users and Shapley value

of the travel time. Circle (6) illustrates the relationship
between the travel time of transit users and Shapley value of
the travel time. Circles (5) and (6) illustrate that the Shapley
values decreased as the travel time of both modes increased.
*e trend of the impact of travel time on both modes users
was illustrated by a red line. *is result indicated that users
did not prefer both modes during the COVID-19 pandemic.
However, the sensitivity of the travel time of both modes use
was estimated to be very low compared to that of subway and
bus.

*e overall impact of travel time on transit users is
shown in Figure 5(d). Circle (7) illustrates the relationship
between the travel time of given-up users and Shapley value
of the travel time. Circle (8) illustrates the relationship
between the travel time of transit users and Shapley value of
travel time. *e result of the dependency analysis with the
travel time feature indicated that the probability of transit
use decreased as travel time increased. Especially, these
tendencies in travel time were shown to be more evident for
the users that gave up use. Travel time sensitivity was es-
timated to be high in the order of subway, bus and both
modes use. *e difference between the sensitivity of given-
up and transit users was estimated to be 1.34, 1.69, and 1.88
times, respectively, using linear regression. *e difference
between the sensitivity of given-up and transit users was
high in the order of both modes, bus and subway use. *e
slopes of the trend line of bus and both modes decreased
sharply. *ese results reflect the behavior of users avoiding
spending long travel times in a transit mode due to concerns
about infection during the COVID-19 pandemic [5]. *ese
results also implied that the users more easily give up the use
of a bus or both modes compared to subway use as travel
time increased.

4.5. Discussion. Many countries around the world have
implemented policies for the public transportation system as
the demand for transit decreased during the COVID-19
pandemic. Specifically, the transit demand in Seoul has been
reduced by about 30% during the COVID-19 pandemic.
*us, the government of Seoul considered shortening and
reducing the hours of service and dispatching of transit
services, respectively. In terms of these practical issues in
Seoul, the O-D pairs where the potential for high given-up of
transit use was explored using the proposed XGBmodel.*e
demand estimation during COVID-19 was performed, and
the given-up ratio was calculated for each administrative
unit, such as Dong unit. Here, the given-up ratio means a
reduction ratio of estimated number of O-D trips during
COVID-19 pandemic compared to O-D trips in 2019.

Figure 6 shows the results of the O-D pairs where the
potential for high given-up of transit use.*e results showed
that Jongro and Gangnam areas were the most potential for
high given-up of transit use. Specifically, the number of O-D
trips between Jongro and Gangnam significantly decreased
with a given-up ratio of 0.7∼1.0. However, the number of
trips from suburban to Jongro or Gangnam was not de-
creased with a given-up ratio of 0.0∼0.2. *ese results im-
plied that transit use was mostly given-up in the O-D pairs
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connecting central areas, for example, Jongro and Gangnam,
but users still used transit from residential areas to the
central areas. From this implication, it could be inferred that
users maintain single-purpose trips, such as work trips, but
do not have additional business or leisure trips. In terms of
transit operation, it is reasonable to reduce hours of service
and dispatches of transit services in central areas. Specifi-
cally, the transit policies, for example, reduction of hours of
service and dispatches of transit services, could be imple-
mented regarding feeder buses in Gangnam and Jongro to
improve the operation efficiency. Conversely, the main
routes, for example, subway and trunk bus route, connecting
the central areas and the suburban areas is not essential to be
reduced since the number of trips was not decreasedmuch as
inner trips in the central area.

Overall, users tended to give up using transit services
when they traveled within the central areas. *us, it is
reasonable to implement transit policies targeting feeder bus
routes in central areas to improve operational efficiency.
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5. Conclusion

*is study aimed to understand the impact of COVID-19
on transit use. Analysis was conducted using two days of
smart card data on days, for example, before and during
COVID-19 pandemic. With data preprocessing, two al-
ternatives, for example, given-up transit use during the
COVID-19 pandemic and transit use, were considered in
the choice set. *e XGB model was used to train transit
preference. Feature analysis based on SHAP was performed
to interpret the estimation results from the proposed
model. XGB was trained on 6,966,864 of 8,196,311 trips
from smart card data and tested on the remaining 1,229,447
trips. *e specificity, sensitivity, and balanced accuracy of
the proposed model were 0.909, 0.953, and 0.931, respec-
tively. *e proposed model was found to be suitable for
exploring the impact of COVID-19 on transit use. Feature
analysis was performed to explore the impacts of the
features on transit use with Shapley values. *e number of
O-D trips feature was found to impact substantially in-
fluence users that gave up transit. Feature dependency
analysis was also performed, and the impacts of travel time
of the model were identified and interpreted by transit
modes. *e dependency analysis showed that users gave up
transit use as travel time increased. *ese tendencies in
travel time were more evident during the COVID-19
pandemic.

*e remarkable performance of XGB supported its
ability to estimate the impact of the COVID-19 on transit
use. *e hyperparameters obtained by the cross-validation
conserved the steady low learning error rates in the training
of the model. It also derived robust results in estimating
transit use. Feature analysis with SHAP provided insights
for the proposed model. *e Shapley value estimated
feature importance and the direction of the impacts. *e
Shapley value also identified the nonlinear joint impacts of
features of the proposed model. *ere were several in-
teresting findings, such as the COVID-19 pandemic impact
on transit use could not be identified by other machine
learning techniques. *e findings of this study could po-
tentially be helpful and provide implications for policy-
makers both in mitigating the spread of the disease and
establishing appropriate policy that considers travel be-
havior during the pandemic. With the proposed XGB
model, O-D pairs where the potential for high given-up of
transit use was identified in terms of policy implementa-
tion. As a result, transit use was mostly given-up in the O-D
pairs connecting central areas, for example, Jongro and
Gangnam. *is result implied that it is desirable to im-
plement transit policies targeting feeder bus routes in
central areas to improve operational efficiency.

Although the proposed model established notable per-
formance on the estimation of transit use considering users
that gave up transit during the COVID-19 pandemic, it
would be desirable to consider other external attributes or
variables, for example, land-use and sociodemographic
features. Understanding additional features would provide a
variety of perspectives regarding the impact of the COVID-
19 pandemic.
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In this systematic literature review (SLR), we use a series of quantitative bibliometric analyses to (1) identify the main papers,
journals, and authors of the publications that make use of statistical analysis (SA) and machine learning (ML) tools as well as
technological elements of smart cities (TESC) and Geographic Information Systems to predict road traffic accidents (RTAs); (2)
determine the extent to which the identified methods are used for the analysis of RTAs and current trends regarding their use; (3)
establish the relationship between the set of variables analyzed and the frequency and severity of RTAs; and (4) identify gaps in
method use to highlight potential areas for future research. A total of 3888 papers published between January 2000 and June 2021,
distributed in four clusters—RTA+HA+SA (SA, n� 399); RTA+HA+ML (ML, n� 858); RTA+HA+SC (TESC, n� 2327); and
RTA+HA+GIS (GIS, n� 304)—were analyzed. We identified Accident Analysis and Prevention as the most important journal,
Fred Mannering as the main author, and .e Statistical Analysis of Crash-Frequency Data: A Review and Assessment of
Methodological Alternatives as the most cited publication. Although the negative binomial regressionmethod was used for several
years, we noticed that other regression models as well as methods based on deep learning, convolutional neural networks, transfer
learning, 5G technology, Internet of .ings, and intelligent transport systems have recently emerged as suitable alternatives for
RTA analysis. By introducing a new approach based on computational algorithms and data visualization, this SLR fills a gap in the
area of RTA analysis and provides a clear picture of the current scientific production in the field. .is information is crucial for
projecting further research on RTA analysis and developing computational and data visualization tools oriented to the automation
of RTA predictions based on intelligent systems.

1. Introduction

Road traffic accidents (RTAs) are one of the leading causes of
death in all age groups and the first cause in people aged
15–29 years. About 1.3 million people die annually on the
world’s roads as a result of road traffic accidents [1].
According to a report published by the World Health Or-
ganization in December 2018 [2], progress has been insuf-
ficient in addressing the lack of safety on the world’s roads.
.e Americas account for 11% of global road deaths, and the
death rate is 15.6 per 100,000 people annually. In the last
decade, the trend in Africa and Southeast Asia is incremental,
while in Europe, America, and Oceania is stable [2]. After
Brazil, Colombia is the South American country with the

highest number of road accident fatalities; 3629 people died in
traffic accidents between January and July 2019 [3].

.ere is a current trend in several cities around the world
to take advantage of technology to develop and monitor
their daily activities, from which the term “intelligent city”
derives. According to the European Union smart city model
[4], a city is considered intelligent if it has at least one
initiative that addresses one or more of the following
characteristics: smart economy, smart people, smart mo-
bility, smart environment, smart governance, and/or smart
living. .ese characteristics, especially smart mobility, can
provide data that facilitates the analysis of RTAs [5].

Since 2009, the interest of researchers in this area to
comprehensively analyze, predict, and prevent RTAs has led
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to the use of various statistical models, including the logit,
probit, Poisson, and Binomial Negative Regression models
[6]. .ese statistical models have good theoretical inter-
pretability, which allow a direct and clear understanding of
the relationship between the frequency and/or severity of
accidents and the variables analyzed. However, their main
drawback is that they consider a linear relationship between
risk factors and accident frequency, which may not be
suitable in most cases [7]. Other assumptions of these
models are very specific such independence between vari-
ables and normal distribution of the data, which are also
difficult to satisfy in the real world [8].

Recently, models based on machine learning (ML),
which include classification models, deep learning, artificial
neural networks, random forest, and support vector ma-
chines (SVMs), have also been used for this purpose [9, 10].
ML-based models require no assumptions or prior knowl-
edge, can automatically extract useful information from the
dataset, and systematically deal with process outliers and
missing values [8]. One of the main disadvantages of ML
models is their “black box” approach nature, which limits
their direct and clear interpretation of the results compared
to statistical models [7].

At present, it is possible to analyze large amounts of
publications related to RTAs using several bibliometric tools
such as VOSviewer® [11]. .rough text mining and map-
ping, VOSviewer allows to build and visualize bibliometric
networks, which include individual journals, researchers, or
publications, built on the basis of the number of citations
each publication has [11]. Another approach is the use of R
[12], one of the most powerful and flexible statistical soft-
ware environments, jointly with the Bibliometrix [13] and
causalizeR [14] packages, which facilitate a comprehensive
bibliometric analysis using quantitative research. Via word
processing algorithms, it is possible to extract causal links
within a group of papers of interest based on simple
grammar rules, which can subsequently be used to syn-
thesize evidence in unstructured texts in a structured way
[14]. .ese tools allow to perform analyzes based on the title,
author, abstract, keywords, and references of the set of
publications of interest.

In this SLR, we use quantitative bibliometric analysis to
(1) identify the most cited research papers, journals, authors,
and methods that contribute to the state of the art of RTA
analysis based on statistical techniques, ML, technological
elements of smart cities, and geographic information sys-
tems, such that they can be referred to new research related
to RTA; (2) determine to what extent the methods identified
for the analysis of RTAs and the variables included in the
main publications are used to recognize current trends
regarding their use; (3) establish the relationship between
the set of variables analyzed and the methods applied and
hence determine the variables with the highest incidence in
the frequency and severity of RTAs so that it can be specified
in what type of studies these critical variables have been
analyzed; and (4) identify gaps, that is, methods and/or
variables that have not been sufficiently scrutinized, with the
aim of raising possible problems and areas of further

research. In Section 2, we describe the methods and info-
metric tools used to analyze the selected literature, and in
Section 3, the main results are presented. Finally, we discuss
our findings and identify promising lines of research.

2. Materials and Methods

2.1. Searching for Publications. A search for publications on
the Web of Science (WOS, URL: https://www.
webofknowledge.com) was conducted. WOS is an online
platform that contains databases of bibliographic informa-
tion and resources for obtaining and analyzing such in-
formation, in order to study the performance of research,
and whose purpose is to provide analysis tools that allow the
assessment of its scientific quality. .rough WOS, it is
possible to have access to one or several databases simul-
taneously. .e content of WOS is wide, and its high quality
allows it to be a reference in the academic and scientific field
[10].

After accessing WOS, we generated the search in the
“Web of Science Core Collection” in the categories “Road
Traffic Accident or Highway Accident and Statistical
Analysis,” “Road Traffic Accident or Highway Accident and
Machine Learning,” “Road Traffic Accident or Highway
Accident and Smart Cities,” and “Road Traffic Accident or
Highway Accident and Technological Elements of Smart
Cities (TESC).” Each of these terms corresponds to the
consulted categories or clusters in this document. For each
cluster, a new search was made by cluster, which groups the
publications of the corresponding consulted categories. .e
result of each search was exported to text files using the “Full
Record and References Cited” option. .ese files were
exported without format and BibTeX as required by
VOSviewer® [15] and the Bibliometrix [13] package of R
[16], respectively.

2.2. Definition of Clusters. A total of 3888 papers published
between January 1, 2000 and June 30, 2021 related to road
traffic accidents or highway accident (RTA+HA) were
identified after using the string “road traffic accident” or
“highway accident” or “road safety” or “road crash” or “crash
injury.” After adding the terms “statistical analysis” or
“Poisson regression” or “negative binomial regression” or
“ordered probit regression” or “tobit regression” or “kernel
density estimation” or “Bayesian networks,” publications
were filtered and included as part of the RTA+HA+ SA
cluster (n� 399, 10,26%). Similarly, publications in the
RTA+HA+ML cluster (n� 858, 22,06%) were included
after adding the terms “machine learning” or “classification
model” or “regression model” or “data mining” or “support
vector machine” or “svm” or “neural networks” or “neural
network” or “ann” or “deep learning” or “Big data” or
“Decision Tree” or “random forest” or “supervised learning”
or “regression analysis.” Publications in the RTA+HA+SC
cluster (n� 2327, 59,85%) were filtered after adding the
terms “smart city” or “smart cities” or “intelligent trans-
portation systems” or “its” or “vehicular ad hoc networks” or
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“vanets” or “wireless sensor networks” or “wsn” or “internet
of things” or “iot.” Finally, filtering the original search by
adding the terms “gis” or “geographic information system”
or “geographic information systems” led to the identify
publications in the RTA+HA+GIS (n� 304, 7,81%) cluster.

2.3. Bibliometric Analysis. .e bibliometric analysis was
performed using VOSviewer® [11], and the Bibliometrix
[13] and causalizeR [14] packages for R [16]. VOSviewer®are a tool that uses the results of WOS searches to build and
visualize bibliometric networks based on number of cita-
tions, bibliographic linkage, cocitations, or authorship re-
lationships [17]. .is procedure allows you to generate
visualizations, using networks, of the most important
publications, journals, and authors in the categories de-
scribed above. With the information extracted from
VOSviewer®, a graph is constructed that illustrates the
number of publications in the last 20 years in each cluster, in
addition to the graphical representation of the top 20
publications and the top 10 authors, journals, and methods
through the use of R statistical software packages.

.e Bibliometrix package provides several functions that
allow to perform advanced bibliometric analysis using
bibliographic data obtained from WOS [13]. Such analyses
include the identification of countries with higher scientific
production, authors with more experience, and the con-
struction of dendrograms for statistical analysis methods
and variables used to analyze RTA data.

Bibliometric information was graphically represented
using a Sankey diagram [18], which helps to explore the
relationship between publications, the methods used, and
the variables analyzed. We considered variables related to
road and environment factors (i.e., “ramps,” “curve,”
“pavement,” “visibility,” “weather,” “rain,” “snow,” and
“traffic volume”), human factors (i.e., “gender,” “age,”
“sex,” “alcohol,” “cell,” “phone,” and “seat belt”), charac-
terization of the crash (i.e., “injury,” “fatal,” “severity,”
“week,” “hour,” “peak,” and “year”), and vehicle’s factors
(i.e., “motorcycle,” “truck,” “car,” and “pedestrian”) as
defined by Mannering et al. [19]. In addition, we included
the following statistical methods widely used in RTA
analysis: “Poisson Models” [20], “Binomial Negative
Models” [21], “Kernel Functions” [22], “Probit Models,”
“Logit Models,” [23], “Hotspot” [24], “Spatial Model,”
“Temporal Model” [25] “Regression Model,” “Classifica-
tion Model,” “Neural Network” [26], “Clustering,”
“Bayesian Methods” [27], “Likert Scale” [28], “Image” [29],
“Lidar,” “GIS” [30], “Markov” [31], “GPS,” “IoT” [32], and
“Unobserved Heterogeneity” [33]. Based on the afore-
mentioned categories, we used the causalizeR [14] package
for R with the keywords “accident” and “severity” with the
purpose of generating a diagram that synthesizes the
grammatical rules creating causal links around the key-
words, that is, identifying the variables that affect the
frequency and severity of accidents. To the best of the
authors’ knowledge, this is the first study making use of
methods implemented in the Bibliometrix and causalizeR
packages to explore RTA-related publications.

3. Results

3.1. Scientific Production per Cluster. Figure 1 shows the
number of publications per year for each cluster between
January 2000 and June 2021. Our results suggest a similarity
between the RTA+HA+SA and RTA+HA+GIS clusters.
In particular, these clusters present a linear trend between
2000 and 2010, and a slightly incremental trend between
2010 and 2021. On the other hand, the number of publi-
cations in the RTA+HA+SC cluster increases exponen-
tially from 2007, while those in the RTA+HA+ML cluster
present the exponential trend from 2014. Interestingly, the
peak in the number of publications occurred in 2020 for all
clusters, except in RTA+HA+SC, which had it in 2018.

3.2. Bibliometric Analysis Based on Citations Ranking.
Table 1 shows the top-20 most cited papers in each cluster,
which are shown in Figure 2, where the journals in which
they were published and the number of citations that each
publication has is illustrated; Figure 2 also shows the main
authors of each cluster, that is, the most cited. In the
RTA+HA+SA cluster, the most cited papers are 'e sta-
tistical analysis of crash-frequency data: A review and as-
sessment of methodological alternatives (n� 885, 22,13%)
[33], 'e statistical analysis of highway crash-injury sever-
ities: A review and assessment of methodological alternatives
(n� 487, 12,17%) [36], andUnobserved heterogeneity and the
statistical analysis of highway accident data (n� 468, 11,7%)
[19]. Regarding the most cited authors, these are Fred
Mannering (n� 2593, 35,6%), Dominique Lord (n� 1408,
19,32%), and Mohammed A. Quddus (n� 578, 7,93%). On
the other hand, the most cited journals are Accident Analysis
and Prevention with 89 documents and 3513 (56,87%) ci-
tations, Transportation Research Part A-Policy and Practice
with 4 documents and 915 (14,81%) citations, and Analytic
Methods in Accident Research with 13 documents and 833
(13,48%) citations.

In the RTA+HA+ML cluster, the most cited papers are
Multilevel data and Bayesian analysis in traffic safety
(n� 151, 7,22%) [100], A study of factors affecting highway
accident rates using the random-parameters Tobit Model
(n� 145, 6,93%) [37], and 'e red-light running behavior of
electric bike riders and cyclists at urban intersections in
China: An observational study (n� 128, 6,12%) [40]. As for
the most cited authors, these are Helai Huang (n� 383,
17,26%), Mohammed Abdel (n� 340, 15,32%), and
Mohammed A. Quddus (n� 298, 13,42%). Similarly, the
most cited journals are Accident Analysis and Prevention
with 91 documents and 2735 (56,90%) citations; Safety
Science with 12 documents and 413 (8,59%) citations, and
Journal of Safety Researchwith 16 documents and 356 (7,4%)
citations.

In the RTA+HA+SC cluster, the most cited papers are
A comprehensive survey on vehicular Ad Hoc network
(n� 633, 13,61%) [34], Vehicular ad hoc networks
(VANETS): status, results, and challenges (n� 475, 10,21%)
[38], and Unobserved heterogeneity and the statistical
analysis of highway accident data (n� 468, 10,06%) [41].
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Figure 1: Time series of the scientific production of each cluster.

Table 1: Top 20 most cited papers in the clusters RTA+HA+SA, RTA+HA+ML, RTA+HA+SC, and RTA+HA+GIS.

Position RTA+HA+SA RTA+HA+ML RTA+HA+SC RTA+HA+GIS

1 Lord and Mannering [33],
(n� 885)

Huang and Abdel-Aty [31],
(n� 151) Al-sultan et al. [34], (n� 633) Anderson [35], (n� 303)

2 Savolainen et al. [36], (n� 487) Anastasopoulos et al. [37],
(n� 145) Zeadally et al. [38], (n� 475) Pu et al. [39], (n� 205)

3 Mannering et al. [19], (n� 468) Wu et al. [40], (n� 128) Mannering et al. [41],
(n� 468) Crawford et al. [42], (n� 105)

4 Anderson [35], (n� 296) Mannering [43], (n� 127) Whaiduzzaman et al. [44],
(n� 412) Plug et al. [45], (n� 82)

5 Anastasopoulos and Mannering
[46], (n� 187) Yan et al. [47], (n� 126) Abboud et al. [48], (n� 230) Betaille and Toledo-Moreo

[49], (n� 82)

6 Bella [50], (n� 164) Li et al. [51], (n� 122) Hameed Mir and Filali [52],
(n� 210) Erdogan [5], (n� 75)

7 Jones et al. [53], (n� 160) Kononen et al. [54], (n� 118) Engoulou et al. [55], (n� 209) Ng et al. [56], (n� 74)

8 Anastasopoulos et al. [37],
(n� 145) Cheng et al. [57], (n� 114) Lei et al. [58], (n� 199) Zou et al. [59], (n� 66)

9 de Ona et al. [27], (n� 144) Kashani and Mohaymany [60],
(n� 107) Lal et al. [61], (n� 199) Panter et al. [62], (n� 62)

10 Mannering [43], (n� 127) Deck and Willinger [63],
(n� 103) Ibanez et al. [64], (n� 168) Carver et al. [65], (n� 52)

11 Anastasopoulos et al. [66],
(n� 119) Schepers et al. [67], (n� 98) Lin et al. [68], (n� 166) Marshall and Garrick [69],

(n� 42)
12 Martin [70], (n� 113) Abellan et al. [71], (n� 93) Wang et al. [72], (n� 163) Mandic et al. [28], (n� 41)

13 Al-Sultan et al. [73], (n� 102) Yu and Abdel-Aty [74],
(n� 91) Bitam et al. [75], (n� 154) Soilan et al. [76], (n� 41)

14 Schepers et al. [77], (n� 92) Zhang et al. [78], (n� 91) Hadded et al. [79], (n� 147) Lee et al. [80], (n� 40)

15 Wong et al. [81], (n� 91) Montella et al. [82], (n� 89) Anastasopoulos et al. [37],
(n� 145) Dissanayake et al. [83], (n� 39)

16 Al-Sultan et al. [84], (n� 91) Montella [85], (n� 84) Chen et al. [86], (n� 142) Zhai et al. [87], (n� 38)
17 Zheng et al. [88], (n� 89) Sohn and Lee [89], (n� 80) Cheng et al. [90], (n� 137) Yadav et al. [91], (n� 35)

18 Zheng et al. [88], (n� 80) Erdogan [5], (n� 75) Wang and Abdel-Aty [92],
(n� 135) Greasley [93], (n� 33)

19 Plug et al. [45], (n� 80) Stallard and Smith [94],
(n� 74)

Cailean and Dimian [95],
(n� 130) Eksler et al. [96], (n� 33)

20 Bella [97], (n� 79) Ng et al. [56], (n� 74) Fiore et al. [98], (n� 128) Riveiro et al. [99], (n� 32)
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Similarly, the most cited authors are Sherali Zeadally
(n� 921, 14,15%), FredMannering (n� 885, 13,59%), andAli
H. Al-Bayatti (n� 736, 11,31%). .e most cited journals are
Accident Analysis and Prevention with 114 documents and
3083 (33,51%) citations, Journal of Network and Computer
Applications with 2 documents and 1045 (11,35%) citations,
and IEEE Transactions on Vehicular Technology with 28
documents and 970 (10,54%) citations.

In the RTA+HA+GIS cluster, the most cited papers are
Kernel density estimation and K-means clustering to profile
road accident hotspots (n� 303, 20,47%) [35], Recognizing
basic structures from mobile laser scanning data for road in-
ventory studies (n� 205, 13,85%) [39], and 'e longitudinal
influence of home and neighbourhood environments on chil-
dren’s body mass index and physical activity over 5 years: the
CLAN study (n� 105, 13,42%) [42]. As for the most cited
authors, these are Tesa K. Anderson (n� 303, 18,38%), Sander
Oude Alberink (n� 205, 14,43%), and Shi Pu(n� 205,
14,43%). In addition, the most cited journals are Accident
Analysis and Prevention with 22 documents and 715 (41,93%)
citations, ISPRS Journal of Photogrammetry and Remote
Sensing with 3 documents and 275 (16,13%) citations, and
Journal of Safety Research with 4 documents and 151 (8,85%).

Overall, Accident Analysis and Prevention is the most
cited journal in the four clusters, the Journal of Safety Re-
search and Safety Science appears in the top 10 journals
among all clusters, and Analytic Methods in Accident Re-
search appears in the top 10 of the clusters RTA+HA+SA,
RTA+HA+ML, and RTA+HA+ SC as shown in Figure 2.

3.3. Methods of RTA Based on the Abstracts. Figure 3 shows
word clouds based on the methods, mentioned in the

abstracts, used to analyze the RTAs. In the RTA+HA+ SA
cluster (Figure 3(a)), the negative binomial regression has
been used consistently for several years. Currently, Poisson
regression, Bayesian networks, and kernel density estimation
are used to a similar extent. In addition, the issue of Un-
observed Heterogeneity is important number of studies
within the RTA+HA+SA cluster. On the other hand,
variables associated with human factors such as driving
behavior and driving performance have been identified.
According to our analyses, methods such as deep learning,
convolutional neural networks, transfer learning, and
computer vision correspond to the current trends in the
RTA+HA+ML cluster (Figure 3(b)). On the other hand,
the RTA+HA+SC cluster can be identified that the routing
protocols were used before 2015, and sensors networks were
frequently used between 2016 and 2018 (Figure 3(c)).
Starting in 2019, 5G technologies, transport systems
smartphones (ITSs), Internet of .ings (IoT), and VANETS
have been more frequently used (see Figure 3(c)). Finally, in
the RTA+HA+GIS cluster, spatial analysis and kernel
density estimation correspond to the methods with the
highest usability for analyzing RATs (Figure 3(d)).

Figure 4 shows the 10 most used analytical methods for
RTA analysis for each cluster. In the RTA+HA+SA cluster,
the spatial-temporal models are shown as the main method,
representing 20.67% of the methods, followed by the neg-
ative binomial models (16.82%) and machine learning
methods (15.86%) (Figure 4(a)). As for the RTA+HA+ML
cluster, neural networkmodels (26.07%), general MLmodels
(21.55%), and data mining techniques (11.42%) are the most
frequently used techniques (Figure 4(b)). Regarding
methods used to analyze RTAs in the RTA+HA+SC cluster
(Figure 4(c)), we found that vehicular networks (48.05%),
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RTA+HA+GIS clusters.
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intelligent transportation systems (20.92%), and Internet of
.ings (7%) are the most frequently used. Finally, in the
RTA+HA+GIS cluster, spatial analysis (17.59%) is the
method used more frequently, followed by kernel density
estimation (13.88%) and hot spot analysis (13.88%)
(Figure 4(d)).

Based on the information from the abstracts, three major
topics were derived related to the strategies utilized for the
analysis of RTAs (Figure 5). .ese topics, broadly speaking,
include methods used to analyze RTAs, variables included to
study RTAs, and indicators associated with road safety such
as crash frequency, crash injury severity, fatalities, and
mortality. In the RTA+HA+SA cluster, the first topic is
defined by the identification and location of accidents using
GIS and kernel density estimation methods; the second topic
is mainly composed of variables associated with the envi-
ronment, road geometry, alcohol use, age, severity (i.e.,
fatalities, mortality, injuries, etc.), and frequency, in addition
to classic methods such as Poisson and negative binomial
regression models; and the third topic includes methods
such as multinomial logit models and logit models as well as
unobserved heterogeneity, single-vehicle crashes, and SVM
(Figure 5(a)). Similarly, in the RTA+HA+ML cluster, the
first topic contains motor-vehicle-crashes analysis using
regression model and Poisson regression and variables such

as geometric design; the second topic includes frequency and
severity analysis supported by SVM and logistic regression;
and the third topic includes variables associated with fre-
quency, severity, injuries, and prevalence, as well as other
variables such as weather, design of the road, speed, age and
behavior of the driver, and performance of preventive
measures (Figure 5(b)). On the other hand, the first topic in
the RTA+HA+SC includes, in general, RTA severity (i.e.,
traffic fatalities and mortality); the second topic includes
technological elements associated with ITS; and the third
topic includes a general list of technological elements used to
collect road traffic data (Figure 5(c)). Finally, in the
RTA+HA+GIS cluster, we identified walking, physical
activity, and travel as the first topic; the second topic is
defined by the identification and location of accidents using
the kernel density estimation method; and the third topic
includes classical regression and classification methods for
RTA analysis (Figure 5(d)).

3.4. Relationship between Methods for RTAs and Variables
Used Based on Papers’ Methodologies. We identified that in
the RHA+HA+SA cluster, the papers with the highest
number of relationships are Wang et al. [81] with 5 methods
and 18 associated variables, Savolainen et al. [36] with 9

(a) (b)

(c) (d)

Figure 3: Wordclouds of the main analytical methods used for analyzing road traffic accidents in the (a) RTA+HA+SM, (b)
RTA+HA+ML, (c) RTA+HA+SC, and (d) RTA+HA+GIS clusters.
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methods and 14 associated variables and Lord & Mannering
[33] with 9 methods and 10 associated variables
(Figure 6(a)). According to our analysis, the most used
models are regression models (n� 12 publications), spatial
models (n� 11), binomial negative regression (n� 10),
classification models (n� 8), and Poisson regression and
temporal models (n� 7). .e most used variables are “age”
(n� 20), “year” (n� 17), “car” (n� 14), “severity” (n� 13),
and “rain” (n� 12).

In the RHA+HA+ML cluster, the papers with the
highest number of relationships are Mannering [43] with
13 methods and 13 associated variables, Montella [85] with
one method and 14 associated variables, and Zhang et al.
[78] with 2 methods and 11 associated variables
(Figure 6(b)). .e most used models are regression model
(n � 17), classification model (n � 8), Bayesian model in
(n � 7), and neural network and binomial negative re-
gression (n � 5). .e most used variables are “age” (n � 20),
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Figure 4: Top-10 methods for analyzing road traffic accidents and highway accidents (a) RTA+HA+SM, (b) RTA+HA+ML, (c)
RTA+HA+SC, and (d) RTA+HA+GIS clusters.
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Figure 5: Dendrogram of main topics based on the analytical methods used for analyzing road traffic accidents in the (a) RTA+HA+SM,
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Figure 6: Continued.
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“car” (n � 18), “injury” (n � 16), “year” (n � 13), and “rain”
(n � 12).

On the other hand, the publications with the highest
number of relationships in the RHA+HA+SC cluster are
Mannering et al. [41] with 10 methods and 16 associated
variables, Wang & Abdel-Aty [92] with 4 methods and 16
associated variables, and Fiore et al. [98] with 3 methods and
15 associated variables (Figure 6(c)). In this cluster, the most
used models are VANETS (n� 11), GPS (n� 11), spatial
model (n� 8) and GIS (n� 8), while the most used variables

are “age” (n� 20), “car” (n� 19), “rain” (n� 14), “cell”
(n� 14), “year” (n� 13), and “weather” (n� 10).

As for the RHA+HA+GIS cluster, the papers with the
highest number of relationships are Zou et al. [59] with 14
methods and 18 associated variables, Anderson [35] with 7
methods and 12 associated variables, and Plug et al. [45] with
9 methods and 10 associated variables (Figure 6(d)). Re-
garding models for RTA analysis, the most frequently used
models in this cluster are GIS (n� 15), spatial models
(n� 15), image processing (n� 13), classification models

(c)

(d)

Figure 6: Graph Sankey–Ferreira, relationship between papers, methods, and variables (a) RTA+HA+SM, (b) RTA+HA+ML, (c)
RTA+HA+SC, and (d) RTA+HA+GIS clusters.
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(n� 12), regression models (n� 11), and clustering (n� 9).
On the other hand, the variables mostly used are “age”
(n� 20), “car” (n� 14), “rain” (n� 14), “year” (n� 13), and
“pedestrian” (n� 10).

Overall, regression, classification, and spatial models are
within the top-5 methods most frequently used to analyze
RTAs in three of the four clusters analyzed. In addition,
“age” is the variable most frequently analyzed with a total of
80 publications, while “car,” “year,” and “rain” correspond to
the most analyzed in the publications included in the four
clusters.

3.5. Variables Influencing the Frequency and Severity of RTAs
Based on Papers’ Abstracts. Figure 7 depicts the variables
influencing the frequency and severity of RATs. In the
RHA+HA+SA cluster, “age,” “sex,” “van,” “model” (ve-
hicle type), and “snowy” (presence of snow) can be identified
as the main variables that increase the frequency of road
accidents (Figure 7(a)). Conversely, “effective strategy” and
“measure,” which refer to the implemented road safety
measures, are mitigating factors of the frequency of RTAs,
and “helmet” (the use of a helmet) is identified as a factor
that mitigates the severity of road accidents (Figure 7(a)). In
addition, the main variables increasing RTA frequency in the
RHA+HA+ML cluster are “age,” “drink” (consumption of
alcohol while driving), “mobile phone” (use of the mobile
phone while driving), “speed” (excess speed), and “visibil-
ity,” while “effective strategy” and “policy,” which refer to the
implemented road safety measures identified as mitigating
factors (Figure 7(b)). Regarding severity, “helmet” (i.e., the
use of a helmet) and “prevention strategy” are identified as
factors that mitigate the RTA severity, while “age group” and
“speed limit” (i.e., violation of the limits of speed) increase it
(Figure 7(b)).

We found that “year,” “vehicle” (type of vehicle),
“mobility,” “cannabis use” (use of cannabis while driving),
and “angle” (crash angle) are the main variables increasing
RTA frequency in the RHA+HA+ SC cluster, while the
mitigating factors of RTA frequency are “traffic safety” and
“safety information” (Figure 7(c)). Interestingly, no factors
affecting RTA severity were identified. On the other hand,
we identified that “age,” “car” (type of vehicle), “peak,” and
“noise” are the main variables increasing RTA frequency,
while “strategy” and “policy” were identified as mitigating
factors in the RHA+HA+GIS cluster (Figure 7(d)). Re-
garding RTA severity, “speed traffic” and “speed road” were
identified as factors increasing it.

Overall, our analyses indicate that (1) variables such as
“age” and those associated with the type of vehicle (i.e.,
“model,” “car,” “vehicle,” or “van”) are represented in three
of the four clusters, and (2) variables that mitigate the
frequency and severity of RTAs are related with the
implementation of safety measures.

4. Discussion

.e first goal of this systematic literature review (SLR) was to
identify the most cited research papers, journals, authors,

and methods that contribute to the state of the art of RTAs
based on statistical analysis, machine learning (ML), tech-
nological elements of smart cities, and geographic infor-
mation systems (GIS). As shown in Figure 1, an exponential
growth can be observed from 2010 onwards, mainly in the
RTA+HA+SC and RTA+HA+ML clusters. In the first
cluster, this behavior may be due to the contribution of the
Industry 4.0 revolution with technologies such as Internet of
.ings (IoT), intelligent transportation systems (ITSs), and
wireless sensor networks (WSNs) [4] (Figure 4(c)). .e
exponential growth in the second cluster may be related to
the appearance of processors capable of executing compu-
tational models with large databases [101]. .e performance
of the RTA+HA+SA and RTA+HA+GIS clusters is
similar because the publications applying statistical models
tend to rely on GIS to clearly and concisely show the results
as previously discussed by [5]. Some publications using this
strategy include Refs. [35, 39, 42], among others.

Zou & Vu [102] proposed four clusters to identify the
main publications in road safety via scientometric analysis:
Cluster 1: effects of driving psychology and behavior on road
safety; Cluster 2: causation, frequency, and injury severity
analysis of road crashes; Cluster 3: epidemiology, assess-
ment, and prevention of road traffic injury; and Cluster 4:
effects of driver risk factors on driver performance and road
safety. Following this approach, in this SLR, we proposed the
same number of clusters to analyze the frequency and se-
verity of RTAs: Cluster 1: statistical analysis
(RTA+HA+SA; n� 399, 10.26%), Cluster 2: machine
learning (RTA+HA+ML; n� 858, 22.06%), Cluster 3:
technological elements of smart cities (RTA+HA+SC;
n� 2327, 59.85%), and Cluster 4: Geographic Information
Systems (RTA+HA+GIS; n� 304, 7.81%). Figure 2 depicts
the 20 most cited publications analyzing RTAs per cluster,
which is in line with the proposal by Zou et al. [103] when
analyzing the top 50 most cited publications in the journal
Accident Analysis and Prevention. In this SLR, we identified
that the most cited publications are the first three of the
RHA+HA+SA cluster (i.e., Mannering et al. [104] with 885
citations, Savolainen et al. [36] with 487 citations and
Mannering et al. [19] with 468 citations); and the first three
of the RHA+HA+SC cluster (i.e., Al-Sultan et al. [34] with
633 citations, Zeadally et al. [38] with 475, Mannering et al.
[41] with 468 citations, and Whaiduzzaman et a [44] with
412 citations (Figure 2). .ese publications have in common
that they correspond to literature reviews, highlighting the
importance of these type of publications for scientific
production since they serve as a reference for exploring gaps
in the literature and propose new research venues focused on
expanding the frontier of knowledge. We strongly believe
that these results constitute a valuable resource for future
studies related to RTAs.

.e most cited author is Fred Mannering, who presents
four publications in the Journal Analytic Methods in Ac-
cident Research: Unobserved heterogeneity and the statistical
analysis of highway accident data [41] with 523 citations and
Temporal instability and the analysis of highway accident
data [105] with 155 citations, in addition to Big data, tra-
ditional data and the tradeoffs between prediction and
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causality in highway-safety analysis (n� 26) [104]. .is ar-
ticle is not among the top 20 publications in any of the
clusters but is part of this SLR and Analytic methods in
accident research: Methodological frontier and future direc-
tions (n� 722) [106]. .is last paper was not included in any
of the clusters generated by Web of Science. .ese publi-
cations correspond to literature reviews that address ad-
vantages and disadvantages of the methods and variables
used to model RTAs, as well as the problems and difficulties
when applying specific methods. In addition, these publi-
cations highlight the importance of taking into account
unobserved heterogeneity when predicting RTAs.

Other similar SLRs show the 50 most cited papers in the
journal Accident Analysis and Prevention [103] and iden-
tified research papers with the greatest influence in the field
of RTAs. .e authors hypothesized that the oldest papers
accumulate the greatest amount of citations, emphasizing
that research papers from the 1990s and the first decade of
2010 are the most important [103]. In the present SLR, we
contemplate other journals within this line of research and
found the most cited papers are from 2010 onwards.

VOSViewer® has previously been used to identify
clusters in which causality and accident frequency via co-
occurrence of keywords [59], and to illustrate the methods,
technological tools, and variables correlated with the fre-
quency and severity of RTAs [103]. Here, we were able to
distinguish that generalized linear models, mainly negative
binomial regression and Poisson regression, have been
widely used between the years 2012 and 2020 (Figure 3(a)).
However, methods such as spatial analysis and the analysis
of unobserved heterogeneity are of particular importance
today (Figure 5(d)). Unobserved heterogeneity is under-
stood as the error made by not including in the analysis of
RTAs variables that are correlated with observable variables.
In many cases, these “unobserved” variables are unknown by
the analyst [41]. Although unobserved heterogeneity is not a
method, it is a problem that must be addressed to improve
the quality of the road accident prediction models.

In Figure 3(b), the most recently implemented methods
in the RHA+HA+ML cluster are artificial intelligence,
deep learning, CNN, transfer learning, and computer vision.
We believe that these findings may be explained by the

(a) (b)

(c) (d)

Figure 7: Variables related to the frequency and severity of road accidents for the (a) RTA+HA+SM, (b) RTA+HA+ML, (c)
RTA+HA+SC, and (d) RTA+HA+GIS clusters. Here, solid dark arcs represent variables that contribute to the frequency and/or severity
of road accidents, while gray arcs represent the variables that mitigate their frequency and/or severity.
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development of GPUs [107] and next-generation processors.
Similarly, in the RHA+HA+SC cluster, 5G, ITS-G5, V2X,
deep learning technologies (Figure 3(c)) are emerging as
suitable alternatives for collecting RTA data due to the
development of technologies associated with the fourth
industrial revolution.

In terms of variables considered when predicting fre-
quency and severity of RTAs, we identified four main
sources: variables related to human factors, variables related
to climatological and road factors, variables defining vehicle-
specific characteristics, and variables associated with acci-
dent characteristics (Figure 7). In Silva et al. (Silva, Andrade,
& Ferreira), these four groups of variables were also iden-
tified. However, in the present SLR, we provide a key vi-
sualization that allows us to easily identify which variable
was analyzed in each publication. Although this same group
of variables was utilized by Mannering et al. [19] to textually
describe the reason why each variable was part of the cor-
responding group and how it contributes to the occurrence
of RTAs. We strongly believe that a graphical representation
such as Figure 7 is useful for this type of analysis and fa-
cilitates a quick understanding of this important topic.

We identified that variables such as age or age group, sex,
type of vehicle, and year contribute the most to the oc-
currence of RTAs and correspond to those frequently an-
alyzed among the 80 papers highly cited papers for all cluster
(Figures 2 and 6). In contrast, variables associated with
human factors (i.e., the use of a helmet and driving under the
influence of alcohol) and traffic congestion and visibility,
which have been identified as one of the factors associated
with the frequency and severity of RTAs (Figure 7), are also
the less frequently analyzed variable in all clusters (Figure 6).
.e use of helmets as a mitigating factor in the severity of
RTAs involving motorcyclists is observed in Savolainen et al.
[36], while driving under the influence of alcohol is analyzed
as a cause of RTAs in Mannering et al. [105]. On the other
hand, the analysis of the use of a mobile phone and its
incidence on the frequency and severity of RTAs is even
rarer; it has been proven that manipulating the cell phone
while driving causes serious RTAs [108]. Figure 6 sum-
marizes the methods and variables most frequently used to
analyze RTAs across all research papers identified in this
SLR. In all clusters, the use of a mobile phone has not been
analyzed as a cause of RTAs but as a tool for communication,
that is, to create VANETS as evidenced in 14 out of the 20
research papers comprising the RTA+HA+SC cluster
(Figure 6(a)). Another variable that reduces the severity of
RTAs is the use of seat belts by drivers and passengers of
automobiles [108]. Unfortunately, this variable is only an-
alyzed in 3 of the 80 main studies (Table 1 and Figure 2).

Another important aspects of this SLR is the use of
quantitative tools for analyzing research papers covering the
analytical tools used to assess RTAs and the development of
specific visualizations. In particular, Figure 2 shows the top
80 highly cited publications and Figure 6 connects themwith
the different analytical methods and variables for predicting
the frequency and severity of RTAs. .is visualization was
developed following Silva et al. [109]. Of note, this con-
nectivity plot allows to easily identify how research

publication makes use of different methods and variables
and, to what extent, these methods contribute to the analysis
of RTAs. Motella [85] identified several contributing factors
to the occurrence of RTAs. However, a graphical repre-
sentation, such as Figure 7, allows us to (1) illustrate and
determine potential causal relationships between different
factors and the frequency and severity of RTAs, and (2)
facilitates a more user-friendly presentation for the reader.
.is latter aspect makes easy to understand complex in-
formation, especially when large volumes of data are
available.

In light of the results of this SLR, we suggest the fol-
lowing topics for future research related to the analysis of
RTAs, which can be framed in four different areas: (1) data
sources and organization; (2) statistical- and ML-based
methods to be used; (3) variables to be analyzed; and (4)
visualization tools for easily and intuitively communicate the
results.

(1) Database sources and organization. In this SLR, the
Web of Science database was used as the publication
database. For future literature reviews, other bib-
liographic databases (i.e., SCOPUS and Dimensions)
and resources should be included and explored.

(2) Data analytic methods. Considering the trends
identified in this SLR, future studies would greatly
benefit of comparing the feasibility and predictive
power and different methods for RTA analysis such
as spatiotemporal vs. ML-based methods (i.e., re-
current neural network model and/or an assembly
method). In this regard, it would be crucial to ensure
thatML-basedmethods are capable of addressing the
unobserved heterogeneity.

(3) Variables to be analyzed. In this SLR, human factors
that cause RTA accidents (i.e., the use of a cell phone
while driving and driving under the influence of
alcohol) as well as other mitigating factors such as
the use of a helmet (for motorcyclists) and seat belt
(for drivers and car occupants) were identified.
Future studies assessing RTAs should properly an-
alyze, using different statistical and ML-based
methods, the influence of these and other risk and
mitigating factors on RTAs in order to establish a
baseline comparison and provide more accurate
results.

(4) Data visualization tools. Data visualization makes
possible to understand information more effectively
than representations based on numbers or text, since
the human mind is more easily able to process
graphic images than tables with numerical or textual
information [110]. Currently, tools for analyzing,
presenting, and transforming bibliometric data from
metadata (i.e., title, journal, authors, date of publi-
cation, keywords, abstract, references, and country of
origin) are available. Some of these tools include, but
are not limited to, biblioshiny ([https://bibliometrix.
org/Biblioshiny.html]), VOSviewer®, CiteSpace©
[111], CitNetExplorer [112], and the R package
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causalizeR [14]. .ese tools, correctly integrated, will
allow the extraction of information from biblio-
metric data. Although here we have shown the
usefulness of these tools to visualize this type of data,
further lines of research include the possibility of
expanding these tools or developing new data vi-
sualization approaches for analyzing RTA-related
publications.

5. Conclusions

Literature reviews are useful to support other investigations
in the production of new scientific knowledge. Here, we use
bibliometric analyses to identify the main papers, journals,
and authors significantly contributing to the scientific
production in RTA analysis using statistical and ML-based
methods as well as technological elements of smart cities.
Interestingly, most cited publications identified in this study
correspond to literature reviews. .e position adopted in
this work is that bibliometric analyses can be used to
complement research in all areas of knowledge in which
there are scientific publications in known databases. It would
be ideal that research topics suggested herein are materi-
alized in future studies.

In the present SLR related to the analysis of RTAs, we
found that the growth of scientific production has been
evidenced in the last decade. .is result may be due, in part,
to the fact that new generations of computers and data
analytical methods have emerged or have been implemented
to allow the analysis of large databases faster, more securely,
and with high accuracy thanks to the adoption and devel-
opment of technological elements of smart cities to collect
data produced on the world’s roads in real time.

Unobserved heterogeneity is not a statistical analysis
method but a problem that arises when applying other
statistical methods to analyze RTAs. .us, it is important to
develop and/or use models/methods that are robust and
have good performance for predicting RTAs under the
potential presence of unobserved heterogeneity.

Bibliometric tools such as VOSviewer® and the imple-
mentation of several scientometric methods in the Bib-
liometrix and causalizeR packages of R constitute powerful
and easy-to-use tools to analyze large volumes of publica-
tions. Cautiously using these tools in a complementary way
gives researchers the possibility, in a short amount of time, of
scrutinizing patterns and relationships that would be almost
impossible to perform manually.

Human factors are one of the main causes of RTAs.
However, in this SLR, we showed that, in the most cited
publications, these factors have not been sufficiently ana-
lyzed. It is important to highlight that the use of helmets in
the case of motorcycle users and the use of seat belts for car
users are factors that mitigate the severity of road accidents,
as well as the use of cell phones while driving and driving
under the influence of alcohol are factors that increase the
frequency of RTAs. .erefore, it is worthwhile for future
research to include human factors as predictor variables in
their models, since it is possible that they may be able to
increase the performance of said models. Finally, data

visualization tools allow the presentation of research results
with high informative content in a coherent and clear
manner, allowing the reader of these publications an easy
understanding of said content. Hence, it is advisable to use
them whenever possible.
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Parking facilities in central urban areas have limited supply, high utilization, and turnover rate, leading to the high parking cost. To
draw the issues of parking uncertainty, high search time, and underutilization of parking lots, this study shows the application of
permits in parking management. It first analyzes the characteristics and costs of “arrival priority” and “reservation priority”
modes, and then, it proposes the parking permit reservation and allocation mode based on “service order optimization” and
designs an “ant colony-genetic” algorithm to solve the optimal service order. 0e numerical example shows that the measures of
quantity control and matching optimization are effective in parking management. 0e parking reservation mode of “service order
optimization” has advantages in parking lot utilization rate, service demand quantity, and total parking cost.

1. Introduction

Parking has an important influence on the choice of vehicle
travel mode and road traffic order. As the number of vehicles
in cities continues to grow, parking problem becomes in-
creasingly prominent. Although each vehicle travels only 1
hour a day on average, finding a parking space takes a lot of
time and cost [1]. Studies byAxhausen et al. show that the time
spent by vehicles searching for parking spaces accounts for
about 30% to 50% of the total travel time [2, 3]; Vuchic reveals
that the cost of vehicleparkingaccounts for about70%costof a
single trip [4]. Many scholars have studied the parking search
time by way of empirical research, which is generally between
3 minutes and 15 minutes (see references [5–10] for details).

As pointed out by Inci, parking problems are “invisible”
[11]. On the one hand, cruise vehicles searching for parking
spaces are mixed with normal traffic flow and are difficult to
identify. Some studies have tried to estimate this ratio, but
have not reached a consistent conclusion [12–14]. On the
other hand, some travelers adjust the departure time [15]
and parking location [16] to avoid parking difficulties. In-
stead, the parking lot utilization rate is low, making man-
agers underestimate the severity of the parking problem.

0e parking problem is mainly caused by the contra-
diction between supply and demand, so traffic demand
management has been regarded as an effective measure to
alleviate this problem. Parking charging (including static
charging and dynamic charging) is the earliest management
method applied in the parking field and receives much
attention from scholars. We can refer to the research
overview of Inci et al. [17, 18]. Generally speaking, charging
has the advantages of effectively adjusting demand and
internalizing some external costs into manager’s income.
0e disadvantages of charging are as follows: firstly, the
adjustment accuracy is low and there is hysteresis, which
makes managers retain some parking spaces to cope with
fluctuations in demand and then achieve maximal system
efficiency. For example, the SFpark project in San Francisco
sets charging on the premise of keeping 15% of the parking
spaces vacant [19]. Gu et al. believed that the optimal fee
should make parking facility usage rate reach 85%–95% [20].
In addition, the charge itself does not contain information.
Even if the parking supply can (exactly) meet the demand,
travelers arriving later still need to spend certain time
searching for vacant parking spaces. When there are few
parking spaces, the search cost will increase rapidly [21–23].
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With the development of the Internet and communi-
cation technologies, managers have strengthened their
control over parking behavior, and a parking management
mode based on quantity control has appeared. Montgomery
pioneered the application of quantitative control concepts
(Crocker and Dales) for managing environmental pollution
externalities into parking management as an alternative to
price control [24–26]. Yang and Wang first proposed a
tradable parking credit management model in which
managers issue parking permits to travelers, and travelers
can trade and use parking permits in light of actual needs
[15]. Subsequently, many scholars have done research on
permit management issues in parking [27–34]. 0e ad-
vantage of the parking permit mode is that it can split the
direct connection between charging and demand into two
independent parts, with price corresponding to application,
and supply corresponding to allocation. 0e disparity be-
tween the application and the allocated amount only appears
in the scheduled allocation stage of the permit. 0erefore, no
actual cost is incurred during travel. At the same time, the
permit can contain parking space information, thus greatly
reducing the parking search time for late arrivals.

In addition, some scholars have studied the short-term
parking space reservation allocation strategy for special
situations (e.g., unpunctuality or uncertainty in travelers’
arrival/departure time, and time-limited opening spaces for
shared parking) [35–39], trading mechanisms [40, 41], and
optimization algorithms [42–49]. 0rough simulated ex-
periments and empirical experiments, it is found that
parking reservation and allocation can significantly reduce
drivers’ search costs and emissions.

Based on the existing research, this paper studies the
problem of high parking costs caused by the contradiction
between supply and demand and proposes an improved
parking permit management mode to overcome the short-
comings of traditional charging mode and permit reservation
mode in terms of parking uncertainty (go back and forth
between parking lots), long search time, and underutilization
of parking lots. It also looks forward to the application of the
model in the management of shared parking resources
(integrating and utilizing different types of park supplies).

0e remainder of this paper is organized as follows. 0e
next section establishes assumptions and defines the symbols
used. Section 3 analyzes and compares the parking costs of
the two modes of “arrival priority” and “reservation pri-
ority,” and finds the factors that restrict service capacity.
Section 4 proposes the parking permit mode of “service
order optimization” and designs the “ant colony-genetic”
algorithm for solving the optimal service order. Section 5
analyzes the effects of various parking management modes
through numerical examples. Section 6 provides conclusions
and recommendations for future studies.

2. Assumptions

0is study takes the parking behavior of a certain (non-
unique) business district (CBD) in the city as the research
object and establishes the following hypotheses based on the
actual vehicle travel and parking in the city .

A1. Road network and parking lot. In the linear road
network model, the departure point of travelers is at
one end of the road, and the business district is at the
other end of the road. 0ere are two types of parking
lots around the commercial area, parking lot 1 with
limited capacity at the destination, and parking lot 2
with no capacity limitation within walking distance
acceptable to travelers around the destination. 0e
parking lot opening time includes a limited number of
time panes (defined as a unit time, such as 15 min-
utes). Figure 1 depicts K parking lot, W panes in
parking lot 1:
Parking lot 1 at the destination in A1 is the main re-
search object of this paper, its supply is limited; parking
lot 2 around the destination is the second best choice
when travelers cannot choose parking lot 1, which can
be regarded as a generalized parking lot that may ac-
tually consist of multiple parking lots. For the estab-
lishment of parking lot 2, on the one hand, it reflects the
satisfiability of parking needs; that is, travelers can
generally complete parking by choosing a parking lot
that is far away; on the other hand, when there is no
vacant parking space in parking lot 1, travelers will go
to and from two parking lots, which reflects travelers’
search process.
A2. Parking management mode. 0is paper sets three
parking lot management modes: “arrival priority,”
“reservation priority,” and “service order optimization”
modes. Where the “arrival priority” mode corresponds
to general charging, the “reservation priority” and
“service order optimization” modes correspond to the
scheduled allocation of parking permits.
0e “arrival priority” mode represents the current
charging management mode adopted by the city, and
this paper sets it as the control group 1. 0e “reser-
vation priority” mode is set as the control group 2 in
this paper, and neither of the two control groups is set
with specific optimization goals. 0e “service order
optimization” mode is the experimental group of this
paper, and the manager’s goal is to minimize the total
cost of travelers.

1

2

3

4

…

K …

1 2 3 4 … W

… …

…

Figure 1: Schematic diagram of the available period of lot 1.
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A3. Travelers and itinerary. 0ere are differences in
parking demand, which are represented by two vari-
ables, different arrival time and parking duration.
Travelers prefer the nearest parking lot 1. Without
guidance information, travelers will search for parking
spaces in parking lot 1 one by one. If parking cannot be
completed, they will go back and forth to parking lot 2,
as shown in Figure 2. With the presence of guidance
information (parking permit), the traveler decides
whether to go to the parking lot 1 according to whether
the parking space in the parking lot 1 is successfully
reserved.
Travelers have no specific experiences regarding
parking lots and other people’s travel plans. 0erefore,
without exact information guidance, travelers can only
park according to the principle of minimum perceived
cost, which is a blind behavior. It should be noted that
even if the usage of parking lot 1 is posted on the
surrounding roads in the form of variable information
boards, etc., when travelers drive from parking lot 2 (or
a location closer to the departure point) to parking lot
1, parking status of parking lot 1 may still change
(travelers who are closer to the destination than the
target traveler fills up the parking space, or some ve-
hicles leave when travels drive to the parking lot 1), so
the above guidance information still cannot be defined
as “exact information.”

A4. Parking cost. According to the traveler’s itinerary,
two types of costs are set. One is the travel cost, in-
cluding the cost of vehicle driving before reaching the
parking lot and the cost of walking to the destination
after parking. 0e other is the search cost, which ap-
pears in the process of searching for a parking space in
the parking lot.
All travelers experience the driving process from the
departure point to the parking lot 2. For simplicity, the
overlapping cost in this part is ignored. 0ere are three
typesof travel costs basedonwhether the travelerdirectly
parks in parking lot 1 or 2 and goes to and from parking
lot 1 and 2. Parking lot 2 is a generalized parking lot,
which may include multiple parking lots and multiple
parking entrances. Travelers can easily find parking
spaces. 0erefore, it is assumed that the parking search
cost only exists in parking lot 1. In addition, parking fees
are internal costs (transferred from travelers to man-
agers), so this paper will not consider them separately.

0e symbols and parameters are defined in Table 1.

3. Parking Cost in “Arrival Priority” and
“Reservation Priority” Modes

According to A3 and A4, the travel cost Ct
j(i) of the traveler i

in the mode j is as follows:

Lot 2 L 1 2 … … M L Lot 2Lot 1

Direction Destination

Figure 2: 0e parking process of travelers in mode n.

Table 1: Nomenclature.

Notation Interpretation
W Number of time panes opened in the parking lot every day
xM Distance between parking lot 1 and parking lot 2
ti Expected arrival time (pane) of traveler i

li Parking duration (panes) of traveler i

zi Parking reservation time of traveler i

Nd(h, i) Arrival number at parking lot 1 between the arrival time interval of traveler h and i

n(i) Occupied spaces number in parking lot 1 when traveler i arrives
u(i) Reserved panes number in parking lot 1 when traveler i reserves

j
Modes, including “arrival priority,” “reservation priority,” and “service order optimization” and modes, including “arrival

priority”-n, “reservation priority”-r, and “service order optimization”-r∗
K 0e total number of parking spaces in the parking lot 1 (k � 1, 2, ..., K indicates the number of parking spaces)
probk

j(i) In mode j, the probability of a traveler i parking at the position k of parking lot 1
probj(i) In mode j, the probability that any pane of parking lot 1 is occupied after the traveler i completes the parking reservation
χ(i) 0-1 variable, in mode r, whether the traveler i successfully finds parking space in the parking lot 1
χk,w(i) 0-1 variable, in mode r∗, whether the traveler i gets the parking position k at pane w in the parking lot 1
α 0e value of time
λ Unit search time without information guidance
ε 0< ε< 1, the search time reduction factor under information guidance
vc Car velocity
vw Walking velocity
Ct

j(i) In mode j, the travel cost of traveler i

Cs
j(i) In mode j, the search cost of traveler i

TCj 0e total system cost of the mode j
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C
t
j(i) �

αxM

vc

i ∈ lot1, j ∈ n, r, r
∗

􏼈 􏼉,

αxM

vw

i ∈ lot2, j ∈ r, r
∗

􏼈 􏼉,

αxM

1
vw

+
2
vc

􏼠 􏼡 i ∈ lot1 − lot2, j � n,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where the mode n corresponds to situation one and situation
three; that is, the traveler completes the parking in the
parking lot 1 or turns back to the parking lot 2 after arriving
at the parking lot 1. 0e permit modes r and r∗ correspond
to the first two situations; that is, the traveler successfully or
unsuccessfully reserves the permit for parking lot 1.

Similarly, the traveler i’s search cost Cs
j(i) in the mode j

is as follows:

C
s
j(i) �

αkλ i ∈ lot1, j � n,

αKλ i ∈ lot1 − lot2, j � n,

αεkλ i ∈ lot1, j ∈ r, r
∗

􏼈 􏼉,

0 i ∈ lot2, j ∈ r, r
∗

􏼈 􏼉.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

Without information guidance, when traveler i searches
until the k th parking space in parking lot 1 (1≤ k≤K), the
time it takes is kλ; if the traveler returns from parking lot 1 to
parking lot 2, then he will search the entire parking lot 1, and
the search time is Kλ. When parking space information is
acquired, the search time is reduced by ε times.

From equations (1) and (2), the total traveler cost in the
mode j is as follows:

TCj � 􏽘
N

C
t
j(i) + C

s
j(i)􏽨 􏽩. (3)

3.1. Parking Cost in “Arrival Priority” Mode. In mode n,
travelers arrive at the parking lot in the order of travel plans.
According to the definition, n(i) is the number of parking
spaces occupied when traveler i arrives at parking lot 1
(including those who have not parked but arrive before the
traveler i), and Nd(i − 1, i) is the number of vehicles leaving
the parking lot within the arrival time interval of two ad-
jacent travelers. When n(i)<K, travelers can complete
parking in parking lot 1. n(i) can be expressed as follows:

n(i) �
min K, n(i − 1) + 1{ } − Nd(i − 1, i) i> 1,

0 i � 1.
􏼨 (4)

Equation (4) has two meanings. One is that when the
earliest traveler arrives at the parking lot, the number of
parking spaces used in the parking lot is 0; the other is that
when the i th traveler arrives at the parking lot 1, the number
of parking spaces used is the number of parking spaces used
by the i − 1 traveler minus the number of vehicles leaving the
parking lot within the arrival time interval of the i − 1 and i

th traveler. Where the maximum number of parking spaces
used does not exceed K, the number of leaving vehicles does

not exceed the number of vehicles already in the parking lot,
Nd(i − 1, i)≤ n(i − 1).

In case of large utilization rate and turnover rate of
parking space in the parking lot 1, the parking spaces that
have been used can be regarded as randomly distributed in
the parking lot. Assume that used parking spaces have equal
probability distribution in the parking lot, then for traveler i,
the probability that any parking space is used can be
expressed as follows:

probn(i) �
n(i)

K
. (5)

When we search in order, the probabilities prob1n(i) and
probk

n(i) of parking at the 1st position and the k th parking
space are, respectively, as follows:

prob1n(i) � 1 − probn(i) �
1 − n(i)

K
, (6)

probk
n(i) �

1 − n(i)

K
􏼢 􏼣

n(i)

K
􏼢 􏼣

k− 1

. (7)

When the number of parking spaces used is n(i)

(n(i)<K), the traveler candefinitely findaparking space from
the first to n(i) + 1 parking space (the worst case is that the
previous n(i) parking space is occupied). 0e expected value
E[Cs

n(i)] of search cost Cs
n(i) can be expressed as follows:

E C
s
n(i)􏼂 􏼃 � 􏽘

n(i)

k�1
kλ · probk

n(i)n(i)<K, Kλn(i) � K.
⎧⎨

⎩ (8)

When K value is large, equation (8) is approximately
equal to

E C
s
n(i)􏼂 􏼃 �

Kλ
K − n(i)

n(i)<K

Kλ n(i) � K

.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(9)

According to equation (1), the travel cost Ct
n(i) of

traveler i in the mode n is as follows:

C
t
n(i) �

αxM

vc

i ∈ lot 1,

αxM

1
vw

+
2
vc

􏼠 􏼡 i ∈ lot 1 − lot 2.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

According to equations (9) and (10), the expected
parking cost of travelers in the mode n is as follows:

E Cn(i)􏼂 􏼃 �

Kλ
K − n(i)

+
αxM

vc

, i ∈ lot 1,

Kλ + αxM

1
vw

+
2
vc

􏼠 􏼡, i ∈ lot 1 − lot 2.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(11)

With the increase in parking demand, the utilization rate
of parking space in the parking lot 1 will gradually increase.
0e parking cost curve can be plotted as shown in Figure 3.
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Figure 3 shows that with the increasing utilization rate of
parking space in the parking lot 1, the search cost and
parking cost of travelers also gradually increase; when the
parking lot is close to full use state, the search cost and
parking cost increase significantly. When parking lot 1 has
no vacant parking space available, travelers return to parking
lot 2, and the travel cost jumps, leading to a jump in parking
costs.

Since the parking demand is irregular, the system cannot
reach an equilibrium state, and the leap-like changes in
parking cost reflect the phenomenon in which vehicles
cruise between parking lots in reality.

0e total system cost is the sum of the parking costs of all
travelers, namely,

TCn � 􏽘
N

E Cn(i)􏼂 􏼃. (12)

0e expected parking cost of traveler i depends on the
value n(i), so the equation (12) can be expressed as follows:

TCn � 􏽘
N

freq[n(i)] · Cn(i), (13)

where freq[n(i)] represents the frequency of n(i) occurrence
and satisfies 􏽐Nfreq[n(i)] � N.

0e parking space is used multiple times in a day. When
the parking lot 1 is in a state of high utilization for a long
time (e.g., the parking space utilization rate is between 0.9
and 1.0) and it is at a high turnover speed, the total parking
cost in “arrival priority” mode will always be high. 0is
situation corresponds to the fact that the parking lot has a
large number of cruising vehicles inside and around it due to
the prominent contradiction between supply and demand.

3.2.ParkingCost in “ReservationPriority”Mode. To deal with
the problem of increased parking costs caused by high
parking rates and high turnover rates, methods of increasing
charges and reducing parking rates are proposed. For ex-
ample, the SFpark project maintains the parking lot vacancy
rate at about 15%. 0is method is equivalent to striving for
lower system costs at the cost of partial parking resources.

0e parking permit mode can well solve this problem. In
the permit reservation mode r, the manager allocates
parking permits containing time and location information

according to demand, thereby solving the problem of
parking uncertainty. If travelers successfully reserve a
parking space in the parking lot 1, they will know exactly
where the parking space is, so they can drive directly to the
target parking space, without having to search the parking
lot at a slower speed one by one; if they fail to reserve parking
lot 1, they will go directly to the parking lot 2, without need
to go to and from parking lot 1 and parking lot 2.

In mode r, the order of parking service demand is the
predetermined order zi. According to the travel plan,
travelers make reservations in parking lot 1 in the order from
1st to Kth parking space. If there is no vacant parking space,
then choose parking lot 2.

According to assumption A1, K parking spaces in
parking lot 1 have a total of KW time-space units available
for reservation at time period W. When traveler i makes
reservations for parking lot 1, if u(i) time-space unit is
occupied, u(i) can be expressed as follows:

u(i) � 􏽘

q|zq<zi{ }

χ(q)l
q
, i, q ∈ N,

(14)

where χq indicates whether the q th vehicle has completed
the reservation in the parking lot 1, and q|zq < zi􏼈 􏼉 indicates
the collection of travelers who reserve parking lot earlier
than i.

Assume that the parking demand is equally probabilistic
within the range of time and space, the probability that each
time and space unit of the parking lot is used can be
expressed as follows:

probr(i) �
u(i)

KW
. (15)

For traveler i, he can park only when a parking space is
vacant in consecutive li periods of time. Based on this, the
probability prob1r(i) and probk

r(i) that he finds parking at the
first position and the k th position can be calculated, re-
spectively, as follows:

prob1r(i) � 􏽙
li−1

w�0
1 −

W · probr(i)

W − w
􏼢 􏼣,

probk
r(i) � prob1r(i) · 1 − prob1r(i)􏽨 􏽩

k− 1
.

(16)

0en, the probability that the traveler i can complete the
parking and the expected search cost are as follows:

􏽘
K

probk
r(i) � 1 − 1 − prob1r(i)􏽨 􏽩

K
, (17)

E C
s
r(i)􏼂 􏼃 � 􏽘

K

k�1
εkλ · prob1r(i) · 1 − prob1r(i)􏽨 􏽩

k− 1
. (18)

When the K value is large, the equation (18) approxi-
mately equals to

E C
s
r(i)􏼂 􏼃 �

ελ
prob1r(i)

, (19)

Kλ +αxM (
1

vw

2
vc

+ )

Kλ +
αxM

vc

λ +
αxM

vc

Pa
rk
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g 

co
st

Utilization rate in Lot 1
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Figure 3: Parking cost of parking lot 1 in varying utilization rate.
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According to equation (1), the travel cost Ct
r(i) of

traveler i in the mode r can be expressed as follows:

C
t
r(i) �

αxM

vc

i ∈ lot 1,

αxM

vw

i ∈ lot 2.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(20)

According to equations (19) and (20), the expected value
of parking cost in the mode r can be expressed as follows:

E Cr(i)(􏼂 􏼃 � 􏽘
K

probk
r(i)⎡⎣ ⎤⎦ · E C

s
r(i)􏼂 􏼃 +

αxM

vc

􏼨 􏼩

+ 1 − 􏽘
K

probk
r(i)⎡⎣ ⎤⎦ ·

αxM

vw

.

(21)

0e first term in equation (21) represents the traveler’s
expected parking cost in parking lot 1, and the second term
represents the traveler’s parking cost in parking lot 2.

0e total cost of the mode r system is the sum of the
parking costs of all travelers

TCr � 􏽘
N

E Cr(i)(􏼂 􏼃. (22)

3.3. Comparison between “Arrival Priority” and “Reservation
Priority”Modes. Sections 3.1 and 3.2 analyze the parking lot
utilization rate under the two parking service modes of
“arrival priority” and “reservation priority,” the probability
that travelers can complete parking in parking lot 1, and the
cost of parking for travelers. 0is section compares the
performance of the two modes around the above factors.

3.3.1. Parking Service Rate of Parking Lot 1. According to
equations (5) and (15), the probability that a single time pane
of a parking space in parking lot 1 is vacant determines the
expected value of the probability that a traveler stops there.
Equations (5) and (15) are based on equations (4) and (14),
respectively. In the mode n and mode r, the order of parking
service demand is different, and the characteristics of the
needs of the traveler group are different, so it is hard to
compare parking probability of a specific traveler. Without
loss of generality, suppose that the two modes have served i

demand, and the demand is evenly distributed in the time
dimension. 0e service capacity of the two modes can be
judged by the probability of being served when the i + 1
demand arrives.

If the previous i demand occupies a total of 􏽐il
q (q ∈ i)

panes in parking lot 1, then the average probability probj(i)

(probn(i) � probr(i)) that each pane is occupied is as follows:

probj(i) �
􏽐il

q

KW
. (23)

For the mode n, the probability that the i + 1 th traveler
can complete parking in the first parking space of parking lot
1 is as follows:

prob1n(i + 1) � 1 − probn(i). (24)

Based on this, the probability of completing parking in
parking lot 1 can be calculated as follows:

􏽘
K

probk
n(i + 1) � 1 − probn(i)􏼂 􏼃

K
. (25)

For the mode r, the traveler’s reservation is affected by
two factors: whether the current parking space is vacant and
whether there is no reservation during the future parking
time. 0en, the probability that the traveler completes the
reservation in the first parking space of parking lot 1 is as
follows:

prob1r(i + 1) � 􏽙
li−1

w�0
1 −

W · probr(i)

W − w
􏼢 􏼣. (26)

Based on this, the probability of completing the parking
reservation in parking lot 1 can be calculated as follows:

􏽘
K

probk
r(i + 1) � 1 − 1 − 􏽙

li− 1

w�0
1 −

W · probr(i)

W − w
􏼢 􏼣

⎧⎨

⎩

⎫⎬

⎭

K

.

(27)

Observe the right side of equations (25) and (27). From
probn(i) � probr(i), it can be easily proved that

􏽙

li−1

w�0
1 −

W · probr(i)

W − w
􏼢 􏼣≤ 1 − probn(i). (28)

When li � 1, that is, when the parking duration of all
travelers is 1, the equal sign of equation (27) holds.When the
probability that each pane of parking lot 1 is occupied is
probr(i)⟶ 0, the difference between the left and right
sides of the Eq. is small, and vice versa.

0e above conclusions are easy to understand. 0e
parking space of parking lot 1 in mode n is only affected by
whether they are vacant at the current time; in the mode r,
travelers who actually depart late may also reserve parking
permits early. 0erefore, travelers need make sure that a
certain parking space is available in time period [ti, ti + li −

1] to make successful reservation. When the parking lot is
used to a certain extent, the probability of continuous va-
cancy is lower compared to the previous case.

Let us take a simple example to illustrate the problem.
Suppose the number of parking spaces in parking lot 1 is
K � 2, the opening hours W � 5, the number of travelers
N � 4, and the travel plan ti � i and li � 2.

As shown in Figure 4, if travelers arrive in chronological
order, the number of demand that the parking lot can serve
is 4. According to the reservation mode, there is a certain
possibility (such as sequence 1243, 1423, 1432, 4123, 4132,
and 4312) that only 3 service needs can be met.

3.3.2. Parking Cost. 0e cost of parking for travelers in-
cludes search cost and travel cost. 0e search cost of the two
modes can be calculated by equations (8) and (18),
respectively.
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It is easy to prove that when some travelers choose
parking lot 2, the search cost of this part of travelers in the
mode r is 0, and the search cost in the mode n is Kλ, so the
mode r is more efficient.

When all travelers can be served by parking lot 1, the
expected search cost of the i th traveler in the twomodes is as
follows:

E C
s
j(i)􏽨 􏽩 �

􏽘

K

k�1
kλ · prob1j(i) · 1 − prob1j(i)􏽨 􏽩

k− 1
j � n,

􏽘

K

k�1
εkλ · prob1j(i) · 1 − prob1j(i)􏽨 􏽩

k− 1
j � r.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(29)

According to equations (24) and (26), there is
prob1r(i)≤ prob1n(i). Equation (29) shows that if we ignore
that parking space information improves the search effi-
ciency of travelers in the mode r (i.e., ε< 1), mode r has
lower efficiency than mode n.

Considering the two situations comprehensively, it can
be inferred that when the utilization rate and turnover rate of
parking lot 1 are low (most travelers can complete parking in
lot 1), the mode n may bemore effective; when the utilization
rate and turnover rate of parking lot 1 are high (some
travelers need to complete parking in lot 2), the efficiency of
mode r is higher.

In the same way, for the travel cost, the expected travel
cost of the i th traveler in the two modes is as follows:

E C
t
j(i)􏽨 􏽩 �

Ρ ·
αxM

vc

+[1 − Ρ] ·
2αxM

vc

+
αxM

vw

􏼠 􏼡 j � n,

Ρ ·
αxM

vc

+[1 − Ρ] ·
αxM

vw

j � r,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(30)

where P � 􏽐Kprob
k
j(i).

According to equations (25) and (27), in equation (30),
􏽐Kprob

k
r(i)≤􏽐Kprob

k
n(i), it means that the traveler has

higher probability of parking in parking lot 1 in the mode n,
but if he parks in parking lot 2, the travel cost will be higher
compared to mode r. Based on this, it can be inferred that
when parking space in parking lot 1 can meet all needs, the
two modes have the same travel cost; as the demand further
increases, it is possible that all travelers park in parking lot 1
in the charging mode, but in the parking permit mode, some
travelers need to choose parking lot 2, and the charging

mode is more efficient at this time. When there is large
demand and both modes have many travelers who choose
parking lot 2, the parking permit mode is more efficient.

In summary, when the parking lot faces a large supply
and demand contradiction, the “reservation priority”-based
parking permit mode is more efficient, and when the parking
lot supply is relatively sufficient, the “arrival priority”-based
parking charging mode is more efficient. 0is is because
during the parking permit reservation process, travelers still
need to ensure that the parking spaces remain vacant for a
period of time. 0is factor affects the service capacity of the
parking lot.

4. Optimal Allocation of Parking Space Permits

0e parking demand of travelers is aggregated to the total
demand of the parking lot. In the case that the total demand
for parking is determined, the management’s different
service orders (such as in the order of arrival or in the order
of reservation) will result in completely different parking lot
use forms and parking costs. 0rough the previous analysis,
it can be seen that the service order will greatly affect the
system efficiency. If the service order of parking permits can
be optimized, the advantages of the two modes can be taken
into account. In view of this, this section studies the parking
permit allocation mode to improve the service order. In this
mode, the manager first collects parking demand in a
predetermined form and decides the allocation way of
parking permits according to the optimal goal of the system.

4.1. Optimal Allocation Model for Parking Permits. In the
parking permit mode r∗ that optimizes the order of services,
managers need to formulate strategies based on the needs of
travelers and the supply of parking lots. Parking permit
allocation strategy χk,w(i) meets

􏽘
N

χk,w(i)≤ 1, k ∈ K; w ∈W, (31)

􏽘
K

􏽘
W

χk,w(i)≤ 1, k ∈ K; w ∈W, (32)

χk,w(i) · W − w − l
i

􏼐 􏼑≥ 0, k ∈ K; w ∈W, (33)

χk,w(i) · 􏽘
li

δ�1
χk,w+δ(q) � 0, i≠ q; k ∈ K; w ∈W. (34)

Equation (31) indicates that any parking space is allo-
cated at most once in a period of time, equation (32) in-
dicates that any travel demand is allocated with at most one
parking permit, and equation (33) indicates that the trav-
eler’s parking time needs to be in the opening hours of the
parking lot. Equation (34) means that during the traveler’s
parking period, the parking space cannot be allocated to
other travelers.

0e conservation condition for the allocation of parking
permits is as follows:

1

2

1 2 3 4 5

Demand 1 Demand 3

Demand 2 Demand 4

Figure 4: 0e impact of service order on the use of lot 1.
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χ(i) � 􏽘
K

k�1
􏽘

W

w�1
χk,w(i). (35)

For all i ∈ N, k ∈ K, and w ∈W, the costs of travelers in
the mode r∗ can be expressed as follows:

C
s
r∗(i) � ελ 􏽘

K

k�1
􏽘

W

w�1
k · χk,w(i), (36)

C
t
r∗(i) �

αxM

vc

· χ(i) +
αxM

vw

· [1 − χ(i)]. (37)

Equation (36) indicates that if the traveler parks in the
parking lot 1, the search cost depends on the location of the
parking space; otherwise, no search cost will be incurred.
Equation (37) indicates that the travel cost of a traveler who
parks in parking lot 1 is the travel cost over the distance xM.
Otherwise, it is the walking cost.

0e total cost of parking for travelers can be the sum of
search and travel costs:

TCr∗ � 􏽘
N

i�1
Cr∗(i). (38)

0e goal of the system is to minimize the total parking
cost TCr∗ . Since whether the traveler allocates a permit for
parking lot 1 is determined by χk,w(i), according to equation
(38), the objective function of the system is as follows:

minTCr∗ � 􏽘
N

i�1
Cr∗ χ−1

k,w(i)􏽨 􏽩. (39)

0e constraint conditions are shown in equation
(31)–(34).

4.2. Optimization Allocation Algorithm Based on “Genetic-
Ant Colony”. According to the conclusion of Section 3, the
higher the utilization rate of the parking lot, the more
difficult it is to meet the parking demand of current travelers,
and the greater the possibility that χk,w(i) is 0. 0at is,
whether the parking demand is met is affected by the order.
0e compactness of the manager’s service toward demand
determines the utilization rate of parking lot 1, as well as the
total cost of parking.0e problem described in equation (39)
can be transformed into solving the problem of a set of
optimal service order SEQ∗.

0e sorting combination of N travel demand is limited,
so there is a minimum system cost. 0e optimization of the
service order is similar to the traveling salesman problem
(TSP). Considering that ant colony algorithm and genetic
algorithm have better performance in local and global
search, respectively, this paper uses the algorithm com-
bining ant colony and genetics to find the optimal allocation
order.

In the ant colony algorithm, we suppose that the service
order corresponds to the path of ant colony, a single demand
corresponds to a node on the path, and the total cost of
parking based on different sorting of demands is the path
cost of the ant colony. 0e ants of the current generation

generate a set of path information after traversal to obtain
the optimal path set of the current generation and update the
pheromone concentration of the node transfer based on this.
0e genetic algorithm is nested in the ant colony algorithm,
thus preventing the ant colony algorithm from falling into
the local optimum.0e path information corresponds to the
gene sequence, and the nodes on the path correspond to
single genes. Each time the ant colony algorithm forms a set
of path information, the path information is mutated and
optimized, and the optimal path is retained. 0e algorithm
flow can be expressed as follows:

Step 1 is initialization. Set the number and initial
position of the ant colony, pheromone and related
update parameters, genetic variation parameters, the
maximum number of iterations, etc.
Step 2: generate ant colony traversal path (demand
distribution order). 0e ant determines the initial
position and transfer direction according to the
pheromone, and continuously searches for the un-
reached position to traverse all the demands.
Step 3: determine both parents of the ant colony
(calculate the cost of the distribution plan). According
to the cost of each ant (allocation plan), determine the
current optimal plan as parent I, and all plans in this
generation as parent II.
Step 4: ant colony cross-mutation and optimization
(find the optimal allocation plan). 0e genes of both
parents cross and mutate. Part of the gene sequence of
parent I ants is extracted and combined with each ant
gene of parent II, and the offspring ant colony
equivalent to the parent II in number is generated by
mutation. 0e ant colonies of the parent-child gener-
ations are optimized to update the pheromone.
Step 5: repeat steps 1 to 4 until the maximum number of
iterations is reached.

0e search behavior of ants is based on pheromone, and
the pheromone update Eq. adopts the ant cycle model.
Suppose the number of ants is M, and denote the phero-
mone matrix with τ(N × N). τ(i, q) represents the phero-
mone concentration for arranging the travel demand q after
the travel demand i is arranged, then

τ(i, q)
t+1

� (1 − ρ)τ(i, q)
t

+ Δτ(i, q), i≠ q, (40)

Δτ(i, q) � 􏽘
K

Δτ(i, q)
k
, (41)

Δτ(i, q)
k

�
Q

l(m)
. (42)

In equations (40)–(42), t is the number of stages, ρ is the
evaporation rate of pheromone, Q is the fixed parameter of
pheromone update, and l(m) is the total cost of each parking
demand after the m th ant traverses.

0e choice of the m th ant’s search behavior at each step
is determined by the transition probability pk

ij.
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p
m
iq �

[τ(i, q)]
c

􏽐
S

[τ(i, s)]
c
, S ⊂ allowedm, 0else.

⎧⎪⎨

⎪⎩
(43)

In equation (43), allowedm is the set of locations cur-
rently searchable by the ant m, and c is the parameter. Since
the distance between adjacent points is the same, the in-
fluence of ant visibility in the traditional model is ignored.

After the ant colony completes the node traversal, it
reproduces and optimizes once. Suppose the optimal so-
lution Gt until the stage t is the parent side; the solution Ft

M

(M in number) searched by the ant colony in stage t is the
other parent. 0e genes of both parents can be expressed as
follows:

Parent I:

G
t

� g
t
1, g

t
2, . . . g

t
i , . . . , g

t
N􏽮 􏽯, i ∈ N. (44)

Parent II:

F
t
M �

f
t
11 f

t
12 . . . f

t
1i . . . f

t
1N

f
t
21 f

t
22 . . . f

t
2i . . . f

t
2N

. . . · · · . . . · · · . . . . . .

f
t
m1 f

t
m2 . . . f

t
mi . . . f

t
1N

. . . . . . . . . . . . . . . . . .

f
t
M1 f

t
M2 . . . f

t
Mi . . . f

t
MN

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, m ∈M; i ∈N. (45)

Both parental generations produce M offspring Ot
M

through the following cross-mutation process.0e crossover
part is randomly generated from the parental generation Gt.
M arrays [X, Y] are randomly generated as the starting point
and ending point of the crossover, which are expressed as
follows:

X � x(1), x(2), . . . , x(M){ },

Y � y(1), y(2), . . . , y(M)􏼈 􏼉,

∀x(m)≤N, ∀y(m)≤N,

∀x(m)≤y(m), m ∈M.

(46)

0e gene sequence in the parental generation Gt of the m

cross-selection in stage t can be expressed as

gt
x(m), gt

x(m)+1, . . . , gt
y(m)􏼚 􏼛.

0e gene sequence selected by the parent Gt is combined
with the parent Ft

M. Find and delete the same elements as
sequence Gt

m � gt
x(m), gt

x(m)+1, . . . , gt
y(m)􏼚 􏼛 in the sequence

Ft
m � ft

m1, ft
m2, . . . , ft

mN􏼈 􏼉, and the relative positions of the
remaining elements remain unchanged. Insert the sequence
Gt

m into the x(m) position of the original Ft
m to form the

original offspring. Figure 5 shows the gene sequences of both
parents.

Assume that the gene sequence of the parental gener-
ationG contains only two adjacent elements gt

x(m) and gt
y(m),

which are, respectively, equal to the element ft
m2 and ft

mN−2
in the parental generation F. After crossover, the gene se-
quence composition of the offspring O is shown in Figure 6.

0e genes of the offspring O are composed of genes G and F.
Where the relative positions of other elements in F do not
change, the gene sequence in G is inserted into position
x(m) to y(m).

0e offspring will mutate with a lower probability η. Let
the mutation behavior be the inversion of the access point of

the gene sequence; that is, the gene sequence Γtm � gt
y(m),􏼚

gt
y(m)−1, . . . , gt

x(m)} inserted at the x(m) position. 0e
original offspring forms the final offspring after the mutation
process. Figure 7 shows the gene sequence after mutation (if
any) in the offspring of Figure 6. Compared with the original
offspring, the order of genes at positions x(m) and y(m) is
reversed.

4.2.1. Optimization. After the genetic algorithm cross-mu-
tation in stage t, the parent F and the offspring O have a total
of 2M solutions. In order to update the pheromone effi-
ciently, the ant colony conducts internal optimization, se-
lects the first M solutions according to the pros and cons of
the solution, and updates the pheromone according to the
cost. Compare the optimal solution at this stage with that
before the stage t and select the best to generate a new parent
Gt+1.

5. Numerical Examples

To compare the effects of the three parking management
modes of “arrival priority,” “reservation priority,” and
“service order optimization,” this section designs a nu-
merical example to simulate the performance of three modes
in parking costs, parking lot utilization rate, and the number
of vehicles in parking lot 1 under different parking supply-
demand level.

0e opening time of the parking lot includes the number
of time panes W � 12. Travel demand N � 50, and traveler’s
arrival time and parking duration are shown in Table 2. 0e
number of parking spaces takes K � 1 ∼ 25 separately.
Considering the possibility of multiple people in one vehicle,
we suppose the walking cost is 90 per vehicle and the vehicle
travel cost is 10 per vehicle (α � 1/9). In the parking lot, the
search cost of a unit parking space without a parking target is
λ � 0.5, and the search cost of unit parking space with a
parking target is 0.2 (ε � 0.4).

0e parameters of the ant colony and genetic combi-
nation algorithm are set as follows: the number of ants
M � 20, the maximum number of iterations NC � 1000, the
importance of pheromone c � 3, the pheromone evapora-
tion factor ρ � 0.2, the pheromone update parameter
Q � 150, and the mutation rate of the offspring ants
η � 0.01.

In Table 2, travel demand is sorted in a reserved order,
which is applicable to modes r and r∗. In the mode n, the
arrival sequence of travelers is determined according to the
sequence of the expected arrival time, as shown in Table 3.
0e parking demand contained in Tables 2 and 3 is equal, but
the sorting order is different.
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Figure 5: 0e gene sequence of both parents in the ant colony algorithm.
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Figure 6: 0e offspring gene sequence in the ant colony algorithm.
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Figure 7: 0e offspring gene sequence containing the variant gene.

Table 2: Travelers’ parking demand under the “reservation priority” mode.

Arrival order Arrival time Duration Arrival order Arrival time Duration Arrival order Arrival time Duration
1 3 5 18 3 4 35 3 4
2 9 3 19 3 3 36 8 1
3 8 3 20 2 3 37 3 3
4 11 2 21 6 2 38 9 1
5 2 2 22 9 3 39 4 4
6 9 3 23 3 5 40 2 2
7 3 3 24 10 3 41 2 2
8 1 5 25 9 3 42 4 2
9 2 4 26 10 3 43 9 3
10 6 3 27 4 4 44 3 2
11 3 2 28 4 3 45 9 2
12 12 1 29 4 4 46 8 4
13 1 2 30 3 3 47 1 3
14 7 4 31 3 4 48 3 4
15 3 3 32 5 4 49 10 1
16 10 3 33 8 3 50 6 3
17 3 3 34 3 2

Table 3: Parking demand of travelers under the “arrival priority” mode.

Arrival order Arrival time Duration Arrival order Arrival time Duration Arrival order Arrival time Duration
1 1 5 18 3 3 35 6 3
2 1 2 19 3 5 36 7 4
3 1 3 20 3 3 37 8 3
4 2 2 21 3 4 38 8 3
5 2 4 22 3 3 39 8 1
6 2 3 23 9 1 40 8 4
7 2 2 24 9 3 41 9 3
8 2 2 25 9 2 42 9 3
9 3 2 26 3 4 43 9 3
10 3 4 27 4 4 44 9 3
11 3 2 28 4 3 45 10 3
12 3 5 29 4 4 46 10 3
13 3 3 30 4 4 47 10 3
14 3 2 31 4 2 48 10 1
15 3 3 32 5 4 49 11 2
16 3 3 33 6 3 50 12 1
17 3 4 34 6 2
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Figures 8 and 9, respectively, show the number of travel
demands under different arrival time and different parking
durations. Suppose that there are two peaks in parking
demand, in time period 3 and time period 9, respectively,
while the demand in the remaining period is small; in terms
of parking duration, parking demands with medium du-
ration are the most, and demand for longer or shorter travel
decreases in turn.

According to the previous assumptions on parking
behavior and cost, under different K values (representing
different supply-demand level), the number of vehicles
parked in the parking lot 1 and the utilization rate of the
parking lot in the three modes, namely, the number of
parked vehicles∗ parking duration/(number of parking
spaces∗ parking lot opening hours) are shown in Figures 10
and 11.

By observing Figures 10 and 11, we draw the following
conclusions:

(1) 0e order of service determines the number of
parked vehicles in the parking lot and the parking lot
utilization rate. In this example, the minimum
number of parking spaces required for all travelers to
complete parking in parking lot 1 is 23. When the
number of parking spaces is less than 23, in com-
parison with mode n and mode r, the parking lot
utilization rate and the parking number in mode n

are higher than mode r in most cases. 0is phe-
nomenon is consistent with the discussion in Section
3. 0e mode n has better parking service order than
the mode r in overall. When the number of parking
spaces exceeds 23, there is no difference between the
two modes, and 50 travelers can complete parking in
parking lot 1.

(2) Mode r∗ is superior to the mode n and mode r in the
two indicators of parking number and the utilization
rate of parking lot 1. Since the mode r∗ optimizes the
service order, more parking needs can be met under
the same number of parking spaces. When the
parking lot contains only 1 parking space, the

parking lot utilization rate in all the three modes is 1,
but the mode r∗ can meet 6 demands, while the
modes n and r can only meet 4 and 5 demands,
respectively. When the number of parking spaces is
between 1 and 23, the two indicators of the mode r∗

are also higher in varying degrees.

Figure 12 reflects the per capita parking cost under the
three modes.

According to the change trend of the graph, the parking
lot availability can be divided into 4 stages based on the
supply status, which are low (less than 4 parking spaces),
relatively low (5 to 13 parking spaces), relatively high (14–21
parking spaces), and high (more than 22 parking spaces). By
observing Figure 12, the following conclusions can be
drawn:

(1) In different parking space numbers, the per capita
cost of the parking reservation management mode
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Figure 10: Parking number in lot 1 of the three modes.

Journal of Advanced Transportation 11



(r, r∗) is lower than the per capita cost of the “arrival
priority” mode (n) to varying degrees. It reflects that
the parking reservation mode has a good effect in
lowering search cost and parking uncertainty.

(2) As the number of parking spaces increases from small
to large, more travelers can park their vehicles in
parking lot 1. 0e uncertainty of travelers moving
between twoparking lots inparking is reduced, and the
search cost has weakened impact on the total cost,
whichisreflectedinthecontinuousreductionof theper
capita cost difference in the graph between the “arrival
priority” mode and the “reservation priority” mode.

(3) As the number of parking spaces increases, the impact
of the cost affected by the order of demand on the total

cost shows a trend of “strengthening first, then
weakening.” When the number of parking spaces is
“small,” the parking lot is saturated in any order of
demand, and the difference in the order of demand
creates little effect on parking costs. For its reflection,
although the order of demand is different between
mode r∗ and mode r, the difference from per capita
cost in mode n is relatively fixed.When the number of
parking spaces changes to “relatively small,” the order
of demand gradually affects the cost (in this example,
mode n has superior parking order than the mode r,
so the difference in per capita cost between the two
tends to shrink at this stage. In practice, this situation
is much likely to occur). When the number of parking
spaces increases to “relatively high” and most needs
can be met in the parking lot, the influence of the
order of demand shows a weakening trend, and there
is savings in search cost under the parking permit
management mode. Finally, when the number of
parking spaces increases to “high,” the cost difference
between three modes returns to a relatively fixed state;
that is, the search cost of the two permit modes in the
parking lot 1 is reduced.

(4) When the number of parking spaces is “large,”
further increase in the number of parking spaces will
no longer reduce the total cost. It can be seen from
the graph that after the number of parking spaces
exceeds 23, the total cost will no longer decrease.

(5) 0ere is little difference between the mode r∗ and the
mode r when the number of parking spaces is “small”
and “high,” and the difference is obvious when the
number of parking spaces is “relatively small” and
“relatively high,” indicating that the two parking
permit modes have similar advantages in reducing
search costs, and the mode r∗ has a more obvious
advantage in reducing the travel cost generated by
the service order.
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Figure 11: Utilization rate of lot 1 of the three modes.
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Figure 12: Per capita parking cost of travelers in the three modes.
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Figures 13 and 14 reflect the usage status of the parking
lot within a day (the number of time interval is 12) under
the management modes r and r∗ when the number of
parking spaces is sufficient (the number of parking spaces is
23).

When the number of parking spaces is 23, all travelers in
mode r and mode r∗ will complete their parking in parking
lot 1.0e total travel cost of the mode r is 590.2, and the total
parking cost of the mode r∗ is 584.2, indicating that the
mode r∗ is still superior to mode r if the parking demand can
be fully guaranteed. It can be seen from the figure that the
parking space with a smaller number in Figure 14 (indicating
that the search cost in parking lot 1 is smaller) meets more
parking needs in a day than the parking space with a smaller
number in Figure 13. 0is conclusion shows that mode r∗

can achieve the goal of reducing parking costs by increasing
the utilization rate and turnover rate of convenient parking
spaces in the parking lot.

6. Conclusions and Prospects

Insufficient parking supply in central urban areas makes
travelers spend more time searching for parking spaces or
face the risk of being unable to park in the target parking lot.
0e existing research mostly considered the universal
parking permit and reservation mode. 0e former has de-
ficiencies in the internal search cost and the utilization rate
of the parking lot, while the latter has deficiencies in the
parking service number. Focusing on the above factors, this
paper analyzes parking cruising in (search cost) and between
(additional travel cost) of the parking lots, and proposes an
improved permit mode to further optimize the parking
service.

0is paper defines three parking management modes.
0e first is “arrival priority” mode, and the parking lot at the
destination provides service according to the traveler’s ar-
rival time. If the parking lot is fully occupied when the

traveler arrives at the destination, then he returns to a farther
parking lot (parking lot 2). 0e second is “reservation
priority” mode, and travelers reserve parking permits in
advance and complete parking at designated parking spaces.
If one fails to obtain parking permit through application,
they choose other parking lots. 0e third is “service order
optimization” service mode. Managers selectively allocate
parking permits by combining parking needs under the goal
of system optimization. After theoretical derivation and
analysis of calculation examples, the following conclusions
are drawn:

(1) 0e advantage of the “arrival priority” mode is that
the system service order is closer to the optimal
service order without the intervention of the
manager; the disadvantage is that the traveler
cannot access the information about other travelers’
plan and parking lot usage information, thus unable
to improve parking efficiency by adjusting his be-
havior. Travelers may take a long time to search or
fail to find a vacant parking space in the target
parking lot.

(2) 0e advantage of the “reservation priority” mode is
that travelers can identify parking spaces in advance,
search fast, and avoid round-trips between parking
lots. 0e disadvantage is that the system’s service
order is inferior, which affects the service capacity of
the parking lot. In some cases, travelers may expe-
rience a higher total cost compared to the “arrival
priority” mode.

(3) Solving the service order problem of the permit
mode is the key to further reducing the system cost.
0is problem is equivalent to the optimal allocation
of permits. 0is paper applies the combination of ant
colony and genetic algorithms with strong local and
global optimization capabilities to find a satisfactory
solution to the optimal service order, and verifies
that the parking permit mode of “service order
optimization” has better results in terms of the
number of served parking demand, parking lot
utilization rate at the destination, and per capita
parking cost of travelers.

With the development of information technology, the
permit mode can be applied to parking management more
conveniently and economically. On the one hand, it will
effectively improve the utilization efficiency of existing
parking resources because of its advantages in precisely
matching supply and demand and providing guidance in-
formation for parking lots. On the other hand, the permits
mode optimizes the service order of demands and sets
different priorities for requirements. It can be applied to the
shared management of private parking spaces (prioritizing
the parking needs of space owners), thus integrating more
types of parking supply. Future research can continue to
focus on the dynamics of parking management, evaluate
real-time parking demand based on historical data, and set
service priorities to achieve optimal matching between
parking supply and demand.
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At the end of the build-operate-transfer road concession period, an optimal model for the operation of public toll roads is created
based on user heterogeneity regarding the values of time for different road users. )e impact of user heterogeneity on operation
costs for government and private firms is subsequently analyzed on the following critical variables: user values of time, road
volume/capacity ratio, and road capacity. Concerning the values of time for different road users, the mean residual and failure
functions are established to describe three optimization hypotheses: maximization of social welfare with operation by the
government, two extreme cases with operation by a private firm, and a Pareto-optimal solution with operation by a private firm. It
is concluded that the mean residual values of the time function are a linear function of the user values of time under a Pareto-
optimal operation by the government. It is also determined that private profit is related to the demand-related operational cost of
the government and private firm under a Pareto-optimal operation by a private firm. )ese conclusions suggest relevant
recommendations for the government on policymaking for the operation of public toll roads.

1. Introduction

Many roads, especially highways, have been built according
to the build-operate-transfer (BOT) model in the past forty
years since it was established and applied in Turkey. Roads
built based on the BOTmodel can be operated by a private
firm for a specific time, usually lasting 30–50 years,
depending on the contract. In some cases, the BOT con-
cession period can be as long as 99 years, such as Highway
407 in Toronto, Canada [1].

At present, an increasing number of BOTroads are being
transferred to the government with the expiration of the
BOTcontracts. After this transfer, the BOTroad is normally
expected to become public, which allows the drivers to use it
for free, as described in Figure 1. )e government then takes
responsibility for operating the road using government
funds. De Palma et al. [2] assumed that the required stan-
dard could not be maintained for the service provided to

road users after the BOT concession period. However, as an
essential means of transportation between cities, it is critical
to ensure the necessary availability of the road to users after
it has been transferred to the government.

Although the operation cost (OC), including but not
limited to themaintenance cost, is not comparable to the initial
construction cost of the road, it is still considered a consid-
erable amount of government expenditure. )e solution is to
collect a toll for road use to compensate for theOC.)is type of
road is called a public toll road (PTR) [3], as shown in Figure 2.
)ese roads are being charged for transportation use in China
[4]. )e Chinese government can whether operate the PTR
road on its own by collecting certain amount of toll from the
users or entrust a private firm with the same responsibility,
which differs from the case of the BOT model.

Sufficient studies have focused on the construction and
operation of BOT roads with heterogeneous users [1, 5–11];
however, few researchers have focused on the operation of PTR
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with heterogeneous users. To the best of our knowledge, the
function of OC during PTR has not been sufficiently studied.

In contrast to existing research, we explicitly examine
the influence of heterogeneous users on the OC of PTR
after the expiration of the BOT concession period by
considering the benefits for government and private firms.
Two options are available if the government continues to
charge a toll for the road during the PTR period. )e
government can either operate the road independently or
choose a private firm to operate it. )us, the government
must make decisions. In our model, by considering the
OC in the objective function and introducing an addi-
tional constraint on OC, we are in a position to determine
not only the effect of the value of time (VOT) on the OC of
PTR but also the length of the PTR period as well as the
level of toll to be charged from the users.

To analyze the impact of PTR on OC, we introduce a mean
residual VOT function and a failure rate to characterize user
heterogeneity. In addition, we examine the properties of OC
with three basic variables: the length of the PTR period, the road
capacity, and the price of the toll to maximize the social welfare
of PTR with government operation. We further investigate two
extreme cases of PTR with private firm operations and achieve
the Pareto-optimality for PTR. Based on the studies mentioned
above, this paper can provide insight, defining government
policy on transportation.

)e rest of the paper is organized as follows: Section 2
reviews the literature. Section 3 introduces the relevant
definitions and assumptions. Section 4 presents the
properties of OC by analyzing the operation by the
government, two extreme cases with operation by a pri-
vate firm, and Pareto-efficient PTR. Finally, Section 5
concludes the paper.

2. Literature Review

Most existing literature on BOT road studies focuses on ca-
pacity determination, toll charges, length of the concession
period, private profit, and social welfare related to BOT roads.
)e analysis of social welfare can be traced back to Pigou [12].
Beckmann et al. [13] analyzed the social welfare of trans-
portation (system with an economic model) and created a
classic traffic (or transportation) model known as the Beck-
mann transformation, which had a significant impact on
subsequent research. Subsequently, Walters [14] and Vickrey
[15, 18] developed additional transportation models. A notable
achievement of BOT studies is the self-financing theorem,
deduced under the first-best condition on a one-way road with
homogeneous users. )e toll charge given by the self-financing
theorem, which states that the total revenue of the toll road
collected from users only covers its investment under certain
conditions, is equal to the difference between the social and
private marginal costs.

Further research was conducted on a general trans-
portation network in both congestion pricing and the re-
lationship between road investment and toll revenue [17,
18]. Niu and Zhang [19] examined the price, road capacity,
and concession period decisions of Pareto-efficient BOT
contracts under uncertain demand. Shi et al. [20] examined
the optimal choice of BOT road capacity, toll, and subsidy
underpaid minimum traffic guidance. Feng et al. [21]
conducted studies on contracts renegotiated with a loss-
averse private firm on the BOT road [21]. Based on whether
the two periods, including construction period and private
operation period, are defined together or not, Zhang et al.
[25] made an analysis on the effects of concession period
structures on contracts of BOT road.

BOT concession period Public road period

The end of the road lifeThe start of BOT concession period The end of BOT concession period

The entire lifecycle of the road

When the BOT road is transfer from private
firm to the government, the government decides to

operate the road for free.

Figure 1: A BOT road becomes a public road.

BOT concession period PTR period

The end of BOT concession period

The end of the public toll
road life

The start of BOT concession period

The entire lifecycle of the road

When the BOT road is transferred from
private firm to the government, the

government decides to charge the road.

Figure 2: A BOT road becomes a public toll road (PTR).
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Private profit and social welfare are the two main ob-
jective functions of the traditional transportation economic
model. To consider these two objectives simultaneously,
Daganzo [26], viewing variable tolls as a hybrid between
pricing and rationing, designed a Pareto-improving model
with the distribution of losses and gains of all road users via
modifying the traditional social welfare approach. Guo and
Yang [10] conducted a preliminary study of the concession
period and examined unconstrained, profit-constrained, and
social welfare-maximizing BOT contracts via three essential
variables: road capacity, toll charge, and concession period
with homogeneous users. Tan et al. [24] generalized the
Pareto-optimal results from Guo and Yang [10]. )ey fur-
ther examined the Pareto-optimal contract of the BOT by
maximizing private profit and social welfare simultaneously
with the assumption that both government and private firms
are fully informed of the travel demand and toll charge.)ey
also examined the impact of several regulatory regimes on
the behavior of private firms. In reality, the road user value
over time is heterogeneous.

)erefore, user heterogeneity exists in road pricing.
Mohring [25] generalized self-financing theorems for
both homogeneous and heterogeneous users of their
unique value of time. Using the basic bottleneck model,
Arnott and de Palma [5] examined the effect of congestion
tolls on social welfare using the inelastic demand of
heterogeneous users. Two cases were conducted: one
when the toll revenue is refunded to all road users as an
equal lump-sum payment. Mayet and Hansen [6] analyzed
second-best congestion pricing based on the continuously
distributed VOTof road users. )ey designed different toll
charge cases depending on what social welfare is measured
and whether toll revenue is part of the benefit. Yang et al.
[7] investigated how heterogeneous users affect the social
welfare and profit generated from a toll road in a general
transportation network. Verhoef and Small [8] explored
the properties of various public and private toll charges in
a congested road network with heterogeneous users under
elastic demand. )ey found that the toll of revenue
maximization is more inefficient than the pricing of
welfare maximization. User heterogeneity can mitigate
these differences. )e model of public-private partnership
built the road to gain broad support for road pricing.
Rouhani et al. [26] introduced a new approach that
stimulates public support for road pricing, followed by an
in-depth analysis of social welfare for road pricing. Wang
and Wang et al. [27] developed a Stackelberg game model
to optimize the governments subsidies’ effectiveness for
the public-private partnerships performance mode.

To examine the effects of new roads, Xiao and Yang [9]
analyzed the likely bias in a monopoly environment away
from the social optimum under the more realistic as-
sumption that each trip maker has a unique value of time.
Using cumulative distribution, they also investigated the
road capacity, toll set, and efficiency loss by a monopolist
under different regulatory mechanisms. With the fixed
demand of heterogeneous users, Guo and Yang [10] built a
biobjective optimization model based on travel time and
travel cost. Using the failure rate andmean residual function,

Tan and Yang [1] examined the impact of heterogeneous
users on toll road franchising by analyzing the properties of
Pareto-optimal BOT contracts and regulation mechanisms.
)ey used a new solution with VOT and volume/capacity
ratio substituting demand and capacity to gain further in-
sight. Under the condition of a continuous distribution of
the value of time (VOT), Nie and Liu [11] examined the
impact of VOT on a pricing-refunding scheme that is both
Pareto-improving and self-financing in a static congestion
pricing model with two modes.

3. The Model

In this section, we first introduce relevant definitions for
further analysis. In the following sections, we define the
decision variables of the government and private firms by
subscripts g and s, respectively. If the variable does not have
subscripts g and s in the paper, it will be given subscripts g

and s when used in the analysis.
It is assumed that there are two roads between origin A

and destination B in the general network. One is the toll-
free road, and the other is the PTR connecting two nodes
(A and B) directly. PTR is the BOTroad transferred from a
private firm to the government. )e PTR is assumed to
hold the original BOT traffic property, which can shorten
the travel time. Owing to its large OC, the government
tends to charge for use of the PTR. Based on these two
options, the government operates the road independently
or determines a private firm to operate it. Section 1 defines
the road life after the BOT concession period as the PTR
period. Tan and Yang [1] proved that private firms intend
to operate the BOT road for their entire road life. )e
results of this study are also applicable to our paper;
namely, by obtaining the PTR franchising for the OC
concession period, the private firm is willing to operate
the PTR during the entire PTR period; thus, the OC
concession period equals the PTR period. Meanwhile, if
the government decides to operate the PTR indepen-
dently, it will also operate it during the entire PTR period.
)e relationship between OC concession and PTR periods
is shown in Figure 3. Based on the above analysis, the
variable T does not need to be analyzed in our study.

For the toll-free road, it is assumed that there is no
congestion, the travel time te is fixed, and the existing ca-
pacity is y1. )e travel time of PTR follows a continuously
differentiable function t(q, y) where y>y1 and q≥ 0 are the
capacity and travel demand (traffic flow) of the PTR, re-
spectively. Without loss of generality, the function t(q, y) is
of the following properties zt/zq > 0,z2t/z2q> 0 for any
y>y1 and zt/zy < 0 for any q≥ 0. It is also assumed that
te > t0, where t0 is the travel time for the toll-free road with
free flow and the travel time of PTR t(q, y) is shorter than te

all the time so that the PTR will be able to attract those
travelers whose saved VOT is either equal to or exceeds the
amount of the toll p which they pay.

Assuming the number of total users, Q, including the
PTR and the toll-free road users, is fixed, the VOT of Q
follows a continuously differentiable cumulative distri-
bution F(β), and f(β) is the corresponding probability
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density function that supports Θ � (β0, β
0) ⊂ (0, +∞). In

this study, we further examine the case of the separating
equilibrium [8].

In reality, the VOT varies with different PTR users. We
assume that the distribution of all road users’ VOT can be
expressed by a continuously decreasing function β(x). Here,
β(x) represents the VOT of the xth user. Let F(β) be the
cumulative distribution function of VOT by β(x) � F−1(1 −

x/Q) [6, 9].
βc is defined as the VOTof the marginal user using PTR.

It is assumed that users of PTR with a VOT higher than or
equal to βc decide to choose PTR for their travel, and the
other users whose VOT is less than βc decide to select the
toll-free road. Users will choose a toll-free road if the saved
VOT is less than the toll charge. Hereafter, we use β to
substitute the cutoff value βc.

Using the notation VOT and F(β), we determine the
relationship between the travel demand q of PTR and the
cutoff VOT β as follows:

q � Q · [1 − F(β)] � Q · F(β), (1)

where F(β) is the probability of road users using PTR. With
(1), demand q has a one-to-one correspondence with the
cutoff VOT β. )e users of PTR with more VOT tend to pay
the toll to save time and generate more profit. It is assumed
that the toll amount is a function of demand q and road
capacity y:

p � β · te − t(q, y)􏼂 􏼃. (2)

With (1) and (2), we can determine variables p and y by
variables β and capacity y. Hereafter, we use β and y as
independent variables substituting toll p and capacity y,
respectively. In the following section of the paper, the toll p

is assigned a subscript s when the private firm operation is
analyzed and a subscript g when the government operation
is analyzed.

To examine the case with a tractable analytical
framework, two essential concepts—the mean residual
VOT function and failure rate function—are proposed
for reliability. If q users with a cutoff VOT β choose PTR,
the probability of the following user not choosing the
road is defined as the failure rate. Mathematically,

hβ ≡
f(β)

F(β)
. (3)

If we assume that users choosing PTR have a VOT higher
than the cutoff VOT β, the mean residual VOTwill equal the
result of the average excess VOTfor the users subtracting the
cutoff VOT β; namely,

l(β) � [v|v≥ β] − β, (4)

where E[·] denotes the expectation value. It is well known
that among the distribution functions F(β), mean residual
VOTfunction l(β), or failure rate function h(β), any one can
be determined by the other two functions [28]. Bryson and
Siddiqui [29] established the relationship between the mean
residual VOT and failure rate as follows:

h(β) · l(β) � l′(β) + 1. (5)

With the mean residual VOT function and survival
probability, the toll revenue per unit time R(β, y) can be
calculated as follows:

R(β, y) � q · p � Q · F(β) · p � Q · F(β) · β · te − t(q, y)􏼂 􏼃.

(6)

In the second paragraph of this section, we point out that
the PTR period T is not considered in this study. )us, the
total social surplus S(β, y) is generated by the saved time, the
value of which is measured in monetary terms. Hence, based
on (4),

S(β, y) � Q · F(β) · te − t(q, y)􏼂 􏼃 · E
v

v
≥ β􏼒 􏼓 − R(β, y)

� Q · F(β) · te − t(q, y)􏼂 􏼃 · [l(β) + β] − R(β, y).

(7)

In line with Shi et al. [30], we assume that the OC cost is
composed of two parts: demand-related OC and capacity-
related OC. Demand-related OC is related to road traffic
demand, and capacity-related OC is related to road capacity.
Let msq, mgq, I(y) be the perfect information for private
firms and the government. ms, mg are the demand-related
OC of private firms and government per unit travel time,
respectively. Let Ms(q) and Mg(q) be private and

PTR period

The start of PTR period The end of the PTR period

The OC concession period
(originated when the government selects a private firm to operate the PTR)

The start of OC concession period The end of the OC concession period

Figure 3: )e relationship between OC concession period and PTR period.
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governmental OC during the PTR period, respectively. Note
that I(y) is a function of PTR capacity, so we substitute
“capacity-related OC” with “the sum of maintenance and
construction costs” when using I(y) in the following section
for convenience.

)ere would be three objective functions with hetero-
geneous users with the above notations: private profit ob-
jective function, social welfare objective functions with
government operations, and social welfare objective func-
tion with private firm operations. To obtain satisfactory
results, we can choose a combination of (β, y) to maximize
the above objective functions or optimize private profit and
social welfare simultaneously (Pareto-optimal). )ese
functions are expressed as follows:

Supposing that the government tends to earn a profit, the
profit equals the result of the total revenue from which the
sum of demand-related OC and capacity-related OC during
the PTR period is subtracted:

Pg(β, y) � R(β, y) − Mg(q) − I(y). (8)

)e private profit equals the total revenue from which
the sum of demand-related OC and capacity-related OC
during the PTR period is subtracted:

Ps(β, y) � R(β, y) − Ms(q) − I(y). (9)

)e total social welfare of PTR with government oper-
ation, Wg(β, y), equals the sum of the total consumer
surplus and the government profit during the PTR period:

Wg(β, y) � S(β, y) + Pg(β, y) � Q · F(β) · te − t(q, y)􏼂 􏼃 · [l(β) + β] − Mg(q) − I(y). (10)

)e total social welfare of PTR with private firm oper-
ation, Ws(β, y), equals the sum of the total consumer
surplus and the private firm profit during the PTR period:

Ws(β, y) � S(β, y) + Ps(β, y) � Q · F(β) · te − t(q, y)􏼂 􏼃 · [l(β) + β] − Ms(q) − I(y). (11)

When a private firm operates the PTR, the Pareto-op-
timal OC objective function for heterogeneous users can be
determined by capacity y and the cutoff VOT β to meet the
requirements of the government and private firms simul-
taneously. We then formulate a biobjective programming
function as follows:

max
(T,β,r)∈Ω

Ws(β, y)

Ps(β, y)
􏼠 􏼡, (12)

where Ω � (β, r): y>y1, β ∈ Ω􏼈 􏼉 and capacity y are higher
than y1, and y1 is the road capacity when the road is
transferred from a private firm. Private profit Ps(β, y) and
social welfare Ws(β, y) are defined in (9) and (11), re-
spectively. To gain further insight, we define the following
Pareto-optimal OC contract.

Definition 1 (a Pareto-optimal OC contract). An OC
combination (β∗, y∗) ∈ Ω is called a Pareto-optimal con-
tract if there is no other triple combination (β, y) ∈ Ω such
that P(β, y)≥P(β∗, y∗) and W(β, y)≥W(β∗, y∗) have at
least one strict inequality.

With the Pareto concept and above Pareto-optimal
contract definition, we know that the improvement of the
profit of one participant would make the other worse off;
namely, neither participant can improve their profit si-
multaneously. In the following sections, we examine the
impact of heterogeneous users on social welfare with gov-
ernmental operations and investigate two extreme cases with

private firm operations, the Pareto-optimal contract, and
various regulatory regimes.

Note that although the discounting rate has an important
effect on the optimal contract for private profit and social
welfare, it does not affect the above results because both
social welfare and private profit are invariant with calendar
time in this research (for more details, see [1, 10]).

4. Analysis of Optimal OC Contracts

In this section, we first examine the properties of govern-
mental OC using (10) and then investigate how to maximize
social welfare and private profit under the PTR period with
the first-order conditions of the two extreme cases. We then
examine the properties of Pareto-efficient contracts of the
OC problem in (12). To analyze the problem reasonably, we
introduce three common assumptions, which form the
analytical basis for the following subsections.

Assumption 1. Term qβ(q) is the concave function of q;
βh(β) increases with β.

Assumption 2. )e travel time function t(q, y) is homo-
geneous of degree zero in flow q and road capacity y; that is,
t(αq, αy) � t(q, y) for any α> 0.

We set r � q/y as the volume-to-capacity ratio in the
following subsections to analyze the OC problem thor-
oughly. Wang et al. [31] studied the fundamental properties
of the volume-to-capacity ratio of BOT roads in general
networks. To simplify the case for better understanding,
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t(q, y) can be written as t(r), which is an increasing and
strictly convex continuous function of v/c ratio r.

Assumption 3. )e return to scale in demand-related OC of
private firms and governments is constant; namely, Ms(q) �

msq and Mg(q) � mgq; capacity-related OC is also a con-
stant return to scale; namely I(y) � ky, where ms, mg

represent the constant costs per demand-related unit, and k
represents the constant cost per capacity-related unit.

Based on the assumptions mentioned above, equations
(9)–(11) can be converted into

P(β, r) � Q · F(β) · β · te − t(r)􏼂 􏼃 − ms −
k

r
􏼨 􏼩, (13)

Wg(β, r) � Q · F(β) · [l(β) + β] · te − t(r)􏼂 􏼃 − mg −
k

r
􏼨 􏼩,

(14)

Ws(β, r) � Q · F(β) · [l(β) + β] · te − t(r)􏼂 􏼃 − ms −
k

r
􏼨 􏼩.

(15)

Note that with the definition of r � q/y, it is clear that a
feasible solution (β, r) of (13)–(15) correspond one-to-one
to (β, y).

4.1. Toll and Capacity of the PTR with Governmental
Operation. If mg is less than ms, the government tends to
operate the road independently, and for the PTR period,
social welfare is maximized with a determined combination
of optimal price and capacity [3]. Equation (14) is the ob-
jective function in this case.

Let (􏽥βg, 􏽥rg) be the solution to maximize social welfare
Wg(β, r) when the government operates the PTR. With the
incorporation of (􏽥βg, 􏽥rg) as the corresponding solution of
Wg(β, r), the demand 􏽥qg corresponds to the cutoff VOT 􏽥βg

with (1). We then deduce the following first-order optimal
condition with (􏽥βg, 􏽥rg),

􏽥βg �
􏽥rg · mg + k

􏽥rg · te − t 􏽥rg􏼐 􏼑􏽨 􏽩
, (16)

l 􏽥βg􏼐 􏼑 + 􏽥βg �
k

􏽥r
2
gt′ 􏽥rg􏼐 􏼑

, (17)

where 􏽥rg denotes the social optimal v/c ratio (or service
quality) when the government operates the road; namely
􏽥rg � 􏽥qg/􏽥yg.

With equations (2) and (16), the social optimal toll
charge 􏽥pg when the government operates the road can be
calculated as follows:

􏽥pg � 􏽥βg · te − t 􏽥rg􏼐 􏼑􏽨 􏽩 � mg +
k

􏽥rg

� mg +
k · 􏽥yg

􏽥qg

. (18)

)e government can operate the PTRwith the toll charge
in (18) to achieve optimal social welfare: (18) indicates that
the social optimal toll charge is precisely equal to the sum of
the OC per demand-related unit and the capacity-related OC
for each trip. According to (18), the government does not
profit from the PTR if the toll is charged. )e total revenue
generated from charging users’ tolls equals the sum of de-
mand-related OC and capacity-related OC, obeying the self-
financing theory [32–34]. Under the first-order condition
(17), the social optimal toll charge can also be expressed as

􏽥pg � mg +
k

􏽥rg

� mg + l 􏽥βg􏼐 􏼑 + 􏽥βg􏽨 􏽩 · 􏽥rg · t′ 􏽥rg􏼐 􏼑 � mg + E x|x≥ 􏽥βg􏽨 􏽩 · 􏽥rg · t′ 􏽥rg􏼐 􏼑, (19)

where E[x|x≥ 􏽥βg] is the mathematical expectation of VOT
when it is higher than 􏽥βg, which is also referred to as the
average VOT of the actual PTR users. Equations (18) and
(19) follow the first-best road capacity and pricing rules.
Namely, the social optimal toll charge equals the sum of the
congestion externality and demand-related OC [34].

)e government would like the revenue R(β, r) collected
from road users to cover the sum of demand-related OC
Mg(q) and capacity-related cost I(y), so it is necessary to
analyze maximized social welfare without operational profit.
)erefore, the issue can be described as follows:

Wg(β, r) � Q · F(β) · [l(β) + β] · te − t(r)􏼂 􏼃 − mg −
k

r
􏼨 􏼩,

(20)

subject to

Pg(β, r) � Q · F(β) · β · te − t(r)􏼂 􏼃 − mg −
k

r
􏼨 􏼩 � 0, (21)

where the profit Pg(β, r) made by the government is zero.
Referring to the above optimization, we notice that the
optimization approach suggested for the private firm
when operating the BOT road is suitable for government
operation during the PTR period as well. However, the
sufficient conditions of this optimization issue are
changed.

We assume that (β∗g, y∗g) is a zero-profit optimal solution
to the maximization function (14) and that (β∗g, y∗g) denotes
the corresponding zero-profit solution to (21). Using the
Lagrange method, the constraint problem above can be
transformed into the following Lagrange problem:

Lg(β, r, η) � Wg(β, r) + ηgPg(β, r), (22)
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where ηg ≥ 0 denotes the Lagrange multiplier. )erefore, we
obtain the following first-order condition:

zLg

zβ
|β∗g,r∗g

� Q · F β∗g􏼐 􏼑 −h β∗g􏼐 􏼑 l β∗g􏼐 􏼑 + β∗g􏼐 􏼑 te − t r
∗
g􏼐 􏼑􏼐 􏼑 − mg −

k

r
∗
g

⎛⎝ ⎞⎠ + l′ β
∗
g􏼐 􏼑 + 1􏼒 􏼓 te − t r

∗
g􏼐 􏼑􏼐 􏼑⎡⎢⎢⎣ ⎤⎥⎥⎦

+ ηg · QF β∗g􏼐 􏼑 −h β∗g􏼐 􏼑 β∗g te − t r
∗
g􏼐 􏼑􏼐 􏼑 − mg −

k

r
∗
g

⎛⎝ ⎞⎠ + te − t r
∗
g􏼐 􏼑􏼐 􏼑⎡⎢⎢⎣ ⎤⎥⎥⎦,

(23)

zLg

zr
|β∗g,r∗g

� Q · F β∗g􏼐 􏼑 l β∗g􏼐 􏼑 + β∗g􏽨 􏽩 −t′ r
∗
g􏼐 􏼑􏽨 􏽩 +

k

r
∗
g􏼐 􏼑

2

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
+ ηg · QF β∗g􏼐 􏼑 β∗g −t′ r

∗
g􏼐 􏼑􏽨 􏽩 +

k

r
∗
g􏼐 􏼑

2

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
� 0, (24)

zLg

zηg

|β∗g,r∗g
� Pg β∗g, r

∗
g􏼐 􏼑 � Q · F β∗g􏼐 􏼑 · β∗g · te − t r

∗
g􏼐 􏼑􏽨 􏽩 − mg −

k

r
∗
g

⎧⎨

⎩

⎫⎬

⎭ � 0. (25)

From equation (5), equations (24) and (25) can be re-
written as

β∗g · 1 −
ηg

1 + ηg

·
1

β∗gh β∗g􏼐 􏼑

⎡⎢⎢⎣ ⎤⎥⎥⎦ �
mg · r

∗
g + k

r
∗
g te − t r

∗
g􏼐 􏼑􏽨 􏽩

, (26)

β∗g +
l β∗g􏼐 􏼑

1 + ηg

�
k

r
∗
g􏼐 􏼑

2
t′ r
∗
g􏼐 􏼑

. (27)

Eliminating Lagrange multiplier ηg from (26) and (27),
we obtain

1
h β∗g􏼐 􏼑 · l β∗g􏼐 􏼑

·
k

r
∗
gt′ r
∗
g􏼐 􏼑

−
mg · r

∗
g + k

te − t r
∗
g􏼐 􏼑

� r
∗
gβ
∗
g

1
β∗gh β∗g􏼐 􏼑

+
1

h β∗g􏼐 􏼑 · l β∗g􏼐 􏼑
− 1⎡⎢⎢⎣ ⎤⎥⎥⎦, (28)

which determines the relationship between the optimal v/c
ratio r∗g and the cutoff VOT β∗g from the zero-profit solution
(β∗g, r∗g). We regard r∗g as a function of β∗g, and the function

r∗g � r∗g(β∗g) is continuous and differentiable. Applying the
derivation rule of the implicit function, we can derive r∗g with
respect to β∗g:

d

dr

k

r
∗
gt′ r
∗
g􏼐 􏼑

⎛⎝ ⎞⎠ ·
1

h β∗g􏼐 􏼑l β∗g􏼐 􏼑
+ β∗g −

d

dr

ms · r
∗
g + k

te − t r
∗
g􏼐 􏼑

⎛⎝ ⎞⎠ −
β∗g

h β∗g􏼐 􏼑l β∗g􏼐 􏼑
+

1
h β∗g􏼐 􏼑

⎡⎢⎢⎣ ⎤⎥⎥⎦
⎧⎨

⎩

⎫⎬

⎭
dr

dβ

� −r
∗
g ·

ηg

1 + ηg

·
l″ β∗g􏼐 􏼑

h
2 β∗g􏼐 􏼑l β∗g􏼐 􏼑

.

(29)

With (26) and (27), we have

d
dr

k

r
∗
gt′ r
∗
g􏼐 􏼑

⎛⎝ ⎞⎠ ·
1

h β∗g􏼐 􏼑l β∗g􏼐 􏼑
+ β∗g −

d
dr

ms · r
∗
g + k

te − t r
∗
g􏼐 􏼑

⎛⎝ ⎞⎠ −
β∗g

h β∗g􏼐 􏼑l β∗g􏼐 􏼑
+

1
h β∗g􏼐 􏼑

⎡⎢⎢⎣ ⎤⎥⎥⎦ � 0. (30)

Journal of Advanced Transportation 7



)en, if r∗gηg/[(1 + ηg) · h2(β∗g)m(β∗g)]> 0, we have
l″(β∗g) � 0. Based on the analysis above, we posit Prop-
osition 1.

Proposition 1. With Assumptions 1–3, for any optimal
solution to social welfare maximization (14) under govern-
ment operation, the mean residual VOT function l(β) is a
linear function of β that is unrelated to rg and βg.

Proposition 1 shows that regardless of the relationship
between rg and βg, l(β) is always a linear function of βg with
the optimal solution.

4.2. TwoExtremeCases under Private FirmOperation. In this
section, we analyze the case in which the road is operated by
a private firm and two important extreme cases, either the
optimization of social welfare (SO) or the optimization of
the private profit made by a private firm (OP). Let (􏽥β, 􏽥r) and
(β, r) be the solutions to SO and OP, respectively, which
maximize social welfare Ws(β, r) and private profit Ps(β, r).
)e demand 􏽥q corresponds to the 􏽥β in (1), and the demand q

also corresponds to βwith (1). Note that from the notation in
Section 3 and Assumptions 1–3, the solutions to SO and
MO, that is, (􏽥β, 􏽥r) and (β, r), are globally unique extreme
values of function W and profit function P. We derive the
following first-order conditions: (􏽥β, 􏽥r) and (β, r).

􏽥β �
􏽥r · ms + k

􏽥r · te − t(􏽥r)􏼂 􏼃
, (31)

l(􏽥β) + 􏽥β �
k

􏽥r
2
t′(􏽥r)

, (32)

β −
1

h(β)
�

r · ms + k

r · te − t(r)􏼂 􏼃
, (33)

β �
θ

r
2
t′(r)

. (34)

Based on the first-order condition in (31), the toll charge
of the PTR can be converted to

􏽥p � 􏽥β · te − t(􏽥r)􏼂 􏼃

� ms +
k

􏽥r

� ms +
k · 􏽥y

􏽥q
.

(35)

Equation (35) implies that the toll charge of the SO is
equal to the OC per demand-related unit and capacity-re-
lated OC for each trip. )e private firm does not profit from
its operation. )e total revenue achieved is exactly equal to
the sum of OC, which obeys the self-financing theory [33].
With the first-order condition in (32), the toll charge of the
SO can be expressed as

􏽥p � ms +
k

􏽥r

� ms +[l(􏽥β) + 􏽥β] · 􏽥r · t′(􏽥r)

� ms + E[x|x≥ 􏽥β] · 􏽥r · t′(􏽥r),

(36)

where E[x|x≥ 􏽥β], the average VOT of the actual PTR users,
is the mathematical expectation of VOT when it is greater
than 􏽥β. Equations (35) and (36), similar to those in Section
4.1, also obey the first-best road capacity and pricing rules.

With first-order conditions (33) and (34), the toll charge
of MO can be formulated as

p � ms +
k

r
+

te − t(r)􏼂 􏼃

h(β)
� ms + βrt′(r) +

te − t(r)􏼂 􏼃

h(β)
. (37)

)e toll charge of theMO comprises three parts.)e first
term on the left-hand side of (37) is the demand-related OC.
)e second term represents the congestion charge, which
equals the marginal external cost.

Although there is a difference between the solutions of
MO and SO, based on Assumptions 1–3, we can also deduce
a close relationship between them.

Proposition 2. Under Assumptions 1–3, 􏽥y≥y≥y1, 􏽥p≤p

and 􏽥β≤ β, 􏽥q≥ q.

Proof. 􏽥p≤p, 􏽥β≤ β, and 􏽥q≥ q are demonstrated by Tan and
Yang [1] and applied in our model.

We only provide the proofing of 􏽥y≥y≥y1.

W(􏽥β, 􏽥r) � k􏽥y ·
te − t(􏽥r)

􏽥rt′(􏽥r)
−

ms

k
· 􏽥r − 1􏼢 􏼣, (38)

W(β, r) � ky ·
te − t(r)

rt′(r)

l(β)

β
+ 1􏼢 􏼣 −

ms

k
· r − 1􏼨 􏼩. (39)

)e term [te − t(r)]/rt′(r) is a decreasing function of r
for r≤ 􏽢r and l(β)/β≥ 0. )en,

te − t(􏽥r)

􏽥rt′(􏽥r)
−

ms

k
· 􏽥r − 1≤

te − t(r)

rt′(r)
−

ms

k
· r − 1≤

te − t(r)

rt′(r)

l(β)

β
+ 1􏼢 􏼣 −

ms

k
· r − 1. (40)
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)is implies that the capacity 􏽥y of SO is higher than the
capacity y of MO if W(􏽥β, 􏽥r)≥W(β, r). )e government
must maintain the existing road capacity not less than y1,
which is also required for private firms. )is completes this
proof.

Proposition 2 implies that private firms tend to deter-
mine a higher toll charge, lower road capacity, and not offer

traffic services to unnecessarily more road users (users with a
higher cutoff VOT β), which results in road users’ demand
for traffic being lower. □

4.3. Properties of Pareto-EfficientOCContracts. According to
(13) and (15), the Pareto-optimal problem can be defined as

max
(β,r)∈Ω

Ws(β, r)

P(β, r)

⎛⎝ ⎞⎠ �

Q · F(β) · [l(β) + β] · te − t(r)􏼂 􏼃 − ms −
k

r
􏼨 􏼩

Q · F(β) · β · te − t(r)􏼂 􏼃 − ms −
k

r
􏼨 􏼩

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (41)

where Ω � (β, r): β ∈ Ω, r> 0􏼈 􏼉. )e relationship between
the solution and (41), and the combination of the VOT and
road capacity (β, y) is a one-to-one correspondence. With
the definition of the Pareto-optimal OC contract in Section
3, we know that if a solution pair (β, r) ∈ 􏽥Ω, such as
P(β, r)≥P(β∗, r∗) and W(β, r)≥W(β∗, r∗) with at least one
strict inequality, is not found, a pair (β∗, r∗) ∈ 􏽥Ω of OC
function (41) can be called a Pareto-optimal solution.

Under Assumptions 1–3, we obtain the upper bound of
the v/c ratio in the Pareto-optimal function in (41) using the
same terms in r · [te − t(r)], as described by Tan and Yang
[1] for a similar reason (see Appendix A for further details).

Proposition 3. Under Assumptions 1–3, if (β∗, r∗) is a
Pareto-optimal solution to (41), then r∗ ≤ 􏽢r, where

􏽢r � argmax
r≥0

r · te − t(r)􏼂 􏼃􏼈 􏼉. (42)

From the optimal condition (42), we have

te − t(􏽢r) � 􏽢rt′(􏽢r). (43)

)e term te − t(􏽢r) of (43) is the travel time saved if
travelers choose to use the PTR. )e term 􏽢rt′(􏽢r) of (43),

which can be written as q · zt(q, y)/zq, is the congestion
externality. Proposition 3 implies that none of the Pareto-
optimal v/c ratios r can exceed a critical ratio 􏽢r, in which the
saved travel time is precisely equal to its congestion exter-
nality per unit time.

Additionally, the same term Q · F(β) of social welfare
Ws(β, r) and private profit Ps(β, r) in (41) denotes the total
number of cars using the PTR during its whole life. )e term
β · [te − t(r)] of private profit at r � 􏽢r is the average profit
made from every single trip of a car.

With (43), we have

β te − t(􏽢r)􏼂 􏼃 − ms +
k

r
􏼠 􏼡 � βq

zt(q, y)

zq
− ms +

ky

q
􏼠 􏼡, (44)

where the last term ms + k · y/q � (msq + ky)/q is the sum
of the demand-related OC and capacity-related OC of the
private firm for each car trip. )e term (l(β) + β) · (te −

t(r)) in (41) at r � 􏽢r is the average social surplus on each trip,
which is equal to the sum of the average private firm surplus
and the average consumer surplus. )en, the average social
surplus on each trip can be written as

[l(β) + β] te − t(􏽢r)􏼂 􏼃 − ms +
k

r
􏼠 􏼡 � [l(β) + β]q

zt(q, y)

zq
− ms +

k · y

q
􏼠 􏼡. (45)

)erefore, (45) and (44) imply that the average social
surplus equals the difference between the cost-based con-
gestion externality and the OC per trip. From the proof of
Proposition 3 in Appendix A, we know that the private firm
obtains a negative profit, while profit and social welfare
strictly decrease with r and in the domain (􏽢r, +∞) for any
cutoff VOT β. )erefore, we restrict our research to the
domain of (􏽢r, +∞).

Under Assumptions 1–3, especially if qB(q) is concave,
the revenue function R(q, y) is also concave, social welfare
W is a strictly concave function of demand q and capacity

y, and private profit P is a unimodal function of demand q
for any given y and strictly concave function of y. We also
assume that for the Pareto-optimal problem (41), the
Pareto-optimal outcome corresponds one-to-one to the
Pareto-optimal solution. We then apply the ε-constraint
method [35] to solve (41). Miettinen [35] pointed out that
one of the objective functions can be selected for opti-
mization, and the other can be transformed into a con-
straint condition by setting a lower bound. Using this
method, we transform Pareto-optimal problem (41) into
the following problem:

Journal of Advanced Transportation 9



max
(β,r)

W(β, r), (46)

subject to

Ps(β, r) � Q · F(β) · β · te − t(r)􏼂 􏼃 − ms −
k

r
􏼨 􏼩≥P

∗
, (47)

Q · F(β) · p(β, r) − ms −
k

r
􏼢 􏼣≤Q · F(β) · mg − ms􏼐 􏼑,

(48)

mg ≥ms, q≥ 0, y≥y1, (49)

where P∗ ≥ 0 is the lower bound of the profit that the private
firm can accept. Profit P∗ is associated with the Pareto-efficient
optimal solution (β∗, r∗). Constraint condition (47) means
private profit will not be higher than theOCdifference between
government and private firms. If private profit exceeds the
difference, the government decides to operate the road itself.

Condition (48) can be written as

QF(β) · p(β, r) − mg −
k

r
􏼢 􏼣≤ 0. (50)

Equation (50) implies that government profit is negative
or equal to zero if the government operates the road itself. In
this case, a private firm will be offered a contract to operate
the road, while the government will avoid the loss. )is
constraint is identical to the condition in mg >ms. With the
constraint condition of (50), our model differs from the
traditional BOT model.

)e above-transformed problem is generally solved
using the Kuhn–Tucker method [32]. We set η1 and η2 as the
Lagrange multipliers of the constraints in (47) and (48),
respectively. To gain further insights into the impact of
heterogeneous users on Pareto-efficient OC contracts with
OC, we assume the Lagrangemultipliers η1 and η2 as follows.

Assumption 4. )e Lagrange multipliers η1 ≥ η2.
)e Lagrange multiplier is usually defined as a sensitivity

coefficient (or shallow price) in economic explanation, and it
eliminates marginal profit for some additional amount of
resources. So, the condition η1 ≥ η2 implies that the con-
straint of private profit (47) is more critical than the con-
straint of (48); namely, the private firm is more sensitive to
its profit.

We obtain first-order conditions with Pareto-efficient
optimal solution (β∗, r∗) using the Kuhn–Tucker method
(see Appendix B for details).

β∗ 1 −
η1 − η2

1 + η1 − η2
·

1
β∗h β∗( 􏼁

􏼢 􏼣 �
1

te − t r
∗

( 􏼁􏼂 􏼃

ms + k

r
∗􏼠 􏼡 −

η2 mg − ms􏼐 􏼑

1 + η1 − η2
⎡⎣ ⎤⎦, (51)

β∗ +
l β∗( 􏼁

1 + η1 − η2
�

k

r
∗

( 􏼁
2
t′ r
∗

( 􏼁
. (52)

From the Kuhn–Tucker condition, the Lagrange mul-
tipliers are η1 ≥ 0 and η2 ≥ 0. From the previous section, we
know that constraints (47) and (48) must be satisfied. If the
Lagrange multipliers are η1 � 0 or η2 � 0, constraints (47)
and (48) will become inactive, the Lagrange multipliers η1
and η2 will not be equal to zero, and then η1 > 0 and η2 > 0.
If η1 > 0 and η2 > 0, from the first-order conditions (B.4) to
(B.7), we obtain the following equations:

P(β, r) − P
∗ β∗, r

∗
( 􏼁 � qp − msq − ky − P

∗ β∗, r
∗

( 􏼁 � 0, (53)

QF(β) · p(β, r) − mgq − ky � 0. (54)

From (53) and (54), we have
P
∗

� mg − ms􏼐 􏼑q. (55)

Proposition 4. Under Assumptions 1–3, for any Pareto-
optimal solution to (41), the private profit is determined by the
demand-related OC of the government and private firm.

Proposition 4 shows that for any Pareto-optimal solution
to (41), the lower bound of the private firm profit P∗ is equal
to (mg − ms)q. )e Pareto-optimal private profit is a linear

function of travel demand. Private profit equals the differ-
ence between the demand-related OC of the government
and private firms during the PTR period.

5. Conclusions and Policy Implications

5.1. Conclusions. )is study’s results reveal that the OC
exercises a vital function in PTR projects, while this part of
the cost is usually neglected during the BOT concession
period. We further examined the effect of different VOTs of
heterogeneous users on OC for the PTR, characterized by
the mean residual function and the failure rate function.
We classified and analyzed the optimal solutions for both
contracts concerning OC for government and private firms.
We also studied Pareto-optimal solutions with private
operations using biobjective programming. )is study
defined the optimal toll price under the maximization of
social welfare with government operation. We proved that
the mean residual function is a linear function of value-of-
time of heterogeneous users under Pareto-optimum under
the Pareto-optimum with government operation. In con-
trast, private profit equals the difference between OC of
government and private firm under Pareto-optimum with
private firm operation. We also compared the PTR
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variables, including road capacity, toll for users, and traffic
demand, in two extreme cases under private firm operation:
the optimization of social welfare and the optimization of
private profit. )e private firm operates on the road during
the entire PTR period. )e lower-bound profit of the
private firm on the Pareto-optimum is a linear function of
demand.

5.2.Policy Implications. Based on the discussion of the above
models, some policy implications can be drawn for PTR road
operations. According to the regulations, road tolls are
divided into debt repayment period tolls and maintenance
period tolls. Roadmaintenance period tolls are distinguished
from debt repayment period tolls because the latter do not
consider construction funding.)e first implication pertains
to the management of a road when it becomes a PTR. In the
operation and management of PTR, we assume that the
government can choose to operate the road by itself or
choose a private firm to continue the operation. At this time,
the road tolls are the maintenance period tolls (i.e., the
government does not need to consider construction fund-
ing), and the government’s decision-making department
mainly considers management efficiency and operational
supervision, rather than the issue of construction funding, so
the government will have more freedom to operate the road
by itself or choose a private firm to operate it.

Second, if the government decides to operate the road
independently, it can consider two goals: maximizing social
welfare and self-financing. Governments generally charge
road traffic to maximize social welfare.)e discussion in this
study provides a particular selectivity for the government to
formulate relevant road toll policies. Owing to the different
traffic flows of different PTR, which leads to obvious dif-
ferences in the total tolls of each PTR in a certain period, the
government can consider the operation of PTR from the
perspective of the entire region by considering the maxi-
mization of social welfare and the tolling of PTR from a
more extensive scope.

)ird, it has been stated at the beginning of Section 5.2
that the government would have a greater say in choosing a
private firm to continue operating the road, regardless of
construction funding. )e government has to consider two
issues: selecting a private firm based on management effi-
ciency [3] and supervision management. In Part 4, the
Pareto model is used to analyze the process of contracting
between government and private firms.)e government can
supervise and regulate the operation management of the
private firm by formulating relevant clauses in the contract,
including the price of tolls and flexible operation periods
based on traffic volumes. For example, when traffic volumes
increase to a certain level, the government recovers oper-
ation rights to maximize social welfare.

Fourth, according to the relationship between the het-
erogeneous traffic volumes and the toll prices in the model,
the government can adopt differentiated toll policies based
on traffic volumes and the vehicle types. For example, it may
adopt different toll prices or adjust the toll prices of different
vehicles during different periods.

)is paper suggests practical applications that the gov-
ernment can consider during its decision-making process.
)ese suggestions also can be referenced by researchers for
future studies in the field of PTR operation. Our conclusions
can be further applied to other construction projects to be
developed in the BOT model.

)e paper has some limitations. First, the charging
mechanism of PTR is the focus in further research, such
as how to adjust the charging mechanism in different
PTR sections and different time. In addition, it is nec-
essary to further study the operation of PTR network,
such as the operation of PTR network under the max-
imum social welfare. We believe that further research
into these issues will yield more results in the area of
PTR.

Appendix

A. Proof of Proposition 3

We use the method of reduction to absurdity to prove
Proposition 3; namely, if any feasible solution (β, r) with
r> 􏽢r is not a Pareto-optimal solution to (41), Proposition 3 is
true. From Section 4.2, we know that a social optimal so-
lution (􏽥β, 􏽥r) maximizes social welfare with zero profit
P(􏽥β, 􏽥r) � 0 under the government operation. )erefore, if a
feasible solution (β, r) with r> 􏽢r gives rise to a negative
profit, the social welfare optimal solution (􏽥β, 􏽥r) is domi-
nating compared to the pair (β, r) since the social welfare
W(􏽥β, 􏽥r)≥W(β, r) and the profit P(􏽥β, 􏽥r)>P(β, r). On the
other hand, if a feasible solution (β, r) with r> 􏽢r gives rise to
a nonnegative profit, we can also get nonnegative social
welfare. We rewrite the social welfare and profit of (41) as
follows.

Ws(β, r) � Q · F(β) ·
[m(β) + β] · r · te − t(r)􏼂 􏼃 − k

r
− ms􏼨 􏼩,

(A.1)

P(β, r) � Q · F(β) ·
β · r · te − t(r)􏼂 􏼃 − k

r
− ms􏼨 􏼩. (A.2)

Under the condition that the single travel time function
t(r) is increasing and strictly convex of v/c ratio r, the same
term r · [te − t(r)] of equations (A.1) and (A.2) is strictly
decreasing function of r in the domain of r> 􏽢r, where 􏽢r is
defined in (44). Based on the above analysis, we know that
social welfare Ws(β, r) and profit P(β, r) become strictly
decreasing function of r and nonnegative in the domain of
(􏽢r, t + n∞); namely, the value of Ws(β, r) and P(β, r) with
r � 􏽢r dominates, compared to Ws(β, r) and P(β, r) with
r> 􏽢r. )is completes this proof.

B. Proof of Properties of Pareto-
Efficient Solution

It is assumed that (β∗, r∗) is any Pareto-optimal solution to
the OC problem (12), and (β∗, r∗) is the Pareto-optimal
solution to the OC problem (41). From the constrained
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programming problem (46)–(49), the following Lagrange-
like function can be defined as

L � W(β, r) + η1 P(β, r) − P
∗ β∗, r

∗
( 􏼁􏼂 􏼃 + η2 −QF(β) · p(β, r) + Mg0(q) + I(y)􏽨 􏽩, (B.1)

where η1 ≥ 0 and η2 ≥ 0 are Lagrange multipliers associated
with the constraints in (47) and (48), respectively. Using (3),

the following first-order conditions of Kuhn–Tucker for the
optimality of the above problem hold [32].

zL

zβ
| β∗,r∗( ) � Q · F β∗( 􏼁 −h β∗( 􏼁 m β∗( 􏼁 + β∗( 􏼁 te − t r

∗
( 􏼁( 􏼁 − ms −

k

r
∗􏼠 􏼡 + m′ β∗( 􏼁 + 1( 􏼁 te − t r

∗
( 􏼁( 􏼁􏼢 􏼣

+ η1 · Q · F β∗( 􏼁 −h β∗( 􏼁 β∗ te − t r
∗

( 􏼁( 􏼁 − ms −
k

r
∗􏼠 􏼡 + te − t r

∗
( 􏼁( 􏼁􏼢 􏼣

+ η2 · Q · F β∗( 􏼁 −h β∗( 􏼁 −β∗ te − t r
∗

( 􏼁( 􏼁 + mg +
k

r
∗􏼠 􏼡 − te − t r

∗
( 􏼁( 􏼁􏼢 􏼣 � 0,

(B.2)

zL

zr
| β∗,r∗( ) � Q · F β∗( 􏼁 m β∗( 􏼁 + β∗􏼂 􏼃 −t′ r

∗
( 􏼁􏼂 􏼃 +

k

r
∗

( 􏼁
2

⎧⎨

⎩

⎫⎬

⎭

+ η1 · Q · F β∗( 􏼁 β∗ −t′ r
∗

( 􏼁􏼂 􏼃 +
k

r
∗

( 􏼁
2

⎧⎨

⎩

⎫⎬

⎭ + η2 · Q · F β∗( 􏼁 β∗t′ r
∗

( 􏼁 −
k

r
∗

( 􏼁
2

⎧⎨

⎩

⎫⎬

⎭ � 0,

(B.3)

P β∗, r
∗

( 􏼁 − P
∗ ≥ 0, (B.4)

Mg q
∗

( 􏼁 + I(y) − QF β∗( 􏼁 · p β∗, r
∗

( 􏼁≥ 0, (B.5)

η1 ·
zL

zη1
� η1 P(β, r) − P

∗ β∗, r
∗

( 􏼁􏼂 􏼃 � 0, (B.6)

η2 ·
zL

zη2
� η2 Mg(q) + I(y) − QF β∗( 􏼁 · p β∗, r

∗
( 􏼁􏽨 􏽩 � 0, (B.7)

η1 ≥ 0, (B.8)

η2 ≥ 0. (B.9)

With (5), the first-order conditions (B.2) and (B.3) can
be written as (51) and (52). With (53) and (54), the above
equation can be transformed into the following:

L � W(β, r) + η1 P(β, r) − P
∗ β∗, r

∗
( 􏼁􏼂 􏼃 + η2 −QF β∗( 􏼁 · p β∗, r

∗
( 􏼁 + Mg(q) + I(y)􏽨 􏽩, (B.10)
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s.t. equations (53) and (54).
Further analysis is detailed in Section 4.3.)is completes

the proof.
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Solid (social linked data) technology has made significant progress in social web applications developed, such as Facebook,
Twitter, andWikipedia. Solid is based on semantic web and RDF (Resource Description Framework) technologies. Solid platforms
can provide decentralized authentication, data management, and developer support in the form of libraries and web applications.
However, thus far, little research has been conducted on understanding the problems involved in sharing public transportation
data through Solid technology. It is challenging to provide personalized and adaptable public transportation services for citizens
because the public transportation data originate from different devices and are heterogeneous in nature. A novel approach is
proposed in this study, in order to provide personalized sharing of public transportation data between different users through
integrating and sharing these heterogeneous data. )is approach not only integrates diverse data types into a uniform data type
using the semantic web but also stores these data in a personal online data store and retrieves data through SPARQL on the Solid
platform; these data are visualized on the web pages using Google Maps. To the best of our knowledge, we are the first to apply
Solid in public transportation. Furthermore, we conduct performance tests of the new C2RMF (CSV to RDF Mapping File)
algorithm and functional and non-functional tests to demonstrate the stability and effectiveness of the approach. Our results
indicate the feasibility of the proposed approach in facilitating public transportation data integration and sharing through Solid
and semantic web technologies.

1. Introduction

Data sharing for public transportation could address the
complex city challenges and implement the efficient and
effective management of city spaces, and it could be an
effective way to reduce pollution, carbon emissions, global
climate change, and even manage health risks in smart cities
[1]. Data sharing can involve data such as bus routes, live bus
arrival times, train routes, car parking availabilities, and live
traffic routes. In addition, a range of data acquisition
methods exists. Furthermore, there exist different system
sources and data storage formats. )is makes the data
composition unstructured, which causes heterogeneity in
the data composition. Furthermore, heterogeneous data
make it difficult to share public transportation data [2–6].

To address these challenges, many studies have been
made over the past years. Some researchers tried to integrate
heterogeneous data by Web API [7, 8]. )ey built a virtual
integration way in which a unified query interface is pro-
vided to a large number of heterogeneous data sources, but
this method is limited to popular programming languages
and cannot get over the challenges of evolving API that need
to modify the existing client codebase [9].

To realize the unified management of heterogeneous
data in data applications, one method is to use ETL tools to
process heterogeneous data in a unified form. However, this
method is costly, and changes in data and analysis re-
quirements will cause the original ETL process to fail [10].

Other studies have shown that the semantic web is “a
common framework that allows data to be shared and reused

Hindawi
Journal of Advanced Transportation
Volume 2022, Article ID 6338365, 14 pages
https://doi.org/10.1155/2022/6338365

mailto:iezhaowei@zzu.edu.cn
https://orcid.org/0000-0002-5206-5821
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6338365


across application, enterprise, and community boundaries
[11].” Semantic web technology [12] promotes data inte-
gration from multiple heterogeneous data sources, enables
the development of information-filtering systems, and
supports knowledge discovery tasks. It helps to integrate
diverse data and share these data through the semantic web.
However, most of the content on the World Wide Web has
not yet been marked up to comply with the semantic web
specification. )erefore, how to automatically add tags that
conform to the semantic web specification to the existing
web content is one of the difficult problems facing the
practical application of the semantic web.

To provide personalized sharing of public transportation
data between different users through integrating and sharing
these heterogeneous data, a new approach is proposed in this
study. )e proposed approach mainly has three key ele-
ments: a data processing method, a CSV to RDF (Resource
Description Framework) Mapping File algorithm, and a
system framework. Firstly, in order to integrate heteroge-
neous data, a data processing method is proposed. )is data
processing method includes the process of collecting, or-
ganizing, and normalizing data. Data processing is the basic
element of data and data system management and involves
the management process of the full life cycle of data. Based
on the above point, the main focus is on unstructured data
integration. C2RMF (CSV to RDF Mapping File) algorithm
is designed, which mainly converts CSV files into RDF files
and converts them into a unified data format for subsequent
processing. )ird, to share these integrated heterogeneous
data, a system framework is proposed. )is framework
mainly performs unified data storage, query, and visuali-
zation of the unified transformed files. )e main contri-
butions of this study are summarized as follows:

(i) )e proposed data processing method involves
collecting, integrating, generating, and sharing the
heterogeneous public transportation data.

(ii) Based on the proposed method, the newly devel-
oped C2RMF algorithm for integrating heteroge-
neous data is proposed.

(iii) A novel system framework for integrating and
sharing these heterogeneous public transportation
data is proposed.

)e remainder of this paper is organized as follows.
Section 2 describes related work. Section 3 describes the
proposed methodology in detail. Section 4 describes the
system framework. Section 5 describes the system imple-
mentation process. )e next section describes the experi-
mental environment, data, process and results, and analysis.
)e conclusions and recommendations are given in the final
section [13].

2. Related Work

2.1. RDFS and OWL. Integration and sharing of heteroge-
neous public transportation data is an important problem in
recent years. Previous research and related technologies had

solved users’ needs to a certain extent, but there are still some
problems [7–12]. Recently, RDF (Resource Description
Framework) has been widely used to expose, share, and
connect pieces of data on the web. RDF is a W3C recom-
mendation graph database model. RDF provides a model of
nodes and relationships and is a more general model for the
World Wide Web. RDF includes a range of statements, with
each statement describing a resource. Every statement in-
cludes three parts: a subject, a predicate, and an object. )e
subject represents the resource; the predicate mainly rep-
resents a relationship between the subject and object and the
property of that resource; the object represents the value of
that property.

Although RDF provides the ability to create a graph of
data, it is the RDF schema (RDFS) that supplies the building
blocks for more complex vocabularies by enabling the
definition of data types and structures within an RDF graph
[14]. RDFS provides “all that is needed for interoperability of
the vast amount of data on the web [15].” )e RDFS can
define a set of word sets that can be clearly described
based on RDF resources and can be used to describe the
subclass or superclass relation, subattribute or super-
attribute, domain and range of attributes, and instance
constraints of the class. Another RDF data model named
OWL (Web Ontology Language), which is a W3C recom-
mendation, is a family of knowledge representation lan-
guages for authoring ontologies. It can describe more
complex logical relationships between concepts. OWL ex-
tends RDFS and provides a more descriptive schema layer
that can be used where the basic definitions afforded by
RDFS are not expressive enough [16].

With the help of the data interconnection network
constructed by RDFS and Web Ontology Language (OWL),
they are combined with different heterogeneous datasets
published on the web. However, they often lack a unified
data operation mode for information storage and retrieval of
unstructured data.

2.2. Social Linked Data. Solid is also proposed to provide
important capabilities for web-based data-sharing systems
for public transportation as Solid is based on semantic web
and RDF technologies, and it provides a unified data op-
eration mode. In Solid, every user can store their dataset in
an online storage space called a personal online data store
(pod). Pods can be deployed on personal servers or on public
servers by other pod providers. Application data in Solid are
stored in documents that are identified by a Uniform Re-
source Identifier (URI) [17].

Pod refers to a personal online data store that is used to
store user data on a Solid platform. It is possible for a user
to have more than one pod [18]. A user can select diverse
pod providers because Solid applications can operate with
any pod server without the limitation of service provider
and location. Diverse pod providers can provide diverse
degrees of security, availability, and reliability. Different
pods can access their data resources and deliver content to
each other [17].
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In summary, Solid is a web decentralization technology,
and a Solid platform can provide a relatively effective and
safe means of executing web applications. However, Solid
technology still mainly focuses on social media networks.
Few studies have considered using Solid in the trans-
portation field. To fill this gap, this study applied Solid
technology to public transportation data sharing based on
the semantic web, and a new alternative approach was
proposed to integrate and share these heterogeneous data.

3. Methodology

)e methodology used in this study, presented in Figure 1,
analyzed the system functional and non-functional re-
quirements by analyzing the capability and usability of di-
verse public transportation apps. Next, the system design is
given, and the system is implemented based on the system
requirements and data processing. Finally, recommenda-
tions were devised through experiments and analysis of
results.

3.1. Requirement Analysis Based on Comparison of Capability
and Usability of Public Transportation Apps. )e system
requirements were collected based on the capability of di-
verse public transportation apps compared with the usability
of diverse public transportation apps. )e public trans-
portation apps in this study were categorized into four
groups based on their capabilities and usability. )e first
group includes minicab apps, including Uber and Aqua cars.
)e second group includes train and coach apps including
Trainline, Virgin Trains, and National Express and bus apps
such as First Bus and UK Bus. )e third group includes car
parking apps such as JustPark and YourParkingSpace, and
the last group includes Google and the system. )e capa-
bilities and usability of these apps are compared below (see
Tables 1 and 2, respectively).

Defining attributes of usability, saving favorite routes,
and recent searches and routes, as shown in Table 2, belong
to an efficiency attribute because they are related to the
accuracy and completeness with which users achieve goals.
Sending the selected route to the phone, suggesting an
appropriate route based on what the user needs, and sharing
an appropriate route to car parking is part of a satisfaction
attribute because they have a positive effect on the app usage.
Help and FAQ functions make it easy to learn to use apps so
that the user can rapidly start getting work done through the
app, which is the learnability attribute. Social capabilities
allow users to share experiences, including comments,
pictures, and videos, and interact with other tourists. It is
interesting for users to improve the use of a recommender
during a visit to a particular place [19].

3.2. Functional and Non-Functional Requirements. User
requirements can be divided into two types: functional and
non-functional requirements [20]. Functional requirements
can be elicited directly from a user through software feature
requests [21]. )e non-functional requirement can be de-
fined as part of the attributes of the system [20]. )e

functional requirements of the new system are listed in
Table 3 (functional requirement table), and the non-func-
tional requirements of the new system are listed in Table 4
(non-functional requirement table).

4. System Design

4.1. Proposed Data Processing Method. )e proposed data
processing method has six key elements: data collected, data
integrated and generated, data stored, data searched, and
data shared. )ese elements collect data from different data
resources and transfer a uniform RDF model and then save
the pod server on the Solid platform, and finally share these
data through a web application (see Figure 2).

First, data are collected; the public transportation data
are collected from tracking devices and sensors that are
located in the entire city and installed on cameras and
mobile phones [22].)ese public data are referred to as open
data because they can be freely used and redistributed by
someone either for or at marginal cost through existing web
applications, for example, data.gov.uk [23]. During the data
collection phase, diverse data sources will be collected
through different data sources, such as the data of the Uber
system [24], the data of the National Express system [25],
and the data of car parking systems [26].

Second, we discuss data integrated and generated ele-
ments. )ere are diverse open data sources in public
transportation, for example, National Express is XML; Uber
and car parking datasets are structured data like CSV; and
Trainline data are unstructured data, like TXT. )erefore, it
is necessary to consider heterogeneous datasets and translate
them into a uniform data type. An appropriate semantic
model can supply an interoperable representation of data
[27]. )erefore, semantic web technologies are suggested to
address these requirements because they will supply the
necessary capabilities for public transportation dataset
unification of different open datasets. Each data source
needed a diverse method to be extracted and changed into a
uniform RDF data model because the RDF data model
makes it easier to integrate system data than traditional data
models, for example, relational data [28].

)ird, data are stored; RDF is a graphics-based data
model that can represent any data structure. RDFS can be
defined within the RDF so that data structures and types can
be adapted as the application demands. RDFS and OWL are
programs that change diverse data types into a uniformRDF,
adding a semantic mark-up that describes the meaning of
each data item. Different data were unified in the RDF and
stored in the pod server on the Solid platform, which is a new
method because Solid technology was first used in the public
transportation area. Solid technology allows users to have
full control of their data, including access control and
storage location.

Fourth is the data searched element: there are two
possible methods for data searching on a Solid platform. One
is the RESTful method in terms of the LDP [29]. Another is
the SPARQL query method [18]. In a Solid platform, all pod
servers must support the LDP, while some servers may
optionally support SPARQL.
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Finally, we have the data shared element: based on the
above steps, users will have access to these data based on
their different authority levels, such as access to the entire
dataset or only part of the dataset and access to modifying
data and comments after data are shared on the website.

4.2. System Framework. Figure 2 describes a complete
process in which data is collected, integrated, stored, and
shared. Each functional capability is defined as a separate
function, permitting separate programming and evolution,
as shown in Figure 2, which derives from architectures in
Slogger: a profiling and analysis system based on semantic
web technologies [30]. Figure 3 shows the system framework
for implementing a web-based data-sharing system, in-
cluding transformers, semantic web query algorithms, and
visualization technology. )is new proposed system
framework for implementing public transportation data
sharing is mainly based on Solid.

5. System Implementation

5.1. C2RMF (CSV to RDF Mapping File) Algorithm. To
change the CSV data of car parking into RDF for integrating
heterogeneous data, the new C2RMF (CSV to RDFMapping
File) algorithm was developed. Converting CSV files to RDF
files based on mapping files is currently the main way in-
cluding the C2RMF algorithm. Some existing tools or ways
are accomplished for CSV to RDF including our proposed
algorithm. But these tools use different mapping techniques,
and it is difficult to use and share these mapping engines.
Furthermore, most of them lack the use of semantic web
technology and W3C recommended standards [31].

C2RMF algorithm is fully in accordance with W3C
recommendation [32], a Java-based method which converts
CSV data into RDF. If no specific format is provided, the
result is serialized as a TURTLE file by default.)e algorithm
can convert CSV files into RDF files and also can change
some structured data of public transportation into RDF,
adding a semantic mark-up that describes the meaning of
each data item. )e algorithm can convert each row of the
input CSV data into a new instance of a uniform RDF class.
Each value in the column of the source CSV is transformed

into a new triple where each key represents a column po-
sition in the source, CSV stands for the subject, each
property depending on the name of the column header
stands for the predicate, and each value of the column stands
for the object. )e algorithm is also entirely customizable to
meet specific user requirements in terms of the mapping file.

Define the RDF graph. Let M and N be a finite set of
uniform resource identifiers and literals. A tuple (s, p, o)
∈M×M× (M∪N) can be called an RDF triple. Each RDF
triple t� (s, p, o) indicates that resource s and resource o have
a relationship p, where s, p, and o represent a subject, a
predicate, and an object, respectively, and thus a finite set of
triples is called an RDF graph. C2RMF algorithm is shown in
Table 5.

Figure 4 shows the transfer process of the C2RMF al-
gorithm and illustrates the corresponding relationship be-
tween the contents of the CSV and RDF files.

5.2. SemanticWeb Query Process. To retrieve transportation
route alternatives from the Solid server, semantic web
queries were developed using SPARQL. SPARQL is theW3C
standard for creating, querying, and updating linked data-
bases. SPARQL is the standard query language for the RDF
model. SPARQL has proven to be a powerful querying
language. SPARQL queries in Solid are divided into two
queries: local queries and link-following queries. )e local
query can access only predicates that are located on the local
user’s pod, whereas the link-following query can access
predicates on many pods [17]. )e query process retrieves
transportation route alternatives in terms of routeId or
tripId. )e semantic web query considers the synonym
heterogeneity for querying between two stations because the
station names are diverse in the domain ontology with the
same separate definitions.

Similar to SQL, SPARQL retrieves data from the query
dataset through a Select statement to determine which result
of the selected data will be returned. Additionally, SPARQL
uses a Where clause to state criteria to discover a match in
the query dataset. A SPARQL query comprises five parts:
namespace prefix, result set, dataset, query triple pattern,
and modifiers. Similar to SQL, Running a SPARQL query
will return all the match data. In the SPARQL query example
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Figure 1: Research methodology.
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Table 2: Usability of diverse public transportation apps.

Save
favorite
routes

Save recent
searches and

routes

Send the selected
route to the

phone

Suggest an appropriate
route based on user

needs

Suggest an appropriate
route to go to car

parking

Help
and
FAQ

Social
aspects

Uber Y Y N Y N Y N
Aqua cars Y Y N Y N Y Y
National express Y Y N Y N Y Y
First Bus Y Y N Y N Y N
UK Bus Y Y N Y N Y N
Trainline Y Y N Y N Y N
Virgin Trains Y Y N Y N Y Y
YourParkingSpace N N N N Y Y Y
JustPark N N N N Y Y Y
Google Y Y Y Y Y Y N
My system Y Y N Y Y Y Y

Table 3: Functional requirement.

No Description Proposer
1 Search route based on leaving date and depart time and starting position and destination User
2 Display the diverse routes that include di�erent vehicles and detailed stop stations User
3 Display the tra�c accident of searching routes User
4 Display the tra�c jam of searching routes User
5 Suggest an appropriate route based on user needs System
6 Search car parking based parking date and parking close to where user needs it through users’ position User
7 Create account and sign in, and �nd an appropriate route based on user needs and book it User
8 Save favorite routes and recent searching routes User
9 Help and FAQ User
10 Social media including Twitter, Instagram, and Facebook User
11 Suggest an appropriate route to go to car parking System
12 �e system can restrict di�erent levels of users so only authorized users can do what they ought to do System

Table 4: Non-functional requirement.

No De�nition Description

1 Usability System states that all menus and navigation are easy to use, system can be used by adult members of the public without
training

2 Security System data are stored safely and protected
3 Compatibility Di�erent browser compatibility and operating system compatibility
4 Performance All pages on website system load in less than 5 s
5 Extensibility System architecture can integrate other new public transportation data
6 Availability System shall be available for use within 24 hours a day

Public transportation
System

Transfer Tools Pod

Web application

RDF Data Model

Users

Displayed

Retrieved

Generated

Collected Integrated

Stored
Shared

Data Searched

Data File

Figure 2: Data processing graph.
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below, the SELECT clause specifies the result variable to be
returned, and ∗ means to return all result variables. )e
FROM clause defines the dataset to query. WHERE clause
specifies query conditions. Finally, the query returns all these
declared query variables in the final subset, in terms of the
subjects, predicates, or objects they are defined to in the
bus.ttl. “Order by? TripHeadsign” orders the subset in al-
phabetical order. )e SPARQL query is shown in Figure 5.

5.3. Visualization. )ere are two key modules during the
visualization component in the web-based data-sharing
system visualization. Google Maps can establish a stable
connection from the server to the client and provide
downloading of extra map information for displaying map
information on the client [33]. Additionally, the application
programming interface (API) function, provided by Google,
comprises a couple of classes, functions, and data structures
that could be used by a developer through JavaScript or
others [34]. In this system, the Google Map API is called to
initialize the selected map area for display on the web page.

SPARQL is used to retrieve relative route data through the
pod server, and then CSS and JavaScript are used to show
selected Uber and bus routes, displaying the message on the
map based on retrieving data. Figure 6 shows the visuali-
zation framework for implementing a web-based data-
sharing system.

6. Experiment

)e experiment can be dived into two parts, the performance
test of the C2RMF algorithm and system testing.

6.1. Conversion Performance Test. To verify the performance
of the C2RMF algorithm, two ways of converting CSV to
RDF data were tested in this testing process, one is the
C2RMF algorithm, and the other is a transformer tool
named stlab.csv2rdf-1. )is csv2rdf is a typical Java-based
and open-source tool, which depends on Apache Jena to
convert CSV data into RDF [35]. )ere are other transfer
tools that can achieve this purpose, such as Geometry RDF
and Table 6. But Csv2rdf is chosen as it is very easy and
intuitive to use, and well provide to achieve data
transformation.

6.1.1. Testing Environment. )e system hardware testing
environment includes a Huawei Cloud Server configured
with Kunpeng 920 2.6GHz, 8vCPUs, and 32GB of RAM.
)e system software testing environment comprises an
Open Euler 20.03 64 bit operating system (server), JDK 1.8.0.

6.1.2. Testing Data. Four datasets from different sources
were used for this test [36].

6.1.3. Testing Results. )ere are two steps in the conversion
performance test process, one step is the comparison of the

C2RMF

Linked Data 
platform
SPARQL
Support

XML

Structured
Data

Unstructured
Data

Generated

RDF Data Model

Collected

Collec
ted

Collected

Stored

Access
Resources

Read

Content
DeliverVisualisation

WriteHttp

Get

Users

CSV TO RDF

User’s Pod Other’s Pod

Figure 3: System framework.

Table 5: C2RMF algorithm.

C2RMF algorithm
Input: CSV files; mapping files.
Output: RDF file
(1): Read the CSV file to get the columnsize
(2): Read the CSV file to get the rowsize
(3): Get column. Property of the CSV file
(4): For i� 1. . ..Rowsize do
(5): For each Column [i]. Property do
(6): s⟵ i
(7): p⟵Get mapping. URI [i] of the mapping file
(8): o⟵Columns [i]. value
(9): Generate RDF triple (s, p, o)
(10): End for
(11): Return RDF triple in the RDF datasets.
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execution time of the C2RMF algorithm and the csv2rdf
based on these four datasets, and the four stages of exper-
imental results are listed in Figure 7. �e other refers to the

two ways of CSV Transformers RDF based on Met-
ro_Interstate_Tra�c_dataset, and these experimental results
are listed in Figure 8.

@PREFIX custom_trip: <https://www.port.ac.uk/custom#> (Namespace Prefix)

SELECT * ' + (Result Set)

FROM < https://localhost:8443/public/bus.ttl> (Data Set)

' WHERE ' + '{' + (Query Triple Pattern)

' ?the Trip custom_trip:routeId ?routeId .'+

' ?the Trip custom_trip:tripId ?tripId .'+

' ?The Trip custom_trip:tripHeadsign ?tripHeadsign .}

ORDER by ?tripHeadsign ' ( Modifiers)

Figure 5: An example SPARQL query.

Initialize

InitMap.
js

CSS

Solid
Server

rdflib.js SPARQL

Get Data

Web
Server

Home Page

Google Map API

Type of Data

Complex Simple

Web Map Application

Figure 6: Visualization framework of implementing web-based data-sharing system.

a column
position

1

First Name

James

Last Name

Brown

Address

41 Manchester
Road

Birth

1947-01-08

Row:1 James

Subject ObjectPredicate

M:FirstName

CSV FILE Mapping FILE RDF FILE

1= 
https://www.port.
ac.uk/myont/first
Name
…

M:https://www.port.ac.uk/myont/
Row:http://w3c/future-csv-
vocab/row

Figure 4: C2RMF algorithms.
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6.2. System Testing. �is part of system testing mainly in-
cludes functional testing and non-functional testing.

6.2.1. Testing Environment. �e system hardware testing en-
vironment includes a desktop computer con�guredwith an Intel
(R) Core(TM) i7-4702MQCPU2.2GHz and 8GBof RAM.�e
system software testing environment comprises a Windows 10

Professional 64byte operating system, a local Solid server ver-
sion 5.1.6, SpringBoot version 2.1.6, an embeddedTomcat server,
which is considered a local web server, and a transformer tool
named CSV Transformers RDF algorithm.

6.2.2. Testing Data. During the test process, diverse CSV
data were collected from di�erent data sources using diverse
addressing mechanisms [24–26].

6.2.3. Functional Testing and Results. Functional testing was
used for an achieved program. �e aim was to demonstrate
that it supplies all of the behaviors required of it. �e option
of test cases is in terms of the user requirement of the
software entity under test [37]. Functional testing is a form
of black-box testing. Based on the above, functional testing
was considered the main testing technology during the
testing phase.

�ese �gures show the functional testing results based on
the testing data. Figure 9 shows the bus route list for sharing
data on the Solid platform. Figure 10 shows a bus route on
the Google Maps and retrieves data from the Solid platform.
Figure 11 shows an Uber route on the Google Maps and
retrieves data from the Solid platform. Figure 12 shows a car
parking position on the Google Maps and retrieves data
from the Solid platform.

Based on Table 7, the functional testing results of the new
system are listed in Table 8.

6.2.4. Non-Functional Testing and Results. According to
Table 4, the non-functional testing results are listed below:

Table 6: �e experimental datasets for conversion performance test.

Test datasets Properties Size
(kb)

Bike-sharing-day-dataset 731 rows× 16 columns 56
Bike-sharing-hour-dataset 17379 rows× 17 columns 1130
Car-parking-dataset 35717 rows× 4 columns 1357
Metro_Interstate_Tra�c_dataset 48204 rows× 9 columns 2768
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Figure 7: (a) Conversion execution time on the bike-sharing-day-dataset. (b) Conversion execution time on the bike-sharing-hour-dataset.
(c) Conversion execution time on the car-parking-dataset. (d) Conversion execution time on the Metro_Interstate_Tra�c_dataset.
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Figure 9: )e bus route list through Solid.

Figure 10: A bus route.
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Figure 11: Uber route.

Figure 12: A car parking position.
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Usability Testing. )ere are many guidelines and cri-
teria that were built during usability testing, but the
developer could not entirely depend on these guidelines
[38]. When following these guidelines and criteria and
during the development of the website, it is necessary
for users to easily use the website [39]. In terms of the
website completed in this paper, it is easy for users to
visit and use. )erefore, the website meets the usability
requirements.
Security Testing. )e most necessary criterion for a web
application is probably security. )is involves regu-
lating the retrieval of data, certifying user authorities,
and storing and protecting system data.
Compatibility Testing. )e compatibility of the website
is a crucial aspect. )e website has better compatibility
with various available main browsers, including Google
Chrome, Firefox, Safari, and Internet Explorer. Addi-
tionally, the website can be visited by the Linux and
Windows operating systems, which shows that the
website also has operating system compatibility.
Performance Testing. )e entire web page loads in less
than 5 s in the testing environment. However, as the
Solid server and web server were built on the local
computer, the test performance in the testing envi-
ronment is uncertain. )erefore, performance testing
needs to be further verified on a remote server.
Extensibility Testing. As the RDF data model was used
on the website, it is easy to integrate other new public

transportation data, which demonstrates that the
website provides good extensibility.
Availability Testing. According to the test local Solid
server, it is obvious that the website supplies good
availability through the Solid platform.

6.3. Experiment Summary. In total, approximately 80 typical
test cases were executed and presented in this paper. Each test
case is designed to produce useful data. )ese test cases were
chosen to develop data conversion, data storage, data re-
trieval, and visualization. Additionally, it is necessary to
verify the user requirements and non-functional require-
ments of these test cases. In this section, some typical ex-
amples of these tests are presented, such as converting a
heterogeneous data source into uniform RDF data, storing
RDF data in the pod server to retrieve data through SPARQL,
and finally displaying data on the web page based on Google
Maps, CSS, and JavaScript. )e test results demonstrate that
the new website can meet user requirements.

Furthermore, applications are implemented as client-
side web, which reads and writes data directly from the
pods in this website in terms of a Solid platform.
Multiple applications can also reuse the same data on pod
servers. In addition, the new website system sustained
the view that sharing public transportation data services
could be improved through semantic web and Solid
technologies. )e website was also developed that is free
and provides several protocols, for example, SPARQL. It
is efficient for developing applications through Solid
platforms.

In addition, the new system is a well-established stan-
dard for publishing and managing unstructured or struc-
tured data on the web, gathering and bridging knowledge
from different data sources. C2RMF algorithm was devel-
oped to convert CSV into RDF, and also its performance test
was verified.

6.4. Experiment Analysis. Figure 7 shows the comparison of
the execution time of the C2RMF algorithm and the csv2rdf
on different datasets. Figure 8 shows the comparison of the
execution time of the C2RMF algorithm and the csv2rdf
based on the different number of rows. In terms of Figures 7
and 8, we can make the following observations:

(i) )e C2RMF algorithm and csv2rdf had the highest
conversion execution time for the test dataset,
Metro_Interstate_Traffic_dataset, 2768 kb, while
another test dataset, bike-sharing-day-dataset, with
56 kb, had the least running time, as the execution
time usually depends on the properties of the
datasets.

(ii) )e execution time of both the C2RMF algorithm
and the csv2rdf exhibits approximately a linear
growth rate as the number of dataset rows. As
shown, when the number of dataset rows is low,
then the execution time is less; it gradually increases
based on the properties and sizes of the datasets.

Table 7: Comparison of testing data.

Testing data Data source Test status
Car parking data Car parking system PASS
Uber data Uber system PASS
National bus data National Express system PASS

Table 8: Functional testing results.

No Description Results

1 Search route based on leaving date and depart time
and starting position and destination No

2 Display the diverse routes which include different
vehicles and detailed stop stations Yes

3 Display the traffic accident of searching routes No
4 Display the traffic jam of searching routes No
5 Suggest an appropriate route based on user needs Yes

6
Search car parking based on parking date and

parking close to where user needs it through users’
position

Yes

7 Create account and sign in, find an appropriate
route based on user needs, and book it Yes

8 Save favorite routes and recent searching routes Yes
9 Help and FAQ Yes

10 Social media including Twitter, Instagram, and
Facebook Yes

11 Suggest an appropriate route to go to car parking Yes

12 )e system can restrict different levels of users so
only authorized users can do what they ought to do Yes
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(iii) )e traditional method such as csv2rdf performs
well on bike-sharing-day-dataset for converting
CSV to RDF, but it is not sufficient to handle a larger
number of CSV rows.

(iv) )e C2RMF algorithm achieves approximately
higher performance based on Figures 6 and 7, and
these results demonstrate the effectiveness of the
C2RMF algorithm compared with the traditional
method because our method optimizes the pro-
cessing flow and efficiency during the process of
converting CSV files to RDF files. )erefore, the
C2RMF algorithm can not only convert the original
CSV data into RDF data without changing the data
but also has high integration and extensibility.

On the other hand, Figure 9 shows the alternative bus
route list to arrive at the destination based on this CSV file of
the National bus system, which aims to provide the best
alternative routes to arrive at the destination in urban areas
according to open CSV data. Figure 10 shows a further test
case; according to Figure 9, it retrieved each bus station of
the selected bus route through SPARQL and finally dis-
played them on the website through the Solid platform.
Figure 11 shows a test case from the CSV file of the Uber
system. It suggests that these alternative routes arrive at the
destination. )e processing flow is similar to that in Fig-
ure 10, and the route is also shown on the website with
Google Maps. Figure 12 shows the test case from a car
parking CSV file, which suggests suitable car parking lo-
cations for a car based on its location and is shown on the
web page with Google Maps.

However, there are some limitations:

(i) )e data source is a single type file: among the
different data sources, only the CSV file was selected
and converted into an FDF file through our de-
veloped converting algorithm during the testing
process. In a real environment, other data source
files must be selected and converted.

(ii) History data source: the different open data sources
were history data and not real-time data. It is helpful
to provide online data in a real environment.

(iii) Lack of SPARQL interface: website developers need
to be experienced with diverse data schemas and
query evaluations to solve effective SPARQL queries.

7. Conclusion and Recommendations

In this paper, we proposed a novel approach that mainly
included the proposed data processing method, the new
C2RMF algorithm, the proposed system framework, and the
web-based data-sharing system.)e approach can achieve to
integrate and share heterogeneous public transportation
data to provide personalized sharing of these data between
different users. )e research results on the publicly available
datasets demonstrate the significance of the approach from
two aspects. (1) )e proposed data processing method in-
volves the management process of the full life cycle of data
including data collected, data integrated and generated, data

stored, data searched, and data shared. (2) )e proposed
approach provided a unified data operation mode for in-
formation storage and retrieval of heterogeneous public
transportation data. It is useful to manage these data.

In future work, it would be very interesting to do the
following. (1) We plan to convert other data types of public
transportation including structured data into RDF data
through our C2RMF algorithm. (2) We will try to forecast
short-term traffic flow based on these public transportation
data.

Data Availability

No data were used to support this study.

Conflicts of Interest

)e authors declare that they have no conflicts of interest.

Acknowledgments

)is study was supported by Major Public Welfare Projects
of Henan Province (201300210500).

References

[1] T. M. O’Brien, “Vivek Kundra: federal cio in his own words,”
2011, http://radar.oreilly.com/2009/03/vivek-kundra-federal-
cio-in-hi.html,2011.

[2] M. Maksimovic, “)e role of green internet of things (G-IoT)
and big data in making cities smarter, safer and more sus-
tainable,” International Journal of Computing and Digital
Systemss, vol. 6, no. 4, pp. 175–184, 2017.

[3] X. Ma, K. Zhang, L. Zhang et al., “Data-Driven niching
differential evolution with adaptive parameters control for
history matching and uncertainty quantification,” SPE Jour-
nal, vol. 26, no. 02, pp. 993–1010, 2021.

[4] G. Sun, C. Li, and L. Deng, “An adaptive regeneration
framework based on search space adjustment for differential
evolution,” Neural Computing & Applications, vol. 33, no. 15,
pp. 9503–9519, 2021.

[5] L. Ding, S. Li, H. Gao, Y. J. Liu, L. Huang, and Z. Deng,
“Adaptive neural network-based finite-time online optimal
tracking control of the nonlinear system with dead zone,”
IEEE Transactions on Cybernetics, vol. 51, no. 1, pp. 382–392,
2021.

[6] J. Yang, M. Xi, B. Jiang, J. Man, Q. Meng, and B. Li, “FADN:
fully connected attitude detection network based on industrial
video,” IEEE Transactions on Industrial Informatics, vol. 17,
no. 3, pp. 2011–2020, 2021.

[7] S.Wang,W. A. Higashino, M. A. Hayes, andM. A.M. Capretz,
“Service evolution patterns,” in Proceedings of the 2014 IEEE
International Conference on Web Services, ICWS, 2014,
pp. 201–208, Anchorage, AK, USA, June 2014.

[8] T. Espinha, A. Zaidman, and H. G. Gross, “Web API growing
pains: loosely coupled yet strongly tied,” Journal of Systems
and Software, vol. 100, pp. 27–43, 2015.

[9] J. Samuel and C. Rey, “Challenges in integrating multiple
heterogeneous and autonomous web services using mediation
approach,” in Proceedings of the 2016 Eleventh International
Conference on Digital Information Management (ICDIM),
pp. 185–190, IEEE, Porto, Portugal, September 2017.

Journal of Advanced Transportation 13

http://radar.oreilly.com/2009/03/vivek-kundra-federal-cio-in-hi.html,2011
http://radar.oreilly.com/2009/03/vivek-kundra-federal-cio-in-hi.html,2011


[10] R. Tan, R. Chirkova, V. Gadepally et al., “Enabling query
processing across heterogeneous data models: a survey,” in
Proceedings of the 2017 IEEE Int’l Conf. on Big Data (Big
Data), pp. 3211–3220, IEEE, Boston, MA, USA, December
2017.

[11] J. Domingue, D. Fensel, and J. A. Hendler, “Introduction to
the semantic web technologies,” in Handbook of Semantic
Web Technologies, D. John, F. Dieter, and J. A. Hendler, Eds.,
pp. 3–41, Springer-Verlag, Berlin, Heidelberg, 2011.

[12] C. Bizer, T. Heath, and T. Berners-Lee, “Linked da+ta - the
story so far,” International Journal on Semantic Web and
Information Systems, vol. 5, no. 3, pp. 1–22, 2009.

[13] Z. Wei, Web-based Data Sharing System for Public+ Trans-
portation, Unpublished Master’s @esis, University of Ports-
mouth, ProQuest Dissertations and )eses Global,
Portsmouth, England, 2019.

[14] “RDF vocabulary description language 1.0: RDF schema,” 5
November 2007, http://www.w3.org/TR/2004/REC-rdf-
schema-20040210.

[15] T. Berners-Lee and E. Miller, “)e semantic web,” 2002,
http://www.w3.org/2002/Talks/01-sweb/.

[16] M. Dean, D. Connolly, F. van Harmelen et al., “OWL web
ontology language 1.0 Reference,” July 2002, http://www.w3.
org/TR/owl-ref/.

[17] “Optimizations over decentralized RDF graphs,” in Pro-
ceedings of the IEEE International Conference on Data En-
gineering, IEEE Computer Society, pp. 139–142, San Diego,
CA, USA, April 2017.

[18] E. Mansour, A. Vlad Sambra, S. Hawke et al., “A demon-
stration of the solid platform for social web application,” in
Proceedings of the 25th International Conference Companion
on World Wide Web, pp. 223–226, Montréal, Canada, April
2016.

[19] J. Borras, A. Moreno, and A. Valls, “Intelligent tourism
recommender systems: a survey,” Expert Systems with Ap-
plications, vol. 41, no. 16, pp. 7370–7389, 2014.

[20] D. Leffingwell andW. Don,Managing Software Requirements:
A Use Case Approach, pp. 978–0321122476, Addison Wesley,
Boston, MA, USA, 2003.

[21] E. Guzman and W. Maalej, “How do users like this feature? a
fine grained sentiment analysis of app reviews,” in Proceedings
of the 2014 IEEE 22nd International Requirements Engineering
Conference (RE), pp. 153–162, IEEE, Karlskrona, Sweden,
August 2014.

[22] M. Gohar, M. Muzammal, A. U. Rahman, and T. S. S. Smart,
“Smart tss: defining transportation system behavior using big
data analytics in smart cities,” Sustainable Cities and Society,
vol. 41, pp. 114–119, 2018.

[23] “How linked data is transforming eGovernment,” January
2013, https://www.slideshare.net/nlout/d432-case-
studydataintegrationv015.

[24] “Uber Pickups in NYC, dataset by data-society,” 2015, https://
data.world/data-society/uber-pickups-in-ny.

[25] “National express data,” 2019, http://www.basemap.co.uk/
data/NCSD/NCSC.ZIP.

[26] “Council car parks, data.gov.uk,” 2019, https://data.gov.uk/
dataset/f72d1bf7-44fb-4d69-b7df- 424589d42769/council-
car-parks.

[27] R. Uceda-Sosa, B. Srivastava, and R. J. Schloss, “Building a
highly consumable semantic model for smarter cities,” in
Proceedings of the AI for an Intelligent Planet, pp. 1–8, Bar-
celona Spain, July 2011.

[28] S.-C. Necula, “A semantic web solution for E-government
educational services,” Informatica Economica, vol. 19, no. 4/
2015, pp. 43–54, 2015.

[29] S. Speicher, J. Arwe, and A. Malhotra, “Linked Data Platform
1.0, W3C Recommendation 26 February 2015. W3C Rec-
ommendation, World Wide Web Consortium (W3C),” 2015,
http://www. w3. Org/TR/2015/REC-ldp-20150226.

[30] M. Baker and R. Boakes, “Slogger: a profiling and analysis
system based on Semantic Web technologies,” Scientific
Programming, vol. 16, no. 2-3, pp. 183–204, 2008.

[31] S. M. H. Mahmud, M. A. Hossin, H. Jahan et al., “CSV2RDF:
generating rdf data from CSV file using semantic web tech-
nologies,” Journal of @eoretical and Applied Information
Technology, vol. 96, no. 20, 2018.

[32] J. Tandy, I. Herman, and G. Kellogg, Eds., Generating RDF
from tabular data on the web, w3c recommendation, 17
December 2015, https://www.w3.org/TR/csv2rdf/.

[33] M. P. Peterson, “International perspectives on maps and the
internet: an introduction,” in International Perspectives on
Maps and the Internet, pp. 3–10, Springer, Berlin, Germany,
2008.

[34] J. Udell, Beginning Google Maps Mashups with Mapplets,
KML, and GeoRSS: From Novice to Professional, Apress, New
York, NY, USA, 2009.

[35] “csv2rdf,” 2017, https://github.com/anuzzolese/csv2rdf.
[36] D. Dua and C. Graff, “UCI machine learning repository,” Sept

2021, http://archive.ics.uci.edu/ml.
[37] S. Nidhra, “Black box and white box testing techniques - a

literature review,” International Journal of Embedded Systems
and Applications, vol. 2, no. 2, pp. 2029–50, 2012.

[38] R. S. Pressman, Software Engineering: A Practitioner’s Ap-
proach, Palgrave macmillan, London, UK, 2015.

[39] M. S. Hussain, A. Ali, and J. Shaf, “Enhance websites testing
via functional and non-functional approach: case study,”
International Journal of Application or Innovation in Engi-
neering & Management, vol. 2, no. 5, pp. 66–72, 2013.

14 Journal of Advanced Transportation

http://www.w3.org/TR/2004/REC-rdf-schema-20040210
http://www.w3.org/TR/2004/REC-rdf-schema-20040210
http://www.w3.org/2002/Talks/01-sweb/
http://www.w3.org/TR/owl-ref/
http://www.w3.org/TR/owl-ref/
https://www.slideshare.net/nlout/d432-case-studydataintegrationv015
https://www.slideshare.net/nlout/d432-case-studydataintegrationv015
https://data.world/data-society/uber-pickups-in-ny
https://data.world/data-society/uber-pickups-in-ny
http://www.basemap.co.uk/data/NCSD/NCSC.ZIP
http://www.basemap.co.uk/data/NCSD/NCSC.ZIP
https://data.gov.uk/dataset/f72d1bf7-44fb-4d69-b7df- 424589d42769/council-car-parks
https://data.gov.uk/dataset/f72d1bf7-44fb-4d69-b7df- 424589d42769/council-car-parks
https://data.gov.uk/dataset/f72d1bf7-44fb-4d69-b7df- 424589d42769/council-car-parks
https://www.w3.org/TR/csv2rdf/
https://github.com/anuzzolese/csv2rdf
http://archive.ics.uci.edu/ml


Research Article
Optimization of the Reversible Lane considering the
Relationship between Traffic Capacity and Number of Lanes

Jianrong Cai,1 Jianhui Wu ,2 Zhixue Li,1 Qiong Long,1 Zhaoming Zhou,1 Jie Yu ,1

and Xiangjun Jiang 3

1School of Civil Engineering, Hunan City University, Yiyang, Hunan 413000, China
2School of Information Science and Technology, Hunan Institute of Science and Technology, Yueyang 414006, China
3Department of Traffic Management, Hunan Police Academy, Changsha, Hunan 410000, China

Correspondence should be addressed to Jianhui Wu; wjh_hnist@163.com

Received 11 March 2022; Revised 10 April 2022; Accepted 15 April 2022; Published 28 April 2022

Academic Editor: Elżbieta Macioszek
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To make full use of road resources, improve the operation efficiency of the road network system, and alleviate the coexistence
between traffic congestion and road resources idle caused by the traffic tidal phenomenon, the impact of the number of lanes on
traffic capacity is examined, and the mixed-integer bilevel programming model for reversible lane optimization is established with
the aim to minimalize the total travel time of the system. Taking a test road network as an example, the influence of the reversible
lane optimization on characteristic values of sections, the route travel time between OD pairs, and the total time of the system are
analyzed. ,e results indicate that the reversible lane optimization can make full use of the idle road resources and make the road
network structure match the travel demands better, and the system index after the reversible lane optimization is obviously better
than the original system index.

1. Introduction

Urban traffic flow has two typical characteristics. One is
temporal asymmetry on some roads and another is spacial
asymmetry on some roads. As more and more urban resi-
dents choose to work in the city center and live in the
suburbs, urban traffic has obvious tidal characteristics.
During the peak hours, the flow in one direction of the lanes
is greater than the capacity resulting in congestion, while the
lanes in the other direction are not fully utilized resulting in
the idleness of road resources, and the traffic system is in a
state of congestion and inefficient operation.

,ere have been a large number of theoretical and
simulation studies of traffic systems in order to solve the
problem of congestion and achieve high traffic efficiency
(e.g., Li et al. [1]). And the implementation of reversible
lanes which adjusts the road resources in the light traffic
flow direction to the heavy traffic flow direction is an ef-
fective measure to solve the problem of tidal traffic con-
gestion and improve the operation efficiency of the whole

road network system greatly, without changing the road
structure, control facilities, or traffic infrastructure (e.g.,
Wong et al. [2], Jiang et al. [3], Yu et al. [4], Wolshon et al.
[5], and Golub et al. [6]).

Zhang et al. [7] established the network reserve capacity
model and demonstrated that reversible lane can greatly
improve the reserve capacity of the road network. In the
study of Li et al. [8], in order to make the periodic flow
direction of the reversible traffic system change more
smoothly, a reversible lane adjustment method suitable for
urban trunk roads from off-peak time to peak time is
proposed. Hausknecht et al. [9] pointed out that the re-
versible lane system can increase the capacity of congested
sections, effectively reduce traffic congestion in peak hours,
and facilitate the emergency evacuation of travel users.
Wolshon et al. [10] analyzed the problems that can be solved
by the setting of reversible lanes and believed that the cost,
advantages, and disadvantages of various design schemes
and the long-term benefits of the whole transportation
system should be comprehensively considered when
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planning reversible lanes. Waleczek et al. [11] studied the
effectiveness, feasibility, and safety issues of reversible lanes
and considered that the reversible lane system is a practical
and safe intelligent traffic management tool.

Yue et al. [12] demonstrated the necessity and feasibility
of implementing reversible lane during the Shanghai World
Expo and preliminarily discussed the specific implementa-
tion scheme. Wang et al. [13] developed an optimization
model to decide the number and scheduling rules of the
reversible lanes of container gates under the constraints of
limited spaces and imbalanced traffic volumes. Sheu et al.
[14] analyzed the potential of applying lane reversal tech-
niques to alleviate temporary congestion caused by traffic
incidents and formulated a discrete-time nonlinear sto-
chastic model with the estimation of lane-changing fractions
for real-time incident management. Xiao et al. [15] focused
on disseminating messages under global traffic information
and studied the cooperative bargain for the separation of
traffic flows in smart reversible lanes so as tomake consistent
movements when separating the flows. Mao et al. [16]
proposed a real-time dynamic reversible lane scheme in the
Intelligent Cooperative Vehicle Infrastructure System
(CVIS) which was applied to determine the number of lanes
and the timing of lane changes.

Bilevel programming model is increasingly used in the
field of reversible lane optimization, typically the upper-level
decides on the lanes, changing their performance depending
on the lower-level travelers’ routing decisions (e.g., Mag-
nanti et al. [17]). Shi et al. [18] established a master-slave
bilevel programming model with the goal of reducing the
total travel cost in the peak period of the urban trans-
portation network and reducing the management cost of
reversible lane setting. Gao et al. [19] and Zhang et al. [20]
constructed a bilevel programming model of reversible lane
optimization with the goal of minimizing the total imped-
ance of the road network, in which the upper level is the
reversible lane setting scheme of the traffic management
department and the lower level is the user optimal allocation
of travel users according to the set scheme. Lu theoretically
analyzed the behaviors of the players involved in the leader-
follower strategic game and established a bilevel program-
ming model considering the game equilibrium between road
users and traffic controllers (e.g., Lu et al. [21]).

Di defines a coupling measure to quantify the rela-
tionship between network structure and demand structure,
with the aim to maximize the coupling measure, and a
nonlinear bilevel mixed-integer programming model is
established to find the optimal lane combination strategy in
the considered network from the viewpoint of systematology
(e.g., Di et al. [22]). When the goal of the upper level is the
same as the lower level, the problem can be formulated as a
single-level programming model (e.g., Conceio et al. [23]
and Cai et al. [24]).

,e abovementioned studies on reversible lanes are
based on the ideal assumption that the capacity of the road
section is absolutely proportional to the number of lanes.
But, in fact, with the increase in the number of lanes, the
average capacity of each lane decreases accordingly. When
the number of lanes is more than 4, the average capacity of

each lane even decreases by more than 16%. Ignoring this
practical impact may lead to a large deviation between the
model and the actual situation (e.g., Yang et al. [25]).
,erefore, this paper takes maintaining the normal traffic in
the direction of light traffic flow during the implementation
of reversible lanes as the basic premise, considers the re-
duction impact of the number of lanes on the traffic capacity
of the road section, and studies the optimal setting scheme of
the reversible lanes from the perspective of system opti-
mization in order to ensure the effectiveness of the whole
transportation system and alleviate the coexistence of traffic
congestion and idle road resources.

,is manuscript is structured as follows. After the in-
troduction, Section 2 is the analysis of the relationship
between road capacity and the number of lanes. In Section 3,
the bilevel programming model for reversible lane optimi-
zation is established. In Section 4, the feasibility of this
optimization model and its solution algorithm is verified. In
Section 5, the calculations and analysis of numerical example
are given. In Section 6, the conclusions of this research are
drawn.

2. Analysis of the Relationship between Traffic
Capacity and Number of Lanes

,e capacity of the road section increases with the increase
of the number of lanes, but with the increase of the number
of lanes, the opportunity for vehicle lane-changing increases
accordingly, the mutual interference between vehicles in-
creases, and the increase of the actual traffic capacity of the
road section decreases marginally with the increase of the
number of lanes.

Understanding the effect of lane-changing on traffic is an
important topic in designing optimal traffic control systems
(e.g., Li et al. [26]). According to Xiaobao Yang et al.’s [27]
research results, if the average capacity per lane of 2 lane
section is c2 and the lane-changing frequency is
a2(a2 � −0.224), the average capacity per lane of n lane
section is cn.

cn � c2e
a2(n− 2)/n

, n≥ 2. (1)

In specific planning, the lane number correction coef-
ficient of single-lane section is 1, and the lane number
correction coefficient of 2 lane section is 1.87 (e.g., Wang
et al. [28]). If the traffic capacity of 1 lane is set as c1, average
capacity per lane of 2 lane section is c2.

c2 �
1.87c1

2
� 0.935c1. (2)

,e average capacity per lane of n lane section is cn.

cn �
0.935c1e

a2(n− 2)/n
, n≥ 2

c1 n � 1
.

⎧⎨

⎩ (3)

Take the unit impulse sequence as

δ(n − 1) �
1, n � 1

0, others
.􏼨 (4)
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Take the unit step sequence as

u(n − 2) �
1, n≥ 2

0, others
.􏼨 (5)

,en, the average capacity per lane of the n lane section
can be obtained as

cn � δ(n − 1)c1 + u(n − 2)0.935c1e
a2(n− 2)/n

. (6)

3. Bilevel Programming Model for Reversible
Lane Optimization

Note that the node set of the whole road network is N, the
road section set is A, and the OD (origin destination) pair set
is w. Assuming that section a ∈ A has a corresponding
reverse section a, note that the two-way section €a is com-
posed of section a and section a. xa represents the flow of
section a, la represents the number of lanes of section a, Ca

represents the capacity of section a, and ca represents the
capacity of a single lane of section a. Note that the free travel
time of section a is t0a, the travel time of each section is
ta(xa, la), and its functional form adopts BPR formula:

ta xa, la( 􏼁 � t
0
a 1 + α

xa

Ca

􏼠 􏼡

β
⎡⎣ ⎤⎦, a ∈ A, (7)

where α and β are undetermined parameters and Ca can be
obtained as

Ca � la · cn, a ∈ A. (8)

According to formula (6), the average capacity per lane
of n lane section can be obtained as shown in Table 1.

It is assumed that all travelers have the decision to select
the path with the minimum travel time, and the road net-
work reaches the user equilibrium state. For the reversible
lane system, the traffic management department can opti-
mize the allocation of road resources through the adjustment
of the number of lanes so that the road network structure can
match the travel needs of urban residents better. Aiming at
minimizing the total travel time of the whole road network, a
mixed-integer bilevel programming model for the reversible
lane optimization is constructed as follows:

Upper level:

minZ � 􏽘
a∈A

ta xa, la( 􏼁 · xa. (9)

s.t. 1≤ la ≤ l €a − 1 ∀a ∈ A. (10)

la + la � l €a , ∀a ∈ A, a ∈ A. (11)

Lower level:

min 􏽘
a∈A

􏽚
xa

0
ta ω, la( 􏼁dω. (12)

s.t. 􏽘
k

f
rs
k � drs, ∀(r, s) ∈ w. (13)

f
rs
k ≥ 0, ∀(r, s) ∈ w. (14)

xa � 􏽘
r

􏽘
s

􏽘
k

f
rs
k δ

rs
a,k, ∀a ∈ A, (15)

where ω is the integral variable symbol, frs
k is the flow on the

path k between OD pairs (r, s), drs is the travel demand
between OD pairs (r, s), δrs

a,k is the correlation coefficient
between the path and the section, when the path k passes
through the section a, δrs

a,k � 1, otherwise, δrs
a,k � 0; formula

(10) shows that the adjustment range of the number of lanes
in the section a is [1, l €a − 1]; formula (11) is the conservation
constraint of the number of lanes in the section; formula (13)
is the conservation constraint of traffic flow; formula (14) is
nonnegative constraint of path flow.

4. Model Solution

Considering the complexity of the solution process for the
optimization model of nonlinear mixed-integer bilevel
programming problem which includes NP-hard optimiza-
tion problems (e.g., Karshenas et al. [29], Wang et al. [30],
Zhou et al. [31], and Shi et al. [32]), we propose a chaotic
particle swarm optimization algorithm, which is a parallel
algorithm, starts from the random solution, and finds the
optimal solution through iteration. ,e detailed steps are
described as follows:

Step 1. Initialization. Let the number of iterations be η, the
maximum allowable number of iterations be ηmax, the
particle swarm size be m, the reduction coefficients be z1 and
z2, respectively, the dynamic delay period be ξ, the maxi-
mum speed be va,max, the inertia weight factor be κ, and the
acceleration coefficients be c1 and c2, respectively. ,e
position (· · · ,φi

a,η, · · ·) of the ηth iteration of the
i(i � 1, 2 · · · m)th particle corresponds to the state
(· · · , lia,η, · · ·) of the ηth iteration of the ith reversible lane
optimization scheme, the maximum particle position of
section a is φa,max, corresponding to the maximum number
of lane settings l€a − 1 of section a, and the travel demand is
drs; each feasible particle initial position φi

a,0 and initial
speed vi

a,0 are randomly generated, the chaotic parameter is
μ, and the maximum number of iterations is ψmax.

Step 2. Calculate fitness. For each feasible particle, solve the
lower user equilibrium traffic allocation model and then

Table 1: Average capacity per lane.

Number of lanes 1 2 3 4 5 6 7 n

Average capacity per lane ca 0.935 ca 0.8678 ca 0.8359 ca 0.8174 ca 0.8053 ca 0.7967 ca 0.935 ea2(n− 2)/nca
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solve the upper objective function value according to the
section flow, that is, the fitness of the particle.

Step 3. Organize the particles in the swarm and update the
fitness of the particles in the swarm. Particles are processed
subchaotic iteratively ψmax times using logistic maps. As-
suming that the search space element of the same dimension
as (· · · ,φi

a,η, · · ·) is Y � (· · · , yi, · · ·), yi is the ith component
of the vector Y, yi ∈ [0, 1], and iteration is performed by
yk+1

i � μyk
i (1 − yk

i ), when the number of iterations is
reached at ψmax, the chaotic sequence y

j
i |j � 1, 2, · · · , k􏽮 􏽯 of

the ith component yi(i � 1, 2, · · ·) of the vector Y is ob-
tained. When μ � 4, the chaotic sequence obtained by the
logistic maps is in a completely chaotic state, and when ψmax
large enough, the chaotic sequence is able to traverse all the
values of the search space.

Step 4. Update the historical optimal location of individuals
and groups. For the i(i � 1, 2 · · · m)th particle, the individual
extremum pbesti

a,η is updated with the position corre-
sponding to the current optimal fitness. For particle swarm
optimization, the optimal position of all pbesta,η is used to
update the population extremum gbesta,η. If gbesta,η does
not improve after ξ successive iterations, make κ � z1κ,
va,max � z2va,max.

Step 5. Update the particle velocity according to vi
a,η+1 �

κvi
a,η + c1R1(pbesti

a,η − φi
a,η) + c2R2(gbesta,η − φi

a,η), where
vi

a,η is the velocity of the ηth iteration of the i(i � 1, 2 · · · m)th
particle, R1 and R2 are random numbers between (0, 1), and
the velocity of each particle shall be rounded to an integer. If
vi

a,η+1 > va,max, order vi
a,η+1 � va,max.

Step 6. Update the particle position based on φi
a,η+1 �

φi
a,η + vi

a,η. If φi
a,η+1 does not meet the constraint condition

1≤φi
a,η+1 ≤φa,max, it is discarded and the position of the ith

particle is not updated. If the constraint conditions are met,
judge the ith particle. If the particle makes no path con-
nection between an OD pair, discard the new position and
do not update the position of the ith particle, otherwise
update the ith particle to the new position.

Step 7. Terminate the inspection. If the termination con-
dition is satisfied, the iteration is stopped and gbesta,η is
output as the optimal adjustment scheme. Otherwise, let η �

η + 1 and return to Step 1.

5. Calculations and Analysis of
Numerical Example

,e test road network is shown in Figure 1, which is
composed of four nodes and five two-way sections. It is
assumed that there are four OD pairs, and the travel demand
is d14 � 4560pcu/h, d41 � 910pcu/h, d23 � 780pcu/h, and d32
� 1130pcu/h. ,e parameter value of the BPR function is α
� 0.15 and β � 4. ,e characteristic parameters of each
section, including free travel time, single-lane capacity, and
number of lanes, are shown in Table 2.

For the number of lanes in each section in the example,
set φ1−2,max � 7, φ2−4,max � 7, φ1−3,max � 5, φ2−3,max � 5,
φ3−4,max � 5, v1−2,max � 7, v2−4,max � 7, v1−3,max � 5,
v2−3,max � 5, and v3−4,max � 5. At the same time, in order to
improve the convergence speed of particle swarm optimi-
zation algorithm and ensure its effective convergence, set
m � 20, z1 � 0.9, z2 � 0.9, c1 � 1.8, c2 � 1.8, ξ � 6, κ � 1.3,
ηmax � 20, μ � 4, and ψmax � 20. ,e total travel time of the
system under the reversible lane optimization scheme
changes with iteration times as shown in Figure 2.

,e comparison of characteristic values such as lane
number, capacity, flow, and travel time of each section
before and after reversible lane optimization is shown in

1 2

3 4

Figure 1: Test road network.

Table 2: Characteristic parameters of each section.

Section Free travel time (s) Single-lane capacity
(pcu ·h− 1)

Number of
lanes

1–2 95 650 4
2–1 95 650 4
3–1 55 700 3
1–3 55 700 3
2–3 41 700 3
3–2 41 700 3
4–2 55 650 4
2–4 55 650 4
4–3 95 700 3
3–4 95 700 3
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Figure 2: Total travel time of the system changes with iteration
times.
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Table 3. For comparison, the capacity and flow of each
section before reversible lane optimization are shown in
Figure 3. ,e capacity and flow of each section after re-
versible lane optimization are shown in Figure 4. ,e

saturation comparison of each section before and after the
optimal setting of reversible lane is shown in Figure 5. ,e
service level of each section before and after the optimal
setting of reversible lane is shown in Figure 6.

Before the optimal setting of reversible lanes, the traffic
flow of sections 1–2, 2–4, 1–3, and 3–4 in heavy traffic flow
direction is larger than the capacity, and the saturation
exceeds 1, which is F service level, and the sections are very

Table 3: Characteristic values of sections before and after optimization.

Section
Number of lanes Capacity (pcu ·h− 1) Flow (pcu ·h− 1) Travel time (s)

Before After Before After Before After Before After
1–2 4 7 2173 3625 2368 2537 115.10 98.42
2–1 4 1 2173 650 495 438 95.04 97.94
3–1 3 1 1822 700 415 472 55.02 56.70
1–3 3 5 1822 2861 2192 2023 72.28 57.06
2–3 3 2 1822 1309 780 780 41.21 41.78
3–2 3 4 1822 2341 1351 1151 42.86 41.36
4–2 4 1 2173 650 495 438 55.02 56.70
2–4 4 7 2173 3625 2590 2559 71.65 57.05
4–3 3 1 1822 700 415 472 95.04 97.94
3–4 3 5 1822 2861 1970 2001 114.48 98.41
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Figure 3: ,e capacity and flow of each section before reversible
lane optimization.
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Figure 4:,e capacity and flow of each section after reversible lane
optimization.
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Figure 5: Saturation of sections before and after optimization.
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congested. ,e flow of sections 2–1, 4–2, 3–1, and 4–3 in the
light traffic flow direction is much more smaller than the
capacity, and the saturation is less than 0.25, which is A
service level, and the road resources are not fully utilized.
,e traffic tide phenomenon in 2-way sections is obvious,
and the problems of traffic congestion and idle road re-
sources are prominent.

After the optimal setting of reversible lanes, the number
of lanes of the section in the heavy traffic flow direction
increases, the section’s capacity increases accordingly, and
the travel time decreases significantly, while the number of
lanes of the section in the light traffic flow direction de-
creases, the section’s capacity decreases accordingly, and the
travel time increases slightly. ,e saturation of each section
is between 0.45 and 0.75, with the variance decreased from
0.175 to 0.004, the saturation is more balanced, the sections
are all at the service level of B or C, and there is neither
excessive congestion nor idle road resources.

It shows that the reversible lane optimization scheme can
make full use of the idle road resources in the light traffic
flow direction to improve the capacity of the section in the
heavy traffic flow direction, adjust the distribution of flow on
the road network, reduce the travel time of sections in the
heavy traffic flow direction significantly, balance the satu-
ration and service level of sections, and alleviate the coex-
istence of traffic congestion and idle road resources caused
by traffic tide phenomenon effectively.

,e route travel time between OD pairs before and after
reversible lane optimization is shown in Table 4. ,e total
travel time of the system and between OD pairs before and
after reversible lane optimization is shown in Figure 7.

From the perspective of equilibrium travel time between
ODpairs, although the travel timebetweenODpairs (4,1)with
smaller demand increased from150.1s to 154.6s, and the travel
timebetweenODpairs (2,3) also increased from41.2s to 41.8s,
the travel time between OD pairs (1,4) with larger demand
decreased from 186.8s to 155.5s, and the travel time between
ODpairs (3,2) also decreased from42.9s to 41.4s. It shows that
reversible lane optimization can adjustmore road resources to
travelers between OD pairs with larger demand andmake the
road network structure better match the travel demand.

From the perspective of the total travel time between OD
pairs, although the total travel time between OD pairs (4,1)
with smaller demand increased from 136591s to 140686s, and
the total travel time between OD pairs (2,3) also increased
from 32136s to 32604s, the travel time betweenOD pairs (1,4)
with larger demand decreased from 851808s to 709080s, and
the travel time between OD pairs (3,2) also decreased from
48477s to 46782s. ,e increase of total travel time between
OD pairs with smaller demand is smaller, and the decrease of
total travel time between OD pairs with larger demand is
larger. Finally, the total travel time of the system decreases
from 1069012s to 929152s, with a decrease of 13.08%, in-
dicating that the effect of reversible lane optimization on
reducing the total travel time of the system is obvious.

6. Conclusions

,is manuscript established a mixed-integer bilevel pro-
gramming model for reversible lane optimization, consid-
ering the influence of vehicle lane-changing on traffic

Table 4: Route travel time before and after optimization.

OD pair Route/in node order
Route travel time/s Total time/s

Before After Difference Before After Difference

(1,4)

1–2–4 186.8 155.5 −31.3

851808 709080 −1427281–2–3–4 270.8 238.6 −32.2
1–3–4 186.8 155.5 −31.3
1–3–2–4 186.8 155.5 −31.3

(4,1)

4–2–1 150.1 154.6 4.5

136591 140686 40954–2–3–1 151.3 155.2 3.9
4–3–1 150.1 154.6 4.5

4–3–2–1 232.9 237.2 4.3

(2,3)
2–3 41.2 41.8 0.6

32136 32604 4682–4–3 166.7 155.0 −11.7
2–1–3 167.3 155.0 −12.3

(3,2)
3–2 42.9 41.4 −1.5

48477 46782 −16953–1–2 150.1 154.6 4.5
3–4–2 169.5 155.1 −14.4

851808
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48477

1069012

709080

140686

32604
46782

929152

Before
After

(4, 1) (2, 3) (3, 2) Total(1, 4)
OD Pairs

0

200000

400000

600000

800000

1000000

1200000

Tr
av

el
 ti

m
e (

s)

Figure 7: Total travel time of the system and between OD pairs
before and after optimization.
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capacity which enhances the accuracy of the model, and
proposed a chaotic particle swarm optimization algorithm
for this model. Numerical examples verified the effectiveness
of the proposed optimization scheme and its solution al-
gorithm and showed the influences of reversible lane op-
timization on capacity, flow, travel time, saturation and
service level of sections, route travel time between OD pairs,
and total time of the system. ,e results showed that the
reversible lane optimization can make the road network
structure better match the travel demand, adjust the dis-
tribution of flow on the road network, reduce the travel time
of sections in the heavy traffic flow direction, balance the
saturation and service level of sections, and reduce the total
travel time of the system obviously.

Beyond the above preliminary research, there are many
interesting avenues for further study such as a couple of
ablation studies may be added to evaluate the effects of the
key parameters of the proposed method on the performance,
the setting of the signal light may significantly affect the
effect of the reversible lane optimization scheme, and an
ongoing extension of this study is to integrate the signal
control into our proposed model.
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We propose amultiagent, large-scale, vehicle routingmodeling framework for the simulation of transportation system.-e goal of
this paper is twofold. Firstly, we investigate how individual and social knowledge interact and ultimately influence the effectiveness
of resulting traffic flow. Secondly, we evaluate how different discrete-event simulation designs (delays vs. queuing) affect
conclusions within the model. We present a new agent-based model that combines the efficient discrete-event approach to
modeling with the intelligent drivers who are capable to learn about their environment in the long-term perspective from both,
individual experience, and widely available social knowledge. -e approach is illustrated as practical application to modeling
commuter behavior in the city of Winnipeg, Manitoba, Canada. All simulations in the paper are fully reproducible as they have
been carried out by utilizing a set of opensource libraries and tools that we have developed for the Julia programming language and
that are openly available on GitHub.

1. Introduction

Traffic flow and congestion models have been researched
since ‘30s (eg., by Greenshields [1]). Nowadays, they can be
classified by the level of detail considered into 4 groups: (1)
macroscopic, (2) microscopic, (3) submicroscopic, and (4)
mesoscopic [2–5].

Macroscopic traffic models concentrate on the rela-
tionships among traffic flow attributes such as flow, density,
or speed [2, 6]. In those models, individual vehicles are not
modelled but aggregated variables such as the average
density or the average flow are analyzed [2]. -e family of
macroscopic models includes kinematic wave models [7]
and ultidimensional fundamental d iagram [8, 9]. With
macroscopic algorithms, it is difficult to compare the results
from the model with real life data [10].

Microscopic traffic models simulate single vehicle-driver
units focusing on the dynamic model variables representing
microattributes such as the position or velocity of a single

vehicle (e.g., basic cellular automaton Nagel and Schreck-
enberg [11] model). Perfect examples of microapproach are
stimulus-response models [12], where driver is reacting
(accelerating or decelerating) to three main stimuli: her own
velocity, spacing, and relative velocity with respect to the
leader. Microscopic models’ calibration and validation can
be challenging [10].

Submicroscopic traffic models include more details
compared to microscopic ones: not only each vehicle is
modelled individually but also functions inside the vehicle
[3, 13], such as driver’s psychological reactions (e.g., re-
sponse to traffic lights) or vehicle performance (e.g., ac-
celeration or braking curves). Submicroscopic approach can
be problematic when it comes to model’s effectiveness and
the measurement and calibration of the thresholds (e.g.,
acceleration threshold) [13].

Mesoscopic model aggregation level is in between of
those of microscopic and macroscopic models [14]. Classical
mesoscopic approach describes aggregated vehicle behaviour
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by a specific probability distribution function, while single
vehicle behaviour rules are defined individually [2],e.g., gas-
kinetic models [15, 16]. Finally, hybrid mesoscopic models
appeared most recently: they combine microscopic and
macroscopic approaches by modeling the traffic at different
aggregation levels simultaneously [2]. Hybrid approach ap-
plies the microscopic model to areas of specific interest
resulting in more detailed outcome (e.g., city centre), while
simulating its surrounding network with macroscopic model
guarantees fast results [10].

Naturally, there are some limitations concerning traffic
flow models. According to Daiheng [17], they can be clas-
sified into four categories: (1) lack of model consistency, (2)
lack of model flexibility to include driver heterogeneity, (3)
lack of model capability to foresee near future, and (4) lack of
model expandability beyond one-dimensional traffic. -e
first limitation describes the inconsistency between model
outcome and observed traffic which may arise, e.g., in
macroscopic models not taking into consideration indi-
vidual drivers’ behaviour [10, 17]. -e next limitation fo-
cuses on driver heterogeneity such as different decision
factors or different decision rules. -en, there is a “look-
ahead” drivers’ capability which affects decision- making
process concerning near future. Finally, there are lots of
successful one-dimensional traffic models, but still there is a
gap left for an integrated traffic flow model incorporating a
few traffic dimensions at once, such as car following, lane
changing, and gap acceptance. All these limitations along
with some improvements are widely discussed in Daiheng
[17]. Drivers’ heterogeneity in terms of agents’ knowledge is
the limitation that can be addressed by the model introduced
in this paper.

An important long-term determinant of behaviour of
drivers who are capable of planning their travels is based on
what they learn from their previous experience and beliefs
about the traffic density. On the microlevel of traffic net-
work, modeling the question is how the information’s spread
might improve the effectiveness of traffic flow by increasing
its smoothness, by optimizing the car speed in platoon,
giving opportunity for the cars to avoid traffic congestion
[18, 19], or how to design and implement the vehicle-to-
vehicle communication system for the intelligent cars
[20, 21] in order to optimize their behaviour in the traffic
network. On the other hand, the problem of the macroscopic
and long-term relations between knowledge and the
structure of traffic flows might be crucial to better under-
stand how individual decisions of drivers (or autonomous
vehicles) contribute to the emergence of traffic congestion
and how to optimize such systems. For example, by knowing
how drivers react to changes in traffic network and how fast
they adapt to new conditions, better solutions for planning
the roadworks might be provided.

-e subject of learning and adaptive behavior itself is a
well-known concept in social sciences [22]. -e idea of the
modes of learning, individual and social one, was used to
explain such different phenomena as pricing on the markets
with asymmetric information and uncertainty [23, 24],
organizational learning, and trade-off between the explo-
ration of new possibilities and the exploitation of old

certainties [25], or even more widely, the evolution of the
culture and development of new inventions [26–28]. -e
problem of social learning is the most interesting part of
those research studies. It appears to be more advantageous in
comparison with individual one, because it allows to avoid
the costs of trial-and-error learning and also reduces the
uncertainty of the explored problem, but it turns out that the
outcome of the social learning depends strictly on the
learned subject. In cases when agents learn about the objects,
which are independent and not varying in time, such as the
quality of the good they are interested in buying in Izquierdo
and Izquierdo [24] model, social learning turns out to be
extremely effective. Using it decreases uncertainty, and in
the extreme case, it might reduce the problem to the market
with the perfect information case. However, when the en-
vironment is changing and nonuniform, relying on social
knowledge is prone to error and may lead individuals to
learn inappropriate or outdated information (Rogers, 1988;
[28]).

-e aim of this paper is twofold. Firstly, we investigate
how individual and social knowledge of intelligent drivers
interact and ultimately influence the effectiveness of
resulting traffic flow. Secondly, we evaluate how different
discrete-event simulation designs (delays vs. queuing) affect
conclusions within the model. We present a new agent-
based model that combines the efficient discrete-event ap-
proach to modeling with the intelligent drivers who are
capable to learn about their environment in the long-term
perspective from both, individual experience and widely
available social knowledge.

Traffic congestion has been an issue in many cities
around the world; hence, traffic flow modeling and pre-
diction is one of the science’s challenges. Moreover, infra-
structure improvements tend to be very expensive; thus, it is
crucial to evaluate its impact on the traffic flow beforehand.
-is paper introduces a computer simulation model as it
proves to be exceptionally useful and a low-cost method
which enables in-deep traffic flow analysis. Our model is
composed of intelligent agents reflecting personalized be-
haviour of real drivers. A concept of “intelligent drivers” has
already been investigated in several papers (e.g., Kesting
et al. [29]; Camponogara and Kraus [30], or Ehlert and
Rothkrantz [31]) with the adaptive cruise control (ACC)
model as the first driver assistance system having the po-
tential to impact real traffic flow environment [29] by au-
tomatically adapting car acceleration to different traffic
conditions. Treiber et al. [32] proposed a simple microscopic
ACC model of intelligent drivers that despite its simplicity
(the model uses only a few intuitive parameters) yields
realistic traffic flow collective dynamics along with drivers’
acceleration and deceleration behaviour. We proposed a
model composed of intelligent drivers as it helps to capture
real traffic flow characteristics by taking into consideration
human reflexes and behaviour with such parameters as
drivers’ acceleration strategy, breaking reactions, line
changing decisions, or agents’ heterogeneity represented by
individual sets of parameters for each driver (Kesting,
Treiber, and Helbing [33]; Kesting et al. [29]; Kesting,
Treiber, and Helbing [34].
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In real world, drivers’ behaviour characteristics could
fluctuate in time as drivers are able to learn and adapt to
changing traffic environment due to human ability to
process and analyze the available information. Automatic
learning techniques seem to be very promising in boosting
trafficmodels efficiency [30]. Indeed, a number of traffic flow
models incorporating reinforcement learning have already
been introduced, such as Camponogara and Kraus [30];
Wiering [35]; Balaji, German, and Srinivasan [36]; Ehlert
and Rothkrantz [31]; or Logi and Ritchie [37]. Model
proposed by this paper also uses reinforcement-learning
algorithms since knowledge-based approach proves that
personal and social knowledge highly influence traffic flow
environment as agents make their traffic-decisions based on
the information they have. Adaptive and flexible intelligent
agents could incorporate into a model various types of
personalized driving styles causing the simulated vehicles
behaviour to be realistic which in turn makes it possible to
investigate the interactions between drivers in the traffic flow
ecosystem [31]. In this paper, we analyze how individual and
social knowledge interact and influence the traffic flow
model. Both types of information has already been
researched but in another context: e.g., Camponogara and
Kraus [30] studied personal knowledge by developing a
traffic network model as a distributed, stochastic game in
which agents solve reinforcement-learning problems;each
driver seeks a policy maximizing his reward. -en, Wiering
[35] analyzed both personal and social knowledge by in-
troducing “co-learning”: in their model, there are two types
of intelligent agents: vehicles and traffic lights, both using
reinforcement-learning in order to optimize their behaviour
by minimizing the same value function. Finally, Balaji,
German, and Srinivasan [36] proposed a traffic signal
control model with reinforcement-learning agents capable
of interacting with each other in order to not only reduce the
overall travel time delay but also to increase vehicles’ mean
speed. -eir model proved that agents’ adaptability and
information exchange resulted in higher drivers’ ability to
foresee as well as a reduced congestion. On the other hand,
the model introduced in this paper in terms of knowledge
strictly focuses on the impact of various levels of agents’
ability to learn, both personal and social, on the overall
model outcome.

We investigated two types of discrete-events simulation
designs: model with queuing and model with delays. Each
road segment can be described by two main parameters: its
physical capacity and the flow rate [38]. As the capacity of
each route segment is limited, it is crucial to decide what
happens when agents are not able to enter a specific route
when it reaches its maximum capacity level. In such situ-
ations, we considered two scenarios: in a queue-based ap-
proach, an agent must wait on its current edge until there is
some space for its vehicle on a congested route segment. In a
delay-based approach, it is always allowed to enter a con-
gested road segment but with minimum possible vehicle
speed. -e first scenario reflects authentic traffic flow net-
work, but it is very computationally expensive while the
second one is simplified thus less realistic. -is paper an-
swers the question whether it is possible to replace an

accurate queuing model with a less complicated delay-based
approach, without losing model’s generality. Both above
approaches are discussed in more details in section 2. In
order to compare those scenarios, we have implemented a
computational framework for simulation of real-world
transportation systems. -e model as well as the simulation
framework have been released as Open Source on GitHub1.
Our implementation makes it possible to compare the
discrete-event queuing mechanism as well as a simpler (and
hence faster to run) queuing version.

-e remainder of this paper is organized as follows. In
Section 2, a description of the model is provided. In par-
ticular, the network representation, drivers’ characteristics,
and the mechanisms of capturing the traffic dynamics in
both perspectives are presented. Additionally, we discuss the
software architecture used to build this model and compare
it to other options. Section 3.1 describes the conditions of the
application of OpenStreetMapXDES.jl on a realistic traffic
network (the model is calibrated for Winnipeg, Canada, but
it can be used for other cities). In Section 3.2, results of the
simulations are provided. Agents’ behaviour is explained,
and also two architectures described above are compared in
terms of the execution speed as well as the quality of pro-
duced outcome. Finally, Section 4 concludes and presents
the directions of future development of our model.

2. Traffic Modeling and
Simulation on Networks

2.1. Simulation Environment and Behaviour of Agents.
We consider a population of N agents living in a city
represented by a weighted, directed graph G � (V, E). Each
node n ∈ V in this graph serves as a depiction of a single
intersection in the city road network and each (directed)
edge e(i) � (a(i), b(i)) ∈ E, i ∈ 1, 2, . . . , |E|{ } represents a road
segment from intersection a(i) ∈ V to intersection b(i) ∈ V,
a(i) ≠ b(i). Edge e(i), i ∈ [|E|] � 1, 2, . . . , |E|{ } is described by
the following four parameters:

(1) d(i) – segment length expressed in meters
(2) v(i)

max – speed limit on this particular segment
expressed in meters per second

(3) ρ(i)
max – segment maximum density, that is, the maxi-
mum number of cars capable to travel through the
specific segment at the same timecalculated as follows:

ρ(i)
max �

d
(i)

c
(i)

ℓ
, (1)

where c(i) is a number of lanes available on this
particular segment and ℓ is some fixed parameter
representing the average length of the car.

(4) τ(i)
0 – driving time corresponding to the optimal
situation when agents are able to travel with a ve-
locity equal to the speed limit on this particular
segment; that is, τ(i)

0 � d(i)/v(i)
max.

-e main goal of this model is to study the repetitive,
everyday behaviour of citizens of a large city that are
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commuting to and fromwork and its impact on traffic on the
network of roads. -e way how the agents are defined
emerges from this assumption. -ree basic parameters that
are used to describe them are nhome ∈ V and nwork ∈ V which
are the nodes in graph G associated with home and work,
respectively, workplace of the particular agent, and route of k

edges

s � e
(1)

, e
(2)

, . . . , e
(k)

􏽮 􏽯, (2)

which is a sequence of incident edges visited during the
agent’s trip between nhome and nwork. (It is noted that s, nhome,
and nwork are specific for each agent but in order to keep the
notation simple we do not include it).

In order to simplify the model, we assume that agents are
travelling only in one direction (from home to work) and
that they are not driving through any additional points of
interest associated with other daily activities such as driving
their children to school or going shopping. Hence, we are
essentially modeling the morning traffic. However, an
analogous approach can be used to model the afternoon
traffic. If we take the assumption that people work during
fixed hours (e.g., 9am–5pm), the main difference between
the morning and afternoon traffic is that in the morning
many people try to arrive to work at the same time, and in
the afternoon traffic, people depart at roughly the same time.
Assuming homogeneous depart times and no side activities,
the afternoon traffic would be symmetric to the morning
traffic. However, we note that the framework described in
this paper allows to easily extend the discussed model by
depart time heterogeneity and after-work activities. In this
paper, we focus only on the morning traffic which is more
condensed.

As mentioned previously, we are interested in studying a
long-term traffic dynamics. Hence, agents must be able to
change their behaviour during the simulation’s span. In
every iteration t (representing one workday), t ∈ [T], they
adjust their routes to find the most efficient ones. In the
model, we assume that the agent is interested in covering the
route from nhome to nwork as fast as possible. However, the
times of driving by route segments are affected by choices
made by the other agents. -e relationship between the
number of cars on a given segment e(i) and the speed of a
new car entering this particular part of the road is calculated
by (the variant of) the Lighthill–Whitham–Richards equa-
tion (Lighthill and Whitham, 1955; [9]:

v
(i)

� v
(i)
max − vmin􏼐 􏼑 · max

1 − ρ(i)

ρ(i)
max

, 0⎛⎝ ⎞⎠ + vmin, (3)

where vmin is a fixed, the lowest possible velocity equal to 1
mps, and ρ(i) is the traffic density on edge e(i). -e relation
between traffic congestion and velocity calculation mecha-
nismwill be further described in the following section focused
on implementations of discrete-event simulations in Open-
StreetMapXDES.jl framework. In particular, this approach
will be compared against the queuing-based approach.

Agents are internalizing the differences between the
expected driving time and the true current driving time on

the particular road segment by using a simple temporal
difference learning mechanism [39, 40]. -eir beliefs about
the expected driving times are based on the previous ex-
perience and are represented for the day t by 􏽢τ(i)

t for each
e(i) ∈ E. After visiting a particular edge e(i) and observing the
actual travelling time τ(i)

t , they update their expectations as
follows:

􏽢τ(i)
t+1 � 1 − λind( 􏼁􏽢τ(i)

t + λindτ
(i)
t � 􏽢τ(i)

t + λind τ(i)
t − 􏽢τ(i)

t􏼐 􏼑, (4)

where λind ∈ [0, 1] is a parameter describing agent’s learning
rate on the individual level that controls the way how ex-
perience influences agent’s behavior (it is noted that we
consider only a single global λind; however, our approach
could be further extended by considering heterogeneity of
λind across the population). In particular, if λind � 0, then
agents do not learn at all whichmeans that they will expect to
drive a given segment of road in the time τ(i)

0 that does not
include their experience with the traffic. On the other hand,
if λind � 1, then agents will be extremely myopic and con-
sider only the most recent information about the driving
time. In the model, the initial belief values are set to τ(i)

0 ; that
is, travel times correspond to the situation where the is no
congestion.

In real life situations, people make their decisions and
assumptions about the surrounding world not only based on
their experience but also from external sources such as
various media, Internet, and communication with other
people. Knowledge accumulated from all these sources will
undoubtedly influence their decisions that, in turn, affect the
commuting behaviour.

-ese mechanisms are implemented in the model in a
rather simple but an effective way. For each edge, infor-
mation about the driving times is collected during the
simulation span. At the end of each day, the average driving
times are calculated for all edges in graph τ(i)

0 . -en, all
agents are again adjust their expectations:

􏽢τ(i)
t+1 � 􏽢τ(i)

t + λsoc rτ(i)
t − 􏽢τ(i)

t􏼐 􏼑, (5)

where τ(i)
t is the average driving time on edge e(i) in day t,

λsoc ∈ [0, 1] is a social learning rate, and r is a perturbation
parameter, randomly selected with the expected value equal
to 1. Hence, the expected driving time is a linear combi-
nation of what the agent observed and the population wide
(perturbed) value. For simplicity, in our model, we assume
no perturbation, that is, r � 1.

-e social learning rate controls how much the infor-
mation from the environment influences agents. If λsoc � 0,
then agents do not use their knowledge from outside sources
at all. On the other hand, if λsoc � 1, then agents only use the
most recent information when planning their departure trip
and time for the next day. Finally, let us point out that people
are usually not able to obtain perfect information about their
surroundings, and almost always it is somehow disrupted;
random parameter r is a way of implementing and con-
trolling this behavior.

-e agent’s belief update mechanism presented in (4)
and (5) can be further combined to include a single model,
both the individual and societal learning capabilities:
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􏽢τ(i)
t+1 � 􏽢τ(i)

t + λind τ(i)
t − 􏽢τ(i)

t􏼐 􏼑 + λsoc rτ(i)
t − 􏽢τ(i)

t􏼐 􏼑. (6)

At the end of the day, when all agents have finished their
trips and have updated their beliefs, they need to plan the
next day. -ey possibly update their routes by choosing the
fastest route (based on their current, adjusted expectations
about driving times): (e(1), e(2), . . . , e(m)) (m is the is the
number of edges in the route). -en, they also need to
choose a proper departure time. For a given agent j, her
departure time D

(j)
t+1 in iteration t is equal to

τ(j)
t+1 � 0 − 􏽘

m

l�1
􏽢τ(l)

t . (7)

-at is, we assume that all agents start their workday on
the same hour, e.g., 9 a.m., which is represented in the model
as “time-zero.” Again, this assumption can be easily lifted
within the analyzed framework by assigning heterogeneous
work start times to the agents. However, in order to focus on
the information flow within the travelling agent population,
in this paper, we only consider a single cohort of agents.

Once all parameters are updated, single iteration ends
and the model moves to the next day. In the next section, we
provide more details about the routing algorithm and the
discrete-event simulation mechanism that controls the flow
of agents during a single day.

We note that the above (7) combined with (6) actually
means that at the end of each day, agents make a decision on
their departure time plans on the base of their experience
and the available social knowledge (for example from an
online maps routing application). -is scenario happens in
everyday life—people need to decide in the evening at what
time to get up in the morning to arrive to work on time. Our
simulation model aims to answer the question how the
individual and societal knowledge affects the optimality of
agents’ decisions.

2.2.VehicleRoutingMechanisms. Once the agents have their
beliefs about the travel times, the actual vehicle movement is
simulated. Following the solutions presented in -ulasida-
san and Eidenbenz [38], we based our routing mechanism
on the implementation of A∗ search algorithm [41]. We
consider two scenarios:

(i) discrete-event-simulator with vehicle queues at the
graph edges

(ii) discrete-event-simulator with variable time delays at
the graph edges

Both scenarios are discussed below.

2.2.1. Discrete-Event Model with Queuing. An essential part
of building a discrete-event simulation model is defining
proper events; if they are too specific, then the system up-
dates too often and the model starts to resemble the con-
tinuous time simulation where the model is efficient but at
the expense of loss of the accuracy. A single event in time T
represents the moment of transition between two edges,
segments of the route between two intersections. -e agent

cannot change the direction of the trip while it is driving on
such defined part of the road, it can only drive forward. It
means that all important decision regarding agent’s trip
must be made when it approaches the intersection.

Another important question regarding such traffic
model is how to implement the mechanism of the creation of
traffic congestion.-e capacity of the route segments is finite
and when it reaches its maximum level new agents that
cannot enter such edge. In this scenario, traffic flow will be
disturbed and congestion will propagate on the preceding
edges. In this section, we describe the basic form of the traffic
congestion diffusion in the queuing version of the model.
Later, insection 2.2.2, we show a simplified version of this
mechanism where queuing is replaced with reducing speed
on the congested segment of the road.

We take a standard approach in discrete-event simu-
lation models where the control flow is based on the sim-
ulation clock, which stores the time of the next event (here
approaching the next intersection) for all agents in the
model [42]. When the event at the time T is triggered and
proper agent is brought forth, it tries to enter the next
segment e(i) of its predefined route. When the current
density on this edge ρ(i)

t is smaller than its maximal possible
density ρ(i)

max, the agent is able to enter this segment. Oth-
erwise, the agent must wait on its current edge e(i− 1) until the
traffic on e(i) declines or the agent changes its plans and
travel by another edge e(j) reachable from the intersection
the agent currently waits at.

An agent makes her choice by randomly selecting be-
tween e(i) and all the edges available from the particular
intersection with densities smaller than their corresponding
maximums; the decision is changed by an agent only when a
new route can be entered immediately. When an agent needs
to wait, it will do it on the segment that has previously
selected as the part of the fastest route, and it will be added to
the waiting list of edge e(i) with a priority corresponding to
the current event time T .

-e process of crossing an intersection by an agent
triggers the following chain of events. Firstly, the agent
moves from edge e(i− 1), so if there is another driver waiting
to enter e(i− 1) on her waiting list, it is permitted to do so.
-en, if the density on e(i− 1) allows another driver waiting in
line to enter it, it will also enter e(i− 1). Otherwise, the agent
will randomly select the next edge in the same manner as
described above. -e procedure will continue until the first
of the waiting agents will decide to stay in the queue or all of
them will be removed from the waiting list of e(i− 1).

During the update of the queue associated with e(i− 1), the
same procedure is employed on edges preceding it and then
on their predecessors and so on. In a single event, all seg-
ments in the traffic network might be recursively updated,
either propagating or reducing the traffic congestion in a
model, depending on decisions of agents in previous links of
the chain.

In a case when an agent is able to travel by some segment,
its driving time τ(i) is calculated according to (3). -en, the
agent updates her beliefs according to (4), adjusting it to the
time it spends in the queue: τ(i) � τ(i) + τwaiting. Finally, the
internal simulation clock is updated to the next event,
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indicating the moment when the agent ends driving by newly
enterededge.Algorithm1describes thebehaviourof theagent.

2.2.2. Discrete-Event Model with Delays. Mechanism pre-
sented in the previous section was designed to resemble the
way how the traffic congestion behaves in the real life sit-
uations. However, capturing the full queuing mechanism is
very computationally expensive,especially where one wants
to perform population modeling in a 1 :1 scale. One of the
questions stated in this paper is whether it is possible to
replace the discussed queuing model with a simplified ap-
proach, without losing model’s generality. In this section, we
focused on describing such alternative way of modeling
traffic on a large scale.

Basic behaviour of this routing algorithm is similar to the
previous one. -e whole simulation is controlled by the
clock with values of next event for all agents in the pop-
ulation. However, this time when agent is called and tries to
enter a new edge e(i), there are no additional conditions for
entering the edge, that is, she can always do it. Subsequently,
agents’ driving time τ(i) is calculated according to (3) and
when the density ρ(i)

t exceeds ρ(i)
max, then the speed of the

agent on this segment of the route is reduced to vmin. Al-
gorithm 2 explains the way the model works. Finally, let us
note that vmin is the smallest possible speed in the network
and it is designed to correspond with the expected velocity in
a heavy traffic jam.

2.3. Implementation Notes. -e code presented in this paper
is based on Julia programming language [43]. -e discrete-
event-simulation engine is available at OpenStreetMap
XDES.jl3 library. We have implemented the routing mech-
anism in the OpenStreetMapX.jl library.4 For ad-hoc data
visualization, a compatible Julia library OpenStreetMap
XPlot.jl5 has been developed. All the software is Open Source
and freely available at GitHub.

-ere are other vehicle simulation frameworks that
support different traffic simulation models with main
simulators including MATSim, FastTrans [38], SUMO [44],
or TRANSIMS [45]. MATSim (Multi-Agent Transport
Simulation) is a framework for implementing large-scale
transport simulation, considering different modules such as
demand, supply, or control of traffic systems which all can be
combined or used standalone (Allan and Farid [46]. SUMO
(Simulation of Urban Mobility) vehicles can move freely
(vehicle behavior is taken into consideration, e.g., lane
changes), and the collisions between them along with traffic
accidents are simulated by Saidallah and El Fergougui and
Elbelrhiti [47]. Finally, TRANSIMS (Transportation Anal-
ysis and Simulation System) is an integrated tool based on a
cellular automaton concept that allows to conduct trans-
portation analysis, simulation, and dynamic traffic assign-
ment within an integrated development environment
Saidallah and El Fergougui and Elbelrhiti [47].

However, the existing solutions have a few drawbacks
from our point of view. Firstly, they are written in verbose
programming languages with sharp learning curve: Java
(MATSim) or C++ (SUMO and TRANSIMS). On the other

hand, Julia allows the code to have around 4 times less lines
of code6 (compared to C++ or Java) while maintaining
similar execution speed what makes it specially useful for the
numerical computing. Secondly, our Julia based-framework
takes a more loose-coupled generic approach (rather than
rely on some routing batch files like existing frameworks do)
and makes it possible to fully control and program the
behavior of each individual car in the model. -is makes it
possible to simulate in real time the adaptation of agents to
the changing environment.-irdly, the Julia language has an
in-built support for distributed computing, and hence, a
Julia simulation can be easily run on a large cluster or su-
percomputer without using external tools and libraries (such
as Spark framework for Java or MPI for C++). Last but not
least, it should be noted that the numerical performance of
the discussed solution is very high—finding a customized
route for a single agent can take as little as around 200 ns on a
single CPU core on a modern machine.

3. Experiments and Results

3.1. Experiment Design. As a sample data set for our use
cases, we have selected Winnipeg Metropolitan Area
(WMA) in Canada having a total population of around
840,000 people. -is region is isolated from other large cities
in Canada with Regina (SK) over 500 km away as its closest
neighbour (assuming cities with a population of at least
200,000). In Winnipeg, there are no freeways in the city but
there is a 90 km beltway called Perimeter Highway around
Winnipeg which reduces traffic volumes within the city by
offering an alternate route for those who do not need to stop
in the centre. -ese features classify Winnipeg as a city
dominated by inner-city traffic (residents, commuters) and
almost no transit traffic. Lack of freeways within the center of
Winnipegmakes it alsomore difficult for commuting drivers
in the city center to escape from traffic into a beltway. Since
the only way to commute aroundWinnipeg area is a car and
there is no transit traffic, a very significant portion of traffic
in Winnipeg on workdays is home-to-work-to-home daily
commute. -is makes it possible to use census data along
with business locations to estimate commute for a synthetic
population of commuters. However, a similar approach
could be used for other cities.

-e WMA census data are available for 1,229 dissemi-
nation areas (DA, presented at Figure 1), small geographic
regions in Canada, each comprising of around 1, 000 citizens.

-ree datasets were used in the simulation experiment:
(1) Demographic data (Canadian statistical office): socio-
economic and demographic data of commuters aggregated
to dissemination areas levels (data per each DA), (2) Home-
work flow matrix: that represents an estimated number of
people living in a givenWinnipeg DA who are employed at a
location outside their DA, and (3) DA centroids: geographic
coordinates of centroid of each DA.-e data sources include
Winnipeg Open Data Portal (https://data.winnipeg.ca/), and
data provided thanks to the courtesy of the Environics
Analytics, Canada.

-e starting location for an agent is being selected at
randomwith probability weighted by the working population
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travel to work by car as driver size of a given dissemination
area. Destination location is chosen using the probabilities
calculated based on Home-work flow matrix. In both cases,
selected point is the centroid of specific DA or the closest
point on the boundary of study area (see Figure 2).

Table 1 presents values of fixed parameters in the ex-
periment. In every simulation run, both λind and λsoc are
selected by grid search from interval [0, 1] with step 0.05.
-en, the simulation is running twice, independently for

both implemented queuing mechanisms. Each simulation
run finishes by aggregating the statistics on the population
level. -e procedure is repeated 441 times for different pairs
of λind and λsoc.

3.2. Results. In this section, we focus on describing the output
of both types of simulation presented. At first, the comparison
betweenmodelwith implementedqueuingand its counterpart

while event_schedule ≠∅ do
T � minT(event schedule)
randomly select an agent assigned to the event at the time T .
if ρ(i)

T + 1≤ ρ(i)
max then

remove agent from its previous edge cars count: C(e(i− 1))←C(e(i− 1)) − 1.
add agent to e(i) cars count: C(e(i))←C(e(i)) + 1.
calculate agent driving time τ(i) from eq. 3
update agent beliefs 􏽢τ(i) from eq. 6
update e(i− 1) waiting list
if e(i) is agent final edge then
delete event_schedule agent .

else
event_schedule[agent]� T + τ(i).

end if
else

available_edges ← []
insert e(i) into available_edges
for e(j) in edges reachable from e(i− 1) do
if ρ(j)

T + 1≤ ρ(j)
max then

insert e(j) into available_edges
end if

end for
randomly select edge e∗ form available_edges
if e∗ � e(i) then
add agent to e(i) waiting list

else
start driving by edge e∗.

end if
end if

end while

ALGORITHM 1: Routing with implemented queuing mechanism.

while event_schedule ≠∅ do
T � minT (event_schedule).
select agent assigned to the event T .
remove agent from its previous edge cars count: C(e(i− 1))←C(e(i− 1)) − 1.
add agent to e(i) cars count: C(e(i))←C(e(i)) + 1.
calculate agent driving time τ(i) from eq. 3
update agent beliefs 􏽢τ(i) from eq. 6
if e(i) is agent final edge then

delete event_schedule [agent].
else

event_schedule[agent]� T + τ(i).
end if

end while

ALGORITHM 2: Routing with delayed driving time.
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methodsimplifiedby introducingdelaysof thedriving timeon
clogged edges is provided. -en, we move to describing the
obtained results based on provided statistics in order to better
understand the implications of the implemented learning on
the traffic system in a longer perspective.

-e analysis of the expected delays brings another im-
portant observation about the agent’s behaviour. We can see
from Figure 3 that agents are able to internalize the expe-
rience and knowledge about the traffic and adjust their
departure times accordingly to increase the chance to arrive
on time. On average, agents arrive at workplace significantly
earlier than they are expected to, which shows that they not
only start to travel at the proper time but also learn to keep a
secure margin in case of ending in traffic jam.-is result is in
accordance with results of Cao et al. [48].

-e most interesting findings come from the analysis of
number of changed routes and expected driving times for
different combinations of learning rates. At first glance,
those results might be counter-intuitive; it turns out that the
myopic behaviour of agents turns out to be a better solution
in terms of the overall well being of the population (in a
long-term) than a case when agents are able to use the signals
from the environment in their decision processes. It is es-
pecially surprising in case when λsoc is equal to 1. In such
scenario, agent is basically relying on a navigation appli-
cation (e.g. mobile phone app) to plan the trip and departure

Figure 2: Center of Winnipeg that has been used for simulation
experiments (the size of the simulated area amounts to 104 square
kilometers or 40 square miles).

Table 1: Values of fixed parameters in experiment.

Parameter Description Value
|V| Number of vertices (nodes) in graph 5402
|E| Number of edges in graph 8711
N Size of agent’s population 20000
T Number of simulated days 100
ℓ Average length of a car (in meters) 5

Figure 1: Winnipeg DAs spatial deployment.
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time for the next day and one could expect that it should be
most efficient solution, outperforming the naive and greedy
route optimization attempts when agents are choosing the
best routes based on their own past experience. However,
after the more in-depth examinations, those results turn out
to have logical explanation and their implications might be
crucial in many different applications.

In order to better understand the situation, let us start
with looking at the special structure of the traffic network
presented in Figure 2. It is noted that primary roads are

surrounded by smaller ones, which serve as a connection of
minor streets to more major roads. Obviously, those types or
roads differ in their parameters; usually, primary ones have
more lanes, higher speed limits, interchange road junctions
instead of the traditional intersections, and so on. -ose
differences implicate one important fact for drivers decision
making process. -e set of the attractive fastest routes is
usually smaller than we might expect it to be; drivers tend to
travel by primary roads instead of the less important ones.
Even when the traffic density on such main road is huge, it is
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Figure 3: Aggregated results for expected arrival times. Each cell corresponds to single combination of λind and λsoc with value aggregated
for all simulation’s iterations which represents expected arrival time for all agents (a) and its standard deviation (b).
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Figure 5: Continued.
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usually still significantly faster to travel by than the sur-
rounding residential streets.

How does it influence agents’ behaviour? In Figures 4
and 5, we can observe that for large values of λind number of
drivers, changing their routes is in first few iterations of
simulations is enormously high, significantly higher than for
any other combinations of learning rates. At this stage of the
simulation, agents are trying different solutions from their
set of the best routes greedily choosing the best ones based
on their beliefs. After a while, they are capable of finishing
the exploration and they start to exploit the solution which is
optimal based on their beliefs. -en, the number of changer
routes plunges significantly and stays on a considerably low
level for the rest of the simulation’s run resulting in a stage of
the quasiequilibrium, where majority of drivers are using the

same route for the rest of the run and only a small number is
changing their routes from iteration to iteration.

Obtained stability have a beneficial impact on the av-
erage driving times; when the traffic pattern is stable and
predictable in a long term, it benefits the traffic flows by
making them more smooth and fluent. As a result, expected
driving time is higher than the best case scenario (driving
with vmax) only by 8%.

When an agent starts to exploit its chosen route, it loses
any track of the other possibilities; its knowledge about
traffic is based on the situation the last time route was visited,
somewhere at the beginning of the simulation. Obviously,
when the current traffic on that routes is lower than during
its last visit, the agent loses a great opportunity by sticking to
its choice. -e usage of the outside knowledge solves this
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Figure 5: Results for number of routes changed during the simulation’s run. Each subplot presents a different combinations of λind and λsoc.
(a) Number of routes changed during the simulation for different combinations of lind and lsoc – model with queuing mechanism. (b)
Number of routes changed during the simulation for different combinations of lind and lsoc – model with delays on edges.
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problem, the agent tracks a traffic density on all routes, and
the agent might choose a best solution in every iteration the
without need of basing on own experience.

But in a long run, this results in the traffic network
variation of the well-known tragedy of the commons [49].
Drivers who are independently selecting an optimal routes
based on their self-interest as a result behave contrary to the
common good of all users, which might be observed at
Figure 6, where we can see that relying on the common
knowledge of previous traffic increases expected driving
time by 5 percentage points in comparison with acting only
in accord to own past experience.

But how do we explain it? As it was stated before, social
knowledge is an ex-ante estimation of the traffic flows based
on the past experience. Agent still has no knowledge about
the traffic on particular segment of the route right now when
the agent start to drive by it. It chooses to do it believing that
the situation on this segment will be exactly the same as in
the past. However, other agents share this belief and they
might also select this segment in order to improve their
driving time, thus resulting in significant increase of the
traffic density on that segment and decreasing the driving
time for all of them.

It is visible on Figures 7, 8, and 5 where the traffic os-
cillations from iteration to iteration are clearly noticeable.

For short periods of time, the traffic stabilizes (number of
changed routes reaches its bottom in a cycle) and allocation
of the drivers is relatively effective. But then, the information
about better alternatives spreads around the population;
thus, many agents decide to change their routes and system
is again unbalanced, and as a result, even more agents
change their routes. Perturbations last until the system again
reaches a lowest point and cycle is repeating over and over
again.

-is situation resembles the classic game-theory prob-
lem of El Farol Bar [50, 51]. In its classic formulation, agents
payoff depends on the behaviour of other players, if too
many of them decided to go to the bar at the same moment
and their utility will by lower than if they stayed at home.
Moreover, all of them are obliged to decide at the same time
whether they will go to the bar or not. Similarly, in the model
described in this paper, driver’s utility (measured as a speed
of travelling by their routes) depends on the decisions of
another users of the network, when the segment is clogged
velocity of all drivers on this part of the route that is reduced;
thus, their utility is lower than it might be. -ey are also
planning their routes day before departure. Arthur [50] have
proved that in such problem, no forecasting model can be
employed by all individuals and be accurate at the same time.
It basically means that if all drivers are using the same
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Figure 6: Aggregated results for expected driving times. Each cell corresponds to single combination of λind and λsoc with value aggregated
for all simulation’s iterations which represents percentage change in average driving time for all edges in traffic network compared to
scenario where cars are driving with maximum velocity (a) and standard deviation of those changes (b).
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strategy, in this case, the knowledge from the same source, it
will not be effective, guarantying that the density on routes
will be significantly higher than it could be.

Moreover, this kind of the global knowledge is averaged
for all agents in the simulation, despite the fact that their
departure time is varying. It means that those drivers who
departure earlier, when the traffic density is lower, inherit
the knowledge from ones who start their trip later when the
density might be significantly higher. In such case, their
decisions will be suboptimal, because their expectations
about the densities on the edges will be significantly
overestimated. Obviously, this mechanism will also work in
a very similar manner for the agents who are starting their
trip later, but this time, they will underestimate driving
times.

As a result, when the knowledge is distributed in a
manner described in this paper, it is not an effective method

of selecting the routes, especially in comparison with the
own experiences of the agents, which are adjusted to their
usual departure time and are the proper way of estimating
the driving time on segments of the agent routes. It follows
the intuitions of Rogers [27]; learning based mostly on the
social knowledge is more prone to exploiting the past ex-
periences, incoherent with actual state of the system. One of
the possible ways to avoid these errors is using the selective
social learning as it is proposed by Enquist et al. [26].

In comparison with the previous literature on the subject
of the autonomous [18–21] vehicles, this paper gives insights
on the more general level of designing traffic system based
on such vehicles. It turns out that the most effective ap-
proach to build the autonomous car transportation network
is to schedule all of them with the fixed routes in a train-like
manner. In such scenario, the system will be perfectly stable
and, as a result, most efficient.
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Figure 7: Changes of average driving times during the simulation for different combinations of λind and λsoc for the model with queuing
mechanism.
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4. Concluding Remarks

In this paper, we compare two scenarios for discrete-event-
simulation modeling a transportation network, delay based
and queuing based. -e results show that the both the indi-
vidual experience of the agents as well as exchange of infor-
mationare important for city transportation systemefficiency.

We show that the usage of the common knowledge can
lead to a decrease of overall quality of the system by in-
creasing variability and reducing effectiveness of utilization
of the traffic network. -e best scenarios are these ones
where drivers select routes based on their previous expe-
rience and keep using them for the rest of the considered
period of time. It results in situations when traffic flows are
the most stable and efficient in terms of expected driving
times, which is an important finding for the future research
studies in traffic planning and management field.

Our model shows that microsimulations (and in par-
ticular agent-based simulation combined with discrete-event
simulation) can bring a new level of detail for the analysis of
real-word transportation systems. -e developed simulation
model and framework can be used to support policy making
decisions in many ways. Firstly, it makes it possible to
analyze outcomes to the changes in the transportation
systems (such as a road closure), changes to transportation
policy (that affects the number of cars), and the external
effects of ongoing changes of attitude towards home working
or car pooling. Since in the model we include experience of
agents, it is also possible to analyze transition period to a new
steady state after a change in the transportation system (not
only long-term steady state). Finally, it is possible to use the
proposed approach to optimize the global communication
directed to the society if it can be assumed that the policy
maker can influence the social learning component that we
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Figure 8: Changes of average driving times during the simulation for different combinations of λind and λsoc for the model with delays on
edges.
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use in our model (e.g., by broadcasting routing recom-
mendations via the Internet).

We have created an Open Source transportation sim-
ulation framework in the Julia language consisting of three
modules: OpenStreetMapX.jl for processing of spatial data
and efficient vehicle routing, OpenStreetMapXPlot.jl for
transportation system data visualization, and finally,
OpenStreetMapXDES.jl for discrete-event simulation of
transportation systems. -e created frameworks offer great
flexibility of model structure; it is possible to inject any type
of behavior mechanism into the agents. -is allows easy and
convenient further extension of the presented research. All
developed simulation code is available in the GitHub
repository.

Constructed vehicle routing simulation framework ap-
plied to real-data of the city of Winnipeg in Canada proved
to be useful in analyzing and predicting traffic size and
commuter’s behavior moving around the city. Model vali-
dation confirmed a good match between the artificial traffic
returned by the simulation and the actual weekday traffic
data for Winnipeg. Simulation results also proved to be very
effective in predicting the demographic profiles of com-
muters across the city, which can be used in a number of
practical applications. Simulation results allow to visualize
and investigate city traffic size, spatial analysis of agents’
demographic profiles, and single node investigation which
includes the analysis of (1) network routes taken by all the
agents passing by a node as well as (2) the distribution of
agents’ demographic profile attributes.

Indeed, the simulation framework can be applied to a
wide range of real life problems based on spatial data, e.g.
finding an optimal location of a school, restaurant, store or
service, crowd control, fleet management, or out-of-home
marketing. -e study could be extended by introducing
different framework modules (e.g. a new approach to the
destination location selection or the expanded list of de-
mographic profiles attributes). Validation outcome proves
the overall potential of the presented framework.

-e main limitation of this research is the set of sim-
plifying assumption that have been made: (1) the model uses
a discrete time rather than continues, (2) the model does not
consider how intersections and street contribute to con-
gestion (e.g. turning left vs turning right), (3) the impact of
pedestrian traffic, bikes, and public transportation is not
included, and (4) no model of actual vehicle acceleration. In
the future research, we plan to address some of those
limitations by including submicroscopic traffic modeling
approach which would introduce driver’s psychological
reactions such as response time to traffic signal or brake
lights of the preceding vehicle. Submicroscopic approach
could also implement vehicle performance parameters, not
only driver’s reaction would be modelled but also car ac-
celeration or breaking curves. In the next step, the third
limitation could be also addressed by introducing pedestrian
crossing traffic (e.g. pedestrians appearing on the crossing
without traffic lights with some randomly distributed
probabilities). Another possible extension of the model is the
environmental pollution with regard to the traffic. Hence, a
possible mechanism design question is how the market

regulator should influence driver’s decision in order to
minimize the total congestion level. Since we model the time
spent in traffic, this simulation can be also used as a part of
simulation-optimization model for optimal out-of-home
advertising locations.

Data Availability

We use the freely available data from the OpenStreetMap
project - https://www.openstreetmap.org/Additionally, all
codes and models are Open Source. -e model and the
framework can be reached at https://github.com/pszufe/
OpenStreetMapXDES.jl, and https://github.com/pszufe/
OpenStreetMapX.jl, respectively.
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