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With the increase of data in the network, the load of servers and communication links becomes heavier and heavier. Edge
computing can alleviate this problem. Due to a sea of malicious contents in Darknet, it is of high research value to combine edge
computing with content detection and analysis. 'erefore, this paper illustrates an intelligent classification system based on
machine learning and Scrapy that can detect and judge fleetly categories of services with malicious contents. Because of the
nondisclosure and short survival time of Tor Darknet domain names, obtaining uniform resource locators (URLs) and resources
of the network is challenging. In this paper, we focus on a network based on the Onion Router (tor) anonymous communication
system. We designed a crawler program to obtain the contents of the Tor network and label them into six classes. We also
construct a dataset which contains URLs, categories, and keywords. Edge computing is used to judge the category of websites. 'e
accuracy of the classifier based on a machine learning algorithm is as high as 89%. 'e classifier will be used in an operational
system which can help researchers quickly obtain malicious contents and categorize hidden services.

1. Introduction

'eDarknet has a huge amount of data. Edge computing can
process massive data on terminal devices and transfer the
processed results to the server, which alleviates the com-
puting pressure of servers and the load of communication
links [1]. Tor ('e Onion Router) Darknet [2], which is also
known as onion network and dark web, is a network using
anonymous communication technology [3]. It is hard to
access hidden services and obtain resources from it without
using specific software or a proxy agency. 'eir sites are not
only not indexed by Google or other standard search engines
but also invalidate quickly [4]. Due to the good concealment
of Tor Darknet a lot of illegal contents exit from it, such as
drugs, guns, and hacking technology. After the outbreak of
COVID-19, many medical products and supplies also
appeared in the Darknet market [5] that is not good for the
stability of the society.

AlQahtani and El-Alfy [6] conducted extensive research
on anonymous technology and the onion network. 'e
strong concealment of Tor network was illustrated, but there
were some defects in the design and implementation of Tor
hidden service technology [7–9]. Furthermore, due to the
special network structure and the characteristics of hiding
identities on both sides of communication, the improved
onion network technology was also applied to other ap-
plications such as the Internet of Vehicles (IoV) ad hoc
network [10]. Because of a large number of high-quality
resources and the difficulty of obtaining them from the dark
web, the mining and analysis of Tor network resources has
been a major research hotspot in the academic community.

'ere are many research methods for Tor network
resources. Web crawler technology can improve the effi-
ciency of obtaining network resources. Iliou et al. [11] and
Monterrubio et al. [12] proposed a general crawling
framework for automatically obtaining web resources in
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the Tor network. Wang et al. [13] and He et al. [14] pro-
posed a method to identify anonymous traffic in the Tor
network. Biswas et al. [15] proposed a method for auto-
matic recognition of services in the Tor network based on
perceptual hashing, which identified services only through
snapshots of services. In addition to the above methods, the
analysis of web page text is also a commonly used research
method [16]. It can adopt methods of data mining and
machine learning to analyze the data in hacker forums and
Darknet markets and quickly screen out relevant threat
intelligence [17–19].

Before analyzing the content of the dark web, it is
necessary to obtain a large number of URLs and classify
the topic of the website, so as to conduct targeted research.
Kan and Nguyen 'i obtained the theme of the website by
analyzing URLs [20]. However, due to the particularity of
the domain name in Tor Darknet, the same method
cannot be used to directly determine the category of the
website.

Al Nabki et al. [21] and Spitters et al. [22] compre-
hensively analyzed the hidden services in the Tor network
based on the web page content and classified themes of
websites. Biryukov et al. [23] obtained hidden service de-
scriptors through port scanning and classified the content.
'ey found that the content of Tor hidden services is diverse.
Al Nabki et al. [24] divided the Tor network addresses into
26 categories manually and selected nine categories to be
applied to training three different supervised classifiers.
However, they did not integrate the crawling and analysis
process to form a visual interactive system. Buldin and
Ivanov [25] used the K-nearest neighbor algorithm to
identify four categories of Darknet web pages. Graczyk and
Kinningham [26] classified products in anonymous mar-
ketplaces based on the support vector machine model.
However, the accuracy of their classifying models is about
79%.

'is study focuses on six distinct categories of Tor
Darknet web sites. 'ey are “Counterfeit money,” “Coun-
terfeit credit-cards,” “Cryptocurrency,” “Hacking,” and
“Drugs,” respectively. 'ese five categories do great harm to
the society and are rich in resources in Tor Darknet. 'e rest
of the classes are assigned to a 6th category which we called
“Others.”

To obtain the content of the Tor website, a program
based on the Scrapy framework was designed. 'en, we
created a dataset to train a classifier based on the K-nearest
neighbor (KNN) technique using a web-text preprocessing
algorithm to extract features from webpages that can
highlight the main theme. 'e optimal parameter for the
KNN model was chosen using cross validation and Grid
Search.

Finally, we improved the accuracy of the classifier to
89%, which is 10% higher than that of the classifier based
on the support vector machine (SVM) algorithm in [26].
Furthermore, we designed a system to automatically
crawl and classify the content of websites that exist in Tor
Darknet. It will help researchers more easily obtain lots of
content and identify categories of websites in Tor
Darknet.

2. Proposed Model for Tor Darknet Resource
Detection in Edge Computing

2.1. System Overview. A system combining the functions of
detecting and analyzing Tor Darknet resources is designed in
our work. It enables researchers to easily acquire the con-
tents of Tor Darknet websites and classify websites into
unknown categories. As shown in Figure 1, the system is split
into three modules.

'e edge computing module is primarily responsible for
detecting and preprocessing the Tor Darknet content. Tra-
ditional cloud computing systems are experiencing network
latency and bandwidth congestion as a result of the enor-
mous data created by Internet of 'ings (IOT) devices. Edge
computing was born out of the need for huge IOTdevices to
network and the high demand for real-time performance of
their applications. Major applications, services, and data
storage are sunk to the network’s edge, bringing processing
closer to the source of data. In the cloud computing para-
digm, this will tackle issues such as excessive application
delay and severe network load produced by enormous data
being uploaded to the cloud data center for analysis. Web
pages of URLs that are not categorized will be detected by the
crawler. After preprocessing, the contents will be uploaded
to a classifier, which relieves data processing pressure at the
training module and decreases network transmission bur-
den.'e efficiency of accessing hidden services is limited due
to the complexity of accessing the Tor network and the
peculiarity of the routing protocol. Furthermore, the services
generally have a short life cycle and are prone to mal-
function. 'erefore, web page content should be detected at
edge devices, and the original data should then be processed
into distinctive words that best describe the website cate-
gory. 'e classification result may be returned more quickly
and correctly after submitting the processed corpus to the
classifier.

'e classifier needs to be trained in the training module.
To begin with, feature words in the dataset must be vec-
torized and weighted. 'e data is then split into two sets, a
training set and a testing set, and they are used to train the
classifier.

'e output module is used to display the results. When
unknown URLs are inputted, the crawler starts working and
the data it collects is sent to the classifier for analysis. 'e
system will display the classifier’s results and a performance
report. Furthermore, users have the option of saving any
object and generating word clouds.

2.2. Domain Names Collection. In Tor Darknet, a domain
name’s complete format is “[digest].onion,” which is made
up of two parts: the first [digest] is a random string of
numbers mixed with English, and the second is a uniform
suffix of Tor links, jsaljfslj4sfd5ad.onion, for example. It will
not show any results when we search sites with the suffix
“.onion.” 'erefore, in order to classify the contents of Tor
Darknet, domain names need to be obtained in various ways.
In this paper, Tor domain names are collected in two ways:
one is to collect them by Darknet directory sites; the other is
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to use open datasets. URLs are mainly derived from a
publicly available dataset called “Darknet Usage Text Ad-
dresses” (DUTA). It includes websites’ domain names,
categories, and language types. However, because of the lack
of text content related to the site, we were supposed to design
crawlers to obtain them. 'e content would be treated as
much as possible to be the words which can reflect web
categories. Simultaneously, we built a new dataset for
training a classification model.

2.3. Communication Principle of Tor Darknet. 'e term
“hidden service” (HS) is used to describe a website that runs
on Tor Darknet. Aside from the uniqueness of its domain
name, the way it communities with others is also interesting.
You need to run Tor agent software locally to access the
network. Figure 2 and Algorithm 1 depict the specific
communication procedure between a client and a hidden
service in the network.

'e network’s communication is established via a circuit
made up of numerous routing nodes known as “Onion
Routers” (OR). Following the launch of an HS, an Onion
Agent (OA) will choose a router at random to serve as the
Introduction Point Router (IPO), via which the hidden
service will connect to the Tor network. 'e OA will then
create a hidden service descriptor (HSD) including the IPO
information, the timestamp, the HS public key, and other
information, and upload it to a hidden service directory
server (HSDS).

A user client connects to the network through the Onion
Agent. 'e OA obtains the router information in the Tor

network from a directory server (DS) and chooses the best-
performing routers to construct a communication circuit. By
default, the client connects to the HSDS via 3-hop OR.
According to the domain name address sent by the client, the
server queries the corresponding hidden service descriptor
and returns, and then, the client resolves the IPO address.
'e client’s OA chooses an OR as the Rendezvous Point
Router (RPO) at random and transmits the RPO’s infor-
mation to the HS through IPO. RPO will serve as the hub for
anonymized data exchange between the client and the HS.
After learning the information of RPO, HS builds a 6-hop
link to form a communication circuit and starts data
transmission with the client.

Network configuration is necessary before the client can
access Tor Darknet. 'ere are two methods to connect to the
network: one is to use Tor browser and the other is to
configure the proxy environment.

'e socks protocol is used for network communication.
However, some crawling modules do not support this
protocol, so they cannot directly obtain and parse the re-
sponse returned by the site.

In this experiment, combining with the scrapy frame-
work, the original configuration was modified and the proxy
conversion software Polipo was used to convert the socks
protocol into the HTTP protocol, so as to achieve the ac-
quisition of Tor Darknet resources. Figure 3 shows the
agency conversion:

2.4. Resource Detection for Tor Darknet. We created a
crawling program based on Scrapy framework for Tor

Training Module

Data Set

Feature Weighting
Vectorization

TF-IDF

Testing SetTraining Set

Test

Train

Classifier

Classified URLs
&Performance Report

Output ModuleSave Word Cloud

Contents

Pre-Processing

Crawler

URLs

Edge Computing Module

Figure 1: Tor Darknet detection and analysis system.
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Darknet to accomplish automated access to resources due to
the requirement to collect a huge number of URLs and the
contents of each website.

'e running process of the program is shown in Figure 4
and Algorithm 2.

A spider program reads all URLs in the list of “start_urls”
and sends them to the engine, the center of the whole
framework, which handles the data flow between

components and triggers some operations. 'e engine will
receive URLs to schedule, which will add URLs to the
scheduling queue and wait for processing. After a URL is
processed, the engine will receive a request sent by the
schedule and trigger the downloader to work. After receiving
a notification, the downloader will process a request
according to the setting in downloader middleware and
access Tor Darknet websites. 'e downloader will transmit a

Middle

Middle

Middle

Middle

Middle

Middle

Exit Exit

Exit

Exit

Entry

Entry

Entry Entry

Entry

Entry

Step 3

Step 1

Step 4

Step 5

Step 2

IPO

RPO

a

b

c

d

Figure 2: Communication between the client and HS. “a” is client, “b” is OR, “c” is HSDS, and “d” is HS. “Step n” is the order of
communication.

Input: URL
Output: STATUS
(1) Client sends request to DS
(2) Set R(OR[1], . . . , OR[N])⟵DS // DS returns the routing information to Client
(3) for i � 1 to i � n do
(4) router whose performance is good will be selected
(5) end for
(6) STATUS �Client connects to HSDS and sends the URL to it
(7) if STATUS is failure then
(8) return false
(9) else
(10) Client get the information of IPO from HSDS
(11) end if
(12) for i � 1 to i � n do
(13) Client selects a OR as RPO and sends its information to HS via IPO
(14) end for
(15) return true //data transmission can be started

ALGORITHM 1: Client connects to HS.

Tor Darknet Firewall VPN Agent
(port: 4781)

Protocol: Socks5

Tor Agent
(port: 9050)

Protocol: Socks5

Polipo Agent
(port: 8123)

Protocol: HTTP

Python

Figure 3: Agency conversion.
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processed request, namely, a response, to the spider for
further processing. If the download fails, the engine will
notify the schedule, then mark it, and reexecute the oper-
ation later.

When the spider receives a response, the “parse”
function in the spider program will process the downloaded
content according to the custom program. 'en, items
parsed in “parse” will be passed to the engine for further
scheduling. 'e engine sends items to the item pipeline for
data processing and storage in a file until the crawling of a
URL is completed.

'e URLs in the scheduling queue will then continue
until all URLs have been processed. Scrapy does not repeat
access to the site that has been visited, which solves the
problem of multiple access to the same URL in the domain
name set.

After the data is downloaded from Tor Darknet, the
system will use the dataset to train a classification model and
it will be downloaded to edge devices. Edge devices use the
model to classify the content of unknown websites and fi-
nally obtain the categories of each website.

2.5. Data Preprocessing. 'e presentation of website page
content and layout is realized through HTML code. After
crawling a website to obtain texts, HTML elements in the
texts need to be removed to filter out words. 'e data
cleaning process is shown in Figure 5.

In Step 1, after the source code of a web page was
downloaded, we parsed the HTML page content using
“lxml.html.document_from_string” function from the LXML
library.'en, “lxml.html.clean.cleaner().clean_html()” function
was used to filter the script and HTML tags to obtain the text
content displayed on the web page. 'ere are many escape
characters (ESC), carriage returns, tabs, and other meaningless
characters in the content. 'erefore, we combined them with
Python’s operation on string types to replace themwith a space.

In Step 4, the corpus had no html tags and looked more
like regular text. Word formats, on the other hand, were
inconsistent.'is would reduce the effect of selecting feature
words and increase the dimension of feature space. We used

the “casefold()” function to change all words to lowercase so
that we could deal with them uniformly afterwards. All
punctuation marks and Arabic numbers were filtered using
an algorithm. We reduced inflection in words to their base
forms using the Stemmer package, which helps to preprocess
text, words, and documents for text normalization. We
combine terms like “created” and “creates” into “create,” for
example.

When all of the corpora’s formats were harmonized, they
were expected to be processed further in Step 7. All the
words that appear in the English stop word corpus were
removed. 'ese words, such as this, they, are, and so on,
cannot represent any characteristics of websites.'e last step
was to remove strings that were longer than twelve or shorter
than two. 'ese characters are odd terms that do not cor-
respond to the website’s subject.

'e specific implementation method is shown in Al-
gorithm 3. After the text content of each web page is cleaned,
the corpus is integrated into a dataset containing URLs,
categories, and key words. A machine learning algorithm,
KNN, is then applied to such samples for the purpose of
training a classifier in subsequent experiments.

3. Classification Model

For each type of website, there must be some words that
highlight its characteristics. 'erefore, after vectorizing the
corpus, we combined the machine learning algorithm to
train a classifier suitable for Tor Darknet websites.

3.1. Text Vectorization. Before the classification of web
content, it is necessary to transform words based on text
representation into a form that can be recognized and
calculated. In other words, words need to be transformed
into vectors and the calculation of similarity between text
semantics is transformed into the calculation of distance
between vectors.

If the correlation between words and web topic is
measured directly according to word frequency, the

Scheduler

Item Pipeline Engine Downloader

Spider
Middlewares

Downloader
Middlewares

Spider
Edge Device Darknet

Classification

Data Training

Websites

Tor Darknet

Figure 4: Framework of the crawling model.
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<body>
123/n
She is hacker./n
QWERTYUIOA
SDF
</body>

Parse HTML Remove Tags Remove ESC Remove Stopwords

123
she is hacker.
QWERTYUIOA
SDF

Remove Punction&NumberLowcase Stemming

She is hack
qwertyuioasdf

Check Length

hack

Step 8

Select WordsExtract the text

Step 4

Step 2 Step 3

Step 1

Step 5 Step 6

Step 7Unify Corpus

Figure 5: Data cleaning process.

Input: Set start urls (u[1], . . . , u[n])
Output: Set Content

(1) Queue Q �Enqueue (start urls)
(2) while Q not empty do
(3) q �Dequeue(Q)
(4) if q has not been processed then
(5) reponse � download (q)
(6) else
(7) CONTINUE
(8) end if
(9) if status of website� 200 then
(10) items⟵ parse (reponse)
(11) else
(12) mark it and re-executed the operation later
(13) CONTINUE
(14) end if
(15) Content⟵Content ∪ {items}
(16) end while
(17) return Content

ALGORITHM 2: Data crawling.

Input: Web Set D(D[0], . . . , D[n])

Output: Corpus set W (W[0], . . . , W[n])
(1) for i � 0 TO i � n do
(2) content� obtain the HTML content of D[i]

(3) use“lxml()”funtion to parse the content, then remove HTML tags, script andso on
(4) text� preserve the text content displayed on the page
(5) for ch in text do
(6) if ch � ‘\n’ or ch � ‘\t’ then
(7) ch � ‘’
(8) end if
(9) end for
(10) Lowercase all English words
(11) for temp in text do

ALGORITHM 3: Continued.
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measurement results will be related to the size of the web
page and sometimes the words with a high degree of cor-
relation cannot be really calculated.

For example, “the” appears frequently on one page, but it
also appears on other pages, so it is not of much importance.
“Hack” appears relatively infrequently on the page, but it
exists only on that page.'erefore, it is more important than
“the” in the page.

'erefore, a better weighted method should be adopted
to calculate the words that are more relevant to the topic of
the web page. Combined with the idea of TF-IDF (term
frequency-inverse document frequency), this paper adopts a
newweightingmethod to calculate the value of word vectors.

After accessing all the domain names, we get contents
of each website and then build a web page set W �

(d1, d2, . . . , dk), where dk represents the content con-
tained in the kth web page.

Firstly, the frequency weighted method is used to count
the occurrence times of all feature words in the corre-
sponding web page text, as shown in formula (1), where ni,j

represents the occurrence times of feature words ti in web
page dj. And, ti represents the ith word in the web page.

Ftor ti, dj􏼐 􏼑 � ni,j. (1)

'e number of web pages containing the feature word t

is represented by Gtor
′ (ti, dj).

According to formula (2), where k is the size of the web
page set and ε denotes the smoothing factor which ensures
that the denominator is not zero, we calculate the inverse
document frequency (IDF) of the feature word t in the web
page d which is represented by Gtor(ti, dj).

Gtor ti, dj􏼐 􏼑 � 1 + log
ε + k

ε + Gtor
′ ti, dj􏼐 􏼑

. (2)

'en, we multiply the two values of Ftor(ti, dj) and
Gtor(ti, dj) to obtain the TF-IDF value of the feature word t

in the web page d, as shown in

Htor ti, dj􏼐 􏼑 � Ftor ti, dj􏼐 􏼑 × Gtor ti, dj􏼐 􏼑. (3)

Finally, the TF-IDF values of all feature words are
normalized according to formula (4). 'e denominator is
the square root of the sum of the weighted values of all words
in web page d, and the numerator is the weighted values of
all feature words.

Hnorm(t, d) �
Htor(t, d)

�������������

􏽐
n
i�1 H

2
tor ti, d( 􏼁

􏽱 . (4)

After calculating the weighted values of all feature words,
generally, the higher the value, the better the feature of the
web page.

As shown in Figure 6, a web page set has two samples.
Each value in rectangles is the weighted value of a word. 'e
content of page A is “the hack hack” and page B is “the drug
drug.” According to the above formulas, the weighted value
of each word in page A is calculated. Conspicuously, the
weighted value of “hack” is higher than other words in the
same page and “hack” is the word that can present the topic
of the web page better.

3.2. Darknet Classification Model Based on KNN Algorithm.
KNN (K-nearest neighbor) is a well-known supervised
machine learning classification method with a well-devel-
oped theory and intuitive reasoning. After calculating the
distance between “data to be categorized” and “samples of
known category,” the samples are classified by comparing
the distance. Customize the K value, and choose K examples
that are the most similar to the samples in the training set to
be categorized. 'e proportion of the K sample categories is
used to determine the target category of the sample to be
categorized.

Assuming that the number of all feature words in web
page set W is n, the text content of web page dk is expressed
as an n-dimensional vector (w1, w2, . . . , wn), dk ∈W, where
wn represents the weight of the feature in the text. Calculate
the distance between page x and page y according to

(12) if temp is a punctuation or a number then
(13) temp � ‘’
(14) end if
(15) end for
(16) PorterStemmer(text)//Unify all word formats
(17) word_list(wl[0], . . ., wl[len1])� text.split(‘’)
(18) for i � 0 TO i � len1 do
(19) if word_list[i] ∈ stopwords(sw[0], . . . , sw[m]) or 2< len(word_list[i]) <12 then
(20) delete_wordlist[i]
(21) end if
(22) end for
(23) SET W←word_list(fw[0], . . . , fw[len2]).join(‘’)//Words are concatenated to strings
(24) end for
(25) return W

ALGORITHM 3: Data cleaning algorithm.
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formula (5), where w
(x)
i represents the weight of the ith

feature in the text content of page x.

Distance(x, y) �

��������������

􏽘

n

i�1
w

(x)
i − w

(y)
i􏼐 􏼑

2

􏽶
􏽴

. (5)

As shown in Figure 7, taking the two-dimensional space
as an example, the square is a web page to be predicted. 'e
triangle and circular are two different categories of websites.
Calculate the distance of each sample point according to
formula (5). 'en, we take K � 3 samples closest to the
square. Because the number of triangles in the circular area is
the largest, the predicted square category is consistent with
the triangle.

'e implementationmethod of applying KNN algorithm
to Tor Darknet classification is shown in Algorithm 4.

3.3. Model Optimization. In the KNN classification model,
the hyperparameter K of the algorithm will affect the pre-
diction result. When we choose a value of K too small, it is
easy to lead to overfitting of the classification model. On the
contrary, too large may lead to underfitting. However, there
is no proper theory to guide the selection of the K value,
which can be selected by manual experience and then de-
termined by the cross-validation method.

Grid Search is a method of adjusting parameters. It
traverses all candidate parameters and tries every possibility.
'e best-performing parameter is the best parameter we
want to apply to the classifier. As shown in formula (6), mi

represents the model whose value of K is i, acc(mi) rep-
resents the accuracy of model i, and Mbest represents the
highest accuracy of the best model.

Mbest � Max acc m1( 􏼁, acc m2( 􏼁, . . . , acc mi( 􏼁( 􏼁. (6)

Cross validation, also known as Cyclic Validation, is a
method of model effect evaluation to avoid one-sided results
caused by a single test. 'e concept of validation set is
introduced to evaluate the accuracy of themodel after tuning
parameters, but it does not participate in training, which will
more objectively evaluate the matching degree between the
data outside the training set and the target attribute.

As shown in Figure 8, the dataset was divided into ten
groups for ten model evaluations. Each time, one group of
the dataset was taken as a validation set and the remaining
nine groups were taken as the training set. As each validation
set is different, the experiment will produce ten models and

their accuracy is Ei. 'e average accuracy of ten models
acc(K) is the final accuracy of the classifier whose hyper-
parameter is K, as shown in formula (7).

Combined with the Grid Search and the 10-fold cross
validation, the accuracy acc(K) is applied to the calculation
of formula (6) to select the model with the highest accuracy.

acc(K) �
1
10

􏽘

10

i�1
Ei. (7)

4. Experimental Analysis

Python is the best choice for data crawling and analysis. It is
favored by many developers because of its simplicity and
powerful features. 'erefore, in order to achieve our design
goal, our experiments were developed based on Python 3.7
under Windows 10 according to the actual situation.

4.1. KNN Model Based on Frequency Weighting. In this ex-
periment, we utilized the Grid Search to find an appropriate
K on the scale of one to seven. 'en, the results of KNN
classification models with different parameters were eval-
uated in combination with the cross validation of ten folds.
As shown in Figure 9, for models with the same K value,
different partitions of the dataset would result differently, so
the mean value was finally needed for comparison.

As shown in Figure 10, the black bar is the result of
frequency weighting. 'e white bar is the result of TF-IDF
weighting. Each bar represents the accuracy of the model
with different values ofK.'e average accuracy is the highest
when the value of K is three. Table 1 shows the evaluation
report of the classification model whose K is three. 'e
classification accuracy is only 0.78. 'is accuracy is too low
to be applied to the system, and there will be a large error, so
the model still needs to be improved.

4.2.KNNModel Based onTF-IDFWeighting. Figure 11 is the
accuracy of 10-fold cross validation after weighting the
feature vectors with TF-IDF.

As shown in Figure 10, after being weighted by TF-IDF,
the results of classification models with different K values are
compared by Grid Search. When the K value is four, the
average accuracy of the model is the highest. 'e accuracy of
this classifier reached 0.89. Table 2 shows the report of this
model whose hyperparameter is four.
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Figure 6: Text weighting process.

8 Mobile Information Systems



As shown in Table 3 and repeated experiments, the
classification model after TF-IDF feature vectorization has
higher accuracy and the performance is optimal when the
hyperparameter K is four. 'erefore, this model will be used
in the subsequent system for its analysis function.

4.3. Comparison of Relevant Research Methods and Results.
As shown in Table 4, the study in [24] manually marked
26 categories of domain names and selected 9 categories
to apply in the training of the classification model. It
adopted a Naive Bayes (NB) model based on TF-IDF
weighting. Finally, the accuracy of cross validation of the
model is 0.86.

'e study in [25] categorized four types of illegal web
pages based on the KNN algorithm.'e accuracy for the test

sample is 0.80. 'e work in [26] designed a model to
automatically categorized products for anonymous
marketplaces. It extracted features using TF-IDF and then
selected features from the text using principal component
analysis. It categorized 12 product categories using the SVM
method, with a model accuracy of up to 0.79.

In this paper, we categorized six types of websites and four
was finally determined as the optimal hyperparameter of the
classification algorithm by combining Grid Search with cross
validation. 'e data was applied to train the KNN classification
model based on this parameter, and we improved the accuracy
to 0.89 finally.

4.4. System Function Test. A file is selected to store the
domain names after the network environment has been set

K=3
Y

X

K=3
Y

X

Figure 7: Classification principle of KNN algorithm.

Input: TRAINSET (T[1], . . . , T[n]), Web page D to be predicted
Output: the category of D

(1) for i � 1 to i � n do
(2) Calculate the Euclidean distance between each sample in TRAINSET and D

(3) distance � (d[1], . . . , d[n])

(4) end for
(5) sorted dis � (distance) //Sort in ascending order
(6) sample (1, . . . , k) � minum (sorted dis) //select k samples that have the shortest distance
(7) set classes � count (sample) //Count the number of each category in k samples
(8) category � max (classes) //'e category with the largest output number is the predicted category
(9) return category

ALGORITHM 4: KNN classification algorithm.

1st Training

2nd Training

3rd Training

10th Training

Validation FoldTraining Folds

Training Set

E1

E2

E3

E10

acc (K) = 1/10Σ
1
i=
0
1Ei

Figure 8: Ten-fold cross validation.
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Figure 10: Cross-validation accuracy of model based on different weighting methods.

Table 1: Report of the KNN model which is weighted by frequency.

Precision Recall F1-score Support
Counterfeit credit-cards 0.76 0.87 0.81 30
Counterfeit money 1.00 0.83 0.91 12
Cryptocurrency 0.93 0.79 0.85 47
Drugs 0.78 0.67 0.72 21
Hacking 0.30 0.70 0.42 10
Other 0.84 0.78 0.81 63
Accuracy 0.78 183
Macro 0.77 0.77 0.75 183
Weighted avg 0.80 0.78 0.80 183
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up. After that, it will be able to access all domain names. 'e
deactivated and visited domain names will also not be used
again.

Crawling contents will be showed in the display area of
classification results, as shown in Table 5. 'e contents of
data are showed in part.
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Figure 11: 10-fold cross validation with TF-IDF weighting.

Table 2: Report of the KNN model which is weighted by TF-IDF.

Precision Recall F1-score Support
Counterfeit credit-cards 0.88 0.90 0.89 31
Counterfeit money 0.33 0.50 0.40 4
Cryptocurrency 1.00 0.89 0.94 38
Drugs 0.89 0.73 0.80 22
Hacking 1.00 0.77 0.87 13
Other 0.87 0.96 0.91 76
Accuracy 0.89 184
Macro 0.83 0.79 0.80 184
Weighted avg 0.90 0.89 0.89 184

Table 3: Comparison of the best performance of KNN models based on different methods and sets.

Frequency TF-IDF
Test set 0.80 0.89
Validation set 0.78 0.89

Table 4: Comparison of methods and results between this paper and others.

Author Accuracy Method Category
Al Nabki et al. [24] 0.86 NB 9
Buldin and Ivanov [25] 0.80 KNN 4
Graczyk and Kinningham [26] 0.79 SVM 12
Li et al. 0.89 KNN 6
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As shown in Figure 12, any domain name can be selected
on the system interface and the system will automatically
generate and display the word cloud images of such websites.

'is function is helpful for researchers to intuitively
obtain website feature words and create better visual effects.

5. Conclusions

Hidden services generally only retain service status for a
limited amount of time in order to avoid being tracked,
resulting in frequent domain address changes and a short
lifespan. Because it requires special software and data must
be encrypted and decrypted as it goes via each node on the
communication circuit, access to Tor Darknet is sluggish.

For the reasons stated above, manually classifying
websites creates a significant amount of labor. Furthermore,
the pertinence is so low that it is impossible to rapidly reach a
certain domain name type.

As a result, we created a visual interactive system based
on edge computing that may assist researchers in swiftly
obtaining content and classifying website categories. 'e
classifying model’s accuracy is as high as 89%, which will
increase researchers’ efficiency in identifying illegal websites

and is of significant practical use. Furthermore, there are
only six categories in this experiment due to the limited
number of domain names already gathered. In the future, we
will collect more domain names of other categories and
obtain the feature words of different categories to expand the
dataset which will contain more website categories.

Data Availability

'e dataset used in this experiment is DUTA-10k, which
is a classic open-source dataset for collecting Darknet
addresses and can be downloaded from related websites.
'e dataset used in this experiment is downloaded from
the GVIS platform (http://gvis.unileon.es/dataset/duta-
darknet-usage-text-addresses-10k/).
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Recently, there has been rapid growth in the Internet of things, the Internet of vehicles, fog computing, and social Internet of
vehicles (SIoV), which can generate large amounts of real-time data. Now, researchers have begun applying fog computing to the
SIoV to reduce the computing pressure on cloud servers. However, there are still security challenges in SIoV. In this paper, we
propose a lightweight and authenticated key agreement protocol based on fog nodes in SIoV. *e protocol completes the mutual
authentication between entities and generates the session key for subsequent communication. *rough a formal analysis of the
Burrows–Abadi–Needham (BAN) logic, real-oracle random (ROR) model, and ProVerif, the security, validity, and correctness of
the proposed protocol are demonstrated. In addition, informal security analysis shows that our proposed protocol can resist
known security attacks. We also evaluate the performance of the proposed protocol and show that it achieves better performance
in terms of computing power and communication cost.

1. Introduction

With the popularization and development of the world wide
web, the Internet of things (IoT) [1–3], which is a network of
Internet extension and expansion, has emerged. With the
continuous development of IoT applications, a “social
network of intelligent objects” called social Internet of things
(SIoT) [4] has been formed. Internet of vehicles (IoV) [5] is
an extension of the concept of SIoT. IoV can realize network
connections between the vehicle and vehicle (V2V), vehicle
and infrastructure (V2I), and vehicle and pedestrian (V2P)

and collect and share the key road information. With the
rapid development of network and sensor technology, social
connection in urban transportation systems is necessary, so
social Internet of vehicles (SIoV) is produced [6–8]. SIoV is
an application of SIoT in the field of vehicles and is a
combination of vehicular ad hoc networks (VANET) and
mobile networks, and it can generate a large amount of real-
time data. In SIoV, intelligent vehicles can establish social
relationships with other objects and form a specific social
network.

For cloud computing processing of road real-time data,
there are some problems associated with network delays,
transmission efficiency, and others. Because the distance
between the cloud computing server and vehicles is far, and
the number of vehicles is increasing, the cloud server needs
to process more real-time data, which increases the com-
puting burden. *erefore, researchers have introduced fog
computing to reduce the computational burden on cloud
servers. *e data, processing, and application of fog com-
puting are stored on scattered and weak devices, almost
outside the cloud, so the computing power is not strong. It
can help the cloud server process some data that are not
necessary or urgent at that moment. If it encounters data
that it cannot process, it reports to the cloud server. Fog
nodes can detect unsafe driving behavior in time, issue early
warnings for the behavior, and provide the corresponding
punishment when necessary. *e application of fog node in
IoT and IoV environments was mentioned in the articles
[9–13]. In 2016, Azimi et al. [11] proposed amedical warning
system in IoT based on fog computing. In 2019, Ismail et al.
[12] proposed an implication of fog computing on the IoT.
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In 2019, Ma et al. [10] proposed a protocol for fog-based IoV
networks, which realized authenticated key agreement. In
2021, Eftekhari et al. [9] proposed a pairwise secret key
agreement protocol using fog-based IoV, which was a three-
part authentication protocol. *e SIoV typical architecture
based on fog nodes is shown in Figure 1.

However, in the SIoV environment based on fog nodes,
there are still great risks related to security issues. For ex-
ample, it is very challenging to ensure the confidentiality and
privacy of data transmission based on ensuring the security
of devices deployed on the network edge. *e data trans-
mitted through the public channel usually includes sensitive
information such as the personal information of vehicle
users, which needs to be kept secret. Recently, Ahmed et al.
[6] researched a key agreement protocol for V2G in the SIoV
environment, which was a two-party authentication pro-
tocol. *e protocol [6] was based on an elliptic-curve (ECC)
point multiplication and had a large computational cost.
*is shortcoming leads us to propose a more effective
protocol.

We propose a lightweight and authenticated key
agreement protocol based on three parties using fog nodes in
an SIoV environment. In this protocol, vehicles and fog
nodes authenticate each other with the help of a cloud server
(CS) and establish a secure session key. Owing to the weak
computing power of fog nodes, our protocol only uses
lightweight primitives, such as hash function and XOR
operation. *rough formal analysis of the Bur-
rows–Abadi–Needham (BAN) logic, real-oracle random
(ROR) model, and ProVerif, the security, validity, and
correctness of the proposed protocol are demonstrated. In
addition, informal security analysis shows that our proposed
protocol can resist known security attacks. We also evaluate
the performance of the proposed protocol and show that it
has better performance in terms of computing power and
communication cost.

*e rest of the paper is structured as follows: in Section 2,
we review recent research results. *e details of our pro-
posed agreement are in Section 3. In Section 4, we use BAN,
ROR, and ProVerif to verify the security, validity, and
correctness of the proposed protocol. In addition, we
conduct an informal security analysis. In Section 5, we
compare our method with other protocols in terms of
performance and security. Finally, we summarize this paper
in Section 6.

2. Related Work

IoV is an open network environment, so this feature may
threaten the identity information and relevant sensitive data
of vehicle users. For many years, researchers have proposed
many protocols to protect the privacy of vehicle users in IoV
environments. In 2006, Raya et al. [14] proposed a vehicle
communication protocol that stored multiple public and
private key pairs and protected the privacy of vehicle users
through the certificates stored in OBU. However, in 2008, Lu
et al. [15] determined that the protocol [14] had high
computing and storage cost because the key was changing at
times and proposed a privacy protection protocol for vehicle

communication. *at same year, Zhang et al. [16] proposed
an identity verification protocol for IoV. *e protocol [16]
realized privacy protection by the tamper-proof device to
generate a random pseudoidentity. In 2020, Cui et al. [17]
researched a privacy-preserving scheme. *e protocol [17]
was based on edge computing and used lightweight prim-
itives, such as elliptic-curve cryptography, instead of bilinear
pairing-based primitives with high computational cost.
Later, Hu et al. [18] proposed a privacy-preserving au-
thentication scheme for IoV.

*e protocols proposed by some researchers have high
computing power. In 2014, Li et al. [19] proposed a protocol
that provided PKC-based privacy protection for IoV and
claimed that their protocol could resist replay and stolen
smart card attacks. However, Amit et al. [20] revealed that Li
et al.’s protocol [19] was susceptible to key compromise
impersonation attacks and could not provide user ano-
nymity. To reduce high computing cost caused by the use of
PCK in the above protocol, the Trust-Extended Authenti-
cation Mechanism (TEAM) protocol was proposed [21]. In
2016, Kumari et al. [22] proposed an authentication protocol
that also used TEAM. In 2017, Ying and Nayak [23] pro-
posed an effective and lightweight protocol for an IoV
environment, which could provide user anonymity. Chen
et al. [5] demonstrated that [23] was vulnerable to replay and
offline identity guessing attacks. *erefore, to solve the
vulnerability of Ying and Nayak’s protocol [23], Chen et al.
[5] proposed a secure authentication scheme for IoV.
However, the protocol [5] stored extensive data in the da-
tabase, so it had high storage cost. In the same year, Mohit
et al. [24] proposed an efficient authentication protocol for
vehicular systems and deemed their protocol safe. However,
Yu et al. [25] pointed out that the protocol [24] of Mohit
et al. was susceptible to impersonation attacks and could not
provide anonymity, traceability, and mutual authentication.
*en, Yu et al. [25] proposed an authenticated protocol in

Cloud server

Fog node

RSU RSU

RSU
vehicle

Figure 1: *e SIoV architecture based on fog node.
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vehicular communications. In 2020, Sadri et al. [26] dem-
onstrated that Yu et al.’s protocol [25] was susceptible to
sensor capture attacks and impersonation attacks and could
not provide traceability. Additionally, Sadri and Rajabzadeh
Asaar [26] proposed a protocol in the IoV environment,
which was based on lightweight primitives. In 2021,Wu et al.
[27] proposed a protocol in IoV, and the protocol realized
authentication key exchange (AKE).

*ere are increasingly more vehicles in the IoV envi-
ronment, and data processing and transmission have be-
come an inevitable challenge. *erefore, researchers began
to apply cloud computing to IoV to solve the problem of
processing a large amount of data to improve authentication
efficiency. In an IoV environment, an authentication scheme
based on cloud computing had been widely mentioned and
applied in articles [28–31]. For an environment using cloud
computing, problems such as network delay and trans-
mission efficiency would exist, and the cloud server would
need to process more data, which would increase the
computing burden of the cloud server. *erefore, re-
searchers have begun to introduce fog nodes for fog com-
puting to share the pressure of cloud servers. In these papers
[10–13], fog computing technology was applied. Ma et al.’s
protocol [10] applied fog computing to IoV and proposed an
authenticated key agreement protocol. *ey claimed that the
protocol [10] was secure and efficient, but Eftekhari et al. [9]
pointed out that Ma et al.’s protocol [10] was vulnerable to
internal attacks, stolen smart card attacks, and known
session-specific temporary information attacks. *erefore,
Eftekhari et al. [9] proposed a more efficient authentication
protocol. In 2021, Wu et al. [32] proposed a secure scheme
using fog nodes in IoV, and the protocol realized AKE. In the
same year, Maria et al. [33] proposed a blockchain-based
anonymous authentication scheme, which used bilinear
pairing. Some important related works are summarized in
Table 1.

3. The Proposed Protocol

In this part, we introduce a lightweight and authenticated
key agreement protocol using fog nodes in SIoV. Our
protocol is based on the architecture of Figure 1. *e
protocol includes three entities: vehicle Vi, fog node FNj,
and CS. *e symbols used in the protocol are shown in
Table 2. *e protocol has three phases: vehicle registration
phase, fog node registration phase, and login authentication
phase.

3.1. Vi Registration Phase. In the Vi registration phase, Vi

registers with CS. *e phase is shown in Figure 2, and the
specific steps are as follows:

(1) First,Vi selects its identity IDi, password PSWi, and a
random number ri, calculates its pseudoidentity
PIDi � h(IDi

����ri), and then transmits the PIDi to CS
through the secure channel.

(2) After receiving the message from Vi, CS calculates
the value of HIDi � h(PIDi

����KCS), initializes the

value of KV to 0, and stores PIDi, KV􏼈 􏼉 in its da-
tabase. Finally, CS sends HIDi, KV􏼈 􏼉 to Vi.

(3) After receiving the message from CS, Vi calculates the
value αi � HIDi ⊕ h(PSWi

����ri), Pi � h(IDi

���� PSWi

����ri),
replaces HIDi with the value of αi, and stores the
αi, Pi, ri, KV􏼈 􏼉 in its smart card.

3.2. Fj Registration Phase. In FNj registration phase, FNj

registers with CS. *e phase is shown in Figure 3, and the
specific steps are as follows:

(1) First, FNj selects its identity FIDj and a random
number rj, calculates its pseudoidentity PFIDj �

h(FIDj

�����rj), and then transmits PFIDj, FIDj􏽮 􏽯 to CS
through the secure channel.

(2) After receiving the message from FNj, CS first selects
a random number Rj, calculates the value of Nj �

h(FIDj

�����IDCS)⊕Rj, KFN � h(PFIDj

����� KCS),HIDj �

h(FIDj

�����KCS), and stores PFIDj, KFN, FIDj􏽮 􏽯 in its
database. Finally, CS sends KFN,HIDj, Nj, IDCS􏽮 􏽯 to
FNj.

(3) After receiving the message from CS, FNj calculates
the value Rj � h(FIDj

�����IDCS)⊕Nj, βj � HIDj ⊕ h

(Rj

�����rj), and stores the KFN, βj, rj, Nj􏽮 􏽯 in its
database.

3.3. Login and Authentication Phase. In the login and au-
thentication phase, Vi, FNj, and CS realize authentication
and establish session key SK.*is phase is shown in Figure 4,
and the specific steps are as follows:

(1) First, Vi inserts the smart card into the reader ter-
minal, inputs its identity IDi, password PSWi, cal-
culates the login authentication value P∗i � h(IDi����PSWi

����ri), and then compares P∗i �
?

Pi. If equal, Vi

logs in successfully. Otherwise, the login fails. After
successful login, Vi selects a random number N1 and
calculates A1 � h(IDi

����ri)⊕N1, HIDi � αi ⊕ h

(PSWi

���� ri), V1 � h(HIDi

����KV)⊕N1. Finally, Vi

sends the login request M1 � A1, V1, IDCS, PIDi􏼈 􏼉 to
FNj through the common channel.

(2) After receiving the message M1 from Vi, FNj first
selects a random number N2 and then calculates
A2 � h(A1

����KFN
����HIDj)⊕N2, V2 � h(A2

����KFN
����V1),

and finally FNj transmits the message M2 � PIDi,􏼈

PFIDj, A2, V1, V2} to CS.
(3) After receiving message M2 from FNj, CS first in-

dexes KFN according to FPIDj, then calculates HIDi

� h(PIDi

����KCS), N1 � h(HIDi

����KV)⊕V1, V∗1 � h

(HIDi

����KV)⊕N1, and compares V∗1�
?

V1. If it is
equal, CS believes that Vi is legal. Otherwise, the
authentication process is terminated. CS calculates
V∗2 � h(A2

����KFN
����V1) and compares V∗2�

?
V2. If it is

equal, it means that CS believes that FNj is legal.
Otherwise, the authentication process is terminated.
After authenticating Vi and FNj, CS calculates A1 �

N1 ⊕PIDi, HIDj � h(FIDj

�����KCS), N2 � h(A1
����KFN

����
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Table 1: *e summary of authentication protocols.

Protocols Cryptographic techniques Limitations

Li et al. [19]
(1) Utilized digital signature

(2) Utilized asymmetric encryption
(3) Based on anonymous authentication

(1) Does not resist key compromise impersonation attacks
(2) Does not provide user anonymity

Ying and Nayak [23]
(1) Utilized one-way hash function

(2) Based on Diffie–Hellman problem
(3) Based on anonymous authentication

(1) Does not resist replay attacks
(2) Does not resist offline identity guessing attacks

Mohit et al. [24]
(1) Utilized one-way hash function

(2) Based on smart card
(3) Two-factor

(1) Does not resist impersonation attacks
(2) Does not provide anonymity and untraceability

(3) Does not provide mutual authentication

Yu et al. [25]
(1) Utilized one-way hash function

(2) Based on smart card
(3) Two-factor

(1) Does not resist sensor capture attacks
(2) Does not resist impersonation attacks

(3) Does not provide untraceability

Ma et al. [10] (1) Utilized one-way hash function
(2) Based on smart card(3) Utilized ECC

(1) Does not resist internal attacks
(2) Does not resist stolen smart card attacks

(3) Does not resist known session-specific temporary
information attacks

Wazid et al. [34]
(1) Utilized one-way hash function

(2) Based on anonymous authentication
(3) Utilized ECC

—

Eftekhari et al. [9]
(1) Utilized one-way hash function

(2) Based on anonymous authentication
(3) Utilized ECC

—

Wu et al. [32]

(1) Utilized one-way hash function
(2) Based on smart card

(3) Utilized ECC
(4) Two-factor

—

Table 2: Notations used in the proposed protocol.

Symbol Description
Vi *e i-th vehicle
FNj *e j-th fog node
CS Cloud server
IDi, FIDj, IDCS Identities of Vi, FNj, and CS
PSWi Password of the Vi

KFN Shared key of FNj and CS
KCS Secret key of CS
KV Counter value of Vi

SK Session key

Figure 2: Vi registration phase.
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HIDj)⊕A2, selects a random number N3, and cal-
culates NX

′ � h(HIDi

����N1)⊕N2 ⊕N3 ⊕HIDj, NY
′ �

h(HIDj

�����N2)⊕N1 ⊕N3 ⊕HIDi, SK � h(N1 ⊕N2 ⊕
N3 ⊕HIDj ⊕HIDi), V3 � h(HIDj

�����KFN
����SK), V4 � h

(HIDi

����KV

����SK). *en, it updates KV � KV + 1, and
finally, CS sends message M3 � NX

′ , NY
′ , V3, V4􏼈 􏼉 to

FNj.
(4) After receiving message M3 from CS, FNj calculates

N1 ⊕N3 ⊕HIDi � h(HIDj

�����N2)⊕NY
′ , SK � h (N1

⊕N2 ⊕N3 ⊕HIDj ⊕HIDi), V∗3 � h(HIDj

�����KFN
����SK),

and compares V∗3�
?

V3. If it is equal, it means that
FNj believes that CS is legal. Otherwise, the au-
thentication process is terminated. Finally, FNj

sends message M4 � NX
′ , V4􏼈 􏼉 to Vi.

(5) After receiving message M4 from FNj, Vi calculates
N2 ⊕N3 ⊕HIDj � h(HIDi

����N1)⊕NX
′ , SK � h(N1 ⊕

N2 ⊕N3 ⊕HIDj ⊕HIDi), V∗4 � h(HIDi

����KV

����SK),
and compares V∗4�

?
V4. If equal, it means that Vi

believes that FNj and CS are legal. Otherwise, the
authentication process is terminated. Finally, Vi

updates KV � KV + 1.

4. Security Analysis

4.1. BAN Logic. BAN logic is a formal security analysis
method [35]. In this part, we use BAN logic to prove that
vehicles, fog nodes, and cloud servers share a session key SK
and further prove the correctness of our protocol. *e rules
used in BAN logic are shown in the references.

Figure 3: FNj registration phase.

Figure 4: Login and authentication phase.
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4.1.1. BAN Logic Rules

(1) Message-meaning rule: (P| ≡ P↔K Q, P⊲ X{ }K)/(P

| ≡ Q| ∼ X)

(2) Freshness rule: (P| ≡ ♯(X))/(P| ≡ ♯(X, Y))

(3) Nonce-verification rule: (P| ≡ ♯(X), P| ≡ Q| ∼ X)/
(P| ≡ Q| ≡ X)

(4) Jurisdiction rule: (P| ≡ ♯(X), P|≡Q|∼X)/(P|≡Q|

≡X)

(5) Belief rule: (P| ≡ X, P| ≡ Y)/(P| ≡ (X, Y))

(6) Session key rule: (P| ≡ ♯(X), P| ≡ Q| ≡ X)/ (P| ≡
P↔K Q)

4.1.2. Goals. G1 Vi| ≡ Vi↔
SK
FNj

G2 Vi| ≡ FNj| ≡ Vi↔
SK
FNj

G3 FNj| ≡ Vi↔
SKFNj

G4 FNj| ≡ Vi| ≡ Vi↔
SK
FNj

G5 CS| ≡ Vi↔
SK
FNj

G6 CS| ≡ Vi| ≡ Vi↔
SK
FNj

G7 CS| ≡ FNj| ≡ Vi↔
SK
FNj

4.1.3. Idealizing Communication.

M1Vi⟶ CS: PIDi, A1, V1􏼈 􏼉

M2 FNj⟶ CS: PFIDj, A2, V2􏽮 􏽯

M3 CS⟶ FNj: NY
′ , V3􏼈 􏼉

M4 CS⟶ Vi: NX
′ , V4􏼈 􏼉

4.1.4. Initial State Assumptions

A1 Vi| ≡ ♯(N1)

A2 FNj| ≡ ♯(N2)

A3 CS| ≡ ♯(N3)

A4 CS| ≡ Vi ⇌
h(HIDi‖KV)

CS
A5 CS| ≡ ♯(N1)

A6 CS| ≡ Vi|⟹N1

A7 CS| ≡ FNj ⇌
h(A1‖KFN‖HIDj)

CS
A8 CS| ≡ ♯(N2)

A9 CS| ≡ FNj|⟹N2

A10 CS| ≡ HIDi

A11 CS| ≡ HIDj

A12 FNj| ≡ FNj ⇌
h(HIDj

����N2)

CS
A13 FNj| ≡ CS|⟹N3

A14 FNj| ≡ CS|⟹HIDj

A15 FNj| ≡ ♯(N1)

A16 FNj| ≡ ♯(N3)

A17 FNj| ≡ ♯(HIDj)

A18 Vi| ≡ Vi ⇌
h(HIDi‖N1)

CS
A19 Vi| ≡ CS|⟹N3

A20 Vi| ≡ CS|⟹HIDj

A21 Vi| ≡ ♯(N2)

A22 Vi| ≡ ♯(N3)

A23 Vi| ≡ ♯(HIDj)

4.1.5. Detailed Steps. By considering the message M1 and
using the seeing rule, we get

S1: CS⊲ V1: 〈N1〉h HIDi‖KV( ), PIDi, A1􏼚 􏼛. (1)

Using S1, we get

S2: CS⊲ 〈N1〉h HIDi‖KV( )􏼚 (2)

Under the premise of assuming A4, using S2, and the
message-meaning rule, we get

S3: CS ≡ Vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ∼ N1. (3)

In the case of conclusion S3, using assumption A5, the
freshness rule, and the nonce-verification (N-V) rule, we get

S4: CS ≡ Vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ≡ N1. (4)

In the case of conclusion S4, using assumption A6, and
the jurisdiction rule, we get

S5: CS| ≡ N1. (5)

In addition, considering the message M2, we get

S6: CS⊲ PFIDi, A2: 〈N2〉h A1 KFN‖ ‖HIDj( 􏼁
, V2􏼚 􏼛. (6)

Using S6, we get

S7: CS⊲ 〈N2〉h A1 KFN‖ ‖HIDj( 􏼁􏼚 (7)

Under the premise of assuming A7, using S7, and the
message-meaning rule, we get

S8: CS ≡ FNj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 ∼ N2. (8)

In the case of conclusion S8, using assumption A8, the
freshness rule, and the nonce-verification (N-V) rule, we get

S9: CS ≡ FNj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 ≡ N2. (9)

In the case of conclusion S9, using assumption A9, and
the jurisdiction rule, we get

S10: CS| ≡ N2. (10)

Because SK � h(N1 ⊕N2 ⊕N3 ⊕HIDi ⊕HIDj), accord-
ing to the conclusions A10, A11, S10, and S5 and the belief
rule, we get

S11: CS| ≡ Vi↔
SKFNj, (G5). (11)

Using A5, S11, and the SK rule, we get

S12: CS ≡ Vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ≡ Vi↔

SK
FNj, (G6). (12)
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Using A8, S11, and the SK rule, we get

S13: CS ≡ FNj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 ≡ Vi↔
SK
FNj, (G7). (13)

By considering the message M3 and using the seeing
rule, we get

S14: FNj ⊲ VY
′: 〈N1, N3,HIDi〉

h HIDj

����N2􏼐 􏼑
, V3􏼨 􏼩. (14)

Using S14, we get

S15: FNj ⊲ 〈N1, N3, HIDi〉h HIDj‖N2( 􏼁􏼚 (15)

Under the premise of assuming A12, using S15, and the
message-meaning rule, we get

S16: FNj| ≡ CS| ∼ N1, N3, HIDi( 􏼁. (16)

In the case of conclusion S16, using assumptions A13
and A14, the freshness rule, and the nonce-verification (N-
V) rule, we get

S17: FNj| ≡ CS| ≡ N1, N3, HIDi( 􏼁. (17)

Applying this for each component, we get

S18: FNj| ≡ CS| ≡ N1,

S19: FNj| ≡ CS| ≡ N3,

S20: FNj| ≡ CS| ≡ HIDi.

(18)

In the case of conclusion S18, using assumptionA15, and
the jurisdiction rule, we get

S21: FNj| ≡ N1. (19)

In the case of conclusion S22, using assumptionA16, and
the jurisdiction rule, we get

S22: FNj| ≡ N1. (20)

In the case of conclusion S23, using assumptionA17, and
the jurisdiction rule, we get

S23: FNj| ≡ HIDi. (21)

Because SK � h(N1 ⊕N2 ⊕N3 ⊕HIDi ⊕HIDj), accord-
ing to the conclusions S21, S22, and S23 and the belief rule, we
get

S24: FNj| ≡ Vi↔
SK
FNj, (G3). (22)

Using A15, S24, and the SK rule, we get

S25: FNj ≡ Vi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 ≡ Vi↔

SK
FNj, (G4). (23)

By considering the message M4 and using the seeing
rule, we get

S26: Vi ⊲ VX
′ : 〈N2, N3,HIDj〉h HIDi‖N1( ), V4􏼚 􏼛. (24)

Using S26, we get

S27: Vi ⊲ 〈N2, N3,HIDj〉h HIDi‖N1( )􏼚 (25)

Under the premise of assuming A18, using S27, and the
message-meaning rule, we get

S28: Vi| ≡ CS| ∼ N2, N3,HIDj􏼐 􏼑. (26)

In the case of conclusion S28, using assumption A19 and
A20, the freshness rule, and the nonce-verification (N-V)
rule, we get

S29: Vi| ≡ CS| ≡ N2, N3,HIDj􏼐 􏼑. (27)

Applying this for each component, we get

S30: Vi| ≡ CS| ≡ N2,

S31: Vi| ≡ CS| ≡ N3,

S32: Vi| ≡ CS| ≡ HIDj.

(28)

In the case of conclusion S30, using assumptions A21,
and the jurisdiction rule, we get

S31: Vi| ≡ N2. (29)

In the case of conclusion S31, using assumptions A22,
and the jurisdiction rule, we get

S32: Vi| ≡ N3. (30)

In the case of conclusion S32, using assumptions A23,
and the jurisdiction rule, we get

S33: Vi| ≡ HIDj. (31)

Because SK � h(N1 ⊕N2 ⊕N3 ⊕HIDi ⊕HIDj), accord-
ing to the conclusions S31, S32, and S33 and the belief rule,
we get

S34: Vi| ≡ Vi↔
SK
FNj, (G1). (32)

Using A21, S34, and the SK rule, we get

S35: Vi ≡ FNj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 ≡ Vi↔
SK
FNj, (G2). (33)

4.2. Formal Security Analysis. In this part, we use the ROR
model to formally prove the security of our proposed
protocol. *e RORmodel judges the security of the protocol
by calculating the session key SK probability of an ordinary
situation [36, 37].

4.2.1. ROR Model. *e protocol consists of three entities:
vehicle, fog node, and cloud server. In the ROR model, we
useΠx

Vi
,Πy

FNj
, andΠz

CS to represent the x-th communication
of the Vi, the y-th communication of the FNj, and the z-th
communication of the CS, respectively. We also define that
the attacker A can have the following query capabilities,
where Z � Πx

Vi
,Πy

FNj
,Πz

CS􏼚 􏼛.
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Execute(Z): by performing this query operation, A can
intercept the messages transmitted on the public
channel.
Hash(string): by performing this query operation, A

can obtain the hash value of the input string.
Send(Z, M): by performing this query operation, A can
send message M to Z and receive the response from Z.
Corrupt(Z): by performing this query operation, A can
obtain a party’s secret values, such as some values in the
smart card, long-term key, or temporary information.
Test(Z): by performing this query operation, A flips a
coin c. If c � 1, A can obtain an accurate session key; if
c � 0, A can obtain a random string of the same length
as the session key.

4.2.2. 7eorem. In the ROR model, assume A can perform
execute, hash, send, corrupt, and test queries. *en, the
probability that A can break the proposed protocol P in
polynomial time is AdvP

A(ξ)≤ (qsend/2l−1) +(3q2hash/2
l) + 2

max C′ · qs′
send,􏽮 (qsend/2l)} + ((qexe + qsend)2/p), where qhash

represents the number of times hash queries are executed,
qsend represents the number of times send queries are ex-
ecuted, qexe represents the number of times execute queries
are executed, l represents the bits of biological information,
and C′ and s are constants in Zipf’s law.

4.2.3. Proof. We played five rounds of games, which were
expressed as follows: GM0 to GM6. Succ

GMi

A (ξ) represents
the event that A can win in the game GMi. Succ

A,GMi

P �

Pr[SuccGMi

A ] represents the advantage of A for winning GMi.
Pr[Z] is the probability of event Z. AdvA

P represents the
advantage A has in breaking the security of SK for protocol
P. *e specific steps of GMi are as follows:

GM0: GM0 is the first-round game in the ROR model
and a real attack. We choose a coin c to start the round.
*erefore, in GM0, we can obtain the probability that A

can successfully break P as

AdvP
A � 2Pr SuccGM0

A􏽨 􏽩 − 1
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (34)

GM1: GM1 adds an execute query to GM0. In GM1, A

can only obtain the messages transmitted on the public
channel. After GM1, A will query the session key SK
through the test, but A cannot obtain five values
N1, N2, N3,HIDi,HIDj􏽮 􏽯, so the probability that GM0
is equal to that of GM1 is

Pr SuccGM1
A􏽨 􏽩 � Pr SuccGM0

A􏽨 􏽩. (35)

GM2: GM2 adds a send query to GM1. According to
Zipf’s law [38], we obtain

Pr SuccGM2
A􏽨 􏽩 − Pr SuccGM1

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ qsend/2
l

􏼐 􏼑. (36)

GM3: GM3 adds the hash query to GM2.*e maximum
probability of text collision in transmission is
(qexe + qsend)2/2p, and we can obtain

Pr SuccGM3
A􏽨 􏽩 − Pr SuccGM2

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

≤
qexe + qsend( 􏼁

2

2p
+

q
2
hash

2l+1 .

(37)

GM4: in this round, we verify the security of the session
key SK using two events. One is to obtain the long-term
key of Πz

CS to verify the perfect forward security, and
the other is to obtain temporary information to verify
that the protocol can resist the known session-specific
temporary information attacks.

(1 )Perfect forward security: using Πz
CS, A attempts to

obtain the private key KCS of CS, or A uses Πx
Vi

or
Πy

FNj
to obtain some secret values in the registration

phase.
(2) Known session-specific temporary information

attacks: A uses one ofΠx
Vi
orΠy

FNj
orΠz

CS to attempt
to obtain temporary information.

For the first event, if A obtains the private key KCS of
CS, or the secret value of Πx

Vi
and Πy

FNj
in the regis-

tration phase, but A cannot get the random number
N1, N2, N3,HIDj, it cannot calculate session key SK,
where SK � h(N1 ⊕N2 ⊕N3 ⊕HIDi ⊕HIDj). For the
second event, if A can obtain N1, but the values of N2
and N3 are confidential, the SK cannot be calculated.
Similarly, if N2 and N3 are leaked, SK cannot be cal-
culated by A. *erefore, the probability of this round is

Pr SuccGM4
A􏽨 􏽩 − Pr SuccGM3

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤
q
2
hash

2l+1 . (38)

GM5: in this round of the game, A uses the corrupt
query to obtain the parameter αi, Pi, ri, KV􏼈 􏼉 stored in
the smart card, so A wants to conduct the offline key
guessing attacks. Vi uses random numbers and pass-
words for registration, so A must guess Pi � h (IDi����PSWi

����ri), but the probability of guessing a random
number is 1/2l, which can be ignored. Using Zipf’s law
[38], we can obtain

Pr SuccGM5
A􏽨 􏽩 − Pr SuccGM4

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤max C′ · q
s′
send,

qsend

2l
􏼨 􏼩.

(39)

GM6: this round of the game is to verify that protocol P

can resist the impersonation attacks, A uses
h(N1 ⊕N2 ⊕N3 ⊕HIDi ⊕HIDj) to query, and the
game is terminated. *erefore, the probability that A

can guess SK is

Pr SuccGM6
A􏽨 􏽩 − Pr SuccGM5

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤
q
2
hash

2l+1 . (40)

Because the probability of success and failure of the
GM6 is 1/2,
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1
2
AdvP

A � Pr SuccGM0
A􏽨 􏽩 −

1
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

� Pr SuccGM0
A􏽨 􏽩 − Pr SuccGM6

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

� Pr SuccGM1
A􏽨 􏽩 − Pr SuccGM6

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

≤ 􏽘
5

i�0
Pr SuccGMi+1

A􏽨 􏽩 − Pr SuccGMi

A􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

�
qsend

2l
+
3q

2
hash

2l+1 + max

· C′ · q
s′
send,

qsend

2l
􏼨 􏼩 +

qhash + qsend( 􏼁
2

2p
.

(41)

Finally, we can obtain

AdvP
A ≤

qsend

2l−1 +
3q

2
hash

2l
+ 2max C′·􏼈

· q
s′
send,

qsend

2l
􏼩 +

qexe + qsend( 􏼁
2

p
.

(42)

4.3. ProVerif. ProVerif is a formal automatic verification
tool, which can verify confidentiality, identity, anonymity,
and so on [39, 40]. In this paper, we use the ProVerif code to
achieve vehicle registration, fog node registration, and au-
thentication between the two parties and the CS and verify
the security and effectiveness of our proposed protocol
through ProVerif.

ProVerif demonstrates that the specific operation works
as follows. Our protocol includes three entities: vehicle, fog
node, and cloud server. *e symbols and operation defi-
nitions used in ProVerif are shown in Figure 5.

*e proof contains six events, as shown in Figure 6. *e
six events are veclestarted (), vecleauthored (), cloudser-
veracvehicle (), cloudserveracfognode (), fognodeaccloud-
server (), and vecleaccloudserver (), indicating that the
vehicle starts certification, the vehicle completes certifica-
tion, the cloud server completes the vehicle certification, and
the cloud server completes the fog node certification, re-
spectively. *e fog node completed the certification of the
cloud server, and the vehicle completed the certification of
the cloud server.

*en, we use ProVerif to query whether A can calculate
the session key SK through the data transmitted on the
common channel. *e query operation is shown in Figure 7.

Finally, we get the verification result using the ProVerif
tool, as shown in Figure 8. *e result shows that A cannot
calculate the session key SK of the Vi, FNj, and CS.

4.4. Informal Security Analysis. *is part is an informal
security analysis of our proposed agreement. We have
proved that the protocol can meet common security re-
quirements. *e specific proof is as follows.

4.4.1. Mutual Authentication. In the authentication phase,
with the help of CS, mutual authentication between Vi and
FNj is realized. V1 in message M1 is the value CS uses to
authenticate Vi, V2 in message M2 is the value CS uses to
authenticate FNj, and V3 and V4 in message M3 are the
values CS uses to authenticate FNj and Vi, respectively.
*erefore, the mutual authentication among Vi, FNj, and CS
is realized in the authentication phase.

4.4.2. Replay Attacks. In this protocol, we use cumulative
value KV to resist replay attacks. In the Vi registration phase,
we initialize KV to 0. As the session progresses, it carries out
+1 operation on the value KV, saves it to its database after CS
authenticates Vi, FNj, and carries out the necessary calcu-
lation. After CS authenticates Vi and generates the session
key, it also carries out the +1 operation on the value KV and
saves it to the smart card. In this manner, KV on both sides is
synchronous and equal, and the session process is completed
smoothly. If A repeatedly sends message M1 intercepted in
the public channel, CS continues to calculate the value KV +

1 in the authentication phase. Value V4 generated using KV

is not equal to value V4 calculated by Vi using KV stored in
its smart card, because the value KV in the smart card of Vi

cannot keep up with the CS update speed, so the authen-
tication fails. *us, our protocol can resist replay attacks.

4.4.3. Man-in-the-Middle Attacks. Suppose that A can in-
tercept the message M1 � A1, V1, IDCS,PIDi􏼈 􏼉 transmitted
on the public channel between Vi and FNj. Since A cannot
obtain the information αi, KV, ri􏼈 􏼉 in the smart card and the
identity IDi of Vi, A cannot calculate the values KV,HIDi,􏼈

N1} required for V1, where V1 � h(HIDi

����KV)⊕N1.
*erefore, after A tampers with M1, it cannot pass the
authentication of FNj. Similarly, because the privacy value is
unknown, A cannot calculate the authentication value V2,
V3, or V4 and cannot complete the verification after
intercepting the information M2, M3, or M4. *erefore, our
protocol can resist man-in-the-middle attacks.

4.4.4. User Anonymity. *e real identities of Vi and FNj are
transmitted on the secure channel and are protected by
pseudoidentity PIDi and PFIDj in the authentication phase.
*e anonymity of Vi and FNj is ensured. *erefore, our
protocol can provide user anonymity.

4.4.5. Untraceability. If A wants to trace the Vi, it intercepts
the messages M1, M2, M3, M4􏼈 􏼉 transmitted on the com-
mon channel. Since the random numbers N1, N2, N3􏼈 􏼉 are
used, this means that messages M1, M2, M3, M4􏼈 􏼉 are dif-
ferent during each session. In addition, A cannot obtain the
random numbers N1, N2, N3􏼈 􏼉, so A cannot be traced back
to Vi. *erefore, our protocol can provide untraceability.

5. Security and Performance Comparisons

In this part, we compare our protocol with those of Ma et al.
[10], Wazid et al. [34], Eftekhari et al. [9], and Wu et al. [32]
in terms of security, computational cost, and communica-
tion cost.
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5.1. Security Comparisons. When comparing protocol se-
curity, we use ✔ to indicate that the protocol can resist the
attacks and × to indicate that the protocol cannot resist the
attacks. *e results of comparing protocol security are
shown in Table 3. It can be seen that our protocol can resist
known attacks and have better security. Ma et al.’s protocol
[10] cannot provide user anonymity and untraceability and
is vulnerable to impersonation attacks and known session-
specific temporary information attacks. *e protocols in
[9, 32, 34] and our protocol are secure.

5.2. Performance Comparison. Performance analysis is
conducted from the aspects of computational cost and
communication cost. We analyze and compare the com-
putational cost from the login authentication phase of each
protocol. *e computational cost of XOR and join opera-
tions is negligible. *e computational cost comparison is
shown in Table 4. It is obvious that the protocols of Ma et al.

[10], Wazid et al. [34], Eftekhari et al. [9], and Wu et al. [32]
perform point multiplication, Wazid et al. [34] andWu et al.
[32] perform fuzzy extraction, and Wazid et al.’s protocol
[34] and Eftekhari et al. [9] also perform ECC point addition.
Only our proposed protocol performs the hash operation, so
its computational cost is less.

Here, Tpm represents the time taken to perform a point
multiplication operation, Tpa represents the time taken to
execute an ECC point addition, Tf represents the time taken
to execute a fuzzy extraction function, and Th represents the
time taken to execute a hash operation.

In the comparison of communication cost, we assume
that the length of the identity and the random number are
160 bits, the length of the timestamp is 32 bits, the length of
the one-way hash function is 256 bits, and the length of ECC
point is 320 bits. *erefore, based on our assumption, the
communication costs of the protocols of Ma et al. [10], Wazid
et al. [34], Eftekhari et al. [9], and Wu et al. [32] are 4512 bits,
3488 bits, 4416 bits, and 4448 bits. Here, we illustrate our

Figure 5: *e definition in the ProVerif tool.
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protocol as an example to show the specific analysis. In our
protocol, the messages transmitted in the login authentication
phase are M1 � A1, V1, IDCS, PIDi􏼈 􏼉, M2 � A2, V1, V2,􏼈

PFIDj, PIDi}, M3 � NX
′ , NY
′ , V3, V4􏼈 􏼉, and M4 � NX

′ , V4􏼈 􏼉,
where A1, A2, NX

′ , NY
′􏼈 􏼉 are random strings, IDCS is an

identity, and V1, V2, V3, V4, PFIDj, PIDi􏽮 􏽯 are hash values.
*erefore, the total communication cost of our proposed

protocol is 2336 bits. *e comparison of communication cost
is shown in Table 5. Obviously, the communication cost of
our proposed protocol is less.

In the security comparison, we found that Ma et al.’s
protocol [10] cannot provide user anonymity and untra-
ceability and is vulnerable to impersonation attacks and
known session-specific temporary information attacks.

Figure 6: Process in the ProVerif tool.

Figure 7: Queries and events in the ProVerif tool.
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Although the protocols of [9, 32, 34] can resist known se-
curity attacks, the overhead in the aspect of computational
cost and communication cost is much more than that of our
proposed protocol. *erefore, our protocol is better in terms
of security and performance.

6. Conclusions

In this paper, we first review the AKE protocol in IoV and
SIoV, and then, we propose a lightweight and authenticated
key agreement protocol using fog nodes. *e security analysis
of the protocol is conducted by using BAN, ROR, and
ProVerif. *e comparison of security and performance shows
that the protocol achieves higher performance in terms of
computing power and communication cost compared with

other protocols. In future research, we will focus on im-
proving the security and performance of the protocol in SIoV.
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Urbanization is the process that people shift from rural to urban areas, which has led to large numbers of left-behind children in
China. (e left-behind children stay in rural regions of China while their parents work in urban areas. (e left-behind children
have few opportunities to participate in sports due to the lacking of concern, and it is not of high quality even though they
participate in sports.(erefore, it is necessary to improve the quality of left-behind children’s sports participation through wireless
network monitoring. Wireless network monitoring transmits high-definition (HD) video streaming in real time to facilitate
feedback timely.(is paper studies the two-dimensional (2D) integer discrete cosine transform (DCT) and analyzes the reason for
image distortion, then an improved DCT coefficient quantization approach is proposed for long-distance real-time transmission
of HD video streaming, and a noise processing with a zero-mean noise processing is added in optimized approach to solve the
image distortion problem. (e experimental results show that the proposed improved approach has a good performance in
reducing the blocking artifacts, and within the image reconstruction, the proposed approach improves the subjective
video quality.

1. Introduction

(e problem of left-behind children in China has become
prominent over the past decades. More and more young and
middle-aged farmers have worked in urban areas with the
rapid advance in China’s economy, and large numbers of
left-behind children have emerged in the rural areas.
According to related surveys, there are more than 10 million
left-behind children in rural areas in China. Left-behind
children have attracted the attention of the whole society. At
present, the problems of left-behind children in health and
education are more prominent, and most of them lack
physical exercise, so it is necessary to improve the quality of
left-behind children’s sports participation through wireless
network monitoring [1].

Wireless network monitoring transmits high-definition
video streaming in real time to facilitate feedback timely [2].
(eHD video streaming consists of moving images by frame
one after another [3, 4]. When the images are continuously
displayed at a certain rate, people will have a sense of video

due to the persistence of vision by eyes. (e processing of
video streaming can be roughly divided into the following
three steps: (i) the original HD video streaming information
is processed digitally, including quantization, coding, and
other processes; (ii) the digital HD video streaming is
transmitted to the receiver; and (iii) receiver will receive
digital HD video streaming for antidigital processing, in-
cluding inverse quantization, decoding, and other processes.
Video monitoring is completed by the above steps in order
to observe the quality of left-behind children’s participation
in sports.

High-Definition Multimedia Interface (HDMI) is a
digital video/audio interface technology for video trans-
mission; at the same time, the receiver can receive audio
signals [5]. HDMI transmission distance is up to 30 meters,
so it is not suitable for long-distance transmission. (e
HDMI cable can be seen as a low-pass filter. If the digital
signals of HD video streaming are transmitted over long
distances through the related interface, the high-frequency
components will inevitably be severely attenuated. In

Hindawi
Mobile Information Systems
Volume 2021, Article ID 3981893, 10 pages
https://doi.org/10.1155/2021/3981893

mailto:zhaojinjin@jlau.edu.cn
https://orcid.org/0000-0002-3407-4257
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/3981893


addition, the transmission rate of digital signals of HD video
streaming is very fast and more likely to cause intersymbol
interference, so that the receiver is difficult to decode and
display. (erefore, in order to realize real-time and long-
distance transmission of HD video streaming, it is necessary
to compress the signal source. (e improved DCT quanti-
zation approach can reserve the raw data to the greatest
extent, which means eliminating redundant information as
far as possible. As a result, it is necessary to compress the HD
video streaming of HDMI.

Accordingly, the main contributions of this paper are
summarized as follows: (i) an improved DCT coefficient
quantization approach for long-distance real-time trans-
mission of HD video streaming is proposed and (ii) a noise
processing with a zero-mean noise processing is added in an
optimized approach to solve the image distortion problem.

(e remainder of this paper is organized as follows.
Section 2 reviews the related work. In Section 3, the 2D DCT
approach is studied. In Section 4, an improved DCT coef-
ficient quantization approach is proposed. (e experimental
results are shown in Section 5. Section 6 concludes this
paper.

2. Related Work

Many strategies of DCT for video or image processing have
been proposed. In [6], a new multiobjective optimization
algorithm was proposed to search for an efficient integer
DCTmatrix, which had the coding performance as close as
possible to the transform in high-efficiency video coding but
implemented with reduced hardware and power. In [7], an
efficient hybrid image fusion method was proposed which is
suitable for visual sensor networks based on the integer
lifting wavelet transform and the DCT. In [8], a reconfig-
urable transform architecture was presented to flexibly
support the reusability of different transform sizes. (e
proposed architecture maximally reused the hardware re-
sources by rearranging the order of input data for different
transform sizes while still exploiting the butterfly property.
In [9], a new approximation for the 8-point discrete tche-
bichef transform was proposed with a higher power-and
compression efficiency by exploring coefficient truncation.
In [10], an image-dependent optimum nonnegative integer
bit allocation algorithm was proposed, which was then
mapped into desired image-independent solution via utili-
zation of a prepared combined image and proposed mod-
ified step size mapping technique. In [11], the authors
presented a hardware architecture for 8× 8 2D DCT and
inverse DCTusing Taylor-series expansion of trigonometric
functions. In [12], the authors presented an efficient and low
complexity integer approximation of the DCT for image
compression. (eir new approach involved replacing the bit
shift elements of a variant of the signed DCT transform by
zeros, in order to eliminate the bit shift operations. In [13],
an efficient hardware implementation was proposed for
high-speed vector-radix decimation-in-frequency three-di-
mensional DCT with an optimum area and power con-
sumption. In [14], a novel algorithm was proposed to
determine the minimum number of low-frequency DCT

coefficients required for transform and quantization block in
high-efficiency video coding. In [15], a novel semifragile
watermarking technique using integer wavelet transform
and DCT for tamper detection and recovery to enhance
enterprise multimedia security was proposed. In [16], a new
model of inverse DCT kernel for high-efficiency video
coding was proposed. In [17], the authors presented a blind
and robust scheme using YCbCr color space, integer wavelet
transform, and DCT for color image watermarking.

Some studies on blocking artifacts have also been pro-
posed. In [18], the authors presented a deep network to
eliminate image compression artifacts (usually denoted by
image deblocking) based on image fusion in a multiscale
manner. In [19], a novel dual-residual network was proposed
to reduce compression artifacts caused by lossy compression
codecs. In [20], a new method of image upscaling along with
deblocking of compressed images was proposed. In [21], a
wavelet transform based on the Meyer algorithm with edge-
angle tracking capability was proposed for edge and blocking
artifact reduction of an image, during image compression
processes. In [22], a blocking artifact detection method was
proposed for motion-compensated frame-rate upconversion
algorithms. In [23], the authors presented the design of a
partial overlapping block using exact Legendre moment
computation for gray-level image reconstruction.(ere have
also been several researches with respect to image com-
pression [24–27].

3. Image Compression

Improving the quality of left-behind children’s participation
in sports is mainly achieved through wireless network
monitoring, and how to improve the quality of video has
become the key to research. (e large volume of HD video
streaming is well beyond the Ethernet transmission ability,
and there are strict requirements in the real-time perfor-
mance of HD video, so it needs to be a more appropriate
compression approach to perform the compression of real-
time HD video streaming. (us, the real-time transmission
of peer to peer can be realized by using HDMI through
Ethernet. (eoretically, HDMI can send both video and
audio streaming at a data transfer rate up to 4.5Gb/s.
According to the above, taking the resolution of 1920×1080
HD video streaming as an example, which requires that the
transfer rate must be 2Gb/s. Considering the fact that no IP
packet loss occurs when HD video streaming is transmitted
over 100M-Ethernet, the transfer rate on the physical link
should be less than 100Mb/s. Consequently, the compres-
sion ratio should be 25 :1 to 34 :1.

3.1. DCT. (e original HD video streaming is highly cor-
related, which also has enough redundancy, while using the
compression approach is to eliminate redundancy and re-
serve the original information as much as possible. (at is,
by reducing the correlation of the HD video streaming
sequence, less bits are used to quantify the HD video
streaming in order to compress the HD video streaming.
(ere are three aspects in information redundancy that are
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interframe redundancy, intraframe redundancy, and in-
formation entropy redundancy.

Under such context, this paper has relatively strict re-
quirements on real-time and compression complexity.

Accordingly, I use a DCT-based video compression algo-
rithm while 2D DCT is defined as follows:
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where u � 0 and v � 0 , and c(u) � c(v) � (1/
�
2

√
); when

u, v≠ 0, c(u) � c(v) � 1.

3.2. 2D DCT Approach. (e characteristics of human vi-
sion are not sensitive to the distortion of the image caused
by the loss of high-frequency component packets in HD
video streaming. In addition, there are a small number of
high-frequency components in the image. Hence, the
distributed energy in the image can be concentrated in
the middle and low-frequency region by DCT. In other
words, it makes the most of the energy of the image in the
upper left of the DCT coefficients, and this can be
transmitted to the receiver using a wireless network.
(en, the receiver will realize the inverse transformation
of the energy concentrated in the low-frequency parts of
DCT so as to recover the original image information.
However, from the DCT transformation formula, it can
be seen that the computation of float is still huge, which
conflicts with the requirements of low latency and low
complexity in this paper; moreover, in the receiver
decoding process, it will inevitably affect the accuracy.
For this reason, the 2D integer DCT is used as the
intraframe compression algorithm in this paper.

A 2D DCT can be realized by conducting one-dimen-
sional DCT (1D DCT) twice, in which a 1D DCT is per-
formed in the row first and then performed in the column.
(e 2D DCT can be represented by the matrix as shown in
equation (2). Figuratively speaking, it is to figure out which
2D cosine waves constitute the image.

F � AfA
T
, (2)

where F is the coefficients of the transformation, f is the
pixels of the image, and A is the transformation matrix.

In the process of 2D integer DCT, in order to reduce the
computation and complexity, all the elements of the
transformation matrix A are modified to integers and the
scale factor matrix is added in the quantization process so as
to realize the transformation and quantization. Meanwhile,
the coding rate is also greatly improved. 2D integer DCT
transformation matrix is defined as follows:

F � AintfA
T
int􏼐 􏼑⊗E, (3)

where E is the scale factor and Aint is the transformation
matrix.

In the video compression algorithm, the single frame from
the video is composed of many 8× 8-pixel blocks. To realize the
domain transformation of the image content, 2D integerDCTis
used to transform the 8× 8-pixel blocks, respectively, and then
64 DCT coefficients can be obtained. (is paper uses the 2D
integer DCT to effectively avoid the error of precision in the
computation of float in inverse DCT. (e computation is
greatly reduced to addition and subtraction and shift operation
by means of 2D integer DCT, and the division is further
avoided. Moreover, the data within the pixel block is highly
correlated. In this way, a large number of 0 coefficients will
appear in the lower right after 2D integer DCT, and then “z”
font will be used for scanning and coding, so that the volume of
data will be much smaller. (is lays a foundation for the re-
alization of real-time transmission with low latency.

After using the above transformation processing, the next
step is to use the conventional quantization method to operate
the 64 DCT coefficients of each pixel block obtained by
transformation. Quantization can not only adjust the low en-
ergy coefficient to zerowhich realizes certain compression of the
image content but also reduce the transformed DCT coeffi-
cients, which provides convenience for the subsequent 8b/10b
code transmission. According to the characteristics of human
vision, they are not sensitive to the loss of high-frequency
components, so high-frequency information can be lost to
compress large amounts of data. However, the adjacent pixel
blocks (8× 8) in the content of a single frame image are
quantized separately, resulting in no relation between the
quantization errors of adjacent blocks. For the boundary pixels
of adjacent blocks, if the quantization error between adjacent
blocks has a jump, the smooth texture in the original image
content will change greatly on the boundary region between
adjacent blocks, so that the image distortion gets more serious. I
take a frame of left-behind children participating in sports from
the video for analysis. (e comparison of the 2D integer DCT
compression effects is shown in Figure 1, and the comparison of
local magnification of 2D integer DCT compression effects is
shown in Figure 2.
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It can be seen from Figure 2 that the visual effect of local
magnification of reconstructed images is obviously worse
because there is a contradiction between the extremely
limited bandwidth and the real-time transmission of big
data.(erefore, it is necessary to compress the data source of
HD video streaming effectively to realize the transmission of
HD video streaming with low latency. And in the process of
image domain transformation, DCTalso greatly destroys the
correlation between pixel blocks. In addition, the conven-
tional quantization processing of transformed DCT coeffi-
cients will cause serious distortion to the reconstructed
image at the receiver.

4. Improved Approach

4.1. "e Reason for Image Distortion. In this paper, the 2D
integer DCT is used as the intraframe compression algo-
rithm, but the distortion of the image reconstructed by the
receiver is still serious which is caused by the coefficient
quantization in 2D integer DCT. (e coefficient quantiza-
tion process and reconstruction process of classical integer
DCT are defined as follows:

FQs(u, v) � round
FD(u, v)

Qs(u, v)
􏼠 􏼡,

FR(u, v) � FQs(u, v)Qs(u, v),

(4)

where FQs(u, v) is the 2D integer DCT coefficients after
quantization, FD(u, v) is the 2D integer DCT coefficients
before quantization, Qs(u, v) is the quantization step size of
the quantization process, FR(u, v) is the reconstructed 2D
integer DCT coefficients, and round is the round function.
(en the quantization error of the 2D integer DCT coeffi-
cients is defined as follows:

σ(u, v) � FR(u, v) − FD(u, v). (5)

(ere is still a strong correlation between adjacent pixel
blocks in the original single frame image content before 2D
integer DCT is used, but the DCT process broke the cor-
relation between adjacent pixel blocks. Moreover, all pixel
blocks (8× 8) in the image content are quantified simulta-
neously and independently, so that the quantization errors
are not correlated. If there are quantization errors between
adjacent pixel blocks, this will cause the original smooth
texture to fluctuate at the boundary between adjacent blocks
of pixels, that is, blocking artifacts. As shown in Figure 2, the
boundary fluctuation of the reconstructed image at the

receiver gives a worse visual effect to the human eye.
(erefore, it is necessary to use the necessary quantization
approach to reserve the original information of the image as
much as possible.

4.2. Improved DCT Coefficient Quantization Approach.
(e monitoring of left-behind children requires low latency
and clear pictures, so as to handle some exceptions in time
through monitoring. (ere are many approaches for the
reduction of blocking artifacts. As can be seen from Figure 3,
there are four boundaries around pixel block 1 [28]. If the
quantization error of adjacent pixel blocks on one of the
boundaries is discontinuous, this will cause the blocking
artifacts.

According to the spatial redundancy of the image, it can
be seen that there is a little change in a certain part of the
image for the pixel quantization of a pixel block with the
same color, and from the characteristics of human vision, the
blocking artifacts are derived from the boundary of a single
frame image. When the quantization error of pixel 1 is
compared with the quantization error of the other four pixel
blocks, if it is smaller than themean value of the quantization
error of the other four pixel blocks, then it is not processed.
On the contrary, it indicates that the boundary error of the
pixel block is relatively high and the blocking artifacts may
easily occur in this region. (e size of n of the sampling
matrix (i.e., the number of nonzero values of sampling
matrix) is determined by equation (6) for requantization of a
pixel block so as to reduce the quantization error of the
current pixel block and ensure the continuity of boundary
quantization error.With the consideration of the low latency
requirement of long-distance transmission, the complexity
of the improved approach cannot be increased, and the
source of HD video streaming is directly lost after con-
ventional quantization compression, which leads to serious
image distortion. In this paper, noise processing with zero-
mean noise processing is added in an optimized approach to
solve the image distortion problem [29]. Given this, an
improved DCT coefficient quantization approach is pro-
posed for long-distance real-time transmission of HD video
streaming.

n �
4 × σ1(u, v)

δ × σ2(u, v) + σ3(u, v) + σ4(u, v) + σ5(u, v)( 􏼁

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (6)

where σ1(u, v), σ2(u, v), σ3(u, v), σ4(u, v), and σ5(u, v) are
the quantization error of each pixel block, and δ is the
coefficient.

Figure 1: (e comparison of the 2D integer DCT compression effects.
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(e optimization process is summarized as follows:

Step 1: using integer DCT and compressing DCT
coefficients.

Step 2: using the boundary detection algorithm to
detect the boundary of the whole reconstructed
image.

Step 3: dividing the DCT coefficients into two regions
(upper left and lower right), as described, most
of the energy in the image is concentrated at the
DCT coefficients in the upper left. (erefore,
the quantization approach of DCT coefficients
in the upper left is readjusted. (e new
quantization equations (7) and (8) are defined
as follows:

FQs,min(u, v) �
FD(u, v)

Qs(u, v)
, (7)

FQs,max(u, v) �
FD(u, v)

Qs(u, v)
+ 1. (8)

(us, each DCTcoefficient in the upper left will
have two possible quantized values which
constitute 2n different quantization coefficients
matrix. Each quantization coefficient matrix is
reconstructed, and the boundary errors of four
boundaries are calculated. When the sum of
squares of the four boundary error is mini-
mized, the quantization matrix value is the
quantization value of the integer DCT, which is
defined as follows:

σ′(u, v) � 􏽘
4

k�1
FR
′(u, v) − FD(u, v)( 􏼁

2
k. (9)

Step 4: repeating step 3 for each pixel block at the
boundary of the image. A large number of tests
show that although the blocking artifacts are

reduced, integer DCT belongs to unitary
transformation and has the property of energy
conservation. At the same time, the signal-to-
noise ratio of the image may be slightly de-
creased after inverse DCT, and DCTcoefficient
value of F(0, 0), F(0, 1), F(1, 0), F(0, 2), and
F(2, 0) has a great impact on the blocking
artifacts, so I select n value of equation (6) no
less than 5.

(e optimized DCT coefficient quantization is used to
reduce the blocking artifacts of the image boundary, so that
the video streaming received at the receiver and the original
are consistent as much as possible, and people cannot detect
the compression processing of the HD video streaming.
Figure 4 shows the comparison of 2D integer DCT com-
pression and improved quantization compression effects
(the 30th frame image in the video) as the quantization step
is 20. Figure 5 shows the comparison of local magnification
of 2D integer DCTcompression and improved quantization
compression effects. It can be seen that the improved DCT
coefficient quantization can get a better subjective visual
effect.

5. Experiment and Results Analysis

5.1. Setup. (e data source depends on the left-behind
children of QingGangYuan hope primary school. Qing-
GangYuan is a village in the city of Sinan, Guizhou
Province, one of the poorest provinces in China. Among a
hundred and ten students enrolled in QingGangYuan
hope primary school, approximately a total of them are
left-behind children or children whose parents are off to
work in larger cities and rarely come home. Wireless
network monitoring is used to improve the quality of left-
behind children in sports. I take the first 100 frames of
monitoring video to verify the improved approach with
good performance. (e first 100 frames of the Foreman,
Claire, Carphone, and News (QCIF format) standard
video streaming sequences are encoded in intraframe,

Figure 2: (e comparison of local magnification of 2D integer DCT compression effects. (a) Original image. (b) Reconstructed image.
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and H.264 video encoder is used. (e quantization step is
10–25. According to blocking artifacts measurement [30],
the approach with improved quantization and the ap-
proach without improved quantization are for compar-
ison in reducing the blocking artifacts.

5.2. Comparison Analysis. In Figure 6, δ � 0.9, and
Figures 6(a)–6(d) show the blocking artifact size of recon-
structed images. It can be seen that the improved quanti-
zation approach can effectively reduce the blocking artifacts;
in particular, when the quantization step size is large, the
improved approach can be well reflected.

In Figure 7, when δ � 0.75 and quantization step size
is 20, the image is reconstructed at the 10th frame of the
video. Among them, Figure 6(a) is the reconstructed

image without the improved quantization; that is, the
high-frequency information is lost through direct com-
pression, so the reconstructed image has the worst effect.
Figure 6(b) is a reconstructed image using the improved
quantization approach, and the image distortion problem
is solved by adding zero-mean noise processing which has
greatly improved the image reconstruction effect.
Figure 6(c) uses a neural network-based deblocking
method to reconstruct images [31]. Figure 6(d) uses a
novel frame-wise filtering method to reconstruct images
[32]. (e compression effect of Figure 6(a) is the worst by
the naked eye, while the approach proposed in this paper
seems to be the best.

Figure 8 shows the local magnification comparison of
each reconstructed image in Figure 7. It can be clearly seen
that the improved quantization approach has a good effect

Pixel 3

Pixel 1

Pixel 5

Pixel 2 Pixel 4

Figure 3: (e distribution between pixel block 1 and adjacent pixel blocks.

Figure 4: (e comparison of 2D integer DCT compression and improved quantization compression effects. (a) Original image.
(b) Reconstructed image (improved quantization).
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Figure 5: (e comparison of local magnification of 2D integer DCT compression and improved quantization compression effects.
(a) Original image. (b) Reconstructed image (improved quantization).
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Figure 6: (e comparison of reducing blocking artifacts. (a) Foreman sequence. (b) Claire sequence. (c) Carphone sequence. (d) News
sequence.
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(a) (b)

(c) (d)

Figure 7: (e comparison of reconstructed images at the 10th frame of the video.

(a) (b)

Figure 8: Continued.
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on the naked eye. (e proposed approach can greatly reduce
the blocking artifacts and improve the subjective video
quality.

6. Conclusions

(e increasing number of left-behind children in China has
dramatically become a problem.(ey seldom take part in sports
due to the lacking of monitoring. To improve the quality of left-
behind children’s participation in sports based on wireless
networkmonitoring, an improvedDCTcoefficient quantization
approach is proposed for long-distance real-time transmission
of HD video streaming, and the image distortion problem is
solved by adding zero-mean noise processing which has greatly
improved image reconstruction effect. (e experimental results
demonstrate that the proposed improved approach has a good
performance in reducing the blocking artifacts, and when the
quantization step size is large, the improved quantization ap-
proach can be well reflected. However, there are some limi-
tations of this paper. At first, in the process of transmitting video
stream over a wireless channel, the performance of the video
stream is greatly disturbed by external interference, so the visual
effect of the receiver needs to be improved. (en, it can get
better results by using field-programmable gate array high-
speed parallel processing. (e approach complexity will be
optimized to improve the compression efficiency for further
research.
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In order to enable Social Internet of Vehicles devices to achieve the purpose of intelligent and autonomous garbage classification in a
public environment, while avoiding network congestion caused by a large amount of data accessing the cloud at the same time, it is
therefore considered to combine mobile edge computing with Social Internet of Vehicles to give full play to mobile edge computing
features of high bandwidth and low latency. At the same time, based on cutting-edge technologies such as deep learning, knowledge
graph, and 5G transmission, the paper builds an intelligent garbage sorting system based on edge computing and visual under-
standing of Social Internet of Vehicles. First of all, for the massive multisource heterogeneous Social Internet of Vehicles big data in
the public environment, different item modal data adopts different processing methods, aiming to obtain a visual understanding
model. Secondly, using the 5G network, the model is deployed on the edge device and the cloud for cloud-side collaborative
management, aiming to avoid the waste of edge node resources, while ensuring the data privacy of the edge node. Finally, the Social
Internet of Vehicles devices is used to make intelligent decision-making on the big data of the items. First, the items are judged as
garbage, and then the category is judged, and finally the task of grabbing and sorting is realized. *e experimental results show that
the system proposed in this paper can efficiently process the big data of Social Internet of Vehicles and make valuable intelligent
decisions. At the same time, it also has a certain role in promoting the promotion of Social Internet of Vehicles devices.

1. Introduction

Social Internet of Vehicles (SIoV) is considered to be the
core component of the future intelligent transportation
system, and it is also one of the most promising practical
technologies for 5G vertical applications [1]. Since the US
Department of Transportation issued the “Intelligent
Transport System (ITS) Strategic Plan” in 2015, SIoV
technology has been vigorously developing around the two
themes of intelligence and information sharing [2]. On
November 11, 2020, the World Intelligent Connected Ve-
hicle Conference released the “Intelligent Connected Vehicle
Technology Roadmap 2.0,” which further pointed out the
direction for the development of intelligent vehicle net-
working [3]. It is a feasible solution to use vehicle as edge

node device to provide computing services and offload tasks
to the edge of the network. In recent years, with the de-
velopment of social economy and the improvement of
material consumption, the appearance of domestic waste has
becomemore andmore diversified and complicated, and the
global waste production has also shown a cliff-like growth
compared with previous years. In response to this, my
country has successively introduced a series of policies. In
December 2016, the fourteenth meeting of the Central Fi-
nance and Economics Leading Group hosted by General
Secretary Xi Jinping proposed that “it is necessary to ac-
celerate the establishment of a garbage disposal system for
classified release, classified collection, classified trans-
portation, and classified treatment, and form a waste
treatment system based on the rule of law, promoted by the
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government, and a garbage classification system with par-
ticipation of the whole people, urban and rural planning, and
local conditions, and strive to increase the coverage of the
garbage classification system.”*e latest revision of the “Law
of the People’s Republic of China on the Prevention and
Control of Environmental Pollution by Fixed Wastes” in
2020 requires that local people’s governments at or above the
county level should speed up the establishment of a domestic
waste management system for classified release, classified
recycling, transportation, and treatment. At present, China’s
economy is developing rapidly, people’s quality of life has
been greatly improved, public environmental issues have
become the focus of attention, and one of the key factors
affecting the public environment is the garbage issue.

At this stage, garbage classification is mainly concen-
trated in the outdoor public environment for fixed groups of
people to deal with according to categories. *ere are
problems such as high labor intensity, low sorting efficiency,
and poor working environment, people’s low awareness of
classification, and a wide variety of garbage. *erefore, from
the perspectives of practicability, environmental protection,
and intelligence, it is of great significance to study and design
an intelligent garbage sorting vehicle system based on edge
computing of SIoV. In recent years, with the rapid devel-
opment of artificial intelligence and robotics, service robots
have attracted widespread attention. At present, there have
not been public reports about the work carried out by service
robots for autonomous garbage detection and classification.
At the same time, service robots are one of the edge devices
in SIoV. *erefore, it is of great practical significance to
implement garbage classification and detection algorithms
on service robots. However, only using the detection and
classification model can only realize the identification and
positioning of garbage, and the degree of intelligence is not
high. If you want to make robots have the ability to recognize
and discriminate objects in a public environment like
humans, for example, humans can understand what they see.
*e items in the scene can be inferred and classified based on
the association and imagination based on these items, so
they should not only rely on the appearance and geometric
characteristics of the items, but also rely on the guidance and
reasoning of the high-level prior knowledge of the items.
Public environmental goods information has the charac-
teristics of diversity, semantics, and relevance, so it can be
considered to use knowledge graphs to express and store this
rich prior knowledge in a structured form.*en, the effective
garbage detection and classification algorithm is used to
complete the identification and positioning of items.*e use
of 5G networks to realize collaborative computing between
edge device nodes and the cloud and intelligent decision-
making of garbage classification on the big data of items in
the scene are the key issues studied in this paper. *e main
innovations and contributions of this paper include the
following: First, build a new visual understanding model.
*is model uses the knowledge graph to uniformly char-
acterize and store the multimodal information of items in
the public environment and combines the YOLOv4 detec-
tion algorithm to identify and locate items in the scene; the
second is to propose the use of cloud-side collaborative

computing. Using the 5G network, the visual understanding
model deployed on the edge device and the cloud are used
for cloud-side collaborative management. *e cloud is used
to store a large amount of data, while avoiding the waste of
edge node resources, while ensuring the data privacy of the
edge node; the third is to build an intelligent garbage sorting
system based on edge computing and visual understanding
of SIoV. Common items can be detected, identified, and
classified by edge devices; abnormal items can be connected
to the cloud for identification, reasoning, and decision-
making.

*e organizational structure of the rest of this paper is as
follows. Related work will be discussed in the second part.
*e third part introduces the overall design of the system in
detail. *e fourth part mainly introduces the experimental
setup and result analysis.*e fifth part is the summary of this
paper.

2. Related Work

2.1. Deep Learning. Deep learning is an important break-
through in the field of artificial intelligence in the past
decade, and it is widely used in target detection and clas-
sification. Target detection can be divided into two cate-
gories in terms of methods. One is the regression-based one-
stage algorithm represented by the YOLO [4] series and the
SSD series, and the other is based on the candidate region
two-stage algorithm represented by Fast R–CNN and Faster
R–CNN. In recent years, many researchers have used deep
learning technology in the research of garbage identification,
classification, and detection. Literature [5] proposed a
method of automatic identification of garbage types com-
bined with ResNet-50 and multilevel SVM. GCNet [6]
consists of a feature extractor and a classifier. *e feature
extractor uses ResNet101 as the backbone network, which
contains 5 Bottlenecks, and each Bottleneck adds an at-
tention mechanism, and then the extracted different features
are merged. Literature [7] proposed an improved network’s
robustness framework DNN-TC for junk image recognition.
*e network adds two fully connected layers after the output
layer and the global average pooling layer of the classification
latitude to reduce model parameter redundancy. *e last
layer uses the log softmax function to calculate the confi-
dence of each label. Literature [8] uses DenseNet with higher
detection accuracy and at the same time modifies the
connection mode between dense blocks to achieve the
purpose of improving the detection speed. MaWen et al. [9]
used ResNet50 to replace the original VGG16 basic network
in Faster R–CNN and Soft-NMS instead of the original
NMS, which improved accuracy and reduced time. Wang
Mingjie [10] used K-mean++ to determine the size of the
prior frame and then used migration learning to complete
the location and classification of garbage using YOLOv3 and
classified the waste into recyclable items, dry garbage, wet
garbage, and hazardous garbage. However, with the in-
creasing demand for garbage classification by mobile edge
devices and considering the accuracy and real-time per-
formance, this paper uses YOLOv4 as the basic network.
However, in order to distinguish it from the existing YOLO
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detection algorithm, the model not only relies on a large
amount of labeled data to train and fit a large number of
parameters for prediction, but also considers the role of
prior knowledge to guide the reasoning of the model.
*erefore, it is planned to add a knowledge graph on the
basis of the YOLOv4 algorithm to further enhance the in-
telligent level of the system.

2.2. Knowledge Graph. *e knowledge graph can use the
knowledge triples composed of nodes and relationships to
intuitively represent the association relationships between
items in the scene, and it can be stored in a structured form
at the same time. *erefore, in a public environment, it is a
very effective method to use knowledge graph to express rich
visual associate on information and prior knowledge of
objects. Knowledge Graph (KG) [11] is a technical method
that uses graph models to describe the relationship between
knowledge and modeling the world. KG was first applied to
improve the capabilities of search engines; after that, KG
showed greater application value in assisting intelligent
question and answering, natural language processing, big
data analysis, recommendation calculations, and interpret-
able artificial intelligence [12–14]. Marino et al. [15] studied
the application of structured prior knowledge in the form of
knowledge graphs in image classification. Jiang et al. [16]
proposed a hybrid knowledge routing module in view of the
current detection algorithm ignoring the semantic associ-
ation information of the target in the scene and the long tail
phenomenon of the sample size distribution of different
categories. Chen et al. [17] introduced statistical target
objects and their possible coexistence of prior knowledge to
constrain the relationship prediction space to improve the
accuracy of the model in fewer categories. Wang et al. [18]
introduced the prior knowledge of the association between
the characters in the scene and the surrounding objects and
performed explicit reasoning based on knowledge. Wu et al.
[19] proposed a visual question and answer method, which
constructs a textual representation of the semantic content
of an image and merges it with the textual information from
the knowledge base to achieve a deeper understanding of the
scene.

2.3. Edge Computing. As a new paradigm, edge computing
can sink the computing functions and services of the cloud
to the network edge devices, providing real-time data
analysis and intelligent processing nearby, which can ef-
fectively solve the problems of network congestion and
network delay caused by the transmission and processing of
massive data. At present, edge computing accelerates the
transformation and upgrading of the economy by providing
key-capabilities such as computing, network, and intelli-
gence nearby. It has gradually become a new direction of the
computer system and a new format in the information field
and has received extensive attention from academia and
industry. With the popularization and development of
products and application scenarios such as smart phones,
smart homes, and smart connected cars, artificial intelli-
gence is gradually migrating from the cloud to the embedded

end of the edge, and intelligent edge computing has emerged
from this [20].*e concept based SIoV is an extension of the
Internet of *ings. Real-time collection of vehicle operating
data is achieved through on board sensing units, roadside
acquisition modules, vehicle-to-road communication units,
and other equipment, then builds a data platform for
monitoring large-scale vehicle real-time operating infor-
mation, and provides various data service [21]. In the era of
the Internet of everything, the massive amounts of data
generated by various smart devices have put forward higher
requirements on computing, storage, and network service
capabilities. In order to relieve the computing pressure on
the cloud and at the same time improve the computing
power and operating efficiency of the mobile side, some
services are deployed at the network edge close to the mobile
side to build a mobile edge computing system [22–24]. *e
introduction of edge computing based SIoV is an inevitable
trend. However, edge computing is deployed near the
network infrastructure. On the one hand, it is vulnerable to
attacks from edge vehicles and network infrastructure such
as counterfeiting, privacy theft, and false information; on the
other hand, unauthorized internal attackers may also access
and steal storage at the edge. Sensitive information is in the
data center [25–27]. *erefore, the efficient processing and
valuable intelligent decision-making [28] based SIoV big
data on the edge device side can protect the privacy and
safety of vehicles in the edge computing of SIoV.

2.4. SLAM. Simultaneous localization andmapping (SLAM)
is a process in which the robot uses its own vision, laser, and
other sensors to complete its own positioning while con-
structing environmental maps and path planning [29]. *e
SLAM system that uses the camera to collect image infor-
mation as the source of environmental perception infor-
mation is called Visual SLAM (VSLAM). Compared with
other SLAM systems, VSLAM can perceive richer colors,
textures, and other environmental information. With the
rapid development of deep learning technology, it has very
successful applications in various fields of Computer Vision
(CV). For example, SLAM technology is playing an in-
creasingly important role in the fields of service robots and
driverless cars. In this context, in recent years, more and
more SLAM researchers use deep learning-based methods to
extract environmental semantic information to obtain high-
level scene perception and understanding and apply it in the
VSLAM [30] system to assist VSLAM. *e system improves
positioning performance and map visualization, thereby
giving robots more efficient human-computer interaction
capabilities. *e combination of deep learning and SLAM
improves the limitations caused by manual design features
and potentially improves the learning ability and intelligent
level of the robot [31]. VSLAM can construct a 3D map of
the surrounding environment and calculate the position and
direction of the camera. *e combination of deep learning
and SLAM is a hot research direction in recent years. Among
them, the semantic SLAM combining VSLAM and deep
learning obtains environmental geometric information
during the mapping process and at the same time recognizes

Mobile Information Systems 3



independent objects in the environment and obtains se-
mantic information such as their positions, poses, and in-
dividual contours, which expands the research content of
traditional SLAM problems. Integrate some semantic in-
formation into SLAM research to cope with the require-
ments of complex scenarios [32]. *erefore, this paper
applies SLAM on the edge device to further enhance the
autonomy of the system.

3. Overall System Design

3.1. Overall Design. *is paper experimentally designs an
intelligent garbage sorting system based on edge computing
and visual understanding of SIoV.*e overall architecture of
the system is shown in Figure 1. *is architecture diagram is
divided into three parts:

(1) Visual understanding model: First, the KG is used to
uniformly characterize and store the multimodal
information knowledge of items in the public en-
vironment. *e YOLOv4 detection algorithm is used
to identify and locate the items in the scene, and the
constructed multimodal KG is combined with the
YOLOv4 visual detection method. Construct a visual
understandingmodel, as shown in Figure 2.*en put
the model on the cloud server for large-scale data
training and then deploy it to the NVIDIA Jetson
Nano development board after the training is
completed. Finally, when the edge device is in a
public scene, use the camera to collect pictures in real
time and transmit the pictures wirelessly to the
development board.*e development board uses the
trained model to detect whether there is garbage in
the picture, and if it exists, it sends it to the driver
board STM32 through the serial port. STM32 con-
trols the robotic arm to grab the garbage and put it
into the corresponding garbage bin according to the
recognition and classification results. *e judgment
of this process is to realize the intelligent decision-
making of items through intelligent question and
answer technology and realize the goal of garbage
classification.

(2) Cloud edge collaboration: What is used here is an
edge-oriented cloud-side collaborative computing
form. In this form, the cloud is only responsible for
the initial training work, and the model is down-
loaded to the edge after the training is completed.
While performing computing tasks at the edge, it will
also use real-time on-site data to perform subsequent
calculations on the model. *is model can meet
individual application requirements, make better use
of local data, and avoid waste of edge node resources
to ensure the edge data privacy of the node.

(3) Edge device applications: *e mapping navigation
unit is based on the ROS distributed framework, uses
lidar to collect the environmental information of the
cleaning area, realizes the SLAM function based on
the scanning matching algorithm, and uses the op-
timal path algorithm to autonomously plan and

traverse the cleaning area. During the traversal
process of the edge sorting device, the target de-
tection algorithm detects and classifies the real-time
images obtained by the camera and obtains the
coordinates and angle information of the target as
the input information of the sorting control unit and
controls the robotic arm to perform the garbage
capture task.

In order to enable edge device to achieve intelligent and
automated garbage classification in a public environment,
while avoiding network congestion caused by simultaneous
access to a large amount of data, and considering the
combination of mobile edge computing and SIoV, in order
to give full play to the high bandwidth and low latency
characteristics of mobile edge computing, this paper builds
an intelligent garbage sorting system based on edge com-
puting and visual understanding of SIoV (Figure 2). First of
all, according to the existence of two modalities of video and
image in the public environment, the YOLOv4 detection
algorithm is used to extract the location of the entity cat-
egory; use BLSTM-LCRF and PCNN-BLSTM-Attention
proposed by Wang Huan et al. [33] to extract entities and
relationships from text modalities. *e open source struc-
tured data collected from the Internet and the entity rela-
tionship extracted above form a knowledge triple. Secondly,
the knowledge triples are used to uniformly represent and
store the semantic description information, attribute in-
formation, and spatial location information of the items in
the scene using the KG. Finally, when detecting and clas-
sifying garbage items in a public environment, the YOLOv4
detection algorithm will perform real-time detection to
obtain its location and category information. At the same
time, it will use OCR technology to obtain the description
information of the item’s outer packaging, and the previ-
ously constructed KG will be further developed through
VQA technology. *e auxiliary detection model matches
and determines whether the item is garbage and what type of
garbage in the form of intelligent question and answer and
makes further intelligent decision-making.

3.2. Multimodal Knowledge Graph. With the continuous
popularization of the Internet and media technologies, in-
formation from different sources such as text, images, video,
audio, etc. collectively portrays the same or related content,
presenting complex and multilevel semantic relationships,
forming “multimodal” information. First of all, multimedia
data containing different modalities present internally
synchronized semantic associations, while information from
different sources and modalities across media presents dy-
namic, complex, multilayered temporal and semantic as-
sociations. Secondly, the cross-media forms are
heterogeneous, the content is diverse, and the distribution is
complex. *e traditional analysis and processing methods
are mostly based on the assumption of independent and
identical distribution, and it is difficult to effectively utilize
and learn the massive and complex cross-media informa-
tion. Finally, the application scenarios involved in cross-
media are more extensive, such as cross-media content
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search, recommendation, question and answer, etc. Abun-
dant item data has been accumulated in public scenarios,
such as “item name,” “item packaging,” “item category,” and
“item production information,”. However, the data are not
related to each other, failing to form effective knowledge.
Constructing the item data into a KG and developing upper-
level applications can effectively enable garbage classification
in public scenarios, solve the pain points of the scenario, and
give full play to the value of knowledge. *e construction
and application process of the KG is shown in Figure 3.

*e process of building knowledge graphs of objects in
public scenarios: ontology design, knowledge extraction,
knowledge mapping, knowledge fusion, and disambigua-
tion. Ontology design is a process of knowledge modeling.
*is process requires the realization of ontology design by
summarizing the knowledge in the field. Generally speaking,
RDFS, OWL, and other languages can be used for modeling.
*e semiautomated form realizes the paper knowledge
modeling in public scenarios and quickly completes the
paper KG ontology design. *e ontology includes concepts
such as item names, item attributes, and associations be-
tween items. Knowledge extraction completes the extraction
of knowledge triples based on relevant algorithms by col-
lecting relevant data. For structured data, after simple
conversion, triples can be generated. For unstructured data,
the document format needs to be converted first to obtain
easy-to-handle text formats such as txt and docx; literature
[30] proposed BLSTM-LCRF and PCNN-BLSTM-Attention
models to extract entities and relationships from text data.
Knowledge mapping, the triples obtained in the information
extraction stage, needs to map the extraction results to the
ontology through knowledge mapping, in order to generate

a KG. If the amount of data is large, the process can be
accelerated with the help of big data technologies such as
Hadoop. Finally, it is necessary to integrate and disambig-
uate heterogeneous data under a unified standard for the
knowledge from different data sources to complete the
creation of the KG. For example, an itemwith the same apple
name can actually refer to both fruits and apple mobile
phones. Typical applications included in the paper KG based
on public scenarios include intelligent question answering,
intelligent reasoning, and intelligent decision-making.

3.3. YOLOv4 Network. Based on the YOLOv3 algorithm,
Alexey B officially launched YOLOv4 in 2020 (shown in
Figure 4). Its network structure is divided into input,
backbone feature extraction network (CSPDarknet53), en-
hanced feature extraction network (Spatial Pyramid Pooling,
SPP, and Path Aggregation Network, PANet), and detection
network (YOLO Head). *e principle of YOLOv4 model
detection is to divide the image into an S∗S grid, where each
cell in the grid is responsible for predicting B location
bounding boxes and conditional probabilities belonging to C
categories, and finally output whether the bounding box
contains the target and the bounding box confidence in-
formation. YOLOv4 uses CSPDarknet53 instead of Dar-
knet53 in its backbone network. *e main changes are as
follows: first, the introduction of CSPNet (Cross Stage
Partial Network) network structure. *e gradient variability
is integrated and mapped to the feature map from beginning
to end, and then the feature map is divided into two parts:
one part performs residual stacking operation, and the other
part is directly combined with the last convolution result,
which effectively solves the gradient information factor in

Video Image Text Structured 
data

Edge device

CloudVisual 
comprehension 

model

YOLOv4
algorithm

Knowledge 
Graph

Data training

Model 
deployment

Garbage 
classification

Figure 1: System overall architecture diagram.
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the deep network processing; repeated learning causes the
problem of increased calculation. *e second is to replace
the activation function LeakyReLU with the Mish activation
function, so that the overall network detection has a higher
accuracy rate. Introduce the Spatial Pyramid Pooling (SPP)
layer and use the maximum pooling of different pooling core
sizes to pool the input feature layer, using the maximum
pooling method of 1× 1, 5× 5, 9× 9, and 13×13, respec-
tively. *is structure can use different dimensions of the
same image as input to obtain pooling features of the same
length.*e SPP network can effectively increase the range of
feature acceptance and extract more important contextual
features without reducing the network operation speed.
PANet is created on the basis of FPN (Feature Pyramid
Networks) in YOLOv3. It is a bottom-up path enhancement
designed to promote information flow and use accurate low-
level positioning information to enhance the overall feature
level, thereby shortening the information path between the
low-level and top-level features.*is structure makes full use
of feature fusion and changes the previous additive fusion
method to multiplicative fusion, so that the network has
higher detection accuracy. *e detection part still uses
YOLO Head detection using the YOLOv3 algorithm.

4. Experimental Setup and Result Analysis

4.1. Experimental Environment Configuration. *e experi-
ment in this paper is completed under the Ubuntu system.
CUDA is a general parallel computing architecture launched
by NVIDIA; CUDNN is a GPU acceleration library for deep
neural networks.*e data is trained through the cooperation
of the two, and the experimental environment is configured,
as shown in Table 1.

First, the collected image data is cleaned to remove some
invalid images; then the processed valid data set is labeled
according to the PASCAL VOC data set format; then the
migration learning method is adopted, and the pretraining
of yolov4.pt provided on the official website is used. *e
weight is used as the initial parameter of network training;
finally, after 70 epochs of iteration, the loss function reaches
a minimum and tends to a balanced state, and the training is
stopped to obtain the best weight file. *e model training
loss function curve in this paper is shown in Figure 5. Some
network parameter descriptions are shown in Table 2.

*e model training process in this paper: calculate and
predict the input data through forward propagation to obtain
the loss function of the network model, then use the
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Figure 4: YOLOv4 network structure diagram.
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combination of backpropagation and gradient descent to find
the direction of gradient descent, and update the model weight
parameters, and the whole process is repeated iteratively, and a
network model with better detection effect is finally obtained.
*e loss function used in this network model is as follows:
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It can be seen from formula (1) that the entire loss
function is composed of three parts: the first two lines in the
formula represent the error of the center coordinates and
width and height of the prediction box, which is the first
part, where (xi, yi, wi, hi) represents the center coordinates
and width and height of the prediction box, which means
marking the center coordinates and width and height of the
box. *e third row represents the confidence error, which is
the second part. *e left half of the third row represents the
confidence error that the prediction box contains the target,
and the right half represents the confidence error that the
prediction box does not contain the target, where Ci indi-
cates that the prediction box contains the object confidence,
where Ci

′ represents the IOU of the predicted box and the
marked box. *e fourth row represents the category error of
the target, which is the third part, where pi(c) represents the
marked category value and pi

′(c) represents predicted cat-
egory value. In formula (1), Wij

obj means that the target is
detected by the j prediction frame in the first i grid, and
Wij

noobj means that the target is not detected, and Wi
obj

means that the target is in the first i grid.

4.2. Data Collection. *e data set used in this paper has a
total of 15,000 domestic garbage pictures, most of which
come from the data set in the garbage classification com-
petition held by Alibaba Cloud Tianchi and some pictures of
domestic garbage collected by the author.*e data set can be
divided into four categories in general, namely, recyclable
garbage, kitchen waste, hazardous garbage, and other gar-
bage. Each category contains multiple objects. Among them
are recyclable trash: power bank, bag, wash supplies, plastic
toy, plastic utensils, plastic hangers, glassware, metalware,
courier bags, plug wire, old clothes, ring-pull can, pillow,
plush toy, shoes, cutting board, carton, wine bottle, metal
food can, ironware, wok, edible oil drum, drink bottle, paper
books; harmful trash: dry battery, unguentum, expired
drugs; other trash: disposable snack box, stained plastic, butt,
toothpick, flowerpot, chinaware, chopsticks, stained paper;
use the LabelImage tool to label the items in the picture, and
divide the data set into a training set and a test set at a ratio of
8 : 2.

4.3. Experimental Results and Analysis. *e evaluation cri-
teria of the results of this experiment are mainly Precision
(P), Recall (R), Mean Average Precision (MAP), and de-
tection speed Frames Per Second (FPS). Among them, P
represents the ratio of the real samples in the recognized
positive samples, namely,

precision �
TP

TP + FP
. (2)

Among them, R represents the proportion of correctly
identified positive samples in the total number of samples,
namely,

recall �
TP

TP + FN
. (3)
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Figure 5: Loss curve of our model.

Table 2: Network parameter description table.

Parameter name Parameter values
Learning rate 0.001
Momentum 0.9
Decay 0.0005
Batch size 64

Table 1: Experiment environment configuration.

Project Experimental environment
System Ubuntu18.04
Programming environment Pycharm
GPU NVIDIA TITAN RTX
Memory 24GB
Pytorch version Pytorch1.6
Python version Python3.6
CUDA version CUDA10.1
CUDNN version CUDNN7.6
Data bases Neo4j4.2.2
Java runtime environment JDK15.0.1
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TP is the number of positive samples that correctly
classify the target, FP is the number of positive samples that
are incorrectly classified as the target, and FN refers to the
number of positive samples that are incorrectly classified as
negative samples.

In order to verify the effectiveness of this test method, the
visual understanding model and YOLOv4 proposed in this
paper were trained and verified with different algorithms
according to the network parameters in Table 2. *e P, R,
MAP, and FPS are shown in Table 3.

Table 3: Algorithm detection result.

Algorithm P (%) R (%) MAP (%) FPS
YOLOv4 84.3 81.9 72.5 26
Our model 84.6 82.3 73.8 24

Figure 6: Visualization result graph.

Figure 7: Build map.

Figure 8: Navigation.

Mobile Information Systems 9



From the results in Table 3, the model proposed in this
paper has better performance than YOLOv4. Under the
premise of equivalent detection speed, the MAP can reach
nearly 74%. Figure 6 shows part of the visualization results of
the model detection proposed in this paper.

Taking into account the limited equipment in the actual
public environment, this paper uses a trolley to simulate an

indoor scene. *e results of mapping, navigation, and rec-
ognition results are shown in Figure 7, Figure 8 and Figure 9.

Figure 10 shows the constructed knowledge graph of the
local scene. Different colors represent different types, among
which red is harmful trash, blue is recyclable trash, green is
food trash, and gray is other trash. *rough the YOLOv4
algorithm, the entity name and location information of the

Figure 9: Recognition result.
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item in the scene can be obtained, the identified entity target
object is matched with the entity in the KG, and the location
relationship or attribute information between the entities is
used to make further intelligent decisions and judgments. If
the item is garbage, determine the specific type of garbage
and return it to the corresponding garbage bin to facilitate
the next step of sorting by the edge device; if it is not garbage,
the model will not process it. Figure 11 is the result of
querying the target entity in the KG and performing garbage
classification. For example, a deformed beverage bottle on
the ground is a recyclable trash and should be placed in a
recyclable trash can.

5. Conclusions

*is paper builds an intelligent garbage sorting system based
on edge computing and visual understanding of SIoV.
Experimental results show that the system can provide ef-
ficient and valuable intelligent decision-making, free human
hands, reduce back-end waste processing, and improve work
efficiency; at the same time, through cloud-side collaborative
computing, the use of edge devices can be fully utilized,
which can avoid cloud network congestion. It also guar-
antees the data privacy of edge nodes. In addition, due to the
limited data set currently collected, the constructed KG is
not complete, and the classification effect of some

uncommon or severely defaced items is relatively poor. On
the one hand, future research work can add multimodal data
analysis experiments to visual understanding; on the other
hand, it can also consider using 5G networks to achieve
collaborative work between multiple edge devices and in-
crease related algorithm analysis and experiments in SIoV.
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