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Dams are essential infrastructures as they provide a range of economic, environmental, and social benefits to the local populations.
Damage in the body of these structures may lead to an irreparable disaster. This paper presents a cost-effective vibration-based
framework to identify the dynamic properties and damage of the dams. To this end, four commonly occurred damage scenarios,
including (1) damage in the neck of the dam, (2) damage in the toe of the structure, (3) simultaneous damage in the neck and the
toe of the dam, and (4) damage in the lifting joints of the dam, are considered. The proposed method is based on processing the
acceleration response of a gravity dam under ambient excitations. First, the random decrement technique (RDT) is applied to
determine the free-vibration of the structure using the structural response. Then, a combined method based on Hilbert-Huang
Transform (HHT) and Wavelet Transform (WT) is presented to obtain the dynamic properties of the structure. Next, the cubic-
spline technique is used to make the mode shapes differentiable. Finally, Continuous Wavelet Transform (CWT) is applied to the
residual values of mode shape curvatures between intact and damaged structures to estimate the damage location. In order to
evaluate the efficiency of the proposed method in field condition, 10% noise is added to the structural response. Results show
promising accuracy in estimating the location of damage even when the structure is subjected to simultaneous damage in

different locations.

1. Introduction

Civil engineering infrastructures provide the essential in-
struments for a community to have an immediate opera-
tion. These infrastructures include buildings, vehicular and
pedestrian bridges, factories, transmission towers, and
dams. Concrete dams provide economic benefits by sup-
plying water for irrigation, energy for hydroelectricity
generation, and obstacle for flood control. The performance
of such infrastructures under ambient vibrations as well as
the operational loads may reduce over their life-time.
Failure of the dams leads to irreparable losses for benefi-
clary communities near these structures [1, 2]. The most
important catastrophes that occurred in the recent years
include the failure in 1864 of a 30 m embankment dam
which claimed 254 people in Sheffield, UK [3], Canyon lake

dam that claimed the lives of 236 people in Texas, USA [4],
and Austin dam disaster that claimed the lives of 78 people
[5]. Hence, a continuous Structural Health Monitoring
(SHM) framework is needed to prevent such sudden fail-
ures in the dams.

The process of identifying and tracking the structural
damage in a civil, mechanical, or electrical infrastructure
is known as structural health monitoring [6]. The exis-
tence of damage in a structural system changes its dy-
namic properties such as damping, natural frequencies,
and mode shapes. Therefore, the damage state of a
structure can be determined by identifying and evaluating
these dynamic parameters [7]. In the following section, a
comprehensive literature review of damage detection in
structural systems as well as recent advances in SHM of
dams is presented.


mailto:mmirtaheri@kntu.ac.ir
https://orcid.org/0000-0001-9474-100X
https://orcid.org/0000-0003-4839-0143
https://orcid.org/0000-0003-1597-6295
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6653254

1.1. Structural Damage Detection. Damage detection
methods could be divided into two general categories,
model-based and data-driven methods. In the former ap-
proach, a system identification algorithm should be
employed for identifying the dynamic properties of the
structure. Then, the structural health condition will be de-
termined by capturing the variation of these dynamic
properties. On the other hand, data-driven methods apply
features extracted from the vibration response of the
structure through a statistical learning algorithm to predict
the damage [8]. Cui et al. [9] proposed a damage diagnosis
procedure based on the natural excitation technique to
identify the structural damage under ambient conditions.
The authors combined the strain response with the Eigen-
system realization algorithm to identify the strain modal
parameters of a structure under ambient vibration. Mon-
tazer and Seyedpoor [10] presented a damage index based on
flexibility index to detect the location of damage in truss
systems. They implemented their proposed method on two
numerical models, including a planar truss having 31 ele-
ments and a 47-bar planar power line tower. Lee and Eun
[11] provided a static damage detection procedure by
comparing the variation of stress distribution before and
after damage. They showed the validity of their method
utilizing two truss structures. Ding et al. [12] developed a
method based on Modal Strain Energy (MSE) to identify the
damage in the grid structures. They employed an updated
mode shape expansion method to ensure that the modal
shape obtained from the reference baseline model is reliable.
Liu et al. [13] proposed a method based on Stationary
Wavelet Transform (SWT) for the purpose of localization
and severity detection of cracks in the cantilever beams.
Montejo [14] evaluated different vibration-based damage
diagnosis methods for the purpose of detecting the damage
in the structures under ambient excitation. They concluded
that the method based on Continuous Wavelet Transform
(CWT) is much more efficient than uncovering the high-
frequency spikes of the structural response obtained by
Hilbert-Huang transform, high-pass filtering, or Discrete
Wavelet Transform (DWT). Pu et al. [15] presented the use
of Frequency Response Functions (FRFs) along with the
model updating theory for identifying the damage occurred
in concrete beams. They formulated an optimization algo-
rithm to set the analytical FRFs from a benchmark finite
element model with those obtained through the experi-
mental response. Worden et al. [16] implemented a statis-
tical approach based on Mahalanobis squared distances for
healthy and damaged structures. This method was actually a
novelty detection problem where a damaged structure
should be diagnosed from the healthy cases. Ditommaso
et al. [17] presented a method for damage detection of the
framed-structures subjected to earthquake motions by
evaluating the variation of modal curvature in the natural
frequencies. They validated their method by using numerical
models and implementing some experiments. Zhang et al.
[18] proposed an innovative damage index according to the
macrostrain modal shapes for the purpose of detecting the
potential damage in steel bridges. Yazdanpanah et al. [19]
presented a damage indicator based on modal information
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for damage detection in beam-like structures. Their method
was founded on three factors, namely, the mode shape, the
slope of the mode shape, and the curvature of the mode
shape. Figueiredo et al. [20] compared four different ma-
chine learning techniques by applying autoassociative neural
network, factor analysis, Mahalanobis distance, and singular
value decomposition to identify the structural damage. They
have implemented their study on an experimental base-
excited three-story frame structure. Ghiasi et al. [21] pro-
posed a least square support vector machine based on the
thin-plate spline Littlewood-Paley wavelet kernel function
to identify the structural damage. Ghannadi and Kourehli
[22] explored the efficiency of the moth flame optimization
algorithm to identify the location and severity of structural
damage. They used the Eigenvalues obtained from the
equation of motion along with Modal Assurance Criteria
(MAC) flexibility as damage indices. Nguyen et al. [23]
presented a novel framework based on the transmissibility
function fed to ANNS to identify the structural damage in
bridges. They verified their method using data measured
from an existing bridge in Taiwan.

1.2. Structural Health Monitoring of Dams. Wang and He
[24] presented a methodology based on the reduction of
natural frequencies to identify the crack location in arch
dams. They proposed a statistical neural network to detect
the crack by measuring the reductions of natural frequen-
cies. Turker et al. [25] explored a method based on model
updating to identify the global damage that occurred in the
arch dams. They have validated their method on an ex-
perimental model under ambient excitation. Pirboudaghi
et al. [26] proposed a multistage method based on the ex-
tended finite element method (XFEM) and continuous
wavelet transform (CWT) to detect the seismic cracks of
concrete dams. Sevim et al. [27] implemented an ambient
vibration test to identify the dynamic properties of a real
concrete arch dam, including modal frequencies, damping,
and mode shapes. Bianchi and Bremen [28] proposed
various procedures to capture the long-term performance of
Ferden and Roggiasca dams in Switzerland. In this regard,
they captured variations of the dam behavior before the
snowfall and after the break period. Mata [29] conducted a
comparative study on two statistical models named multiple
linear regression (MLR) and neural network (NN) for
monitoring of Alto Rabagdo dam performance in the en-
vironmental condition. Seyed-Kolbadi et al. [30] evaluated
the stability of the Boostan earth dam by processing its long-
term performance and interpreting the measured data.

All the previous research assumed that the modal pa-
rameters of the dam are known. In fact, they directly used the
modal parameter obtained from Finite Element (FE) analysis
to identify the structural damage. It seems that there is a
research gap in identifying the damage that occurred in
dams especially when the modal parameters are calculated
through the system identification process. In the light of
previous research, in this paper, a combined method based
on wavelet and Hilbert-Huang transform is proposed to
identify the structural dynamics of the dam. In this regard,



Shock and Vibration

four commonly occurred damage scenarios, including
damage in the neck, damage in the toe, simultaneous
damage in the neck and the toe, and damage in the lifting
joints of the dam, are considered to verify the capability of
the proposed method. An optimization technique based on
minimizing the nondiagonal entries of the MAC matrix is
implemented to optimize the location of sensors needed to
install at the body of the dam. Next, by adding 10% noise to
the structural response under the ambient excitation, the
dynamic properties of the structure are obtained for pre-
defined locations, and the cubic-spline technique is used to
make the mode shapes differentiable. In the following,
damage location is estimated through employing CWT on
the difference between the curvature of the mode shapes of
the intact and damaged structure.

2. Models and Materials

2.1. Model Description. In this study, a well-known reservoir
dam named “Koyna” was numerically modeled in Ansys
finite element software, and further investigations were
implemented on the response obtained through the nu-
merical analysis. The following sections introduce the
structural behavior and modeling procedure of the under-
study dam. Fluid-Structure Interaction (FSI) is an important
issue in both linear and nonlinear analyses of hydraulic
structures. There are three main solutions to resolve this
problem, including added mass method, Eulerian method,
and Lagrangian method. The added mass method is related
to additional mass considered in the system because of the
existence of an accelerating or decelerating body that must
move some volume of surrounding fluid as it moves through
it. The Lagrangian method is related to individual particles,
which calculates the trajectory of each particle indepen-
dently. The Eulerian method is based on the concentration of
particles and computes the general convection of the par-
ticles [31]. The coupled fluid-structure equation of motion
can be easily solved by applying some proper boundary
conditions for the reservoir object. Readers are encouraged
to study the paper presented by Park et al. [32] for more
information about fluid—structure interaction modeling.
There are various types of foundation modeling pro-
cedures, such as rigid foundation and massless and massed
foundation. The rigid foundation model disregards the in-
teraction between the dam and its foundation. Actually, the
stiffness and mass of the foundation are not considered in
the global coupled equation of motion. Besides, the massless
foundation model considers the flexibility of foundation in
the FE model. In this problem, the foundation model must
stretch to a large length so that its effects on stresses and
strains of the dam approach to an enough small value [33].
Generally, in FE models, the meshing system includes solid
elements to model the dam body and reservoir. In order to
model the reservoir domain, pressure-based fluid elements
were applied. The reservoir of the dam is modeled three-
fifths of the dam’s height. The water is defined as a linearly
compressible and small-amplitude material. The Helmholtz
equation is implemented as governing equation in the
reservoir medium, as shown in Figure 1. In addition, the

boundary conditions considered for the modeling procedure
are shown in this figure [34]. The coupled equation of the
dam-foundation-reservoir system can be written as follows:

P LR o T T il [ R
(1)

where K, C, and M are stiffness, damping, and mass matrices,
Fg, is the summation of external forces and ground exci-
tation on the solid domain, Qgg; is fluid-structure coupling
matrix, F,.. is the summation of the forces that arise from
ground motions on solid-fluid boundaries and the total
acceleration acts on the other boundaries, P and U are the
hydrodynamic pressures and displacements, and the sub-
scripts “g” and “s” refer to fluid and structure, respectively.

2.2. Case Study. Koyna gravity dam is founded in India with
a crest length equal to 807m and a height of 103 m. Its
thickness at the base and the crest is 70.2 and 12.1m, re-
spectively. The 1967 Koynanagar event imposed intensive
damages to the dam, including horizontal cracks on the
upstream and downstream faces, as a result of which the
slope of the downstream face changes significantly [35].
Table 1 presents the mechanical properties of the concrete
and the acoustic properties used to model the water
dynamics.

According to the large dimensions in the cross-stream
direction, the assumption of plane strain is applicable for
gravity dams. Therefore, these structures are usually mod-
eled and analyzed as 2D structures [36-38].

2.3. Modal Analysis. By discarding the damping term in the
coupled equation of motion, one can derive the Eigenvalues
of the undamped FE model as defined by Hariri-Ardebili
and Saouma [33]. Since the mass matrix and stiffness matrix
are unsymmetric, the Lanczos formulation is implemented
to solve this equation. This technique uses a secondary
variable and the undamped coupled equation is written as
(39]

Kg —Qpg 0 Mg 0 0 U 0
Qi Mg Kp|-| 0 0 0 pt=4ol,
0 Kp o0 0 0 Ky ® 0

(2)

where © is equal to (1/w?)P. Readers are encouraged to
study the paper presented by Hariri-Ardebili and Saouma
[33] for more information about FSI and modal analysis of
the dam.

3. Methodology

3.1. Proposed Framework. This study presents a cost-effec-
tive method for the purpose of identifying dynamic prop-
erties and damage location of the dams. The optimum
locations for sensor placements were determined through
minimizing the nondiagonal entries of the MAC matrix. In
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FIGURE 1: Numerical model of Koyna dam. (a) Schematic view of 3D model. (b) Mesh distribution at considered middle section. (c) Overall

view of coupled dam-reservoir foundation system.

TaBLE 1: Mechanical properties of the dam body and reservoir
water.

Model part Characteristic Unit Static Dynamic
Modulus of elasticity GPa  31.0 35.7
Dam body Poisson’s ratio — 002 0.14
Density Kg/m®> 2643 2643
Reservoir water Sonic velocity m/s . —
Density Kg/m~ 1000 1000

consequence, the dynamic properties of the dam were de-
termined by processing the output signals captured from the
structure under ambient vibration excitation. The dynamic
properties of a structure will change by causing a damage to
the body of the dam. The proposed method is based on the
difference between curvature of the mode shapes in the
healthy and defective structures. Eventually, by applying the
continuous wavelet transform (CWT) on the residual of the
curvature of the mode shapes, the location of the damage is
estimated. Figure 2 shows the general view of the proposed
framework.

Finding the optimum sensor
placement category

Applying ambient excitation

Response of the healthy dam under
ambient vibration

Response of the damaged dam under
ambient vibration

¥

¥

Identification of the dynamic
properties of healthy dam

Identification of the dynamic
properties of damaged dam

¥

¥

Calculating the curvature of the
mode shapes

Calculating the curvature of the
mode shapes

CWT on the residual
curvature of the
mode shapes

i i
i i
i i
i i
\ )

FIGURE 2: Main algorithm of the proposed method.
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3.2. Theoretical Background of Continuous Wavelet
Transform. Since the foundation of the proposed method is
based on continuous wavelet transform, it is essential to
present a brief theoretical background for the readers who
are less familiar with the topic. A wavelet is a function
v(t) € L*(R) with zero mean and defined as follows
[40, 41]:

_ t-b
Yab (t) =lal OSW(g): a>0, (3)

where L? (R) is the set of integrable functions, a and b are
scale and translation parameters, respectively, and |a|™*? is
used to ensure that [ly,, | is equal to unity. Also, v is the
wavelet function (the mother wavelet), which must satisfy
the admissibility condition

+00 |77 2
¢y= [ do<co, (4)

—co o]

where w is the frequency, and ¥ (w) is the Fourier transform
of y. The continuous wavelet transform of x (¢) is the inner
product of the family of wavelets v, (t) with the signal x (t)
as follows:

+00 -b
Fy(a,b) = <x(t),y,,(H)> = Jf )C\;—?W*Ca)dt’
(5)

where y* is the complex conjugate of y. This condition
guarantees the workability of the signal to be used as the
mother wavelet in continuous wavelet transform. In this
study, two different mother wavelets were used, i.e., Morlet
and Daubechies. Complex Morlet wavelet has a close form to
the following equation and applied to identify the modal
properties of the dam:

—tzeiwot i (6)

0=
=—e
14 =
where ¢ is the time, and w, is the central frequency of the
wavelet. By applying a as dilation and b as translation, a son
wavelet is written as follows:

1 o (b1 oy (1=bla) )

Wu,b (t) = \/ﬁ

On the other hand, Daubechies wavelets are defined by
computing the running average and difference of scalar
products with wavelets and scaling signals. As the Daube-
chies wavelets apply overlapped windows, the high-fre-
quency coeflicient spectrum presents all high-frequency
variations. It can be used as an appropriate wavelet to
identify the high-frequency jumps resulting from damage in
the response signal of the structures [42]. Therefore, the
Daubechies mother wavelet was implemented to identify the
structural damage that occurred in the dam.

3.3. Mathematics of Cubic Spline. The cubic-spline inter-
polation was presented to the best curve fitting between
some discrete values. The cubic spline includes a set of

weights connected to a plane surface where the points are
connected. A flexible strip is curved through each of these
weights, which forms a straight and smooth curve. The
foundation of this interpolation method is based on curve
fitting of piecewise-defined function with the below form:

h] (x),

h(x) = hy(x), ifx,<x<xs, ()

if x; <x <x,,

h,(x), ifx, ;<x<x,,

where h; is a third polynomial function. The cubic spline
must have the below conditions:

(1) The piecewise-defined function should interpolate all
the points.

(2) h(x),h' (x), and h" (x) should be continuous in
[x,,x,]; the cubic spline is widely applied to de-
termine the slope (or cumulative variation) of a finite
number of variables over an interval [43].

4. System Identification

4.1. Input Excitation. The input excitation considered to
simulate the ambient vibration excitation to the dam was a
Gaussian white noise signal. White noise is a random signal
enjoying the same intensity at different frequencies, which
provides a constant power spectral density. The randn
function of MATLAB [44] was utilized to generate a white
noise signal. The total time of the input signal was 1200s,
with the time step of 0.01 s. It should be noted that the input
signal was applied to the whole structure of the dam for
simulating the real condition. The dynamic characterization
of the dam was performed by implementing ambient vi-
bration analysis. It should be noted that the key reason for
using such a long-duration signal was to reach a stationary
condition, which was essential for proper ambient vibration
analysis. Figure 3 illustrates the input excitation subjected to
the dam.

4.2. Sensor Location Optimization. One of the main objec-
tives of the present study was to optimize the location of
sensors. Therefore, it was necessary to know how to place
these instruments in such a way that the maximum agree-
ment between the numerical modal shapes and those ob-
tained through the finite number of sensors be obtained. In
order to achieve an economical plan, as well as effective
coverage of the whole dam body in terms of detecting the
probable damage, the team decided to place only six sensors
in this study. The following steps were implemented to
determine the optimal locations:

(i) First, the height of the dam was divided into 60
locations, where it is possible to place the sensors.

(ii) Second, the mode shapes of the dam were deter-
mined for all the possible nodes by applying modal
analysis. Figure 4 illustrates the first three mode
shapes of the dam for 60 possible nodes.
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(iii) Third, six intended sensors should be placed at the
possible nodes to achieve the maximum linear in-
dependency. In fact, the instrumentation should be
conducted so that the nondiagonal entries of the
MAC matrix converge to their minimum values
[45]. To do so, the first sensor was placed at the
summit of the dam. The next sensor was placed at
one of the 59 remaining locations so that the
nondiagonal entries of the MAC matrix became
minimum.
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(iv) This operation was repeated for other remained
sensors until the best agreement was reached. Fi-
nally, the optimal location of the sensors was de-
termined, as shown in Figure 5.

4.3. Free Vibration. In order to extract information about
the dynamic properties of a structure from acceleration
sensors, the vibration response of those structures must be
measured. To this end, in this study, the random decrement
technique (RDT) [46] was used. The concept behind the
RDT is that by extracting a large number of time segments
from the generated signal and averaging such signals, the
random part of the response will continue to disappear from
the system and only the response to the initial conditions will
remain. For example, Figures 6(a) and 6(b) show the re-
sponse of sensor no. 5 under ambient vibration excitation
and corresponding free vibration obtained through RDT.

4.4. Mode Decomposition. The Continuous Wavelet Trans-
form (CWT) of the free-vibration response gives time and
scales coefficients of the wavelet coefficient contours.
Considering this, a complex Morlet wavelet with a central
frequency of 4.57 was used. As an example, Figure 7 depicts
an instance of wavelet coefficients obtained for sensors no. 1
and no. 6. In the next step, the free vibration associated with
each vibrating mode can be achieved by a plotting sum-
mation of the wavelet coefficient at a point where the wavelet
coeflicients were maximum (maximum of contours). In
other words, one should find the local maximum of the
wavelet contours presented in Figure 7. Then, by applying
the complex Morlet wavelet to the signal obtained from these
peak values and plotting the imaginary parts of the wavelet
coeflicient, free vibration of each mode will be obtained
according to each peak value.

4.5. Modal Damping and Natural Frequencies. The Hilbert
transform of the free vibration was then calculated to de-
termine the natural frequency and modal damping ratio of
each mode. Figure 8 displays an algorithm for computing the
dynamic properties. The steps in this algorithm are as
follows:

(1) Hilbert transform was applied to the free vibration of
each mode

(2) The phase and amplitude of the signal obtained in the
previous step was computed

(3) The rate of change of the amplitude and the phase
signal are considered as —(;w; andwp;, respectively

(4) Finally, the fundamental concepts from dynamics of
structures were used to find w; and (;

For example, in an attempt to calculate the first and
second natural frequencies, as well as modal damping ratios,
it is required to employ the scaling of 60 in wavelet coef-
ficient for the first mode and the scale of 145 in wavelet
coefficient for the second mode as shown in Figure 7.
According to Figure 8, the slope of L,, in the linear region is
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wpy, which is equal to wp; = 24.4rad (see Figure 9(a)). In
addition, the slope of L,; in the linear region is —{,w;, and as
shown in Figure 9(b), the natural frequency and damping
ratio of the first vibrating mode are obtained by imple-
menting the following simple calculations:

wp = 244.0/10 = 24.4Hz and
(o = = —2 W) =

24.4/4/1 - (1.05/w;)* — w; = 24.42rad —>

f1 =3.88Hz and {; = 1.05/24.42 = 0.043

It is worth noting that using the same procedure, the
second mode properties can be calculated. As illustrated in
Figure 8, the slope of L,, in the linear region is wy,,, which is
obtained as wp, = 45.9rad (see Figure 9(c)). Furthermore,
the slope of L,, in the linear region is —{,w,, and according
to Figure 9(d), the natural frequency and damping ratio of
the second mode can be computed by the following
calculations:

wp, =459.0/10 = 45.9Hz and
-{w, = —1.125 — w, =

45.9/4/1 - (1.125/w,)* — w, = 45.92rad —

f, =7.31Hz and {, = 1.125/45.92 = 0.025

The first three natural frequencies and modal damping of
the dam are calculated as shown in Table 2.

4.6. Noise Effect. In general, noise is an inevitable part of any
measurement. Hence, there is a concept known as the
Signal-to-Noise Ratio (SNR), which is defined as the ratio of
signal power to the noise power, and commonly stated in

decibels (dB). A ratio higher than 1 denotes a higher amount
of signal than noise [41]:

2

o
signal
SNR = &%, (9)
Onoise
2 . . . 2
where oy, is the variance of signal and o}, represents the

variance of the noise. For a more realistic simulation, an
appropriate level of noise needs to be applied to the ac-
celeration time history. In the present study, the structural
response is polluted by 10% noise to evaluate the practical
application of the proposed method. It is proved that this
value is the upper bound value of noise used in the previous
studies [47]. Table 2 also presents the effect of noise on the
obtained modal parameter of the dam. The results show that
the proposed method had a promising ability to identify the
modal parameters of the dam in the presence of noise.

4.7. Mode Shape Identification. In an attempt to identify the
structural mode shapes, a method presented by Yang et al.
[43] is utilized. From the previous sections, it can be con-
cluded that while the damping ratio and natural frequencies
can be estimated by only one sensor, the acceleration time
histories at all DOFs are required and should be measured to
identify mode shapes. The absolute values of Eigenvectors
(mode shapes) can be obtained using the below relation:

'|¢pi|' = exp [Ap;(fo) - Aq; (tO)]’ (10)
qi

where ¢ ; is the iy, mode shape at the py, degree of freedom.
Similar definition is valid for ¢_,. The parameters A P; (t,) and
Aq;- (t,) are the values calculated from curve fitting of L; for
Pw, and gy, degrees of freedom at time ¢, respectively. It is
notable that ¢, is the time at the median value of L,,.
McKinley and Levine [48] presented the below equation to
calculate the sign of the mode shape at each degree of
freedom:

Ppig = ep;(to) - Gq; (to)’ (11)

where ¢, . denotes the difference between the phase value
of two signals in py, and g, DOF and iy, mode. In addition,
0,:(ty) and 6,;(t,) are the values obtained through curve
fitting to L,; for pg, and gy, degree of freedom at time ¢,
respectively. As the previous equation defines only the ab-
solute value of mode shapes, in order to determine the sign
of the mode shape entries, the following relations are
presented:

if @y, = F2mn — @>Oand if @pig
q’qi
(12)
Ppi

(Pqi

<0.

F2m+ 1)nr —

By applying the abovementioned relations, the mode
shape entries can be determined on the basis of free-vi-
bration response of each mode with significant modal
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participating mass ratio. Comparison between finite element
analysis mode shapes and corresponding signal processing
(SP) values is shown in Figure 10. The results indicate that
the mode shapes are identified with a similar trend. How-
ever, it is clear that the third mode shape was estimated with
more errors as compared to the first two modes. In fact,
variations in the mode values due to damage were less than
the errors observed in identification process. This indeed
makes this mode shape useless for identifying the structural
damage.

In order to evaluate the efficiency of the cubic-spline
technique, mode shapes obtained through the system
identification (SI) process are compared with those modified

by cubic spline (CS). Figure 11 illustrates the effectiveness of
cubic spline in smoothing and interpolating the mode
shapes.

5. Damage Detection

5.1. Proposed Method for Damage Detection. The presented
method is based on applying CWT on the residual curvature
of the mode shapes. Therefore, the curvature of the mode
shapes was determined by using the following relation [49]:

" ¢i+1 B 2¢i + ¢i—1
¢i - dh > (13)
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TaBLE 2: Estimated modal parameters.

Mod Finite element model Without noise With 10% noise
ode
Frequency (Hz)  Damping ratio (%)  Frequency (Hz) = Damping ratio (%)  Frequency (Hz) = Damping ratio (%)
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F1Gure 10: Difference between the mode shapes obtained by Finite interpolated ones.

Element (FE) analysis and System Identification (SI).
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FIGURE 12: Damage scenarios. (a) Damage in the neck. (b) Damage in the toe. (c) Simultaneous damage. (d) Damage in lift joint elements.

where ¢, is the mode shape value at the i height increment
and dh is the corresponding height step. In general, a large
enough number of data are needed to calculate the slope and
the curvature of the mode shapes. Nevertheless, the present
study aims to identify the structural properties as well as the
damage by implementing only six sensors. This leads to only
six data points for each mode shape, which makes it im-
possible to calculate the curvature of the signal. To address
this issue, cubic spline technique was implemented in
MATLAB [33] to create enough data for computing the rate
of change as well as the curvature of the mode shapes. Next,
the difference between the curvature of the interpolated
mode shape in the healthy and damaged structures was
obtained. Eventually, by applying CWTon the residual
vector of the mode shape’s curvature, the location of damage
was determined. As mentioned before, Daubechies wavelets

were used to capture the changes occurring in the mode
shape’s curvature because of the structural damage.

5.2. Damage Scenarios. The general potential failure
mechanisms in concrete gravity dams are overstressing,
sliding along the weak surface. The intense earthquake may
create tensile cracks at the base or near the downstream slope
change discontinuity in concrete gravity dams. In certain
earthquake motions, depending on whether the earthquake
is near-field or far-field, simultaneous tensile cracks are
observed in the neck and toe of the dam. In addition, rigid
sliding at the lifting joints of dam was reported as a potential
damage scenario for near-field motions [33]. To validate the
presented method, four damage scenarios were considered
as follows:
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(i) Scenario 1. Neck: stiffness of a small region in the
neck of the dam is reduced to 10% of its value in the
healthy condition, as shown in Figure 12(a). To
understand the extent of damage, the ratio of the
defective elements to the total number of elements
of the dam can be used. For example, in this sce-
nario, 0.25% of the dam’s elements have been in-
jured (light damage on the neck). It is notable that
the stiffness of elements is decreased by reducing the
Young modulus of them.

(ii) Scenario 2. Toe: stiffness of a small region (0.35%
damage) in the toe of the dam is decreased to 10% of
its initial value in the intact condition, as shown in
Figure 12(b) (light damage in the toe).

(iii) Scenario 3. Toe and neck together: stiffness of a
small number of elements of the toe as well as the
neck of the dam (0.6% damage) is reduced 90%, as
illustrated in Figure 12(c) (light damage in the toe
and neck).

(iv) Scenario 4. Lift joints: stiffness of a small number of
elements in the lift joints (0.2% damage) are de-
creased to 10% of their initial value in the intact
condition as shown in Figure 12(d).

5.3. Results. Figure 13 illustrates the residual mode shape
curvature as well as wavelet coeflicients corresponding to
different scales vs. the dam height for the first scenario. As

mentioned before, since the third mode shape was obtained
with a bias with respect to its real vector, this mode shape
was not efficient in damage detection scheme. Therefore,
results are shown only for the first and second mode shapes.

Results of CWT on the residual vector of curvature
between the healthy and damaged dam for the first and
second mode shape are shown in Figures 13(a) and 13(b),
respectively. It is clear that at about 70% of the dam’s total
height, a mutation in the wavelet coefficients is revealed. In
fact, this jump in the scalogram of wavelet coefficients occurs
because of the existing damage in this location.

Figure 14 illustrates the result of damage detection for
the second scenario. As it can be seen, the absolute value of
wavelet coefficients is higher at the base of the dam as
compared to other locations. Therefore, these spikes in the
CWT at the base of the dam represent the location of the
damage. Also, both mode shapes are applicable for identi-
tying the location of the damage in this scenario.

Figure 15 presents the results of damage detection when the
damage occurs in the toe and the neck of the dam simulta-
neously. Although the result of CWT on the first mode shape
had not significant effect in detecting the damage in the toe of
the dam, a jump in scalogram is observed in the height cor-
responds to the dam’s neck. Moreover, for the second mode, by
applying the CWT on the residual mode shape curvature of the
healthy and defective structure, there are two jumps in the
absolute values of CWT where the damage has occurred. It can
be concluded that the second mode shape is much sensitive to
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the damage scenario where multiple instances of damage have
occurred in the body of the dam.

Finally, Figure 16 shows the result of damage detection
for the fourth damage scenario where slight damage was
created in the elements located in the lift joints. As it can be
seen, a sharp jump is revealed at the height where the
damage has occurred. Moreover, it is evident that both mode
shapes (first and second modes) were efficient for detecting
the location of the damage.

6. Conclusions

This study presents a system identification-based damage
detection procedure for the purpose of identifying the
damage that occurred in the body of dam structures. An
optimization algorithm based on minimizing the non-
diagonal entries of the MAC matrix is applied to estimate the
best location of sensors, which leads to the best possible
precision of damage detection procedure. The proposed
method requires to implement only six sensors along the
height of dam. The conducted method present in this study
is founded on identifying the modal properties of the
structure under ambient excitation. To simulate the practical
condition (effect of arbitrary noise), the structural response
obtained through FE analysis was polluted with 10% noise.
By applying the random decrement technique, the free vi-
bration of the dam was identified at each sensor location.
Then, the dynamic characteristics of the dam are detected
using the Hilbert-Huang method. The mode shapes of the
structure were calculated based on the method proposed by

Yang et al. [43]. Four potential damage scenarios were
created, and mode shapes are obtained for both healthy and
defective structures.

Eventually, by implementing CWT to the residual
vector of the mode shape’s curvature of the fully opera-
tional and damaged structures, the wavelet coeflicients in
terms of the scale parameter were calculated along the
height of the dam. This research illustrated that the first,
second, and fourth damage scenarios were easily detectable
from the first two mode shapes. In addition, the damage
scenario no. 3 was detected by only the second mode shape,
and the first mode shape did not reveal the damage in the
toe of the dam. Although the third mode shape of the
structure was also identified, it did not contribute in
detecting the location of the damage due to the high level of
discrepancy compared to the ideal mode shape. The results
show a promising and accurate framework in detecting the
damage location even when the damage occurred in
multiple locations. Also, regarding the high level of im-
portance of such structures, it is recommended that the
procedure presented in this study be accompanied by a
visual inspection of experienced structural engineers. Fi-
nally, the authors propose additional research conducted by
applying further experimental tests for dams with various
size characteristics and element configurations.
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Despite the great use of concrete, tensile strength and low flexibility and brittleness are its weaknesses. Many solutions have been
provided to eliminate the mentioned defects. In order to increase the flexibility of concrete in previous studies, crushed rubber tire
particles have been added to concrete. Recycling car tires helps the environment and makes concrete much more flexible than
regular concrete. In this research, silicone rubber has been replaced by 0%, 2%, 4%, 8%, 12.5%, 25%, and 50% of mineral
aggregates. This rubber was initially in liquid form, which, after mixing with ordinary concrete, dispersed into the concrete texture
and formed a uniform mixture, and this liquid rubber became a flexible solid after 24 hours. Concrete containing silicone rubber is
a new composite with new properties, and in this research, it is called Hybrid Silicone Rubber Concrete (HSRC). Also, to evaluate
the effect of aggregate size in making experimental specimens, two coarse to fine aggregate ratios of G/S=0.7, 1.1 were considered.
Flexural strength tests were performed on hardened concrete beam specimens. The results showed that, with increasing the
amount of silicone rubber in concrete, flexural strength decreased and this percentage of strength reduction was compared with
the percentage of reduction in compression and splitting tensile strength. It was found that the reduction of flexural strength was
less than compression and splitting tensile strength. Larger deformation was observed during all tests when the concentration of
silicone rubber increased. It was observed that the higher the amount of silicone rubber in the specimens, the less noise and the less
separation of aggregates with which the failure of the specimens was associated.

1. Introduction

Concrete is one of the most widely used materials in con-
struction, but it is weak against tensile forces. Cement-based
composite materials are cracked when subjected to tensile
load, and the deformation corresponding to the cracking
load is also very small relative to the ductile material. By
increasing the corresponding displacement of cracking
loads, the energy absorption capacity of the materials in-
creases. To increase the ductility of concrete, fiber reinforced
concrete has been developed since the 1960s [1]. Various
types of fibers, such as steel, carbon, and glass fiber, were
used to increase bending strength and concrete perfor-
mance. Another way to increase the ductility of concrete is to
add rubber particles to concrete. In previous studies, waste

tire rubber particles have been replaced with mineral ag-
gregates [2]. The use of waste tire rubber has two benefits:
one of them is the reduction of waste tire problem, and the
other is the less consumption of natural resources for
concrete production. In the first report on the use of waste
tire rubber particles in concrete, chips and crumb rubber was
used as a substitute for mineral aggregates in plain concrete.
The results of the compressive tests showed that increasing
the number of rubber particles in the concrete reduces the
compressive strength of the concrete, but the flexibility is
significantly increased. In a previous research, mechanical
properties of concrete containing a high volume of the waste
tire-rubber particles were investigated [3]. Recycling is
considered as one of the measures of sustainable methods.
The physical features of the asphalt mixture under the
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influence of accelerated aging for asphalt concrete were
determined [4]. Dynamic Parameter and Experimental
Study of Tuned Slab Damper was conducted by Xu et al.
Experimental result showed that the vibration of the ab-
sorbing plate was wasted by the damping property of the
elastic element in order to reduce the peak value of the track
vibration [5]. The study revealed that the addition of rubber
particles to concrete has improved the brittle nature of the
concrete and its low toughness, but the ultimate strength has
significantly decreased. Flexural and compression tests were
performed on concrete specimens including two types of
rubber particles, such as fine crumb rubber and tire chips [6].
The waste tire in the form of fiber with various aspects of
ratio was used in concrete. Increase in ductility and loss in
compressive strength have been reported [7]. Recycled tire
rubber particles replaced mineral aggregates in concrete and
results showed that they reduced mechanical properties
(compressive, flexural, and splitting tensile strength) but
increased the impact resistance to 400% when 20% coarse
aggregates and 20% fine aggregates are replaced by tire
rubber particle, respectively [8]. Also, high volume recycled
car tires were added to the concrete along with silica and the
impact energy of the concrete was investigated. According to
the results, energy absorption and impact energy capacity
increased but compressive and tensile strengths decreased
[9]. An experimental study on the use of latex in cement
composites showed that tensile strength increased [10].
Replacement of mineral coarse aggregate with the tire rubber
particles caused the reduction in compressive and flexural
strength. As reported, the decrease in flexural strength was
twice that in compressive strength [11]. According to the
reported results, increasing the amount of rubber in rub-
berized concrete increases energy absorption and ductility
[3]. The use of rubber particles in concrete affects the po-
rosity and permeability of concrete. The permeability in
porous materials has been studied [12]. In a study on the
effect of the use of the silica fume in rubberized concrete
(RC), it was concluded that silica fume improved mechanical
properties of RC and reduced the amount of the reduction in
compressive strength [13]. In most studies on RC, the impact
of rubber concentration on concrete was studied. Generally,
in these studies, a normal concrete mix has been selected,
and different RC mixes are provided by introducing a dif-
ferent amount of tire rubber replaced with mineral aggre-
gates in the original mix and then mechanical properties of
the RCs are compared to the original concrete. Rubberized
concrete exhibited lower compressive strength [6] and unit
weight, compared to original normal concrete. RCs usually
exhibit lower elastic modulus [11], tensile strength [12], and
workability [13, 14], higher ductility [3], and higher energy
absorption capacity [15]. The use of liquid silicone rubber
coatings as a novel and successful alternative design has been
introduced by applying the coating operation on the surface
of the isolator of the distribution transformers [14]. Effect of
Styrene-Butadiene Rubber (SBR), silica fume, and fly ash on
compressive and flexure strengths of mortars was investi-
gated by Hu Feng et al., and the result revealed that SBR
reduced the mechanical strength of the mortars. SEM and
EDS studies showed that SBR prevented the formation of
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albite, whereas silica content from silica fumes and fly ash
changed CaCO; to Wollastonite (a white loose powder),
which reduced the mechanical strength of mortars [16]. The
purpose of this research is to investigate the flexural and
compressive behavior of concrete containing room tem-
perature vulcanization (RTV) liquid silicone rubber. For this
purpose, the mineral has been replaced by aggregates liquid
silicone rubber in various volumetric percentages. Experi-
mental observations and explanations related to the be-
havior of HSRC under flexural and compressive tests are
presented. Some weaknesses of concrete are low tensile
strength and flexural strength against compressive strength.
Concrete is also classified as a brittle material with low
flexibility and energy absorption [17]. The use of silicone
rubber in concrete increases the ductility of concrete and its
energy absorption capacity, and increasing ductility im-
proves the brittle nature of concrete and reduces the process
of cracking and crack growth in concrete. Increasing the
energy absorption capacity of concrete improves the seismic
performance of structures and increasing the ductility also
increases the deformation of flexural members and delays
the occurrence of cracks [18].

2. Experimental Program
2.1. Materials and Methods

2.1.1. Liquid Silicone Rubber RTV. Liquid silicone rubber is
arubber-like material that is widely used in the industry [15].
Liquid silicone rubber RTV is generally stable, nonreactive,
and compatible with the environment. For these properties
and ease of working and shaping, silicone rubber can be
found in a wide variety of products including electrical
industry, instrument, medical device, wearing, and in many
other fields of the industry [19]. Liquid silicone rubber RTV
used in this study consists of two parts. One is a liquid
silicone rubber polymer, and another is a hardener. 24 hours
after mixing two components, liquid silicone rubber be-
comes solid flexible rubber. The characteristic of the silicone
rubber is presented in Table 1.

2.1.2. Mixed Material. Portland cement in accordance with
ASTM CI150 standard with a specific gravity of
3.17 g/cm>was used to make the specimens. Mineral ag-
gregates including gravel with the maximum size of 19 mm
and sand with the maximum size of 4.75 mm have been used
as coarse and fine aggregates, respectively. The mineral
aggregates from broken rock stone have been used. Grading
curvature and the properties of aggregates are presented in
Figure 1 and Table 2, respectively. To enhance the work-
ability of the mixture, a polycarboxylate-based super-
plasticizer was used.

2.2. Concrete Mixtures. In order to study the HSRC me-
chanical properties, seven series of concrete mixtures were
used. Liquid silicone rubber concentration was taken as the
main variable in the experiment, which substituted the 0, 2,
4,8, 12.5, 25, and 50 percent to the total mineral aggregate
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TaBLE 1: Silicone rubber specifications.

Property Min value Max value ST unit
Density 1.1 23 Mg/m’
Bulk modulus 1.5 2 GPa
Compressive strength 10 30 MPa
Elastic limit 24 5.5 MPa
Endurance limit 2.28 523 MPa
Fracture toughness 0.03 0.7 MPa.m'/?
Modulus of rupture 24 5.5 MPa
Poisson’s ratio 0.47 0.49
Shear modulus 0.0003 0.02 GPa
Tensile strength 2.4 55 MPa
Young’s modulus 0.001 0.05 GPa
100 S
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FIGURE 1: Grading of mineral aggregates.

volume. In order to investigate the effect of the coarse ag-
gregate to fine aggregate ratio (G/S) on concrete behavior,
two ratios of 1.1 and 0.7 were considered. Water to cement
ratio was 0.4 for all specimens. Water absorption of ag-
gregates was considered for making the specimens. The
amount of superplasticizer used in the mixture was 2% of the
cement weight. Labeling of the specimens was performed
using two factors, G/S and silicone rubber concentration. To
identify the G/S, HF (high mineral fine aggregate with G/
§=0.7) and LF (low mineral fine aggregate with G/S=1.1)
were used. For example, LF-G2S2 mixture indicates liquid
silicone rubber replaced by 2% of fine and coarse aggregate
volume using low sand content (G/S =1.1). The proportions
of the concrete mixture and experimental program are given
in Tables 3 and 4, respectively.

2.3. Manufacturing of Specimens and Testing. To make hy-
brid concrete specimens, at first, the cement is mixed with
sand and gravel and then water containing superplasticizer is
added to the mixture gradually. Liquid silicone rubber is
prepared in such a way that liquid rubber is combined with
its hardener. This mixture turns from liquid rubber to
flexible solid rubber after 24 hours. The liquid silicone
rubber mixture is added to the ordinary concrete, and the
mixture is stirred to distribute the liquid silicone rubber
uniformly throughout the concrete. For each mix design,
cylindrical specimens 150 x 300 mm (diameter x height) and

beams 100 x 100 x 350 mm were prepared. All specimens
were manufactured according to ASTM C 192/C-06 [20].
Specimens were remolded 24 hours after fabrication and
then cured in a water tank at 25°C and 1 day before testing
specimens were taken out of the water tank.

2.3.1. Test Method. For each mix design, slump and unit
weight were measured in accordance to ASTM C143 [21]
and ASTM C138 [22], respectively. Compression tests for
hardened cylindrical specimens were performed according
to standard ASTM C39, and splitting tensile tests were
performed according to standard ASTM C496. To evaluate
flexural strength, specimens were tested according to ASTM
C78 [23]. The beam specimens installed as a hinge supported
condition with 300 mm length between the two supports.
Four-point flexural testing was conducted by a universal
testing machine with 0.05 mm/sec rate of loading and test
setup is shown in Figure 2. All tests were performed on
specimens at 28 days of age.

3. Experimental Results and Discussion

3.1. Workability and Unit Weight. According to the results
depicted in Figure 3, increasing the amount of liquid silicone
rubber in concrete reduced the slump and weight in the
mixture. In this study, by replacing the amount of liquid
silicon rubber with 50% by volume of aggregates, the re-
ported slump value is equal to 4. The reported greeting is
appropriate in terms of executive work. The slump reported
in this study is up to a maximum of 50% rubber, suitable for
executive work. According to the results presented in
Figure 3(b), with increasing the amount of silicone rubber in
the mixture, the total weight decreases, which is due to the
fact that the density of rubber is less than mineral aggregates.

3.2. Strength of Hardened Concrete. The experimental results
of compressive, flexural, and splitting tensile strengths at the
age of 28 days are presented in Table 5. The results dem-
onstrate that, with increasing the amount of silicone rubber
content in the mixture, all strengths such as flexural,
compressive, and splitting tensile strength have decreased
for both HF and LF specimens. This has been predictable
based on previous studies on concretes in which crumb tire
rubber has been added [3]. Figure 4 shows the percentage
reduction in strength based on the percentage of silicone
rubber in concrete. As shown in Figures 4(a) and 4(b), it is
clear that as the amount of silicon rubber in the mixture
increased, the compressive strength decreased more than the
flexural and splitting tensile strength in the same silicone
rubber content. Another point that can be drawn by re-
ferring to Figures 4(a) and 4(b) is that, as the amount of
silicon rubber in the mixture increased, the flexural strength
has decreased less than the compressive and tensile strength,
which indicates that the sensitivity of the flexural strength to
the increase of silicone rubber content in the mixture is less,
compared to the compressive and tensile splitting strength.
Also, the slope of the diagram in Figures 4(a) and 4(b) shows
that when the amount of silicone rubber exceeded 12.5%, the
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TaBLE 2: Properties of mineral aggregates.

Aggregate type Specific gravity

Water absorption (%)

Fineness modulus Unit weight (kg/m’)

2.63
2.69

2.69
5.16

Coarse aggregate
Fine aggregate

1709.6
1729

NA
4.38

TaBLE 3: Experimental program.

Specimen Liquid silicone rubber content Fine Coarse Superplasticizer to Replicates of compressive
designation (%) by total aggregates aggregate (%) aggregate (%) cement ratio (%) test (at 28 days)
LF-GO0S0 0 100 100 2 3
LF-G1S1 1 99 99 2 3
LF-G2S2 2 98 98 2 3
LF-G454 4 96 96 2 3
LF-G12.5812.5 12.5 87.5 87.5 2 3
LF-G25S825 25 75 75 2 3
LF-G50S50 50 50 50 2 3
HF-G0S0 0 100 100 2 3
HF-G1S81 1 99 99 2 3
HF-G2S§2 2 98 98 2 3
HF-G454 4 96 96 2 3
HF-G12.55812.5 12.5 87.5 87.5 2 3
HEF-G25825 25 75 75 2 3
HEF-G50850 50 50 50 2 3
TaBLE 4: Concrete mixture proportions.

. Water  Cement Gravel-  Liquid silicone Coarse Fine aggregate Moisture of . o
Specdmen 14 (kg/m®)  sand G/S rubber (kg/m?) aggrefg’ &/ “gim’)  gravel (%) Moistureofsand (%)
LF-GO0S0 224 350 0.00 942.86 857.14 3 4
LF-G1S1 231 350 12.67 933.43 848.57 3 3.2
LF-G2S2 240 350 25.34 924.00 840.00 2 3
LF-G454 204 350 11 50.69 905.14 822.86 4 5
LF- '

G12.5512.5 216 350 158.40 825.00 750.00 3 4
LF-G25S525 187 350 316.79 707.14 642.86 5 5
LF-G50S50 184 350 633.59 471.43 428.57 4 4.5
HF-G0S0 218 350 0.00 741.16 1058.80 4 4
HF-G1S1 238 350 12.66 733.75 1048.21 4 1.3
HEF-G2S§2 240 350 25.31 726.34 1037.62 3.2 2
HF-G454 236 350 0.7 50.62 711.51 1016.45 3.2 2.3
HE- ’

G12.5812.5 226 350 158.19 648.52 926.45 3 3.1
HF-G25825 224 350 316.39 555.87 794.10 21 3
HEF-G50850 204 350 632.77 370.58 529.40 2 2.5

slope of the strength reduction decreased. Detailed exami-
nation of Figures 4(a) and 4(b) shows that, by increasing the
silicone rubber content by up to 25%, it maintained a linear
relationship between the increase in silicone rubber and the
compressive strength and about 50% of the compressive
strength was lost in 25% of the silicone rubber content. In the
case where the amount of silicone rubber is more than 25%,
the amount of strength reduction slope decreases. This trend
is clear for the amount of silicone rubber between 25 and 50,
and in the amount of 50% silicone rubber, the reduction of
compressive strength is equal to 82.5%, and this amount of
reduction in compressive strength limits the structural use of
HSRC. Figure 5 shows the effect of silicone rubber content

on compressive strength, splitting tensile, and flexural
strength on both LF and HF specimens. It can be seen that, in
both HF and LF specimens, the slope of the bending strength
reduction line is less than the tensile strength reduction and
the slope of the tensile strength reduction line is less than the
slope of the compressive strength reduction. In addition, the
ratio of flexural strength to compressive strength (fb/fc) and
splitting tensile strength to compressive strength (ft/fc) and
the ration of flexural strength to splitting tensile strength,
based on the experimental data, are presented in Table 6. The
results in Table 6 indicate that as long as the percentage of
silicone rubber was between 0 and 12.5%, the ratio of (ft/fc)
was about 0.1, but with increasing the amount of silicone
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FIGURE 2: Test setup.
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FIGURE 3: Properties of fresh HSRC. (a) Slump. (b) Unit weight of fresh HSRC.

TasLE 5: Changes in strengths with respect to control strength (LF specimens and HF specimens) and percentage of retained strength with
respect to control specimen.

Total Splitting ft maintained Bendi fb maintained . fc
Concrete rubber tensile strength with encing strength with Compressive maintained strength
- strength fb strength fc .
mixture content strength ft respect to the (MPa) respect to the (MPa) with respect to the
(%) (MPa) control (%) control (%) control (%)
LF-GO0S0 0 2/90 100 4/06 0/00 29/33 100
LF-G1S1 1 2/79 96/41 3/94 2/78 28/15 95/98
LF-G2S2 2 2/59 89/24 3/83 5/59 26/96 91/93
LF-G454 4 2/52 87/04 3/63 10/61 24/83 84/66
LF-
G12.5812.5 12/5 1/84 63/48 2/93 27169 17/59 59/98
LF-G25S525 25 1/39 48/01 2/27 43/93 10/71 36/51
LF-G50S50 50 0/84 29/00 1/74 56/99 5/17 17/63
HF-GO0S0 0 3/64 100 4/31 0/00 31/93 100/00
HF-G1S1 1 3/40 93/48 4/18 3/03 30/56 93/48
HF-G2S2 2 3/13 85/95 4/07 5/47 29/47 85/95
HF-G454 4 2/98 81/93 3/85 10/52 27/19 81/93
HE-
G12.5812.5 12/5 2/29 62/90 3/08 28/56 19/08 62/90
HF-G25825 25 1/78 48/85 2/37 45/04 11/66 48/85

HEF-G50850 50 1/09 29/86 1/78 58/59 5/57 29/86
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FIGURe 4: Comparison between strength reduction and silicone rubber content. (a) HF specimens. (b) LF specimens.
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F1Gure 5: Effect of silicone rubber content on the compressive, tensile splitting, and bending strengths. (a) LF specimens. (b) HF specimens.

rubber from 12.5% to 50%, the ratio of (ft/fc) varies from 0.1
to 0.16% in the LF specimens, and also in the HF specimens
when silicone rubber was between 0 and 12.5%, the ratio of
(ft/fc) is about 0.11 and when increasing the amount of
silicone rubber from 12.5% to 50%, the ratio of (ft/fc) varies
from 0.11 to 0.195. In examining the changes in the (fb/fc)
ratio according to the results of Table 6, it can be obtained
that as long as the percentage of silicone rubber was between
0 and 4%, the ratio of (fb/fc) was about 0.14, but with in-
creasing the amount of silicone rubber from 12.5% to 50%,
the ratio of (fb/fc) varies from 0.17 to 0.34% in the LF
specimens, and also in the HF specimens when silicone
rubber was between 0 and 4%, the ratio of (fb/fc) is about
0.14 and when increasing the amount of silicone rubber from
12.5% to 50%, the ratio of (fb/fc) varies from 0.16 to 0.32, and
in a similar review for ratios (ft/fb) as long as the percentage
of silicone rubber was between 0 and 4%, the ratio of (ft/fb)
was about 0.7, but with increasing the amount of silicone
rubber from 12.5% to 50%, the ratio of (ft/fb) varies from 0/

63 to 0.43% in the LF specimens, and also in the HF
specimens when silicone rubber was between 0 and 4%, the
ratio of (ft/fb) is about 0.71 and when increasing the amount
of silicone rubber from 12.5% to 50%, the ratio of (ft/fb)
varies from 0.74 to 0.61. The effects of the various per-
centages of silicone rubber content on the retained com-
pressive, splitting tensile, and bending strength compared to
the control strength have been reported in Table 5 and
depicted in Figure 6. The percentage changes in the retained
strength to the amount of silicone rubber are given in Ta-
ble 6. As shown in Table 6, when the amount of silicone
rubber increased to 50%, the percentage of compressive
strength maintained was 17.63% of the LF control specimen
and 29.8% of the HF control specimen and also the per-
centage of splitting tensile strength maintained for both LF
and HF control specimen was 29%. The percentage of
flexural strength maintained for the LF control specimen
was 57%, and for HF control specimen, it was 58.5%. It is
significant that the rate of strength reduction with increasing
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TaBLE 6: Comparison of strength ratios based on the silicone rubber content.
Concrete mixture Total rubber content (%) ftlfc (Exp.) fblfe (Exp.) ft/fo (Exp.)
LF-GO0S0 0 0/099 0/138 0/714
LF-G1S1 1 0/100 0/140 0/710
LF-G282 2 0/096 0/142 0/676
LF-G454 4 0/101 0/146 0/695
LF-G12.5812.5 13 0/105 0/167 0/630
LF-G25S525 25 0/130 0/212 0/611
LF-G50S50 50 0/163 0/338 0/483
HF-G0S0 0 0/114 0/135 0/844
HF-G1S1 1 0/111 0/136 0/814
HF-G2S2 2 0/106 0/138 0/768
HF-G454 4 0/110 0/142 0/774
HF-G12.5512.5 13 0/120 0/161 0/744
HF-G25825 25 0/153 0/203 0/753
HF-G50850 50 0/194 0/319 0/609
120 LF specimens (G/S = 1.1) 120 HF specimens (G/S = 0.7)
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FIGURE 6: Variation of strengths with respect to control strength in different silicone rubber content. (a) LF specimens. (b) HF specimens.

silicone rubber content was not the same in compressive
strength as it is in splitting tension strength. This is obvious
in the bar chart of Figures 6(a) and 6(b), in which a trend-
line for the bars has been depicted, representing the three
strengths of the bar chart. The results of this study were
consistent with the results of a study conducted on rub-
berized concrete [24] that suggests that the rate of strength-
loss in compression is higher than the rate of splitting tensile
strength. Concrete strength, particularly in compression,
depends on the paste quality, aggregate paste bond, and
aggregate hardness. Generally substituting the harder dense
natural aggregates with a softer, less dense silicone rubber
will act as a stress concentrator, leading to microcracking of
the concrete matrix, causing loss in strength [24]. This work
concluded that the specimens with G/S=0.7 presented
higher strength in compression, splitting tensile, and flexural
strength in comparison with G/S =1.1, and failure mode has
been changed from brittle to ductile failure with lower sound
and separation of aggregate.

3.3. Proposed Model for Flexural Strength Reduction Factor of
HSRC Specimens. To measure the flexural strength reduc-
tion of the HSRC specimens in connection with silicone
rubber content in the mixture, an effort was made to sim-
ulate the flexural strength reduction by a characteristic
function and the parameters of this function specified by
regression analysis. The amount of silicon rubber content
plays a vital role in the mechanical property of HRSC
specimens demonstrated by test results. Hence, the prop-
erties of HSRC can be expressed by a function using the
percentage of the amount of silicone rubber in the mixture.
The fb-RF is defined by the ratio of the flexural strength of
the mixture containing silicone rubber content R to the
strength of the control mixture. In the HSRC specimens,
liquid silicone rubber has been replaced with the mineral
aggregate of an equal volume. The content of liquid silicone
rubber R is a volume ratio, which indicates the percentage of
volume of silicone rubber replaced with the same volume of
mineral aggregates. At 0% rubber, fb-RF must be equal to 1
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TaBLE 7: Parameter of reduction function for HSRC specimens at 28 days.

Model parameter

Flexural strength (fb) in HF specimens

Concrete property
Flexural strength (fb) in LF specimens

a 0/12 0/25
b 0/88 0/75
m 4/1 3/87
R-square 0/94 0/95
L10 LF specimens 110 HF specimens
1.00 1.00
0.90 0.90
& 0.80 & 0.80
w w
g 0.70 £ 0.70
g g
L 0.60 5 0.60
=51 ==}
0.50 0.50
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FiGure 7: Comparison between experimental results and the proposed model. (a) LF specimens. (b) HF specimens.

(control mixture), and by increasing silicone rubber content
in mixture, fb-RF will be decreased. According to similar
studies carried out on rubber concrete by Khatib and
Bayomy [24], the strength reduction function for flexural
strength is used as follows:

fb-RE=a+b(1-R)", (1)

where fb-RF is flexural reduction factor, and the following
condition must be satisfied in the above equation:

a+b=1, (2)

where g, b, and m are constant numeric parameters and R is
specified as silicone rubber content in a volumetric ratio of
total mineral aggregate volume. fb-RF defined as flexural
strength reduction factor. A numerical analysis was con-
ducted on the data obtained by experimental tests to specify
the parameters (a, b, m). The error rate of the extracted
functions was evaluated by the R-square test. The results are
reported in Table 7.

Figure 7 compares the results of experimental flexural
tests and the proposed numerical model. Examination of the
diagrams in Figure 7 shows that there is a very good cor-
relation between the proposed model fb-RF and the test
results for both HF and LF specimens, and the answers are
almost consistent. According to the studies conducted by
Khatib and Bayomy [24] on concrete containing tire rubber
particles, the value of m was considered to be 10. In com-
parison with this study, it is found that the sensitivity of the
results obtained from this study is less than the changes in

comparison with research on tire rubber particles in con-
crete. Comparing the results of using liquid silicone rubber
in concrete and crushed tire particles in concrete, it was
concluded that the use of liquid silicone rubber instead of
rubber particles caused mechanical properties such as
compressive and flexural stresses to be reduced relatively
less.

4. Conclusions and Recommendations

The results of this study showed that it is possible to use
silicone rubber in the amounts of 1, 2, 4, 12.5, and 25% in
executive works. The replacement of mineral aggregate with
liquid silicone rubber in fresh concrete reduced compressive,
splitting tensile, and flexural strength. Decrease in com-
pressive strength was higher than the decrease in flexural
strength and splitting tensile strength. The higher amount of
silicone rubber results in the lower compressive and flexural
and splitting tensile strength. Decrease in compressive
strength was higher than the decrease in splitting tensile and
flexural strength. The results show that, for a certain amount
of silicone rubber and cement, HF specimens exhibited more
flexural strength, about 7% than those of LF specimens.
HSRC beam specimens exhibited more ductile behavior than
plain concrete bending test. Failure was accompanied with
lower sound than plain concrete. The failure of all the
specimens was almost in one form. The main crack appeared
in the middle of the span in the lower edge of the beam and
continued upward. Physical exam of broken specimens
indicated that there is a good engagement between silicone



Shock and Vibration

rubber particles and concrete constituent, so that these
particles are not easily detachable from the concrete. In this
study, liquid silicone rubber was added to ordinary concrete,
then the resulting mixture was well stirred so that the liquid
silicone rubber was evenly distributed in the mixture. Based
on observations of broken specimens at the time of testing,
the silicone rubber is randomly formed into different shapes,
and according to the observations, some of them were in the
form of filaments and due to their geometric shape, they
were well involved in the concrete texture. Based on previous
experiences of making rubber concrete with crushed par-
ticles of waste car tires, it was seen that in this case the rubber
particles could be easily separated from the broken speci-
mens, but in this study it was observed that the silicone
rubber particles in concrete were well involved with the
concrete texture and they were not easily detachable. Load-
deflection curves indicate that by the increasing silicone
rubber content in concrete the deflection corresponding to
cracking load was increased significantly, which is useful for
structures located in severe environmental conditions. In
elastic region before concrete cracking, the energy absorp-
tion capacity of HSRC is greater than control specimens.
During the test, it was observed that, with the increase of
silicone rubber in the specimens, they were broken with less
noise and more flexibility was observed during the failure,
which indicates that the use of silicone rubber in concrete
improves the brittleness and inflexibility of the concrete.
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Spillways are the most important structures of large dams that are responsible for releasing the excessive flood discharge from the
reservoir. Although many studies have been performed to determine the flow characteristics over these structures, however, the
available information on the shockwaves’ characteristics for spillways” design is limited. The supercritical flow below the chute
piers generates an aerated flow known as shockwaves. Due to the flow interaction with the chute piers, three kinds of standing
waves just downstream of the pier, in the middle of the chute, and on the sidewalls are generated. This phenomenon affects the
flow domain and its hydraulic characteristics along the chute spillway. The height of the waves increases downstream, where they
hit the chute walls and reflect again into the flow to interact together again. The process repeated and intensified downstream in a
lozenge shape. The height of these waves can be more than twice the depth flow and thus run over the sidewalls. This is important
for the design of chute walls in chute spillways with control gates. In this study, the experimental formation of the shockwaves and
their behavior along the chute and their reduction measures are presented. Experiments were conducted on a scaled physical
model (1/50) of Kheirabad Dam, Water Research Institute, Iran. It was realized that apart from the geometry of piers and chute
spillway, Froude number of flow and gate opening are the main effective parameters on the hydraulic performance of shockwaves’

formation and their development on gated spillways.

1. Introduction

Spillways are one of the most significant structures of high or
small dams that are responsible for discharging the excessive
flood flow of the reservoir. Their flow hydraulic character-
istics have drawn the attention of many researchers. These
characteristics are high velocity, pressure loss, cavitation
probability, and aeration. In this regard, several studies have
investigated the above-mentioned issues [1-5]. In the
spillways, gates are mounted on the crest of a free spillway
that controls the head, discharge, reservoir volume and,
reservoir level increase. The addition of these gates adds
some new complex issues to the hydraulic subjects [6, 7]. Al-
Mansori et al. [8] found that, with increasing hydraulic head,
up to seven times that of the design head, the flow separation
zone grows linearly. Discharge coefficients are studied for a
wide range of head ratios. It is concluded that increasing

head ratio up to five leads to an increase in the discharge
coeflicient due to decreasing pressure on the ogee crest. Yang
et al. [9] focused on the underlying influence of the air-water
momentum exchange in the two-phase Two-Fluid Model. It
is modified to better represent the drag force acting on a
group of air bubbles and the wall lubrication force ac-
counting for near-wall phase interactions. Samadi et al. [10]
and Sylvain and Claire-Eleutheriane [11] studied the mul-
tivariate adaptive regression splines (MARS) approach that
has been adopted as a new soft computing tool for estimating
the equilibrium scour depth below free overfall spillways.
Khalifehei et al. [12, 13] studies investigated the stability of
sediment particles using A-Jack concrete block armors. In
this regard, the general forms of the incipient motion and
incipient failure of A-Jack armor were extracted based on
dimensional analysis and particle stability analysis. Karalar
and Cavusli [14] studies aimed to examine the nonlinear
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seismic behaviors of concrete gravity (CG) dams considering
various epicenter distances. For this purpose, Boyabat CG
dam that is one of the biggest concrete gravity dams in
Turkey is selected as a numerical application. Karalar and
Cavusli [15] studies observed how the time-dependent
displacement and stress behavior of a concrete-faced rockfill
(CFR) dam change by the effect of the normal and shear
interaction spring stiffness parameters. Ilisu Dam that is the
longest concrete-faced rockfill dam in the world now and has
been completed in the year 2017 is selected for the three-
dimensional (3D) creep analyses.

Among gate discharge coefficient, gates location above
the spillways, and separation of flow profile, the spillway
transverse flows and waves are less known issues. These
waves are called by different names such as shockwaves,
lateral shockwaves, and rooster tail waves [16-18]. Their
height is greater than the average. Additionally, they have a
transverse velocity component. Thereupon, the shockwaves’
flow moves from one side to the other, imposing a new
hydraulic condition to which less attention is being given.

Despite many studies on the hydraulic characteristics of
flow in chute spillway, there is insufficient knowledge of the
formation of shockwaves. Investigations on the formation of
the shockwaves flow in a horizontal rectangular channel by
Reinaur and Hager [19] showed that, for the state of constant
flow depth hO and constant pier width bp, the height of
waves 1 and 2 and their width increase with increasing of the
Froude number. They also showed that wave 1 height was
only a function of the ratio of the flow depth to the pier width
H,/b,. The wave 1 height and wavelength increase by the
Froude number increment. In 1997, Reinaur and Hager
continued their previous studies on a chute spillway. They
observed that if the depth measurements were taken per-
pendicularly to the chute spillway, the results would be
consistent with the studies performed in the horizontal
channel [20-22]. In 1998, they also investigated the effects of
chute lateral wall convergence and chute floor slope on the
rooster tail waves. They suggested a method for reducing
transverse waves and designing lateral walls of a chute
[23, 24]. In another study, investigations on this type of flow
were presented as the standing wave analysis in a chute
spillway [25, 26]. Further studies on the shockwaves flow in
an aeration chute spillway have shown that the deployment
of the aeration intensifies the shockwaves. The waves become
larger with the increase of the Froude number [27, 28]. Wu
et al. [29] conducted experiments to study shockwaves
characteristics. The results revealed that the ratio of the
lateral cavity length to the bottom cavity length had a
dominant bearing on the intensities of the rooster tail. For
the third type of shockwaves, Duan [30] developed a sub-
merged sloping-tail pier for the deep hole gate of the chute of
a hydroelectric project to eliminate the shockwaves. The
principle and construction of a pier for eliminating the
shockwaves were discussed. Reinauer and Hager [19, 22]
found that shockwaves characteristics only depended on the
ratio of approach flow depth to pier width in a series of
experiments conducted in a horizontal channel and sloping
chutes. Wu and Yan [31] and Smajdorova and Noskievi¢ovd
[32] investigated the hydraulic characteristics of the
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shockwaves induced by the pier of the discharge tunnel of
the Sanbanxi hydropower station. It was observed that the
primary reason for the shockwaves inception was the
concavity of the water surface. Based on that, a new type of
pier with a bottom underlay to control the shockwaves for
the discharge tunnel was designed [31, 33].

The shockwaves are a parabolic roller flow that occurs in
hydraulic structures under various conditions. The shock-
waves flow occurs at the downstream piers of the chute gate,
downstream arches of the tunnel spillways, the entrance of
the bottom outlet tunnel, and the wall of the converging
chute [34, 35]. The use of piers is inevitable due to the gates
and bridges passage located on the crest of spillways. After
passing the dam crest and piers, the supercritical flow of two
sides of the pier collides and creates the standing wave at the
downstream. These waves, known as pier waves, are referred
to as wave 1 in this research. The wave in the form of the
shockwaves of type 1 is formed based on the number of
intermediate piers located on the spillways. Due to the in-
teraction of these waves, they form regular geometric shapes
of rhombic or other types over the spillway water surface
(Figure 1). It should be noted that dotted lines are the place
where shockwaves form.

Figure 1 shows the plan and schematic longitudinal cross
section of the shockwaves flow at the downstream of the
symmetric piers. The flow geometry and 3 waves formed on
the spillways are shown while all the gates are open. Sections
1, 2, and 3 are the peak of the first, second, and third waves,
respectively. In the middle of the spillway, the interference of
wave 1 generated a larger one. In this study, this new wave is
called wave 2 (Figure 1, section 2). Wave 2 also moves in the
direction of the spillway width. In the following, the wave 2
impact on the wall of the chutes produced a new wave which
is called wave 3 in this study (Figure 1, section 3). The chutes
design and structures exposed to these flows should include
the quantitative and qualitative identification of the above-
mentioned waves and their detrimental effects on the per-
formance of the spillway structure and in particular its walls
[36]. Therefore, identifying their formation location, the
characteristics of these waves, evaluating their pressure field
and its variations, were considered as significant design
hydraulic parameters. This information will considerably
assist the designers of these structures.

Studying the shockwaves at the control point x=0
(Figure 1), Ho, vy, and Fr = v,/\/gH, are called flow depth,
velocity depth, and the Froude number, respectively. The
flow geometric parameters are the following: maximum flow
depth H,,, flow width at the maximum flow depth location
B, angle of pier waves formation a, pier width b, axial
distance of piers b, and the wave location relative to the
control point x. A cavity is created behind the pier from
section X = 0 to the initial point of wave 1 X = X;;. Depending
on the flow velocity, the cavity may be submerged or dry
(Figure 2). At a distance of X =0 to X = Xj;, the flow passing
through the two sides of the pier collides like two jets and
generates the first type of pier waves. This wave is a roller that
reaches the maximum wave height (H;,,) at X;,, by ex-
cluding some of the water jets from the main core flow. At
the endpoint of type 1 wave (X.), the core isolated from the
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Section 1
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Section 3

FIGURE 1: Waves at the downstream of pier chutes: (a) plan and (b) flow longitudinal section (the Kheirabad Dam is located in Khuzestan
Province, Iran).
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FIGURE 2: Flow geometric plan under the gates performances. (1) Six gates; (2) four middle gates; (3) two middle gates.

water jets falls to the side of the water padding. Because of
wave collision and also due to the convergence of the lateral
walls of the spillway, type 1 waves form a wave flow with
regular shapes above the spillway. At the end of these shapes
(location xy;), wave type 2 is formed. This wave is observed at

a maximum height of H,,,. Because of the interference of the
waves over the spillway as well as the transverse movement
of wave 2 at the farther downstream, a wave on the wall or a
third wave also forms on the lateral wall of the spillway. Type
3 wave starts from the location X=X5; on the wall and



reaches the maximum height Hj,, at X=X;, and then
disappears into the mainstream at X = X;..

Investigations on hydraulic models of chute spillway at
the Iranian Water Research Institute similarly confirm these
issues [37]. Based on the observations, by crossing through
each aeration, the waves intensify and their height increases.
Therefore, these waves’ intensity at the chute downstream
with some surface aeration is significant. They require being
accurately evaluated and mitigated if necessary. Kavianpour
et al. [38] mentioned these results investigating the longi-
tudinal and transverse profiles of shockwaves. They sug-
gested a method to reduce these waves. They also showed
that the shockwaves flow field over the spillway is a function
of the Froude number, gate opening, head values over the
spillway, spillway convergence, and pier geometry. Each of
these factors can influence the flow field and cause adverse
hydraulic conditions on the spillway. Figure 3 shows the flow
geometry because of the 2, 4, and 6 middle gates opening. As
can be seen, the flow geometry becomes more complex as the
number of gate’s performance increases. In this study, the
shockwaves flow geometry over the spillway, the longitu-
dinal and transverse profiles of the triple waves, and the
static pressure of the shockwaves flow field are investigated.
It should be noted that dotted lines are the place where
shockwaves form.

In practical dam construction projects, ogee spillways
with spindle-shaped, ellipse-shaped, or rectangle-shaped
piers are most commonly used. Nevertheless, as mentioned
before, there is a lack of knowledge on the shockwave for
spillways, and most previous studies were conducted for
specific dam construction projects, which limit their general
applicability. It is, therefore, necessary to investigate the
formation and characteristics of the shockwave. This article
studies shockwaves formation in an ogee spillway along with
a chute channel by physical experiments (scale 1:50). A
formula for shockwaves height in a slope chute spillway with
spindle-shaped or ellipse-shaped piers is also promoted. The
causes of the shockwaves behind the pier of the chute
spillway were analyzed at the same time. In addition, the
conditions for the formation of shockwaves on the spillways
have been analyzed at different gate openings.

2. Model Description and Methodology

The study was performed on the physical model of Kheir-
abad Dam spillway. The Kheirabad Dam is located in
Khuzestan Province, Iran. According to the studies that were
performed theoretically on different physical models, it was
concluded that the Kheirabad Dam spillway is the best
possible option in which the shockwaves flow conditions are
clearly formed. The physical model was designed at a scale of
1/50 at the Iranian Water Research Institute. The linear
geometric scaling of material, which follows Froude’s scaling
laws, may lead to very large viscous forces that in turn lead to
very small Reynolds (Re) number. Since most flows at
prototype are both turbulent and in the hydraulic rough
regime, where losses are independent of (R), flows in hy-
draulic Froude models are often “shifted” to the hydraulic
rough regime to better account for losses. When Re in the
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core is higher than 2000, flow in the structure is turbulent,
conforms to the prototype situation, and the viscous scale
effects are negligible. In this model, the Reynolds number
has been controlled, and Reynolds Number greater than
2000 (Re>2000). The scale effect due to surface tension
forces becomes important when water waves are very short
or flow depth is less. Surface tension effects must be con-
sidered when wave periods are less than 0.35s and water
depth is less than 20 mm [39]. In the present study, it was
found that both wave period and flow depth were consid-
erably higher; thus, the scale effects by surface tension forces
are negligible.

The experimental model includes ogee and chute spillways
with 6 gates and 5 piers. Because of the flow collision to the
base, there is a rooster tail or a shockwave flow. The laboratory
trial and error obtains the pier section spindle-shaped to reduce
the shockwaves’ flow height in this section. The pier width is
2.4 cm and reaches 1 cm at the end of the spindle. The spillway
pier length is 33.8 cm and the pier distance is 9 cm. The spillway
chute consists of two parts, one with a 12% slope and the
second with a 4% slope. The spillway width at the 12% slope is
132 cm at the beginning and 80 cm at the end. At the 4% slope,
this width is fixed with a value of 80 cm. There is a flip bucket at
the end of the chute. Due to the shockwaves flow development,
the zigzag and waveforms flows are transversely visible on the
flip bucket (see Figure 4).

The study found that the regular geometric wave height on
the wall can be up to 2 times the water depth. This condition
causes the erosion of the chute sidewalls. Figure 5 shows the
spillway and the geometric shapes formed on it. In this spillway,
the three maximum waves are significant that can cause hy-
draulically critical conditions. They can influence the chute wall
design. Wave 1 is noticeable at the back of the pier. Wave 2 is
prominent in the middle of the overflow length that is a
consequence of the impact of the oblique and zigzag flows on
the spillway. Wave 3 is noticeable on the chute wall. Figure 5
illustrates the collision of the waves with the pier and the
created geometry at the downstream. Figure 6 also shows the 3
created maximum waves, locally.

This paper presents the longitudinal and transverse
profile variations of the triple waves for three different
discharges and also three different gate openings. In the first
case, only the two middle gates are open. In the second
condition, the four middle gates are open. Lastly, in the third
case, all six gates operate.

In this study, the depth and velocity of the inflow to the
spillway are changed by the partial opening of the gates. In
this study, the partial opening of the gates changes the depth
and velocity of the spillway inflow. This partial opening of
the gates allows the ability of increasing the speed, de-
creasing the depth, and consequently the proper change for
the Froude number. Also, the flow field piezometric pressure
over the spillway is presented for the two operating modes of
6 and 4 middle gates. They are analyzed for 3 separate
openings. A depth gauge measured the wave height and
profile. Depth measurement error with the depth gauge is
subject to the flow conditions. In the smooth flow without
oscillation, the error is £1 mm. In models of oscillatory flow
such as the shockwaves, the error is up to +5 mm [40, 41].
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FIGURE 4: Geometric shapes formed from shockwaves over the chute.

FiGUre 5: Cavity formation behind the pier.

In the present study, based on the flow conditions and
the range of wave height variations, the maximum mea-
surement error is 5%. A piezometer was also used to measure
static pressure [42, 43]. The piezometer shows the fluid
pressure as the liquid-equivalent height. The control or
reference section was two piers between the gates with the

0” index. In this control point, the flow characteristics, the
depth H,, the velocity v,, and the Froude number (Fr,) (due

to the gate function) were submitted in the table of each
experiment. At the control section, the experimental Froude
numbers change from 2 to 4. However, the variety of the
Froude numbers is much larger at the downstream of the
spillway, in the range of 8 to 10.

This research calculates the maximum wave height in
terms of efficient parameters on the phenomenon as
dimensionless graphs. In the chute spillway, the
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F1GURE 6: The shockwaves created over the chute. (a) Pier waves or wave 1. (b) Middle wave or wave 2. (c)Wave at the wall or wave 3.

important variables affecting the maximum wave height
H,, include the fluid bulk density p, the fluid dynamic
viscosity y, the water surface tension coeflicient o, the
gravity g, the flow depth at the control section H,, the
flow velocity at the control section v, the pier width by,
the pier axial distance b,, the spillway sidewall slope 6,,,
and the spillway floor slope 8. A general function of
effective variables on the height of shockwaves can be
defined as

Hm = f(p’ u, o, Ho) Vo» bp; bu’ Gb’ ew’ g) (])

In the physical model, it was not possible to change the
geometrical parameters 0y, 6, by, and b,,. As a result, the
experiments were performed without any changes in the

physical model. Accordingly, these parameters could be
extracted from this study’s eflicient variables. Employing
Buckingham’s theory, expressing the dimensionless wave
maximum height in the form H,,,/H, and ensuring the flow
turbulence during the overflow, the Reynolds number effect
is ignored. Additionally, as the water height above the
spillway is always greater than 5 mm during the experiment,
the Weber number effect is assumed to be negligible. So, H,,,/
H, is calculated as follows [44, 45]:
H
= f(Fro).

= @)

o

As can be seen, the dimensionless maximum height is
function of the inflow depth H, and the control section
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Froude number Fr,. In the following, the wave height
variations are presented in dimensionless form.

3. Results and Discussion

3.1. Longitudinal and Transverse Wave Profiles. In this sec-
tion, the longitudinal and transverse profiles of the waves for
the operation of two middle gates, 4 mid gates, and 6 gates
were investigated. The longitudinal sections are in the di-
rection of the flow. The transverse sections are at the location
of the maximum wave height. Figure 7 shows a view of this
flow and the triple waves for the opening of the two middle
gates. In this case, only one pier causes the formation of
shockwaves flow.

Figure 8 illustrates the longitudinal and transverse
profiles for the two middle gates’ performances. The “a”
curves represent 100% gate openings. The “b” curves
represent 60% gate openings. The “c” curves represent 30%
opening of the gate. It should be noted that all measure-
ments were in the longitudinal direction from the end of
the pier. The height of the waves was measured from the
spillway floor. Parameter X is coordinated in the spillway
direction. Parameter B is the coordinate at the spillway
width. According to curve 1 of Figure 8, as the opening
increases, the dimensionless height of wave 1 decreases,
while its maximum location shifts toward upstream. A
comparison of the wave transverse variations is also shown
in curve 2 of Figure 8. For wave 2, the same trend is evident
in curves of 3 and 4; however, as compared to wave 1, this
wave affects only a small portion of the spillway width.
Wave 2 dimensionless length increases with the decrease of
opening. The trend of decreasing relative height and de-
creasing the relative distance of the wave peak upstream
with the opening is repeated in wave 3 for wave 5.
According to Figure 6, these waves only affect the wall
region, which is a total of 25% of the spillway width on both
sides.

Table 1 presents the flow characteristics for the two
gates’ operation mode studying waves 1, 2, and 3.
According to Table 1, by the gate opening increment, the
wave 1 height increases. Besides, its maximum location
shifts toward upstream. Wave 2 height reduces by de-
creasing opening. With the increase in gate opening, the
trend of height gain and the upward shift of the wave 3 peak
is also noticeable.

Figure 9 shows the longitudinal and transverse profiles
when the four middle gates operate. In this figure, the curves
d, e, and f illustrate 100%, 60%, and 30% of gates opening,
respectively. The flow characteristics of the four intermediate
gates and waves 1, 2, and 3 are shown in Table 2.

Except for the number of pier waves, all trends and
changes observed in the opening mode of two gates are also
valid for the opening of 4 gates. There are three pier waves
instead of one pier wave (according to curve 2 of Figure 9).
Figure 10 also shows the longitudinal and transverse profiles
of the six gates performances. The curves “g”, “h,” and “1” are
100%, 60%, and 30% openings, respectively. The flow
characteristics of the six open gate operating modes and
waves 1, 2, and 3 are also presented in Table 3. According to

curve 2 of Figure 10, all the trends and differences observed
in the two preceding states are also true for the opening of 6
gates, other than the number of the pier waves. Five pier
waves have occurred for the opening of 6 gates. However, the
height of the pier waves also decreased with the increase of
the pier.

As can be seen in Figures 8-10, the Froude number is an
important parameter in the shockwaves’ wave variation
over the spillway. It results from the variation process that,
for all three defined waves, the changes are made in the
same way by the Froude number. So, the height and lo-
cation of the wave peak, the end-of-wave cross section, and
the pier wave formation angle change with the flow Froude
number. As the Froude number increases, the waves get
longer and thinner, and the peak and end sections of the
wave are shifted toward farther downstream. In general,
considering the range of Froude numbers in this study, it is
observed that, in the six-gate operation mode, the height of
waves 1, 2, and 3 (according to Table 3) is maximum 1.3,
1.5, and 1.3 times the average depth of flow at the same
cross section. In the case of the four middle gates operation,
these values are 1.4, 1.8, and 1.2, respectively. They are,
respectively, 1.5, 2.3, and 2.5 for the two middle gates
performance. Moreover, as the Froude number decreases,
the wave height increases, the wavelength decreases, and
the pier waves formation angle is increased. Separate ex-
periments were performed to illustrate how the pier waves
formation angle («) changes with the Froude number.
Figure 11 presents its physical outcomes. Figure 11 shows
the results of two Froude numbers Fr,=2.07 and 3.1 for a
middle pier state. For Fr,=2.07, the pier wave formation
angle (&) is noticeable; pier wave 1 with greater width is
created. For Fr,=3.1, the pier wave formation angle («) is
smaller; the wave is narrower.

For the two increase options and by testing and ob-
serving the model flow conditions, to reduce the shape of the
shockwaves flow and not affecting the flow behavior during
the chute, the best option was selected for the downstream
pier shape and stabilized in the model. Figure 12 shows the
actual flow conditions for pier end different options at a
discharge of 5000 cubic meters per second. By trial and error
and observation for several different options, it was observed
that, by increasing the pier length and decreasing its end
thickness, the formation and skipping of the shockwaves’
flow are stabilized in the model. These conditions also de-
pend on structural and executive issues.

Research has recommended the use of pier-mounted
blades to reduce the height of the waves so that the point of
flow contact moves from the two sides of the pier to the blade
tip [19]. This method is not executive and suitable. Changing
the pier geometry as recommended in the present article,
while applicable, significantly reduces the height of the
created shockwaves’ flow and decreases the wall wave height
by decreasing wave 1 height.

Figure 13 shows the longitudinal sections of the triple
waves along the spillway. In all three categories of waves,
the process of change is the same in terms of the Froude
number. The height of the waves, the location of the wave
peak, the cross section of the wave, and the angle of wave
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Figure 7: Flow and location of triple waves for two open middle gate modes.
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Figure 8: Continued.
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FiGure 8: Longitudinal and transverse dimensionless profiles for the two middle gates’” performances: (a) wave 1 longitudinal profile, (b)
wave 1 transverse profile, (c) wave 2 longitudinal profile, (d) wave 2 transverse profile, (e) wave 3 longitudinal profile, and (f) wave 3

transverse profile.

TaBLE 1: The shockwaves’ flow characteristic for two middle gates’ operations.

Type  Opening  Wave type Fr, Q (it/s) Hy (em)  X;(em) X, (ecm) L (cm) « (degree) B, (cm)
1 9.6 5 22 47 32.42 12.5
a 100% 2 2.05 91.2 10.5 309 338 53 — —
3 8.6 525 543 34 — —
1 8.5 6 27 64 28.37 11.68
b 60% 2 2.47 60.6 9 336 370 60 — —
3 7.5 536 556 38 — —
1 6 7 31 83 25.61 11.01
[¢ 30% 2 3.07 44.4 7 370 400 67 — —
3 6 542 568 42 — —

formation vary with the flow Froude number. As can be
seen, as the Froude number increases, the length of the
wave increases, while its height decreases. Also, the max-
imum end sections of the wave are moved downstream. The
height of the waves depends on the flow depth and their
length depends on the flow velocity. As a result, as the
depth of flow increases; the height of the wave increases.
Moreover, as the velocity of flow increases, the length of the
waves increases. Also, with increasing the gates opening,
the flow depth increases while the Froude number de-
creases. Consequently, the wave height increases while the
wavelength decreases. The maximum end sections also
move upstream. Also, by investigating the transverse
sections of the waves, increasing the Froude number makes
the waves narrower while the waves become wider by
decreasing the Froude number. As can be seen in Figure 13,
wave 2 (the spillways’ middle wave) is much higher than the
other two waves. Then, wave 3 and wave 1 are next in terms
of height.

Figure 14 shows the location of the triple wave formation
over the spillway plan. Wave 2 is formed over a broader
range of spillway. The range of wave 3 formation is very
critical because the wall wave is a shockwave that exerts

considerable dynamic pressure on the sidewall of the chute.
On the contrary, the height of these waves can be larger than
the height of the chute wall. Subsequently, wave 3 (wall
wave) is essential from a design viewpoint.

Figure 15 shows the dimensionless curves of the max-
imum height of waves 1, 2, and 3 and their location of
formation in terms of the Froude number for two, four, and
six gate operations. For different operations of the gates, the
height of all the waves and their longitudinal coordinates
have a clear and relatively linear trend in terms of the Froude
numbers. Figure 16 also shows the dimensionless curve of
the wave 1 formation angle in terms of the Froude number.
As the Froude number increases, the angle a decreases
linearly, making the waves sharper and thinner.

3.2. Piezometric Pressure. The piezometric pressure distri-
butions of the spillway floor were measured and given be-
neath the height maximum location and landing point of
waves 1 and 2 as well as the place of wave 3 peaks on the
walls. Considering two modes of six gates and four middle
gates operating, Figures 17 and 18 show the piezometric
pressure coefficient distribution of triple waves for the three
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FIGURE 9: Longitudinal and transverse dimensionless profiles of waves for the four gates’ performances.

openings 100%, 60%, and 30% with corresponding input  dimensionless relative to the velocity head in the form of
Froude numbers. The vertical axis represents the pressure €p= (p/ (V?/2g)). The horizontal axis also indicates the
coefficient. In the control section, the pressure coefficientis  longitudinal distance of the points from the pier beginning.
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TaBLE 2: The shockwaves” flow characteristic for four middle gates’ operations.
Type Opening Wave type Fr, Q (lit/s) H,, (cm) X; (cm) X, (cm) L (cm) o (degree) B,, (cm)
1 9.3 4 25 45 22.62 9.8
d 100% 2 2.1 126 14.1 298 349 48 — —
3 8.9 485 510 57 — —
1 8.5 4.5 29 55.5 19.87 8.22
e 60% 2 2.75 90.6 11.5 326 359 54 — —
3 7.7 515 550 69 — —
1 7.5 55 25 80.5 17.65 6.06
f 30% 2 3.9 62.4 8 367 394 61 — —
3 5.5 540 584 77 — —
1.5 2
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1 1
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Ficure 10: Continued.
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F1Gurke 10: Longitudinal and transverse dimensionless profiles of waves for the six gates’ performances; 1: longitudinal profile of wave 1.

TaBLE 3: The shockwaves’ flow characteristic for six middle gates’ operations.

Type Opening Wave type Fr, Q (lit/s) H,, (cm) X; (cm) X, (cm) L (cm) o (degree) B,, (cm)
1 9.2 5 25 59 22.17 7.73
g 100% 2 2.18 209.6 12 186 206 40 — —
3 10 467 530 118 — —
1 8 6 27 72 16 5.88
h 60% 2 3.1 125.8 11 218 241 48 — —
3 9.7 521 570 99 — —
1 6.8 7 30 84 12.1 3.64
i 30% 2 3.7 83.8 10 248 282 56 — —
3 9.2 573 608 77 — —

In these curves, the points from the left are, respectively, the
location of the peak height and the landing point of wave 1
and 2 and the location of the peak wave 3 height formation
on the spillway wall.

As shown, the piezometric pressure decreased as the
water height decreased at the landing point of wave 1 relative

(b)
FiGure 11: Wave 1 plan view: (a) Fr,=3.1 and (b) Fr,=2.07.

to its maximum height point. In the following, as wave 2
height is higher than wave 1, the piezometric pressure in-
creases. According to Figure 19, wave 2 is separated from the
core of water over the spillway at the peak point. Likewise, as
the water level rises at the landing point, the piezometric
pressure is increased. The flow also hits the spillway sidewall
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FiGuRre 12: The shockwaves jump for different options at 5000 cubic meters per second: (a) initial plan, (b) first option, and (c) third option-

final one.
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X (longitudinal section, m)

—o— (g): 100% opening

—&— (h): 60% opening

—— (i): 30% opening

FIGURE 13: Waves 1, 2, and 3 variation along the spillway in terms of different openings and Froude number.

FIGURE 14: Location of the triple wave formation.

decreases with increasing input Froude number. Also, at the
fixed opening for all gate performance modes, the pressure at
the location of maximum wave 1 height is higher than that of
wave landing, which is the opposite of wave 2. For wave 2,
the pressure at the landing point is greater than its maximum

strongly at the location of wave 3 peak height; the piezo-
metric pressure reaches its maximum value. As mentioned,
by increasing the number of the Froude number and de-
creasing the percentage of gate openings, the height of the
waves decreases while the waves become longer. Therefore,
according to Figures 17 and 18, the piezometric pressure  height location.
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FIGURE 17: Piezometric pressure head distribution of triple waves for the performance of six middle gates’ operation.
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FIGURE 19: Separation of wave 2 from the main core of water flow.

4. Conclusion

At the downstream of the gates or bridge over the chute
spillway, the supercritical flow generates standing waves,
named shockwaves or rooster tail waves. The shockwaves’
flow influences the flow field and hydraulic condition over
the spillway as well as damages the walls of the spillway.
Hydraulic flow conditions include the transverse and lon-
gitudinal distribution of velocity, pressure, and momentum,
which can affect the hydraulic performance of the spillway
structure, its structural design, and its dimensions and size.
They were studied in three categories of waves 1, 2, and 3.
Wave formation on the chute wall is also noteworthy be-
cause of its effect on the design process.

As the Froude number increases, the length of waves
at the walls becomes longer, the wave height becomes
shorter, and the waves are thinner. The maximum end
sections of the wave are transmitted downstream. As the
Froude number increases, the waves 1 and 2 become
thinner while the waves get broader as the Froude
number decreases. Wave 2 or spillway middle flow is
higher than the other two waves. Next, wave 3 is higher
than wave 1. Wave 2 is created over a broader range of the
spillway. The wave at the spillway wall is a shockwave that
exerts noticeable dynamic pressure on the chute sidewall.
In this regard, the wave height can be bigger than the
chute wall height. The height of all waves and their
longitudinal coordinates represent a linear trend in terms
of Froude numbers. Wave 1 has the highest while wave 2
has the least variation relative to the Froude number. By
reducing the opening of the gates and consequently in-
creasing the Froude number, the piezometric pressure
decreases. At a fixed opening for each of the gate per-
formance modes, the piezometric pressure of wave 3 is
higher than the rest. The piezometric pressure of wave 2 is
similarly higher than wave 1.
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As the experts who have taken for granted the merits of utilizing the concrete as the most common material in the structural
industry, there is a need to take affirmative steps to enhance the concrete’s weaknesses such as the low ductility and energy
absorption capacity. One possible way to improve the mechanical properties of concrete is to add liquid silicone rubber to the
concrete. Silicone rubber is an elastomer (rubber-like material) composed of liquid rubber polymer and its hardener which is
widely used in voltage line insulators, automotive applications, and medical devices. In order to increase the ductility and energy
absorption of concrete, the liquid silicone rubber replaced a portion of mineral aggregates in concrete. HSRC (hybrid silicone
rubber concrete) is a mixture of liquid silicone rubber with fresh concrete that liquid silicone rubber after 24 hours becomes a
flexible solid rubber with low strength. In this paper, liquid silicone rubber was used to replace 0%, 2%, 4%, 8%, 12.5%, 25%, and
50% of the total mineral aggregate’s volume in concrete. Standard specimens were fabricated and tested. The fresh HSRC exhibited
acceptable workability and lower unit weight compared to ordinary plain concrete. The uniaxial compressive strain-control test
was conducted on the hardened HSRC specimens to obtain the complete stress-strain curve. The results showed that, with the
increase of liquid silicone rubber in concrete, the amount of compressive strength, splitting tensile stress, and elastic modulus
decreased. It was also observed that the percentage of reduction in compressive strength was greater than the percentage of
reduction in tensile strength. Increasing silicone rubber concentration in HSRC changes the brittle mode of failure to ductile that
demonstrated using nonlinearity indices. Unlike plain concrete, the failure state in HSRC occurs gently and uniformly and does
not cause so much separation in the specimens. Larger deformation and higher toughness indices were obtained, when the silicone
rubber concentration was increased.

1. Introduction

Silicone rubber is a widely used polymer and it is more
specifically categorized as an elastomer or a rubber-like
material. It is highly valued in various industries due to its
chemical and mechanical resistance and stability in extreme
environments. Silicone-based elastomers were first used in
the 1940s in Corning Glass and General Electric because of
their heat-resistant properties [1]. The simplicity of making
and shaping of this material comes from the use of liquid
silicone rubber, a two-part thermoset elastomer [2]. By
separating the material into two parts, the uncured material

takes on gel-like properties. This gel can be molded into the
desired shape before it is catalyzed or cured, after which it
turns into its final solid form. There are many applications
for silicone rubber, including the automotive, health,
medical, electrical, and other industries. Room temperature
vulcanizing (RTV) silicone rubber coatings were used as
electrical insulators to ameliorate their pursuant insulation
strength, especially under wet conditions [3]. The use of new
materials in the construction industry and maintaining the
appropriate structural and architectural performance is of
great functional importance [4]. Many advances have been
made in creative technology in the construction industry
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and the role of ethics for sustainable development is un-
deniable [5]. In previous research, the effect of replacing
mineral aggregates with tire-rubber particles on the prop-
erties of concrete was experimentally investigated [6]. The
study revealed that the brittle nature of concrete and its low
toughness was improved; however, the ultimate strength was
decreased significantly. In the present study, liquid silicone
rubber was used to replace mineral aggregate. Previous
investigations showed the use of waste tires could improve
the properties of concrete. The idea of using waste rubber as
an engineering material to improve concrete properties was
introduced by (Eldin and Senouci) [7]. They used tire chips
and crumb rubber as aggregate in plain concrete. Investi-
gation showed that using particle rubber instead of part of
mineral aggregate causes plastic failure, more ductility, and
lower compressive strength in concrete compare to control
portland cement concrete. Khatib and Bayomy studied
rubberized concrete using two types of tire rubber, fine
crumb rubber, and coarse tire chips. Specimens were tested
under compressive and flexural loads. Also, a characteristic
function that quantifies the reduction in strength was de-
veloped and sensitivity analysis was performed [8]. Guo-
giang Li et al. used waste tires in the form of fibers with
various aspect ratios, in which waste tire was treated by
Na(OH) before being used in concrete [9]. The recycled tire
is also used in the construction of asphalt procedures and has
a positive effect on its performance [10]. In other research,
natural materials have been used as additives to concrete,
and the structural character of deep beams made of rein-
forced palm kernel concrete (PKSC) was investigated by
Mark Adom-Asamoah et al. [11]. The result showed that
calibrated shear strength models revealed the compressive
strength and the ratio of the shear span-to-total depth as
significant influential parameters for correcting the inherent
bias in the original deterministic shear strength models. An
experimental study on the behavior of rubberized concrete
mixes was conducted by Kadhim and Al-Mutairee in this
research; waste tire-rubber particles were used to replace
part of aggregate [12]. The static and dynamic behavior of
recycled tire-rubber particle and polypropylene fibers filled
concrete were investigated by Hernandez-Olivares et al. [13].
Siddiquel and Naik studied an overview of the use of scrap-
tires in portland cement concrete [14]. Dessouki et al.
studied the composites, based on Portland cement and
natural rubber latex. They investigated the effective factors in
the production of composite specimens such as the con-
centration of each component, additives incorporation, and
the effect of retarding agents like sodium metasilicate.
Adding retarding agent to the rubber latex increased time for
molding, with no effect on the cement. The experimental
result revealed that the rise in rubber latex concentration
decreases compressive strength and increases tensile
strength. It is concluded that cement-natural rubber molds
can be used as a filling material for joints, cracks, and soil
injection [15]. Toutanji studied the effect of replacement of
mineral coarse aggregate with tire-rubber particle. The result
showed that adding tire-rubber chips in concrete caused a
reduction in compressive and flexural strengths. The com-
pressive strength reduction was approximate twice the
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reduction of flexural strength. Test results revealed that
specimens containing tire-rubber chips presented higher
toughness and ductile failure compared to control speci-
mens [16]. Topcu, I.B., studied the mechanical properties of
rubberized concrete in terms of both size and amount of the
rubber chips changes. Concrete specimens with C20 com-
pressive strength were produced and rubbers with volume
ratios of 15, 30, and 45% were added to the concrete. Tests
were conducted at 28 days, and o-¢ diagrams were obtained.
It was shown that plastic energy capacity began to increase
when rubber chips were added to the concrete. Rubberized
concrete due to its high plastic energy capacity presented
higher strains compared to plain concrete [17]. Segre and
Joekes investigated the mechanical properties of rubberized
concretes with and without silica fume. The research con-
cluded that a large reduction in strength and elastic modulus
values resulted when rubber content is increased. Adding the
silica fume into the concrete mixture improved the me-
chanical properties of the rubberized concretes and de-
creased the strength loss. Previous findings show that the
properties of concrete containing tire-rubber particles are
affected by type, size, content, shape, and the procedure of
mixing the rubber into the concrete [18]. The comparative
study on the flexural behavior of rubberized reinforced
concrete beams conducted by Alasmari et al. revealed an
ameliorated performance with the use of the hybrid beams
[19]. The effect of using waste tire rubber and nanomaterial
in the construction of concrete curbs has been studied by
Komaki et al. The results showed a positive effect on du-
rability and abrasion resistance [20]. In this research study,
hybrid silicone rubber concrete (HSRC) properties using
mechanical tests on the different percent of liquid silicone
rubber to the total mineral aggregate’s volume in concrete at
different ages are investigated. The experimental observa-
tions and subsequent explanations of HSRC behavior under
compressive loading are presented. HSRC is expected to
have high flexibility. Flexible materials are widely used in
industry [21]. Flexibility has a great impact on the behavior
of structures and improves their seismic performance in
both steel and RC structures [22].

2. Experimental Program

In order to study the mechanical properties of HSRC,
specimens of a cylindrical shape (15 x 30 cm) were fabricated
and tested. These specimens were different in the content of
liquid silicone rubber as a portion of total aggregates in
concrete.

2.1. Materials. Constituent materials for concrete mixes
included type II Portland cement corresponding to ASTM
C150 [23] requirements, gravel with a maximum size of
19mm as coarse aggregate, sand with 4.75 mm maximum
size as fine aggregate, and liquid silicone rubber RTV. The
word RTV is abbreviated from the three words “room
temperature vulcanizing.” Generally, silicone rubber is used
for molding and sculpting. The liquid silicone rubber RTV
contains two parts, One part is liquid silicone rubber, and
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the other is hardener. After combining these two parts to-
gether, the resulting mixture turns into solid silicone rubber
after 18 to 24 hours. The hardener should be used according
to the manufacturer’s instructions. In this study, liquid
silicone rubber produced by JINGYI Company was used.
Silicone rubber specifications are summarized in Table 1.
These specifications are based on the factory test. The
properties of fine and coarse aggregates were determined
according to ASTM C127, 128, 129 standard test methods.
Gradation curves of sand and gravel aggregates are pre-
sented in Figure 1. The properties of aggregates are presented
in Table 2. The specific gravity of the Portland cement type II
was 3.17 g.cm®.

2.2. Concrete Specimens Mixtures and Manufacturing.
The experimental setup and specimen mix design content
are summarized in Tables 3 and 4, respectively. In order to
evaluate the effect of the amount of liquid silicone rubber on
the properties of concrete in low and high volume values, the
range of mineral aggregates replacement was considered
between 0 and 50% by the total volume of aggregates. Also to
study the process of increasing the amount of silicone rubber
and its effect on the mechanical properties of concrete, the
percentages of liquid silicone rubber volume to the total
mineral aggregate volume include 0, 2, 4, 8, 12.5, 25, and 50
percent. The weight of fine and coarse aggregates was ad-
justed by the percentage of silicone rubber replacements. A
normal Portland cement concrete, with a 35 MPa targeted
compressive strength, was designed as the control mix
following ACI standard 211.1-81 [24]. The water to cement
ratio is considered to be 0.4 and two values for gravel to sand
ratio of 1.1 and 0.7 are utilized. Polycarboxylate based
superplasticizer was used to increase workability. Specimens
were remolded 24 hours after casting and then cured in
water until 24 hours before testing. Increasing the amount of
sand in concrete improves the mechanical properties of
fiber-reinforced concrete [25]. To determine the influence of
G/S (gravel to sand ratio) changes on the mechanical
properties of HSRC, two ratios of G/S=0.7 and 1.1 were
considered. Water absorption of aggregates before making
specimens was considered in the concrete mix design. Seven
mix designs were used and the proportions are presented in
Table 4. For the labeling of concrete specimens, in terms of
the ratio of the coarse to fine aggregate, two concrete grades,
LF (low mineral fine aggregate with G/S=1.1) and HF (high
mineral fine aggregate with G/S =0.7), were used. Citing an
example, the HF-G4S4 mixture indicates that liquid silicone
rubber was replaced by 4% of coarse aggregate and 4% of fine
aggregate of the volume using high sand content.

2.3. Test Methods. To evaluate the characteristics of fresh
HSRC, slump and unit weight were measured in accordance
to ASTM C143 [26] and ASTM C138 [27], respectively. A
compressive strain-control test was performed on hardened
specimens to obtain the complete stress-strain curves. The
test was conducted by a universal testing machine with
0.05mm/sec rate of loading. Compressive tests were per-
formed at 28 days and the test setup is shown in Figure 2. For

all specimens, the tangential modulus of elasticity at 40% of
the ultimate stress on the elastic region of the stress-strain
diagrams was determined. Also, the splitting tensile strength
of the HSRC specimens was determined on the cylindrical
specimens (15 x 30 cm) according to ASTM C469.

3. Experimental Results and Discussion

3.1. Properties of Fresh Concrete. The slump and unit weight
of the fresh concrete with respect to silicone rubber content
are presented in Figure 3. The workability of fresh concrete is
affected by the interactions of liquid silicone rubber and
mineral aggregates. As shown in Figure 3(a), the slump of
the specimens decreased when liquid silicone rubber content
is increased. LF specimens exhibited a lower slump com-
pared to those of HF specimens with the same silicone
rubber concentration. The test result revealed that the fresh
HSRC with liquid silicone rubber content up to 50% exhibits
acceptable workability in terms of fabricating, placement,
and finishing. As shown in Figure 3(b), the unit weight of the
HSRC reduced from 2390 to 2070 kg-m?, depending on the
silicone rubber content.

3.2. Hardened Concrete Properties

3.2.1. Visual Observation of HSRC Specimen Behavior.
Duration to concrete failure is defined as failure duration [1].
In plain concrete, failure is abrupt and explosive; however, in
HSRC specimen, failure duration is gradual and longer, and
also failure is not explosive because HSRC becomes flexible
by the addition of silicone rubber content. As shown in
Figure 4, white color particles are silicone rubber, which are
relatively well distributed in concrete. Figures 5 and 6 show
that the stress-strain curves of HSRC specimens withstand
loads beyond the peak load like flexible materials that are
referred to as postpeak strength. The failure state in control
specimens (without silicone rubber) was abrupt with loud
sound and the failure state is accompanied by separation of
pieces from the specimens. HSRC specimen failure state was
accompanied by less separation of pieces from the specimen
compared to control concrete specimen; as shown in Fig-
ure 7, the failure state was not explosive. HSRC specimens
exhibited large deformations compared to control speci-
mens and cracks propagated relatively uniformly and
gradually in HSRC specimens. Well propagated cracks and
dispersed failures for HSRC specimens were observed in
comparison with plain concrete. As shown in Figure 3, the
particle of silicone rubber particles distributed in concrete is
clearly visible.

The lateral deformations of HSRC specimens are larger
than those of plain concrete specimens because of the po-
rosity due to the substitution of silicone rubber with mineral
aggregate and also due to higher Poisson’s ratio of HSRC
than that for plain concrete. It should be noted that the
behavior of HSRC is not perfectly elastic, since Poisson’s
ratio is not constant for the concrete composite during
ascending loading process. Poisson’s ratio increases as the
silicone rubber content is increased and the behavior of
HSRC tends to behave as a plastic material. As shown in
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TaBLE 1: Silicone rubber specifications.
Property Minimum value Maximum value SI unit
Atomic volume (average) 0.0035 0.0055 m>kmol
Density 11 2.3 Mgm’
Bulk modulus 1.5 2 GPa
Compressive strength 10 30 MPa
Elastic limit 24 5.5 MPa
Endurance limit 2.28 5.23 MPa
Fracture toughness 0.03 0.7 MPa-m'?
Modulus of rupture 2.4 5.5 MPa
Poisson’s ratio 0.47 0.49
Shear modulus 0.0003 0.02 GPa
Tensile strength 2.4 5.5 MPa
Young’s modulus 0.001 0.05 GPa
Glass temperature 150 200 K
Maximum service temperature 500 560 K
Minimum service temperature 200 225 K
Specific heat 1050 1300 J-kg-K
Thermal conductivity 0.2 2.55 W-m-K
Thermal expansion 250 300 105K
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FIGURE 1: Gradation of mineral aggregates.
TaBLE 2: Properties of aggregates.
Aggregate type Specific gravity Water absorption (%) Fineness modulus Unit weight (kg'm?)
Coarse aggregate 2.63 2.69 NA 1709.6
Fine aggregate 2.69 5.16 4.38 1729

Figure 5, considerable lateral deformations were observed in
HSRC specimens at the end of the loading process.

The curves indicate that the HSRC specimens are more
ductile compared to those for plain concrete specimens. The
behavior of LF-G25825, HF-G25S25, LF-G50S50, and HF-
G50850 specimens is like the nonlinear material and post-

3.2.2. Stress-Strain Response. The stress-strain curves of  peak strength is clearly visible. To compare the nonlinearity

HSRC specimens with different mixtures and various
concentrations of silicone rubber are shown in Figures 6-8.

between HSRC specimens and control specimens, the
nonlinearity index was expressed as the ratio of the slope of
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TaBLE 3: Experimental program.

Specimen Liquid silicone rubber content Fine Coarse Superplasticizer to Replicates of compressive
designation (%) by total aggregates aggregate (%) aggregate (%) cement ratio (%) test (at 28 days)
LE-GO0S0 0 100 100 2 3
LF-G1S1 1 99 99 2 3
LF-G2S2 2 98 98 2 3
LF-G4S4 4 96 96 2 3
LF-G12.5512.5 12.5 87.5 87.5 2 3
LF-G25825 25 75 75 2 3
LF-G50S50 50 50 50 2 3
HF-G0S0 0 100 100 2 3
HF-G1S1 1 929 929 2 3
HE-G2S2 2 98 98 2 3
HF-G4S54 4 96 96 2 3
HF-G12.5812.5 12.5 87.5 87.5 2 3
HF-G25S25 25 75 75 2 3
HF-G50S50 50 50 50 2 3

TaBLE 4: Concrete mixture proportions.

. Water Cement Gravel. Sand Liquid silicone rubber Coarse Fine Moisture of gravel Moisture of sand

Specimen aggregate aggregate

(lit) (kg/m3) G/S (kg/m3) (kg/m3) (kg/m3) (%) (%)
LF-G0S0 224 350 0.00 942.86  857.14 3 4
LF-GI1S1 231 350 12.67 933.43 848.57 3 3.2
LF-G2S2 240 350 25.34 924.00  840.00 2 3
LF-G4S4 204 350 1.1 50.69 905.14 822.86 4 5
LE-G12.5812.5 216 350 158.40 825.00 750.00 3 4
LF-G25825 187 350 316.79 707.14 642.86 5 5
LE-G50850 184 350 633.59 471.43 428.57 4 4.5
HF-G0S0 218 350 0.00 741.16 1058.80 4 4
HF-G181 238 350 12.66 733.75 1048.21 4 1.3
HE-G2S2 240 350 25.31 726.34 1037.62 3.2 2
HF-G454 236 350 0.7 50.62 711.51 1016.45 3.2 2.3
HF-G12.5812.5 226 350 158.19 648.52 926.45 3 3.1
HF-G25525 224 350 316.39 555.87 794.10 21 3
HEF-G50550 204 350 632.77 370.58 529.40 2 2.5

FIGURE 2: Test setup.

the line connecting the origin to the point at 40% of ultimate =~ amount of silicone rubber from 0 to 25%, nonlinearity index
stress on the stress-strain curve, to the slope of the line from  has an increasing trend, but with the increase in the amount
the origin to the ultimate stress as shown in Figure 9(a).  of silicone rubber, the nonlinearity index has decreased by
Based on the results presented in Figure 9(b), for both LF  25%. A comparison between the investigated mixtures in-
and HF specimens, it can be seen that, with increasing the dicates that the HF specimen’s behavior is a little more
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FIGURE 3: Properties of fresh HSRC. (a) Slump. (b) Unit weight of fresh HSRC.

FIGURE 4: Silicone rubber particles distributed in HSRC specimens.

nonlinear compared to those for LF specimens with the same
silicone rubber concentration. The substitution of silicone
rubber for mineral aggregates caused more uniform crack
development and crack propagation, compared to control
specimens. The stress-strain curves indicated that HSRC
specimens exhibit larger deformation compared to control
specimens. In the stress-strain curve, the slope of the tangent
line at the point that stress is 40% of the ultimate stress is
expressed as E, and obtained from the following equation:

do
E, = % at 40% of ultimate stress, (1)
€

where do in and de are stress and strain changes at the point
that stress is 40% of the ultimate stress. E, is a suitable factor
to indicate the stiffness attributed to elastic deformation in
HSRC specimens. E, for different mixtures and silicone
rubber concentrations are given in Table 5. A decrease in E,
for HSRC specimens implies larger deformations. A com-
parison of the results in Table 5 indicates that HF specimens
result in higher E, than LF specimens for the same silicone
rubber concentration.

3.2.3. Compressive and Tensile Strengths. As shown in Ta-
ble 5, an increase in silicone rubber concentration of HSRC
specimens decreased the ultimate compressive strength and
tensile splitting strength. The maximum strength reduction
for 50% silicone rubber replacement is 82% percent in av-
erage according to Table 5. As shown in Figure 10(a), the
ultimate compressive and splitting tensile strength of HF
specimens are more than those of LF specimens for the same
silicone rubber concentration. While reducing ultimate
strength, SHRC provides ductile behavior and failure in
HSRC specimens.

3.2.4. Toughness of HSRC. Toughness is the ability of the
material to absorb energy by plastic deformation before
rupturing. The toughness of HSRC was determined by
calculating the area under the stress-strain curve up to a
point corresponding to 80% of maximum stress in the
postpeak region. The toughness index T, is expressed as the
ratio of the area under the stress-strain curve up to 80% of
the maximum stress in the postpeak region T'g,, to the area
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FIGURE 5: Stress-strain curve of HF specimens at 28 days. (a) Stress-strain diagrams of all HF specimens at 28 days. (b) Stress-strain diagrams
of HF specimens with low content of silicone rubber at 28 days. (c) Stress-strain diagrams of HF specimens with a high content of silicone

rubber at 28 days.

under the stress-strain curve up to the maximum stress
T 190%> as shown in Figure 11(a). Choosing 80% of maximum
stress is due to the fact that strength reduced to this amount
is an acceptable level of service load. The toughness index T;
is defined as follows:

_ Area (T's0%)

o= TN 80%/ 2
" Area(Tgpy,) @)

where T; for HSRC specimens with various concentrations
of silicone rubber are presented in Figure 11(b). As shown in
Figure 11(b), T; showed an upward trend with an increase in
silicone rubber concentration in concrete up to 25% and an
amount of 50% silicone rubber concentration T; showed a
downward trend. Maximum T; was obtained for LF-C25F25

and HF-C25F25 mixtures. Maximum T; was obtained for
specimen HF with 25% of silicone rubber concentration.

4. Reduction Factor (RF) for Hardened
HSRC Specimens

The test results of HSRC specimens showed that the amount
of silicone rubber content plays a decisive role in the me-
chanical property of this type of concrete. Therefore, by
using the amount of rubber, a function can be extracted that
expresses the properties of HSRC based on the percentage of
silicone rubber content in the mixture. The RF function is
defined as the ratio of the compressive or tensile strength
and modulus of elasticity of silicone rubber-containing
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specimens to a silicone rubber-free control. When the goal is
to determine the compressive or tensile strength of the
specimen, the function is called the Fc-RF or Ft-RC, re-
spectively, and if the goal is to determine the modulus of
elasticity, it is called the Et-RF. The RF value will be 1 when
the percentage of silicone rubber is zero (control specimen)
and the value of RF decreases with increasing silicone rubber
content. Based on similar studies performed on rubber
concrete by Khatib and Bayomi (1999) [3], the following
general formula is used to calculate the percentage of the
reduction value:

RF=a+b(1-R™ (3)

RF is the reduction factor and RF will be equal to 1 when
R is 0%. The following condition should be considered in the
above equation:

a+b=1. (4)

The value of the RF varies between 1 and 0, and R is
defined as rubber content in a volumetric ratio of total
aggregate volume; also, a, b, m are numeric parameters. The
Fc-RF function is introduced as the compressive strength
reduction factor, and the Et-RF function is introduced as the
elastic modules reduction factor. Numerical analysis was
performed on the experimental data to obtain the param-
eters a, b, m and also the R-square test was used to check the
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FIGURE 7: Failure types of HSRC specimens under compression test.

error rate of the extracted functions. The results are shown in
Table 6. Comparison of the extracted RE-functions results
and HSRC specimens test results is presented in Figure 12.

5. Conclusions and Recommendations

Increasing silicone rubber content in fresh HSRC speci-
mens resulted in lower unit weights compared to control
plain concrete. The workability of HSRC specimens was
reduced by increasing liquid silicone rubber concentration.
For maximum silicone rubber replacement of 50% by total
volume of aggregates, HSRC provided acceptable work-
ability. With increasing the amount of silicone rubber in
concrete, a decrease in concrete strength was observed.
There is an 83% reduction in compressive strength and 70%
reduction in splitting tensile strength when the amount of
silicone rubber is equal to 50% (LF-G50S50 and HEF-
G50S50). The nonlinearity indices and compressive
toughness increased when silicone rubber concentration

increased for all specimens up to 25% and nonlinearity
indices and compressive toughness decreased for values
greater than 25% silicone rubber. HSRC specimens
exhibited more ductile behavior than plain concrete
specimens under the compression load, the failure state in
HSRC specimens is not brittle, and the failure does not
occur suddenly like plain concrete. As the amount of sil-
icone rubber in the specimens increased, the crushing of
the specimens became slower and accompanied by less
sound and the behavior became more ductile. To compare
the effect of the fine to coarse aggregate ratio, it is worth
mentioning that HF specimens (G/S=0.7) exhibited
greater compressive strength than LF (G/S=1.1) specimens
with the same total silicone rubber concentration. This
suggests that compressive strength increases with in-
creasing fine aggregates. These findings show that although
the mechanical properties of HSRC are mainly dependent
on the total rubber content, the ratio of coarse to fine
particles can be used for behavior adjustment.
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TaBLE 5: Maximum stress and tangential moduli of elasticity and tensile splitting stress for HSRC at 28 days.

Concrete mixture Total rubber content (%) Fc-max (MPa) Et (GPa) Ft-splitting (MPa)
LF-GO0S0 0 29.35 2.67 2.90
LF-G1S1 1 28.14 2.52 2.79
LF-G2S2 2 27.02 2.39 2.59
LF-G454 4 24.86 2.18 2.52
LF-G12.5812.5 12.5 17.52 1.69 1.84
LF-G25S525 25 10.70 0.84 1.39
LF-G50S50 50 5.19 0.25 0.84
HEF-GO0S0 0 32.00 2.80 3.64
HF-G1S1 1 30.58 2.63 3.40
HF-G2S§2 2 29.53 2.44 313
HF-G454 4 27.22 2.27 2.98
HF-G12.5512.5 125 19.16 1.67 2.29
HF-G25825 25 11.70 0.99 1.78
HF-G50850 50 5.64 0.27 1.09
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F1GURE 10: (a) Maximum compressive stress of HSRC specimens at 28 days. (b) Maximum tensile splitting stress of HSRC specimens at 28
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TaBLE 6: Parameter of reduction function for HSRC specimens at 28 days.
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Model parameter

Compressive strength (Fc)

Concrete property
Splitting tensile strength (Ft)

Modulus of elasticity (Et)

A 0.12 0.25 0.22
B 0.88 0.75 0.78
M 4.1 3.87 6.86
R-square 0.94 0.95 0.85
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FIGURE 12: (a) Compressive strength reduction factor, (b) splitting tensile strength reduction factor, and (c) elastic modulus reduction factor
of all types of rubberized concrete containing different silicone rubber content.
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One of the systems which is damaged because of earthquake is an urban wastewater network. In this paper, it is tried to study the
damages occurred on urban wastewater networks in a selected network. The most important definitions by the network about
some branches of the wastewater network and relevant reformations are studied. Then, the function of pipeline networks buried
by the previous earthquake is studied and also it is proceeded about the research studies done regarding the relationships
dominant on susceptibility in which some of the mentioned relationships are studied. The statistical society of some methods used
in this research is studied, and the software applied in this part is introduced. Finally, the data of the output results are analysed in
which the results obtained by this research are including the output drawings of the software GIS that demonstrate the occurred
damages in applied and clear way. Some suggestions for using the aforesaid results by the researchers and authorities, especially
disaster headquarter, have been presented. The results of this study showed that the assumptions and also the modelling process

have handled the simulation well and this process is an effective method in decision making.

1. Introduction

Lifeline refers to a set of structures, facilities, and installation
which play a pivotal role in storing, supplying, transferring,
and distributing basic necessities, such as water, electricity,
and gas, or collecting, storing, purifying, and recycling
wastewater and other trash, or even making communication,
such as landline, cell phone, Internet, and data [1]. As their
names suggest, broadness and continuous performance are
defining characteristics of such structures as mentioned in
Figure 1 [2].

These structures share common features. Obviously,
lifeline function a significant performance in the city and
supply basic necessities. As an illustration of this, the
wastewater system is a most important lifeline. Raw sewage
always has a great deal of matters having detrimental effects
on beings which would result in even unknown infectious
diseases, for example, pestilence and cholera. In addition,
combination of sewer gases, such as methane, ethane, and

benzene, with air increases the likelihood of explosion [3]. In
general speaking, there are two analytical and statistic ap-
proaches to studying susceptibility of underground pipelines
when it comes to earthquake. As such, the analytical view
aims to present relations in order to find strain in pipes
through physical laws. Considering this view, recent liter-
ature is setting out to find how such seismic parameters such
as MMI, PG, and PGV bring about destruction. A sewage
system is made up of linear and stationary structures
(Figure 2).

The sewage system pipelines are classified into seven
groups. By moving from top to down, the importance and
diameter of pipes are decreased. Table 1 illustrates the
classification. It is worth mentioning that material of pipes
has dramatically affected last earthquake data. As fittings of
the sewage system have not been made to endure pressure,
they are weak. Rigid fittings refer to those that avoid two
adjacent parts from displacement at the end, while flexible
fittings allow two adjacent parts to locally rotate or transfer.
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FiGUre 1: Scheme of lifelines.
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FIGURE 2: The scheme of a sewage system.

TaBLE 1: Classification of the sewage system parts into linear and
stationary.

Type of the sewage

Title of component
system component

Installation of sewage storage including

Stationary surface and ground basins
Stationary Installation for pumping

. Pipelines and ground main transfer
Linear tunnel
Stationary Sewage-treatment plant
Linear Pipelines for collecting sewage
Stationary Manhole

. Administrative, public, and supporting

Stationary buildings
Stationary Water and wastewater subscribers

Sewage pipes and fittings are commonly made up of ceramic,
concrete, cement asbestos, plastic, poly ethylene, UPVC,
GRP, cast iron, and steel.

Iran is located on the Alp belt extending from the Alps
Mountains to the Mediterranean Sea. Iran’s plate consisted of
Iran, Arabian, and Eurasian plates. Arabian plate pulls that of
Iran. Zagros pressure region as well as mountains shows a
common boundary between the two plates which has resulted
in reverse faults. On the other hand, Iran’s plate is surrounded
by the Eurasian, Indian, and Anatolian plates from the north,
east, and west, respectively. As such, pressure arising from the
Arabian plate prevents Iranian plate from any transfer.

According to the Lifeline Earthquake Engineering
Council, founded by the US Civil Engineering Council in
1974, it has been estimated that almost half of pipelines in
Iran are at the risk of bursting in case of happening an
earthquakes. On the other hand, although behaviour of
ground pipelines has been studied during 10 last years, there
is much room for argument. The direct relationship between
the sewage system and public health, on the one hand, and
having difficulty in finding location of leakage and breakage
in pipes due to force of gravity in the sewage system after an
earthquake taken place on the other hand, attaches im-
portance to study susceptibility of the system. In addition,
considering depth of the sewage system replacing and fixing
damaged pipes would be extremely costly. So far, a lot of
research has been done on the different functions of buried
pipes. These studies have been conducted to better identify
the behaviours of these sensitive infrastructures. In this
study, the behaviour of these structures in the face of
earthquake force for a relatively large area has been
evaluated.

2. Literature Review

According to this analytical method, the results offered by
Chu and Shah [4], as well as Goodling and Igbal 5], suggest
that inlet and outlet branches of the bended pipes seemed to
be flexible but the sag assumed rigid; that is to say, they
considered no relative rotation resulting from bending
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between inlet and outlet tangents. Moreover, relocation
arising from slipping (A) measured by subtracting the re-
location of a piece of pipe (pA) from relocation of soil (sA).
Although the previous method assumed bending rigid, there
tends to be some transformations in sags creating tendency
to decrease in flexural moment.

Goodling [5] put forward equations based on analysing
bending in thin-walled curved pipes. In a research study, [6]
suggested a method for predicting relocation of the sag in
which the Riley wave was assumed as a transmittal sine wave
with limited wave length. In the same token, relocation of the
pipe was assumed equal to that of ground where displace-
ment of ground was zero, and they developed a simple
equation for pipe strain in the point of sags based on cor-
respondent structural analyses. They assumed effective
length (L') one-fourth of the wave length, so anchors could
be measured by virtue of displacement compatibility
equations in the curve.

Takada and Tanabe [7] put forward knee and T-joints are
more susceptible to damage than other parts of a pipeline
and maximum tensile pressure can affect them. In 2003,
O’Rourke and McLaughlin developed a two-dimensional
finite-element model as their PhD dissertation. They entered
a quasistatic sine Riley wave into the numerical model and
compared results obtained from a steel pipe having a di-
ameter and thickness of 24 and 5 inch in a sand soil with a
reduction factor (0.6) with that of obtained by Shah and Chu
[4] as well as [6] for a flat surface steel.

Moreover, O’Rourke and Jeon [1] utilized a finite-ele-
ment model developed in Nastran software to stimulate the
problem and comparing analytical results. They assumed the
pipe as a column element for modelling, and each bending
had a length of 125 meters equal to one-fourth of a wave
length having 500 meters. To verify this model, data collected
from the analytical method were compared with that of the
finite-element model. So, it was found that results obtained
from the analytical method were almost better in all cases. As
can be seen from prior works, most of numerical analyses
concerning were quasistatic; however, studies on dynamic
behaviour of pipe under earthquake loading are still lacking.

In 2008, F. R. Rofooei and R. Qorbani did a research on
continuous pipes assuming vertical wave propagation and
then compared obtained strain results with that of observed
in a pipe having a knee-joint. Results showed that the ex-
istent sag led to an increase in strain and pressure in the
knee-joint than a continuous pipe. Moreover, Takada et al.
[8] did a numerical research on a set of pipes combining T
and knee-joint and showed that the seismic behaviour of a
pipe network was more than a continuous one. In addition,
adjacent pipes showed inconsiderable increased behaviour
than patchy ones.

Dai et al. [9] studied about analysis and comparison of
long-distance pipeline failures, and they found that according
to the statistical results, PNGPC is not very far compared with
foreign countries. There are still some aspects both in tech-
nology and in management that should be improved, such as
quality of manufacture and construction of pipeline and
third-party monitoring. Also, Yang et al. [10] did research
about numerical simulation of pipeline-pavement damage

caused by explosion of leakage gas in buried pipelines and
showed that the results can provide theoretical basis for
municipal pipeline construction design and urban safety
planning and provide references for the risk assessment of gas
explosion in buried pipelines.

2.1. New Zealand Earthquake. Christchurch is New Zea-
land’s second biggest city. Its sewage system covers almost
150,000 families. Although, the system is made up of con-
crete, ceramic, UPVC, and asbestos pipes, it has a high
percentage of concrete one. An earthquake measuring 7.1 on
the Richter scale hit the city on 4th September 2010 (Fig-
ure 3). The sewage system was badly destroyed. Demolition
rate of pipes made up of concrete and reinforced concrete
(0.9) increases the likelihood of corrosion [11].

2.2. Japan Earthquakes. An earthquake measuring 6.8 on the
Richter scale, called Nigata-Ken Chuetsu, hit the city in
October 2004. Destruction of the sewage-treatment plant led
to flow of raw sewage into the city, to such an extent that
151 kilometer sewage pipeline was destroyed and 2056
manholes were also damaged. The greatest damage recorded
for tucking water behind manholes and pipes which not only
generated heavy traffic but also caused failure to pump
houses” sewage. Another earthquake measuring 7.5 on the
Richter scale hit Nigata, Japan, on 16th January 1964. Over
470 km pipeline, namely, 68% of pipes, is damaged. The most
destruction was recorded for cast iron pipes and joints.
According to data, other pipes, especially those with small
diameter, showed more damage due to bending. Many pipes
and installation became visible on the ground because of soil
liquefaction. In addition, slope of the soil is also considered
as an important factor in damages [12].

2.3. Manjil Earthquake, Iran (1990). An earthquake hit
Rodbar and Manyjil, Iran, on 21st July 1990. It caused severe
damage to several buildings, roads, installation, and even the
Sefidrood concrete dam [13]. There are still insufficient data
for the extent of damage to the water supply system. Al-
though buildings’ water pipes had been badly damaged,
main pipelines of the city water supply system were in a
satisfactory condition thanks to putting new pipes in depth
(Figure 4).

2.4. Bam Earthquake (2003). An earthquake measuring 6.8
on the Richter scale struck Bam, Iran, on 26 December 2003.
The city had a total population of 12000. According to re-
ports, asbestos fittings of pipes had been damaged but the
main water supply system was slightly damaged [14]. Al-
though water gushed from broken domestic pipes, water
tanks were not badly damaged, mainly because they were
underground (Figure 5).

3. Material and Methods

3.1. Effective Factors Causing Damage to Pipelines after Oc-
currence of an Earthquake. Multiple parameters have impact
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FIGURE 3: Demolition rate of pipelines considering their type in the New Zealand earthquake.

FIGURE 5: Damage occurred from Bam earthquake.

on damage to underground pipelines after occurring an
earthquake. In general, characteristics of a pipeline, soil,
and magnitude of an earthquake affect the seismic be-
haviour of the pipeline. As such, there are considerable
factors having effect on the seismic behaviour of buried
pipelines. In a research, Eguchi et al. studied factors af-
fecting susceptibility of buried pipelines when an earth-
quake happens through analysing damage to the buildings
destroyed in the San Francisco earthquake [15]. Evidence
suggested that the devastating effect of faulting was much
more than distortion due to earthquake movements. As a
result, the closer a building is to the fault, the worse it would
be destroyed. A pipeline would be inevitably face to more
dangers, due to its extent, than other installations which
cover a small area, simply because long pipelines are spread
over regions having active faults or soil liquefaction. The
term faulting is meant fracture of faults which is happened
on the ground. There are three main types of faulting,
including horizontal, vertical, or a combination of them.
Installations located on the fault line are much more
susceptible to the earthquake (Figure 6).

Y Fault trace
3 ~W—& FW—E\ ! rww—é rwm—é
‘_\l; B C C
500m 500 m !

FIGURE 6: Ideal structural model during faulting.

Figure 6 shows an ideal structural model on a fault line,
and the probability and extent of soil liquefaction will in-
crease by increase in the continuance in earthquake. Soil
liquefaction as well as lateral movements is viewed as
devastating parameters which may lead to bury surface
structures under soil or help underground structures to
become visible. Shaking cause to compress soil, and sub-
sidence is occurred. However, the extent of persistent
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relocation due to subsidence is less than that of due to soil
liquefaction. Notwithstanding, subsidence is of importance
because of making heterogeneous dislocations in soil.

3.2. Features of the Pipeline Affecting Susceptibility of the
Buried Pipelines due to an Earthquake. Most of parameters
affecting susceptibility of buried pipelines due to an
earthquake have much to do with characteristics of the
pipeline. Prior studies showed that type of the pipe plays a
pivotal role. To put it simply, its flexibility helps the piping
system because it leads to easily movement of soil along with
the pipe, which prevent the pipe from bursting during an
earthquake. Increase in the internal diameter of pipelines
decreases both bending and axial tensions due to affecting
soil-pipe interaction. Final conditions have marginal effect
on tensions created in cross sections when it comes to length
of pipe. With regard to data collected from the analysis, it is
highly likely that the pipe will rupture at its junction with
other installations, such as manholes and storages, than
other sections of the pipeline (Figure 7-9).

The pipeline bears lateral loads during an earthquake
which it oscillates pipes and cuts their connections with the
saddle. However, bracing spaces helps the system not to be
devastated. Figure 10 illustrates demolition of pipes’ support
due to soil liquefaction in the Northbridge earthquake
(1994).

However, seismic and flexible joints have been found to
suggest great function during an earthquake which it leads to
decrease in demolition of the water supply system. On the
other hand, accruing to data collected from prior research,
continuous pipes, such as the ones made up of steel with
welded joints, have shown greater function than sectional
pipes with lots of joints. In addition, the extent of demolition
observed for asbestos pipes in Loma Prieta (1989) and
Northridge (1994) earthquakes was less than that recorded
for Mexico City earthquake (1985).

Researchers also argue that connection behaviour would
prove to be linear when pipes’ relative rotation is 0.05 radian.
Moreover, bending experiments on fittings used in flexible
cast iron pipes having rubber-made washers and different
diameters showed that rotation of joints is done around the
pipe. Improper hardness distribution is the leading cause of
most of the destructions of the water supply system. As a
result, relocations arising from such shakes are different and
cause to break joints between pipes (Figures 11 and 12).

3.3. Methods of Studying the Seismic Behaviour of a Pipeline.
With regard to the destructions left after earthquakes, re-
searchers set the stage to conduct a comprehensive study in
order to develop some methods to find how seismic be-
haviour affects the pipelines. The methods are generally
divided into three groups, including approximate analysis
[16], accurate analysis, and building code methods. Shakes
arising from an earthquake go through many changes due to
several reasons before happening which will affect structures
in different ways. Initial works in the field of buried pipelines
focused preliminary on the main factor, that is to say, the
path through which waves move. In addition, as can be seen
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FIGURE 7: Variation in the extent of maximum bending tensions
along the pipeline with different final conditions.
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FIGURE 9: Variation in the extent of maximum axial tensions along
the pipeline with different final conditions.

from numerical calculations, its effect has been considered in
the form of a semistatic factor.

Regarding dynamic analyses done on buried pipelines,
especially on their bending points, the impact of this factor
has omitted, and pipes were only analysed by taking vertical
distribution and synchronous shakes throughout all points
into account. Wave propagation velocity functions as a
leading parameter to calculate strain. Shear wave velocity
was used to calculate the extent of axial strain in areas having



Ficure 10: Demolition of pipes’ support due to soil liquefaction in
the Northbridge earthquake (1994).

T

FiGure 11: Cracks observed in the joint between a restrained weak
pipe and an unrestrained one [11].

FIGURE 12: Cracks in the pipe connected to the storage (ALA 2002).

focal length less than five times of the distance from focal
depth to the epicentre of an earthquake, while Riley wave
velocity was utilized to calculate distances more than given
amount. In a research study, O'Rourke et al. studied hori-
zontal apparent speed for body waves. They developed an
analytical method to assess the shear wave angle of incident.
So, apparent speed for shear waves is calculated as

Cs - apparent = = (1)
si

n¢
where 0 is the incident angle of the shear wave to the
horizontal and Cs is the velocity of shear waves in surface
soil. Phase velocity of the wave is the same apparent velocity.
Unlike body waves, phase velocity depends upon frequency.
With regard to the Riley wave, there is relation among wave
length (1), frequency, and phase velocity. Figure 13-15 il-
lustrate a scheme of Riley wave propagation with an ap-
parent velocity.

Wave propagation has been found to put strain on the
ground. Measuring strain of ground is done by studying
simple transitional movement of a wave having fixed shape.
It was assumed that velocity and movement of two points
throughout a propagation path simply differ in a time lag in
which, in turn, it is a function of the distance between two
points and the seismic wave velocity. In the same token,
maximum tensile or compressive strain of the earth (ge) in
the direction of wave propagation is measured as
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Vm

€9 =" (2)
where Vm is the maximum horizontal velocity of the earth in
the direction of wave propagation and C is the apparent
propagation velocity of the seismic wave. To propagate a
Riley wave, strain parallel with the ground could be mea-
sured using the equation above, where C is replaced by the
value of phase velocity according to the wave length
equivalent to four times of the separation distance (the
length of the pipe located between two bridles which is about
to analyse). The equation needs to be changed when the
given direction is parallel to the line of wave propagation.
Generally, as can be seen from the figure below, the wave has
angle in both vertical and horizontal plates. So, the equation
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FIGURE 15: Apparent propagation of an R wave, strain of the ground, and curvature results.

below is used to measure apparent wave velocity in the
direction of pipe’s axis:

Cs ent °
-apparent = ————,
PP sin 0 - cos y (3)
Yeh [17] illustrated that maximum strain of the earth is
measured by 45=0 =y in given plates.

3.4. Studying Seismic Behaviour of a Soil-Pipe System con-
cerning Continuous Buried Pipelines. A structure bears
bending or axial transformations after an earthquake.
Providing satisfying plasticity in order to absorb transfor-
mations due to earthquake without decrease in static loading
capacity acts as an important design criterion. Generally,
developed axial strain throughout a continuous direct pipe
depends upon such factors as shape of the earth, transmittal
wave length, and soil-pipe interaction forces. Although
strain of pipe and soil are assumed equal for small- to
medium-sized movements, the same is not true for great
strains because of existent slipping between soil and pipe. It
has been found to decrease pipe strain compared to that of
soil. Newmark [16] put forward a simple method to de-
termine how the pipeline acts when earthquake waves are
propagated. Then, other researchers, such as Yeh, revised it.

Seismic movement of the earth, which is defined as the
history of velocity-time and velocity-displacement, func-
tions as a transmittal wave with fixed shape. It suggests that
two points along the propagation path simply shake by a
time lag. Inertia involved in small movement equations is
too small to be measured. Later, the assumption was studied
by many researchers and their works showed that it acts as a
reasonable engineering approximation. It is assumed that no
relative movement happens in the soil-pipe interaction, and
pipe’s strain equals to that of soil. In addition, O’Rourke and
El Hamadi developed an analytical method to estimate
maximum pipe strain.

The method assumes that first, axial strain in soil equals
pipe strain arising from length friction between soil and pipe
and second, waves are propagated parallel to the axis of pipe.
In a research study, O’'Rourke and Jeon [1] compared data

collected from three mentioned analytical methods when it
came to the continuous pipeline under the Riley wave’s
propagation. Besides, the model put forward by Takada [18]
suggested that pipe is modelled in the form of a shell having a
length of 60 D adjacent to the fault, but it could be in the
form of an beam element where the distance from the pipe to
the fault is almost 300 meters and the extent of soil and pipe
slipping and strains are insignificant (Figure 16). All things
being equal, soil surrounded the pipe is modelled using soil
springs according to the seismic designing regulation of
buried oil and gas pipes [19].

In 2004, Takada et al. reported on a new model according
to changes in boundary conditions. They suggest that the
pipe should be modelled in the junction with the fault in the
form of a shell element due to local strain and big trans-
formations just the same as before. Moreover, each point of
the shell element is connected to three soil springs in axial,
lateral, and vertical directions. Finally, the relation between
the axial force (f) and increased length AL, which is regarded
to boundary conditions for nonelastic springs, is measured
as

3EAfs UOL 2
F(AL) = S ZUNALL 0<AL<U0, (4
2 6 3
AL—1\ oy2A U0
3EAfs< )Uy = (5)
40 ) 2Ffs | 4

where Yo acts as pipe’s yield stress and elasticity modulus. It
has been suggested that tensile rupture, local buckling, and
thimble buckling are among the most significant damage to
continuous pipes while tensile and compression ruptures of
pipe joints as well as local bending were the most common
damage observed in apart pipeline [20]. Concerning mod-
elling of continuous pipes, Halabian and Hokmabadi [21]
stimulated faulting and wave propagation in the laboratory
of Isfahan Technological University, Iran, and adopted
equivalent boundary conditions put forward by Takada
when it came to boundary conditions related to the end of
the pipe, so they conducted a parametric study on the be-
haviour of buried pipelines.
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Rofooei and Qorbani [19] assumed a vertical wave
propagation in order to conduct a parametric study on
continuous pipes under earthquake loading. They stimulated
the pipe and surrounding soil through springs according to
the ALA regulation using ANSIS software. Considering data
collected from effects of pipe and soil geometric changes on
their relative displacement, they observed increase in relo-
cation in the soil-pipe boundary due to decrease in soil
aggregation.

3.5. The Seismic Susceptibility Model concerning Buried
Pipelines. Hazus.sr2i is a guideline on estimating damage to
structures due to the earthquake which was developed by
FEMA and the national institute of the US Architecture. It is
comprised of ways to estimate the extent of earthquake
damage to various structures, including lifelines. Accord-
ingly, the guideline suggests that leakage tends to happen
because of earthquake waves in which 80% depends upon
maximum earth velocity and 20% is a function of earth’s
permanent transformations, while it has been found that
pipe breakage proves to be due to earth’s big transformations
in which 20% and 80% depend upon PGA and PGD,
respectively.

Furthermore, the method divides pipes into two groups,
including frangible and flexible. As a result, susceptibility of
flexible pipes decreases by 70%. The likelihood of soil lig-
uefaction has been directly entered to the Hazus model
which is assumed as the most significant factor on pipe
displacement. The algorithm concerning susceptibility of
buried pipes under earthquake waves was found by ana-
lysing experimental data collected from four earthquakes in
the US and two in Mexico. Then, data were adjusted to the
Hazus method.

The guideline divides pipes into small and big groups in
order to estimate time required for reconstructing pipelines
damaged in earthquakes. Accordingly, the small group in-
cludes pipes having a diameter of 20 inch or less while others
are put in the big group. The method also estimates days
required for reconstruction of the water supply system. The
following assumptions suggest how to measure days for
repair the pipeline. It takes an equipped four-man team for
four and eight hours to repair a leaky and a broken pipe,
respectively. It takes an equipped four-man team for six and

twelve hours to repair a leaky and a broken pipe, respec-
tively. There is a linear link between repair program and
time. As a result, the extent of repairs done on a pipeline
which needs (a) days within (b) days with a fixed number of
workers is measured b/a (Table 2).

3.6. The Susceptibility Index V1. In this method, the weighted
coeflicient is assumed as a factor covering pipe diameter cd,
conditions of the ground cg, magnitude of the earthquake
based on the Mercalli intensity scale ci, pipe passage through
the fault cf, soil liquefaction cl, and potential land slide
occurrence potential. Tables 3-10 give information about
weighted coeflicients. Susceptibility of each part in the
wastewater system is achieved by giving weight to above-
mentioned factors in different conditions and then multi-
plying the value by the weighted coefficient of each factor.
Considering data from Table 10 and based on values ob-
tained from forgoing equation (6), susceptibility of the
wastewater system is divided into three groups, including
high, medium, and low. It is worth mentioning that
weighted coefficients concerning each factor have been se-
lected based on maximum recorded damage to the buried
pipeline in past earthquakes. Table 5 gives information about
weighted coefficient regarding conditions of the ground
based on different types of soil. In addition, Table 6 illus-
trates magnitude of an earthquake as well as correspondent
improved intensity scale (MMI) in PGA:

VI=cd-cp-cf-cg-ci-cl-cs. (6)

4. Numerical Simulation

A complete set is comprised of software, hardware, data,
models, algorithms, and human resources for collecting,
preparing, organizing, storing, updating, processing, and
analysing different types of local data. Such a system aims to
manage and handle information collected from the reference
place in order to make sensible decisions. The data model
indicates transformation of the real world, by observing
related geometrical relations and descriptive information, to
areasonable and digital one. The model represents all objects
in the form of points, lines, or polygon. However, topological
data aim to extract relations between phenomena. Existing
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TaBLE 2: Hazus equations concerning the ratio of damage to a buried pipeline.

Type of pipe

The ratio of damage to a PGV pipe per kilometer

The ratio of damage to a PGD pipe per kilometer

Fragile RR =0.0001"PGV2.25
Flexible RR=0.3"0.0001 “PGV2.25

RR = prob * PGD0.56
RR=0.3* prob * PGD0.56

PR is defined as the extent of damage to the pipe per kilometer
PGV (cm.s™)
PGD (inch)

TaBLE 3: Weighted coefficient for diameter of a pipe.

Coefficient cd Pipe diameter (d)

D <75 mm 1.6
75mm < d < 150 mm 1.0
150 mm < d < 250 mm 0.9
250 mm < d < 450 mm 0.7
450 mm < d < 1000 mm 0.5
d>1000 mm 0.4

TaBLE 4: Weighted coefficient for type of pipe.

Type of the pipeline Coefficient (cp)

Soft cast iron 0.3
Cast iron 1.0
Ceramic 3
Asbestos 2.5
Poly ethylene 0.1
Concrete 2

TaBLE 5: Weighted coefficient for conditions of the ground.

TaBLE 7: Weighted coeflicient for passage of the pipeline through
the fault.

Passage of the pipeline through a fault Coeflicient
No passage 1
One passage 2
Multiple passages 2.4

TaBLE 8: Weighted coefficient for soil liquefaction.

Liquefaction Coeflicient
0<PLI<5 1
5<PL<15 2
PL>15 2.4

TaBLE 9: Weighted coeflicient for the land slide potential CS.

Potential of the land slide Coefficient
No danger 1
Medium danger 2
High danger 2.4

Type of soil Coefficient
Type I 0.5
Type 11 1
Type 111

Type IV 2.9

TaBLE 6: Weighted coefficient for magnitude of the earthquake.

Magnitude of the earthquake Coefficient
MMI< 8 1.0
PGA<025G '
8§<MMI<9 21
0.25G<PGA<045G

9<MMI<10 24
0.45G<PGA<0.6G

10<MMI< 11 30
0.6G<PGA<09G

11 < MMI 35
PGA>09G

relations between phenomena in local data function as part
and particle of some GIS analysing systems. In the raster
model, the whole map is divided into a set of small and
regular cells called pixel. The raster format is actually
composed of an n#m array of pixels.

The geographical information system (GIS) has recently
attracted the attention of different engineering fields. The

TasLE 10: Classification of the extent of seismic susceptibility of the
wastewater system.

Color Susceptibility level VI index
Green Low 0<VI<5
Orange Medium 5<VI<12
Red High VI>12

ability to interpret and analyse data in such systems and
software enables us to review multiple parameters and
factors affecting different analyses and achieve reliable re-
sults. Research has proved the applicability of GIS to analyse
data and extract results in the field of water and wastewater
engineering. In the current research, the most well-known
software package appertain to geographical information,
ArcGIS Desktop 10.1, has been used to analyse data. For the
purpose of analysis, first, software’s default data and geo-
graphical tiers, called GIS READY, were prepared. The
process was comprised of improving designing mistakes and
then doing a georeferencing operation.

Since most of data were in the form of paper maps, they
were first scanned and then by taking the scale of data into
account, data were turned into a numerical one. Finally, with
regard to available data as well as type of analysis, all data
were changed into a roster model based on their effective
parameters (Figure 17).
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FIGURE 20: The map of Borujen wastewater system (diameter of
pipes).

4.1. Statistical Population. Gorgan, a city in Golestan, Iran,
was selected in the current case study research. It has been
the first city in the province equipped with the wastewater
system. As the city experiences dozens of small earthquakes
every day, it is worth studying susceptibility of the waste-
water system to earthquake. The wastewater system is
124 meters in length (Figure 18).

Shock and Vibration
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FIGURE 21: The PGA10 map and Borujen’s wastewater system.

First, maps developed in AutoCAD software pertinent to
the Gorgan wastewater system were collected in order to
assess the extent of damage to the system due to earthquakes.
Next, maps were turned into GIS data. Both 2 and 10 percent
danger analysis maps were adjusted to aerial photos, and
then corrected ones were entered into GIS software to
measure the seismic susceptibility ratio under maximum
land movement.

4.2. Sampling Method and Sample Size. In the current re-
search, two types of data, including maps of seismic analysis
and wastewater pipelines’ code were used. The former in-
cludes curves aligned with velocity of potential approaches
of the vertical element which are pertinent to a return period
of 75 years for 2% PGA and a return period of 475 years for
10% PGA for an estimated 50 year service life.

4.3. The Map of Selected Wastewater System. The Gorgan
water and wastewater organization has provided the re-
searcher with given maps as well as a file containing pipe-
lines” codes (Figures 19 and 20). Then, the file entered into
the GIS software and improved.

4.4. Data Analysis. Research variables include characteris-
tics of pipes as well as velocity of the earthquake which have
been drawn by adjusting rough maps of earthquake velocity
and the city’s wastewater system (Figures 21 and 22).

5. Results and Discussion

Raw data were put into GIS software as input, and two
output data were obtained. Figures 23 and 24 illustrate the
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FIGURE 22: The PGA2 map and wastewater system.

Number of repair10

D 0.867840466-3.7318188
[ 3.73181886-6.59579725
6.595797252-9.4597756
[ 9.459775645-12.323754
B 12.32375405-15.187732
. 15.18773244-18.051710
Il 18.05171083-20.915689
Il 20.91568922-23.779667
B 23.77966762-26.643646

FiGure 23: The total number of Hazus SR2 damage under
PGA10%.

Number of repair2
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[ 494
688
1,080
= 1,714
3,028
= 3,107
= 3,363
B 3,443
BEE 3,718
BE 5,316
| 7,709
Em 11,684
B 13,469
Bl 14,669
Il 15,752
Il 16,365
TN . 17,644

FIGURE 24: The total number of Hazus SR2 damage under PGA2%.

extent of damage to pipes using Hazus based on two dif-
ferent earthquake velocities, namely, PGA 2% and PGA 10%.

Figures 25 and 26 give information about the extent of
damage under two different earthquakes according to the VI
method.

11

F1GURE 25: The total number of damage under PGA2% according
to the VI method.

F1GURE 26: The total number of damage under PGA10% according
to the VI method.

6. Conclusion

Comparing HAUS and VI methods suggests that the former
gives more accurate and detailed data, so it enables au-
thorities to make better decisions for boosting and planning
structures and finding their susceptible points. Moreover, as
the method helps to find out the extent of damage structures
would suffer after occurrence of an earthquake, recon-
struction process would be done quickly and precisely.

Considering the point that the region has always been
earthquake-prone, reviewing data obtained from maps show
a high level of damage. Maps are indicating the first pre-
diction of the current research, that is to say, susceptibility of
the wastewater system to occurrence of any earthquake, so it
focuses on the necessity for replacing existent pipelines with
more resistant ones.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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The 2016 Meinong Earthquake hit southern Taiwan and many shallow foundation structures were damaged due to soil liquefaction.
In response, the government initiated an investigation project to construct liquefaction potential maps for metropolitans in Taiwan.
These maps were used for the preliminary safety assessment of infrastructures or buildings. However, the constructed liquefaction
potential map used the pseudo-probabilistic approach, which has inconsistent return period. To solve the inconsistency, the
probabilistic liquefaction hazard analysis (PLHA) was introduced. However, due to its complicated calculation procedure, PLHA is
not easy and convenient for engineers to use without a specialized program, such as in Taiwan. Therefore, PLHA is not a popular
liquefaction evaluation procedure in practice. This study presents a simple PLHA program, HAZ45PL Module, customized for
Taiwan. Sites in Tainan City and Yuanlin City are evaluated using the HAZ45PL Module to obtain the hazard curve and to construct
the liquefaction probability map. The liquefaction probability map provides probabilities of different liquefaction potential levels for

engineers or owners to assess the performance of an infrastructure or to design a mitigation plan.

1. Introduction

The 2016 Meinong Earthquake (M,, = 6.5) struck south Taiwan
on February 6, 2016. The strong ground motion caused huge
loss of lives (117 people dead and 504 people injured) [1]. Many
shallow foundation structure in Tainan area were damaged due
to soil liquefaction which thus gained considerable public
attention. In response, the government initiated a project to
evaluate and construct the liquefaction potential map for the
urban areas of Taiwan. This map was constructed based on the
liquefaction potential index (LPI) [2] which is calculated using
the factor of safety against liquefaction (FS;) determined from a
simplified liquefaction evaluation procedure. Engineers and
owners use the liquefaction potential map to perform a pre-
liminary safety evaluation on infrastructures or buildings and
to determine the need of a mitigation plan.

The procedures for the LPI calculation in Taiwan are (1)
select the design level (e.g., 475-year return period) peak

ground acceleration (PGA); (2) pair PGA with a single
earthquake magnitude (M) obtained from the deag-
gregation process of the probabilistic seismic hazard analysis
(PSHA) at the same return period; (3) decide a represen-
tative water table level; (4) calculate FS; using a simplified
liquefaction evaluation procedure with the selected PGA,
M.,,, and water table level; and (5) estimate LPI according to
the depth and FS;. The estimated LPI or other related
hazards are assumed to correspond to the same return
period of PGA. This approach is named the “pseudo-
probabilistic” approach [3-5].

In the pseudo-probabilistic approach, LPI at a site is
estimated from a selected pair of PGA and M,, , and M,, is
assumed to have the same return period with the selected
PGA. However, from the PSHA concept, a site could be
subjected to numerous pairs of PGA and M,,. Each pair has
its own rate of occurrence. Therefore, LPI estimated from the
pseudo-probabilistic approach and the selected PGA will not
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have a consistent return period as expected [2, 6-8]. As a
solution to this inconsistency issue, a probabilistic approach,
the performance-based earthquake engineering (PBEE) or
the probabilistic liquefaction hazard analysis (PLHA), was
introduced to incorporate the occurrence of the ground
motion (PGA and M, pairs) obtained from PSHA into the
calculation of LPI or other liquefaction hazards [9-11].

In PLHA, engineers no longer need to select one rep-
resentative pair of PGA and M, as analysis inputs. All
scenarios (PGA and M,, pairs) and their occurrence fre-
quencies are considered in PSHA by accounting for the
uncertainties of earthquake occurrence, ground-motion
attenuation, and site effects. The calculation of PSHA is
complicated, and thus PLHA is not easy and convenient for
engineers to use without a specialized program. Recently,
several simplified performance-based methods [8, 9, 12-14]
were established for engineers to perform PLHA in an
approximated way. Available seismic hazard curves and
deaggregation results provided by the United States Geo-
logical Survey (USGS) are used to obtain the occurrence
frequency of PGA and M,, pairs in these simplified methods.

In Taiwan, without tools for PLHA, the current lique-
faction analysis approach is still based on the pseudo-
probabilistic approach. In addition, the simplified perfor-
mance-based method mentioned above cannot be utilized
because the seismic hazard curve and the deaggregation
result are not yet available. This study presents a simple
PLHA program, HAZ45PL Module, customized for engi-
neers in Taiwan to obtain the LPI hazard curve. Moreover, a
new application of PLHA results, the probability of
exceedance map of LPI, is demonstrated. The probability
information can help engineers, owners, or government
agencies to carry out a performance assessment on infra-
structures or prioritize a mitigation plan. In addition, be-
cause of the importance of the water table level on LPI, the
HAZA45PL Module includes the uncertainty of the seasonal
water table level in the LPI calculation.

2. Methodology of HAZ45PL Module

The HAZ45PL Module consists of HAZ45PL and R language
code [15]. HAZ45PL is an executable file calculating LPI of
each soil layer based on a PGA and M, pair obtained from
earthquake scenarios in PSHA. HAZ45PL is modified from
HAZA45, an open source FORTRAN code developed by Dr.
Norm Abrahamson for PSHA [16]. The steps of HAZ45PL
Module to construct the LPI hazard curve are explained as
follows: (1) generate an earthquake scenario following pro-
cedures in HAZ45; (2) provide M,, and the occurrence fre-
quency of the earthquake scenario; (3) calculate PGA using
reasonable ground-motion prediction equations (GMPE) for
the earthquake scenario; (4) calculate FS;, of each soil layer
using PGA and M,, from Steps (2) and (3); (5) estimate LPI
according to FS; from Step (4); (6) export LPI and the oc-
currence frequency of each soil layer; (7) repeat Steps (1)-(6)
for earthquake scenarios from all seismic sources; (8) use R
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language code as a post-process platform to process LPI and
the occurrence frequency of the corresponding PGA and M,
pairs and generate the LPI hazard curve.

The input data files of the HAZ45PL Module include the
seismic source and the soil property data files. Input data of
seismic sources are obtained from Central Geological Survey
[17], Cheng et al. [18], and Cheng et al. [19]. In Taiwan,
seismogenic sources can be categorized as follows: (1)
shallow regional source, (2) deep regional source, (3) crustal
active fault source, (4) subduction interface source, and (5)
subduction intraslab source. Because the contribution of the
deep regional source is much less comparing to other seismic
sources [20], in order to shorten the analysis time, the deep
regional source is not included in the current HAZ45PL
Module. The needed input data of soil properties are unit
weight, SPT N, fines content, plastic index, and clay content.

GMPEs used in the current version of the HAZ45PL
Module are built in equations for regional, crustal, and
subduction seismic sources. Two crustal GMPEs, Linl1 [21]
and CY14 [22], are selected for regional and crustal sources.
Lin11 was built using a GMPE model for the tectonic setting
of Taiwan and the mostly used GMPE in Taiwan. Linll
includes the site response effect and the hanging wall and
footwall effect on GMPE. CY14 is a GMPE from NGA-
West2 selected for considering the ground-motion predic-
tion model uncertainty (epistemic uncertainty) in the
HAZ45PL Module. CY14 was built using a GMPE model for
the tectonic setting similar to Taiwan and also includes the
site condition effect and the hanging wall and footwall effect
on GMPE. LL08 [23] and BCHI16 [24] are two GMPEs
selected for subduction sources. LLO8 was built using data of
subduction earthquakes in Taiwan and is also the mostly
used GMPE in Taiwan. BCH16 is for worldwide subduction
earthquakes and selected for considering the ground-motion
prediction model uncertainty (epistemic uncertainty) in the
HAZA45PL Module. In the current version of HAZ45PL
Module, in order to simplify the analysis process, the var-
iation of GMPE on PGA is estimated using the three-point
approximation method [25].

Five frequently used simplified liquefaction evaluation
procedures for FS; calculation in Taiwan are included in the
HAZ45PL Module as follows: National Center for Earth-
quake Engineering Research (NCEER) procedure [26],
Hyperbolic Function (HBF) procedure [27], Japan Road
Association (JRA) procedure [28], Tokimatsu and Yoshimi
(T-Y) procedure [29], and Architecture Institute of Japan
(AIJ) procedure [30]. FSy estimated from the above pro-
cedures are used to obtain LPI following equations from
Iwasaki et al. [2]:

n
LPI =) F,x W, x H,, (1)

i=1

where i is the layer number (total number of soil layers is n),
F=1-FS, (F=0 for FS; 21), W;=10-0.5 Z is the
we1ght1ng factor for i™ layer and Z; is the depth (in meters) of
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ith layer, and H; is thickness (in meters) of ith layer. The
liquefaction potential is categorized in four levels: (1)
LPI=0, the liquefaction potential is very low; (2) 0 < LPI <5,
the liquefaction potential is low; (3) 5<LPI<15, the lig-
uefaction potential is high; and (4) 15 < LPI, the liquefaction
potential is very high. The uncertainty of the evaluation
procedure of FS; on LPI is considered via the logic tree
approach.

Apart from ground motion and soil properties, the
variation of water table level is another important factor
affecting the liquefaction potential. In the HAZ45PL
Module, the variation of the water table level is included via
the logic tree approach. The logic tree used in the HAZ45PL
Module is shown in Figure 1. Weights and variations of
GMPE are fixed while those of the water table level and the
liquefaction potential calculation procedure can be adjusted
by users.

3. Applications of HAZ45PL Module

Applications on a single location using PLHA results are
demonstrated in Tainan City, and applications of PLHA
results on liquefaction potential maps are demonstrated in
Changhua County.

3.1. Tainan City. First, the HAZ45PL Module is applied to
two sites (Annan and Xinshi Sites) in Tainan City, where a
detailed investigation with 18 boreholes was performed after
the 2016 Meinong Earthquake. In this study, six boreholes
(BH-A1 to BH-A3 of Annan Site and BH-S1 to BH-S3 of
Xinshi Site) are used for analyses. Figure 2 and Table 1 show
the site locations and their information, respectively. Soil
layers of Annan and Xinshi Sites are mostly Silty Sand (SM)
layers or Silt (ML) layers with few Clay (CL) layers, as shown
in Figure 3. Shallow SM or ML layers (<10 m) have relatively
low SPT N values (<10) and water table levels are high
(between 0.6 and 0.9m below the ground surface). These
make Annan and Xinshi Sites susceptible to liquefaction
during earthquakes. Detailed investigation information re-
fers to NCEER [31].

Hazard curves of LPI for boreholes in Annan and Xinshi
Sites are shown in Figure 4 and the 475-year return period
LPIs are listed in Table 2. Results of the pseudo-probabilistic
approach using PGA and M,, pairs in Table 1 are also
marked for comparisons. The water table used here is the
water table during the site investigation, as listed in Figure 3.
Effects of water table on LPI are discussed later. All listed
liquefaction potential calculation procedures in Figure 1 are
used and equal weights are assigned to each procedure in this
analysis for simplicity. LPI hazard curves at the same site
from different boreholes (BH-A1 to BH-A3 of Annan Site or
BH-S1 to BH-S3 Xinshi Site) show different levels of vari-
ations because of the spatial variation and randomness of

soil properties. Table 2 shows that LPIs at 475-year return
period (475yr RP) differ from those of the pseudo-proba-
bilistic approach with 475yr RP PGA. In addition, return
periods of LPIs of the pseudo-probabilistic approach are
quite different between boreholes. The inconsistencies of
LPIs and return periods are caused by the incapability of the
pseudo-probabilistic approach to include the occurrence
frequency of the PGA and M,, pairs. PGA and M,, pairs and
their rate contributions to PGA at 475yr RP at two sites are
deaggregated and shown in Figure 5. Clearly, each PGA and
M,, pair contributes differently to the total hazard and
cannot be represented by only one PGA and M, pair, such as
used in the pseudo-probabilistic approach. The only way to
obtain the correct LPI at 475yr RP is to include the oc-
currence frequency of all PGA and M,, pairs in the LPI
estimation.

Next, BH-S1 is used to demonstrate the effects of the
water table on LPI. As a continuous random variable, the
variation of the water table also can be approximated using
the three-point approximation method [25]. Weights are
assigned to different water table levels (shown in Figure 1) as
follows: (1) High Water Table: average water table (sets at the
ground surface) of the high water table period with a
weighting of 0.185. (2) Yearly Average: long term water table
(sets at the water table in Figure 3) with a weighting of 0.630.
(3) Low Water Table: average water table (sets at 2.0 m below
the ground surface) of the low water table period with a
weighting of 0.185. Figure 6 and Table 3 show LPI hazard
curves and the pseudo-probabilistic approach results of BH-
S1 at different water table levels. It is obvious that the water
table level has a significant impact on LPI and the return
period. In the current practice, LPI is estimated using the
pseudo-probabilistic approach with the high water table
because engineers presume that the LPI at this water table
level is relatively conservative. However, the conservative-
ness cannot be reasonably quantified using the pseudo-
probabilistic approach. In PLHA, the water table fluctuation
can be considered via a probabilistic approach and the LPI
hazard curve can reasonably reflect effects of the water table
fluctuation.

Other than the inconsistency in return period, another
disadvantage of the pseudo-probabilistic approach is the
provision of one LPI value (Tables 2 or 3) for engineers or
owners to evaluate the need and the priority of mitigation
schemes for infrastructures. For example, BH-S1 and BH-A1
have LPI=20.6 and 36.4 from the pseudo-probabilistic
approach. When LPI > 15, the liquefaction potential is very
high and the mitigation plan on soil liquefaction is needed
[2]. Therefore, the mitigation is necessary for infrastructures
in both sites. On the contrary, PLHA can provide not only
LPI but also the return period which can be converted to the
probability of exceedance for >LPI in certain exposure
period (e.g., lifetime of infrastructure) using the Poisson
process. Table 4 lists the probabilities of LPI> 15 for BH-S1
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Seismic source Variation of Liquefaction
inputs GMPE GMPE Water table level potential calculation
th , NCEER + P,
Cheng et al. (2007) Crustal source 95 SP ercentile . HBF + P
Cheng et al. (2007) Lin11 [0.5]* [0.185] High water table P
CGS (2012) CY14 [0.5] / Mean [0.63] / Yearly average / JRA + Py,
Subduction source \ 5 percentile \ Low water table \ T-Y + Py
*[Weights] LL08 [0.5] [0.185] \ AIJ + P,
BCH [0.5]
FIGURE 1: Logic tree used in the HAZ45PL module.
FIGURE 2: Location of Annan and Xinshi sites in Tainan city (from Google Earth).
TaBLE 1: Information of Annan and Xinshi sites in Tainan city.
Information Annan site Xinshi site
Location (latitude, longitude) (23.0253, 120.2074) (23.0810, 120.3025)
V 30 (m/s) ~200m/s ~200 m/s
. PGA=0.4 PGA=0.
PGA and M,, at 475-year return period from HAZ45PL Module ]C\;4W=2.2§g Cj;\/[w =06.550 g
BH-A1 BH-A2 BH-A3 BH-S1 BH-S2 BH-S3
WTD! = 0.94m WTD! = 0.80m WTD! = 0.84m WTD! = 0.70m WTD! = 0.60m WTD! = 0.86m
Depth . FC | Depth . FC [Depth . FC |Depth| . . FC |Depth . FC | Depth . FC
(m) Soil [ N @) | (m) Soil | N @) | (m) Soil [ N @) | (m) Soil [ N @) | (m) Soil | N ©)| (m) Soil [ N (%)
1.50 1175 | 1.50 0.66 | 26 | 1.50 22125 | 1.50 11|22 | 1.50 22.0 | 93 ] 1.50 5.0 | 97
3.25 25|56 | 3.25 133 |79 | 3.25 15|24 | 3.25 1|94 | 325 100 [ 36 [ 325 [ 20 |52
5.00 8 197 | 5.00 6 78 | 5.00 25194 | 5.00 -I 7 | 88 | 5.00 4.5 |90 | 5.00 6.0 | 90
6.75 15133 | 6.75 3 65 | 6.75 - 10 [ 63 | 6.75 6|96 | 6.75 50 |92 ] 6.75 8.0 | 95
8.50 25197 | 850 4.5 | 86 | 8.50 2 191 850 4 |97 | 8.50 4.0 | 84 | 8.50 3.0 |97
10.25 - 11 | 51 |10.25 3.5 198 |10.25 47 110.25 10 | 67 |10.25 11.0 | 75 | 10.25 7.0 | 52
12.00 10 | 20 | 12.00 18 |20 |12.00 19129 | 11.90 9183 |12.00 9.0 | 79 | 12.00 8.0 | 88
13.75 28 | 27 | 13.55 19 |48 |13.75 12 1 32 | 13.75 10| 98 |13.75 14.0 | 96 | 13.75 12.0 | 94
15.50 15| 25 | 15.30 18 | 44 | 15.50 - 3 | 57 ] 15.50 8 | 84 |15.50 6.0 | 89 |15.50 10.0 | 94
16.45 24 | 36 |17.05 17 | 38 | 18.00 37116 | 17.25 7 | 86 |17.25 13.0 | 82 | 17.25 15.0 | 85
18.00 31 | 28 |18.80 42 | 16 |20.00 251 26 | 19.00 13199 |19.00 15.0 | 97 | 19.00 13.0 | 79
19.50 28 | 17 20.00 11100 |20.00 12.0 | 97 |20.00 19.0 | 70
'WTD = water table depth Soil type legend : SM CL = ML

FIGURE 3: Investigation results of boreholes.
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FiGure 4: Hazard curves of LPI from the HAZ45PL Module. (a) Annan site and (b) Xinshi site.
TaBLE 2: LPI results of Annan and Xinshi sites in Tainan city.
. . . Annan site Xinshi site
Liquefaction analysis approach
BH-A1 BH-A2 BH-A3 BH-S1 BH-S2 BH-S3
e . LPI 36.4 36.6 38.3 20.6 31.8 27.9
Pseudo-probabilistic approach with PGA at 475-year RP1 RP year 45 28 33 29 333 238
PLHA at 475-year RP LPI 46.5 54.5 52.5 24.0 33.5 30.5

RP =return period.

Contribution (%)
Contribution (%)

(a) (b)

FI1GURE 5: Deaggregation results of PGA at 475-year return period. (a) Annan site and (b) Xinshi site.
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TaBLE 3: Results of BH-S1 at different water table levels.

High water level Average water level Low water level

e . LPI 26.4 20.7 17.7
Pseudo-probabilistic approach with PGA at 475-year RP RP 630 170 90
PLHA at 475-yr RP LPI 25.5

TABLE 4: Probability of LPI> 15 during different exposure time periods.

Return period at LPI> 15

Exposure time 100 years (%)

Exposure time 50 years (%)

BH-A1
BH-S1

5-year
52-year

99.9 99.9
85.6 62.1

and BH-A1 during different exposure periods as a reference.
Engineers or owners can easily and rationally make the final
design decision according to the probability information.

3.2. Changhua County. The HAZ45PL Module is applied
to Yuanlin City, Changhua County (Figure 7), to dem-
onstrate the construction of the liquefaction potential

contour maps (Figures 8 and 9) using the Kriging
method. In Figure 8, liquefaction potential levels follow
the guidelines in Iwasaki et al. [2]. Comparing
Figures 8(a) and 8(b), the pseudo-probabilistic approach
obviously underestimates the liquefaction potential. In
Figure 8(b), the east side of Yuanlin City is at a very high
liquefaction potential. For future infrastructure or mit-
igation projects in this area, engineers and owners must
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FIGURE 7: Location of Yuanlin City, Changhua County (from Google Earth).
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FiGure 8: Liquefaction potential level at 475-year return period. (a) Pseudo-probabilistic approach and (b) PLHA.

optimize the mitigation plan and prioritize the site. As
mentioned earlier, PLHA can provide the probability of
exceedance in different exposure periods. Figure 9 shows
probabilities of exceedance having LPI >5 (high lique-
faction potential) and LPI>15 (very high liquefaction
potential) in 50 years. Inside the very high liquefaction
potential level area (the east side of Yuanlin City),
probabilities in Figure 9(b) are divided into three groups

20%-40%, 40%-60%, and 60%-80%. Comparing to use
only Figure 8(b) as a reference, engineers or owners can
make reasonable choices on the construction site or the
mitigation plan for infrastructures or other buildings
based on the probability information shown in
Figure 9(b). The probability information also provides a
valuable reference for the government to make an ap-
propriate emergency response and evacuation plan.
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FIGURE 9: Liquefaction probability map. (a) Prob. of exceedance having LPI > 5 in 50 years and (b) prob. of exceedance having LPI> 15 in 50

years.

4. Conclusions

After the 2016 Meinong Earthquake, in response of the
public concern on the soil liquefaction hazard, the central
government initiated a project to evaluate and construct the
liquefaction potential map. The common procedure used for
constructing these maps is called the pseudo-probabilistic
approach, which uses a pair of PGA and M,, at the selected
return period with a “representative” water table level to
estimate LPI for the map. The use of the pseudo-probabilistic
approach has two weakness points: (1) the inconsistent
return period of the estimated LPI and (2) the difficulty to
select a representative water table level. PLHA was intro-
duced to incorporate the occurrence of the ground motion
(PGA and M,, pairs) into LPI calculation to solve the in-
consistency issue. In addition, the difficulty of water table
level selection can also be solved in PLHA via the logic tree
or the probability density function. However, given the lack
of an appropriate tool, PLHA is not popular in Taiwan. In
this study, a simple PLHA program, HAZ45PL Module, is
developed for engineers in Taiwan to obtain the LPI in a
probabilistic way.

The HAZ45PL Module is applied to two selected sites to
demonstrate the use of PLHA results, the hazard curve of
LPI and the liquefaction probability map. With the LPI
hazard curve and the Poisson process, PLHA can provide the
probability of exceedance information to construct lique-
faction probability maps, which enable engineers or owners
to easily assess the performance of an infrastructure or to
design a mitigation plan. The government can make an
emergency response and evacuation plan according to the
liquefaction probability map too. The liquefaction proba-
bility map was not introduced or used in previous PLHA
studies.

In the current HAZ45PL Module, to keep the calculation
simple and easy, the variability of the liquefaction resistance
of soil is not included and the variations of PGA from GMPE
are estimated using the three-point approximation. The
ongoing modification of the HAZ45PL Module addresses
these issues. Moreover, using the liquefaction potential only
can indirectly assess the infrastructure or facility safety. In
the next version of the HAZ45PL Module, the probability of
liquefaction-related hazards (e.g., settlement of structure
and uplift of underground structure) can be incorporated to
provide a direct assessment.
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Given to the importance of the tanks and their various applications in different industries, studying the seismic behaviour of these
facilities is essential. In such structures, obtaining exact theoretical solution for the seismic behaviour of the tanks is very difficult
due to the existence of the soil-structure interaction. In this study, seismic behaviour studying has been taken into account and in
addition to considering three-dimensional model of finite element model of a surface rectangular tank and its beneath soil given to
SSI and FSI effect, we have done required analysis and Drucker—Prager nonlinear model has been used to investigating more
exactly to describe soil behaviour. Euler-Lagrange view with optional mesh displacement has been used for modelling tank-water
interaction. According to the obtained results from this modelling, soil beneath the tank and soil-structure interaction affect
highly on seismic behaviour of the surface tanks. Meanwhile, the response of the structure to the density changes and soil modulus
of elasticity is more sensitive and changes in the coefficient of friction coefficient between the foundation surface and the soil and
the internal friction angle do not have tangible effect on the response. The results reveal that the liquid containers response is more
sensitive to the changes of the density and the soil modulus of elasticity more than friction coefficient between the surfaces and
foundation and internal angle friction.

1. Introduction

Due to the expansion of cities and the development of in-
dustries, the need for storage tanks for fluids such as water,
oil, chemicals, and fuel has increased. One of the main
pressures on this kind of structures is the pressure of the
earthquake and considering that the country is very seismic
then maintenance and continuous exploitation of such fa-
cilities when earthquake is occurred and after that is es-
sential. For example, water tanks hitting due to earthquake
will lead to significant problems such as inability to extin-
guish fire results from earthquake and lack of access to
potable water. Selected model, concrete surface tank to
supply potable water, is obtained according to the actual
tank which was established in 1395 in Kermanshah
(Figure 1).

Given to the importance of the tanks and their various
applications in different industries studying the seismic
behaviour of these facilities is essential. In such structures,
obtaining exact theoretical solution for the seismic behav-
iour of the tanks is very difficult due to the existence of the
soil-structure interaction. In this study, seismic behaviour
studying has been taken into account and in addition to
considering three-dimensional model of the finite element
model of a surface rectangular tank and its beneath soil given
to SSI and FSI effect, we have done required analysis and
Drucker-Prager nonlinear model has been used to inves-
tigating more exactly to describe soil behaviour.
Euler-Lagrange view with optional mesh displacement has
been used for modelling tank-water interaction.

Up to date, various studies have been conducted re-
garding seismic behaviour of the tanks. Jacobseny was
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Figure 1: Concrete surface tank with 5000 m® volume in Kermanshah.

among the first researchers who had done many studies on
dynamic behaviour of the water tanks. He In 1954, modeled
a cubic and cylindrical fluid storage tank [1]. He also cal-
culated the hydrodynamic pressure distributed by the fluid
and the height of the surface waves caused by the horizontal
vibrations using a mass-spring dynamic system [2]. Haron
and Housner developed a single ring model using finite
element model and integral boarder assumption for the fluid
model and the crust around it as a reliable method for
dynamic analysis of the flexible tanks [3]. Haron (1992)
further studied an experimental model for the tanks
established on the soil given to the soil-tank interaction
effect. Then, numerical methods, especially finite element
was used broadly to model carefully fluid behaviour in
addition to the tank behaviour. Bernal [4] studied seismic
response of the cylindrical tanks on the earth under the
earthquake record using three-dimensional finite element
models [5].

Heavy damages have been reported due to the frequent
and strong earthquakes such as Niigata (1934), Alaska
(1964), Parkfield (1966), Imperial City (1979), Coalinga
(1983), Northridge (1994), Cocalo (1999), and Beijing (2001)
that some of them have been reported by Adlparvar et al. [6],
Mohammadi et al. [7], and Ibarra and Krawinkler [8].
Concrete tanks are damaging greatly too. For instance, so
many concrete tanks are broken when they are rising in
height or are damaged strongly in Chili earthquake in 1960
and Beijing earthquake in 2001. In addition, big and intense
damages were imposed to rectangular tanks under the earth
which has been reported by Kim and Kim [9] in Kobe
earthquake.

After that, Husner has formulated ideas in 1957 [10] and
1963 [11] which are usually used in the civil engineering
course to meet seismic response of the liquid in rigid and
flexible rectangular and cylindrical tanks. This liquid is
considered as incompressible and inviscid. In this method,
hydrodynamic pressure resulted from seismic excitation has
been divided to the thermal and impact components using
approximate value for lump mass. Impact pressure is gen-
erated by a part of the liquid or tank acceleration while
thermal pressure is generated by a part of the liquid

oscillation in the tank. Accordingly, Husner has decreased
these pressures by expanding simplified statements or lump
mass model. Lump mass from impact pressure point of view
is connected intensively to the tank’s wall but lump mass
from thermal pressure point of view is connected to the
wall’s tank using the sources. This model with some changes
is approved in many current codes and standards [12].

2. Methods and Materials

2.1. Fluid-Structure Interaction (FSI). Fluid-structure in-
teraction (FSI) is the interaction of some movable or de-
formable structures with an internal or surrounding fluid
flow. In this article, contact element is used to introduce
interaction. In this element, all forces are transferred in two
tangential and vertical directions from a surface to another
one. Tangential behaviour (tangential components) includes
relative motion (slide) of the surfaces and if shear stresses are
existed as the effect of the friction. To determine whether
transferable shear forces between the surfaces are in contact
with each other, analysis needs calculation of the friction
forces which is resisted against relative slide between the
surfaces. One of the common models in defining tangential
components of the interaction between the contact surfaces
is Coulomb friction model. It determines the friction be-
haviour between the contact surfaces using a friction co-
efficient y. Default friction coefficient is zero. Tangential
displacement will be zero to the extent which surface tension
does not exceed a critical value for shear stress. Shear stress is
determined as the following equation [13]:

Terit = UP> ( 1)

in which y is the friction coeflicient and p is the contact
pressure between two surfaces. This equitation gained limit
value for shear stress for the participated surfaces in the
contact. Contact surfaces will not have any slide on each
other up to the time when shear stress between them be-
comes equal to the limited friction shear stress; for the most
surfaces, p is usually less than 1. To define water-structure
interaction from Euler-Lagrange view with optional mesh
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displacement has been used in which intense transforma-
tions of the mesh are limited and generation of the new
meshes is allowed at every moment in the transformed
points. Indeed in this approach, it is assumed that the
displacement of the mesh nodes is independent of the
modelled materials and indeed can flux inside the mesh. One
of the main advantages of this method is that it provides the
possibility of local amendment of the mesh without
changing the whole mesh. On the other hand, it can be said
that investigated materials are fixed but its mesh is changing
every moment and the solution is transferred from the first
to the second unit. Euler relation (relation (2)) is written as
below just by taking hydrodynamic pressure into account
from the following equation [14]:
DV
__v 2
Ppr = VP @

Therefore, prominent assumptions on Euler equation (in
the third type interaction) are small displacements, non-
rotating motion, and ignoring viscosity (adhesion effect).
Given to the abovementioned three assumptions, prominent
equation on the tank’s water is the same as Euler equation.
By taking into account the hydrodynamic pressure, equation
(3) can be extracted [15]:

— —
DV - ov - = — _— 3)
thZ—VP —>p§+p(VV)V = —Vp

Given that displacement range and speed in the third
type interaction is very limited, then the second statement in
the left hand of the equation can be ignored. Therefore, the
final form of the prominent Euler’s equation of motion is
obtained as the following equation [16]:

v _ o (4)

2.2. Soil-Structure Interaction (SSI). The concept of struc-
ture-soil-structure dynamic interaction was introduced, and
the research methods were discussed [17]. Based on several
documents, a systematic summary of the history and status
of the structure-soil-structure dynamic interaction research
that considers adjacent structures was proposed as a ref-
erence for researchers [18]. The most common way to solve
soil-structure interaction problem is analysis according to
substructure method. In this approach, linear problem of
soil-structure interaction is divided into a series of sub-
problems and then the results are combined using super-
position principle. In the approach of the separation and
dividing of the substructures [19], the whole system of soil-
structure is represented in Figure 1 which is divided into
three substructures. I substructure includes the free field of
the site, II substructure includes excavated soil volume, and
III substructure includes surface structure and its founda-
tion. In the method of separation of the substructures, it is
assumed that the soil-structure interaction is occurred only
in the common boarders of the substructures, contact
surface, or soil. Substructures’ equation of motion

represented in Figure 1 can be written in a matrix form of the
following equation [20]:

iifa} + xfa} = {Q). (5)

For imposed harmonic excitation, with w frequency,
load vector and displacement can be written as the following
equations [21]:

Q) ~t@exp ian), (6)

{u} = {utexp (iwt). (7)

When {Q} and {u} are integrated force vector and dis-
placement in w frequency. Therefore, for each frequency, the
equation of motion will be as the following equations [22]:

[Cl{Q} ={Q}, (8)
{a} = {u}exp (iwt). (9)

The equation of motion for the soil-structure interaction
system is separated as the following equation [23]:

11 Il 11 I
Ci —Ci + X -Gy Cig U; Xiu
11 11 _
_Cwi _wa 0 Uy = 0 >
111 11
_ u 0
C 0 C,, s

(10)

where indices I, II, and III are related to three substructures
and i, w, and s indices are related to degrees of freedom
corresponding to the available nodes in the border between
the soil and structure, excavated soil volume, and surface
structure, respectively (Figure 2) [25].

At the left hand side of the equation, the combined
dynamic stiffness matrix related to the frequency indicated
simply that according to the above category, the stiffness
matrix of the excavated soil is subtracted from the dynamic
stiffness of the structure and the free field. Matrix related to
frequency I_X f fJ is called impedance matrix which is ob-
tained from I substructure transformer. {u;} or {u '} vector is
obtained from motion of the site’s free field at the interaction
points indicated in I substructure. The DOF interactions is
considered between the site model and the horizontal layers
during the impedance and external load vector calculations
[4]. Also, the assumption of the linear transformation
changes inside the layer can be divided into the Rayleigh and
love wave as the algebraic eigenvalue. Using the separated
soil model, eigenvalue equation for the motion of the
Rayleigh wave can be written as the following equation [26]:

([A]K2 +i[B]K +[G] - &* [M]){V} =0. (11)

In this model at each border between two layers, two
degrees of freedom are existed then every n layer system will
have 2n degree of freedom. At the previous equation, w and k
are angular frequency of the mode vibration and eigenvalue,
respectively, and {V} is the component-wise 2n eigenvector.
Dimensions of the [A], [B], [G], and [M] matrices are
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FIGURE 2: Separation of the substructures to simplify calculations [24]. (a) Total system. (b) Substructure 1: free field. (c) Substructure 2:

excavated soil. (d) Substructure 3: build structure.

2nx2n and these matrices are gained by summing related
matrices of the sublayers. Considering the h; as the depth, Ro;
as the density, G; as the shear modulus and land g; as the
constant of the j layer, then the matrix can be expressed as
follows [27]:

'Z(Aj+2G]-) 0 (Aj+2Gj) 0
0 2G; 0 G
[4/] =% J L)
(/\j+2Gj) 0 2(Aj+2G].) 0
i 0 G 0 2G; |
0 ~(4-65) 0 (1, +G))
[B.]:l (4 -6)) 0 (A+G;) o ’
e 0 -(A,+G;) 0 (A;-G))
~(2;+G)) 0 -(4-6G;) 0
(13)
G, 0 G, 0
1| 0 (4+26;) 0 ~(4;-2G))
[Gj]—;j -G, 0 G, 0 , (14)
0 —(Aj—ZGj) 0 (Aj+2Gj)
0000 2010
[l]_pjhj 0100 [c]_% 0201
(7] _?0010[Mf]_6 1020/(
0001 0102
(15)

where [Mj][‘] and [M]-][l] are the continuous mass and
lumped mass matrices. Using numerical techniques
proposed by Vas, eigenvalue equation of equation (14) can
be solved. At the separation of the substructure method,
SSI system motion equations, including [X ;] impedance
matrix, are the same as shown in equation (15). In this
method, impedance matrix is calculated just for border
nodes (i nodes in Figure 2). In each frequency, the

impedance matrix analysis is calculated by dynamic
softness matrix. In the three-dimensional problems, the
problem of estimating dynamic softness matrix is de-
creased to the problem of finding the response of hori-
zontal layer system to the loading at the border of the
layers. After the calculation of the elements of the mass
and stiffness matrices, the motion equation will be as the

following equation [28]:

in which C is the dynamic stiffness matrix (C = K — w*M)
and R is the impedance matrix of the energy absorbing
borders. p and c indices are related to the degrees of freedom
on the border line and circumference of the modulus u, and
u, is the amount of the correspondent displacements.
Displacement of the external nodes of the model (r>r) is
obtained by the following equation [29]:

{u()}, = [w(r)],,{A},,.

The m index is related to the Fourier harmonic degree
and the vector below modal participation coeflicient,
related to 3n, is the transformational mode of the » layer
soil system:

Ccc Cep
Cpc Cpp+R

u

Q
0

c

(16)
Up

(17)

(A} =ay, sy ), (18)
and [W (r)],, matrix is a 3n x 3n matrix which is a function
of radial distance from the model axis, eigenvalue, eigen-
vector, and Hankel function of the second kind of the m™
degree [30]. Having modular participation vector, equation
(11) is applied to calculate displacement, at each point with
radial distance r from the axis of the model. Dynamic
softness matrix at each analysis frequency is a 3i x 3i matrix

for a system with i interactional node at the environment of
the soil-free field.

3. Numerical Modelling

In this study, using limited components software, a
conducted tank in reality is studied dynamically and
three-dimensional. Then, one of the surface tanks of the
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Kermanshah is selected and the solid element is used for
modelling [31].

3.1. Mechanical Characteristics of the Material. To state the
behaviour of the steel, nonlinear behaviour with kinematic
hardening is used. Plastic behaviour of the model is based on
von Mises yield criterion and is selected based on stress-
strain graph ST37. Given to Figure 3, Young’s modulus and
Poisson’s ratio are considered as 2 x 10%kg/cm? and 0.3,
respectively [32].

Behaviour al model which has been taken into account
for soil in this article is the Drucker-Prager model in which
identical theory of elasticity is used for the elastic behaviour
and hardening Drucker-Prager plasticity model is used for
plasticity behaviour. This model is known as the nonlinear
model of the soil behaviour using modified Drucker-Prager
plasticity model (cap) in which yield surface, flow rule, and
hardening rule should be taken into account too [33].
Drucker-Prager surface of rapture is obtained from the
below relation [34]:

F,=t-ptanf-d=0, (19)

F,=t-ptanf—-d=0, (20)

in which 3(0, f;) and d (0, f;) represented friction angle of
the material and its adhesion, respectively, and can be af-
fected by temperature, 6, and other defined factors. t and P
are the amount of deviator stress and equivalent compressive
stress, respectively [33].

To study the effect of the soil type in soil-structure in-
teraction, three kinds of soil, soft, moderate, and hard, are
used and obtained results are compared with each other.
Characteristics of the soil used in the models are indicated in
Table 1 [35].

In Table 1, ¢C and y are soil’s internal friction angle,
adhesion, and soil dilation angle, respectively. This model
is stated using nonlinear behaviour in the compressive
area and linear behaviour in the tensile area [33].
Meanwhile, Table 2 is used to introduce concrete through
linear behaviour and Figure 4 through nonlinear behav-
iour [36].

To introduce the fluid inside the tank water with density
1000 kg/m?®, dynamic viscosity 0.0013 N-sec/m> and shear
wave velocity in water 1400 m/s have been taken into ac-
count. The selected tank is located in Jungle Street in
Kermanshah. Total dimensions of this tank are 50 * 40 with
nearly 4m height. The twin tank is established to supply
potable water of Kermanshah in 1395.

3.2. Geometrical Specifications of the Model. This tank in-
cludes 36 columns with 3m height and 40 *40cm di-
mensions and 60 *60cm crown. The tank includes
foundation, surrounding walls and middle wall, columns,
and ceiling (Figure 5).

To mesh the geometric model of the tank, its columns
and walls, hexagonal 8-node elements have been used; the
final model is shown in Figure 6.

3.3. Loading. For doing dynamic analysis, seismic excitation
is imposed through low borders as a time history of the
displacement on the model used. These excitations are
transient and in the direction of the X axis (Figure 7).
Meanwhile, since just the effect of the influential parameters
on the response of the structure has been investigated, then
seismic load is imposed only in the horizontal direction on
the soil mass [37].

4. Results Analysis

So many factors are affecting on seismic response of the
surface tanks including soil type, soil’s modulus of elasticity,
angle of friction between the structure (foundation) and soil,
height of the fluid inside the tank, and flexibility of the tank’s
wall. In this study, it is tried to study how the first few factors
are influential [38].

4.1. The Effect of the Soil Type. Time history of the horizontal
displacement in the direction of the load imposed above the
tank for different kinds of the soil is shown in Figures 8 and
9. Given to this diagram, it can be seen that the horizontal
displacement on the tank is more in the soft soil than
moderate and hard soils. Indeed, the lower the shear waves
velocity in the soil, the greater the effect of soil-structure
interaction on the analysis and the softer the structure and
the more displacement on the tank will occur. Increasing the
effect of the soil-structure interaction raises damping of the
structure, decreases input displacement, and decreases fre-
quency of the structure (increased period of the structure
and therefore its softening). The effect of the soil type in the
shear stress generated at the foot of the tank (at the con-
nection site of the tank with foundation) is represented in
Figures 8 and 9. As it can be seen, stress on the tank foot in
the soft soil is less than moderate and hard soil. As it is said
before, by reducing the shear wave velocity in the soil, the
effect of soil-structure interaction increases and, as a result,
the stress decreases (stress decreases as the effect of seismic
input decreased and damping increased).

4.2. The Effect of the Soil Density. With decreasing the soil
density, maximum displacement increases above the tank.
With decreasing density by 15%, the soil becomes softer and
the soil-structure interactional effect increases and therefore
the structure becomes softer and maximum displacement
increases by nearly 17%. Maximum shear stress at the foot
tank can be seen in Figures 10 and 11. By decreasing soil
density by 15%, soil becomes softer and interactional effect
and maximum tension decrease.

4.3. The Effect of the Soil Modulus of Elasticity. As it can be
seen in Figures 12 and 13 with 30% decrease in the soil
modulus of elasticity, maximum displacement increases 50%
above the tank. With decreasing modulus of elasticity by
30%, the soil becomes softer and soil-structure interactional
effect increases and therefore the structure becomes softer
and maximum displacement increases by 16%.
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Ficure 4: Compressive and tensile behaviour of the concrete [33].

4.4. The Effect of the Friction Coefficient between the Soil and
Foundation of the Tank. To study the interactional effect on
the seismic response of the surface tank, friction coeflicients
between the foundation and soil surfaces are considered as
0.1, 0.2, 0.4, and 0.7. It is seen that with increasing friction
coefficient between the soil and foundation surfaces, max-
imum displacement above the tank increases. Indeed, with
increasing the friction coefficient between the soil and
foundation surfaces, slip between the surfaces decreases and
input displacement to the tank increases and therefore
maximum displacement increases above the tank. On the

other hand, with increasing the soil stiffness by nearly 15%,
maximum amounts of the displacement decreases by 15%
too (Figure 14).

4.5. The Effect of the Soil’s Angle of the Internal Friction
Amount. With increasing internal angle friction of the soil,
maximum displacement decreases too. With the effect of the
internal angle of the friction of the soil by 6 times, in-
volvement between the soil granules increases and inter-
actional effect decreases and therefore maximum
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FIGURE 5: Geometrical scheme of the finite components model of the surface tank.
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FIGURE 6: Numerical meshing model.

displacement above the tank decreases intangibly less than
1% (Figure 15).

4.6. The Effect of the Fluid (Water) Height inside the Tank and
Turbulence. To study the effect of the height inside the tank
on its seismic response, the heights of the water inside the
tank are considered as 2, 5, and 7 and displacement above the
tank and stress at the foot of the tank have been calculated in
the moderate soil. Figure 16 indicated the time history of the
shear stress on the foot of the tank in three states of the water

height inside the tank and in moderate soil. With increasing
the water height inside the tank by 2m, hydrodynamic
pressure of the water imposed to the wall of the tank in-
creases and, on the other hand, led to increase in mass of the
tank and therefore greater seismic force is imposed to the
tank and then stress on the foot of the tank decreases by
nearly 20%.

To study turbulence effect, two samples in turbulence
and without turbulence states are modelling whose results
are compared in Figure 17. Shear stress at the foot of the tank
by taking turbulence of the water into account will be nearly
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FIGURE 8: Time history of the horizontal displacement above the tank.
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FIGURE 9: Time history of the shear stress in the connection site of the tank with foundation.

30% higher than base stress from the size point of view. The =~ percent of the responses to the changes of the given
response variation rates must be considered to estimate the ~ parameter).

parameters effects on reservoir tanks behavior. Then, a Figure 18 indicated that the structure response is more
parameter as A is defined which is obtained through the  sensitive to the changes of the density and soil’'s modulus of
following relation: A =absolute (quotient of the changes  elasticity and changes of the friction angle between the soil
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FIGUure 12: Maximum changes of the displacement above the tank in terms of the soil modulus of elasticity.
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FIGUure 13: Maximum changes of the stress on the foot of the tank in terms of the soil modulus of elasticity.
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and foundation surfaces and internal friction angle do not
have tangible effect on response.

5. Conclusion

By decreasing soil density, maximum displacement increases
above the tank. With 15% decrease in density, the soil be-
comes softer and soil-structure interactional effect increases
and therefore the structure becomes softer and maximum
displacement increases by nearly 17%. With 30% decrease in
the soil modulus of elasticity, maximum displacement above
the tank increases nearly 50%. With decreasing modulus of
elasticity to 30%, the soil becomes softer and soil-structure
interaction increases and therefore the structure becomes
softer and maximum displacement increases by 16%. To
study the interactional effect on the seismic response of the
surface tank, friction coefficients between the foundation
and soil surfaces are considered as 0.1, 0.2, 0.4, and 0.7, and
shear stress at the foot of the tank by taking turbulence of the
water into account will be nearly 30% higher than base stress.
With increasing friction coefficient between the soil and
foundation surfaces by 15%, maximum displacement above
the tank increases 15% too. With increasing internal angle
friction of the soil, maximum displacement above the tank
decreases. The obtained results shows that the internal
friction angle has negligible effect on the tank displacement
because its 6 time increase caused only 1% increase in the
maximum displacement of it. The most important results
obtained from this study are the amount of sensitivity of the
effective parameters on the response of the tank in such a
way that response of the structure is more sensitive to the
changes of the density and the soil modulus of elasticity and
changes of the friction coeflicient between the surfaces and
foundation and internal angle friction do not have tangible
effect on the response.
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This study aimed to examine the effect of rigid and flexible foundations on the response by a semiburied water storage reservoir. In
this study, the reservoir support conditions of both flexible and inflexible states were studied. The seismic behaviour of reinforced
and prestressed concrete reservoirs was compared based on their support conditions. The powerful numerical method FEM was
used to study about the nonlinear behaviour of cylindrical reservoirs using static and dynamic nonlinear analysis. The values of the
results correcting factor in the design codes and standards were evaluated. Moreover, the response correcting behaviour (R) was
evaluated based on the findings from a push-over and nonlinear dynamic analysis. This research finding indicated that the
reservoir shapes and support types affect the deformability of the reservoirs. Reservoirs with prestressed concrete show less
flexibility compared to reinforced concrete reservoir. Finally, it is resulted that displacement, base shear, and wave height obtained
from time history analysis are more than those of response spectrum analysis, indicating insufficiency of response

spectrum analysis.

1. Introduction

Fluid and gas storage tanks are very important. Today, the
efficiency of such structures in many industries is undeni-
able. The main application of these tanks is in industry and
for purposes such as water storage and storage. They are
usually made of steel or reinforced concrete, and in terms of
shape, they are usually made of cubes or cylinders. Con-
ventional reinforced concrete reservoirs have been widely
used for urban and industrial equipment for decades [1].
Different configuration of storage reservoirs is going to be
built based on the structure shape, building materials,
support conditions, and so on. Buried reservoirs are cate-
gorized based on the reservoir shapes, the boundary con-
dition, the support types, and the construction material.
Many reservoirs, especially cylindrical ones, are made of
steel because of their chemical resistance and mechanical
strength. The concrete reservoir may envisage a radical

transformation of the conception of technology in the
context of the worldwide request of shaping the fourth
industrial revolution [2]. This is because of the improved
durability compared with the numerous failures observed in
steel reservoirs during the past earthquakes.

The number of water storage tanks and its importance is
increasing over time. Therefore, it is necessary to carefully
study the behavior of this type of structure. In this regard,
phenomena such as earthquakes and explosions should also
be applied to these structures [3]. The next important goal of
such studies, after a proper understanding of the behaviour
of these structures, is to identify optimal methods to increase
their resistance to these phenomena to reduce damage [4].
Although some studies have been performed on the non-
linear response of reservoirs underground tremors, still the
need to study the nonlinear response and the degree of
deformability of semiburied cylindrical concrete reservoir
are strongly felt. The response factor is a term usually used in
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chromatography and spectroscopy useful for the calculation
of quantitative responses in detectors that correlate to
amounts of investigated analyses [5]. Also, Adom-Asamoah
evaluates the structural characteristics of deep beams made
from reinforced palm kernel shell concrete (PKSC) and
normal weight concrete (NWC) [6].

2. Materials and Methods

2.1. Existing Regulations and Standards for Liquid Reservoirs.
In this section, a brief overview of existing regulations and
documents for earthquake-resistant guideline of liquid
containers is provided. In the Eulerian and Lagrangian
methods, the governing fluid structure system equation is
calculated using wave propagation through the fluid by
assuming linear compressibility and in-viscousity [5]. This
review focuses on regulations and standards recently used
worldwide. The International Building Code (IBC 2011) is
one of the widely used regulations which provides a diverse
and detailed technique for calculating dynamic forces on
liquid reservoirs but it is more commonly used in the United
States. ASCE Standard 7-10 2010 is used for seismic design of
conventional liquid storage reservoirs. In this standard,
ground motion is defined as the maximum earthquake re-
sponse spectrum (MCE), with a 2% probability that a more
severe earthquake may occur over each half-century period
[7].

There are currently no direct guidelines for the design of
environmental structures in Canadian design regulations
and standards. The ACI 350.3-06 Standard can be consid-
ered as the most referential document in this field. The ACI
350 based on the ultimate strength design method, which is
based on the Hassner (1963) technique, is considered, and
the resulting seismic forces are calculated. The continuity
condition of contained fluid in this theory consisted of
boundary conditions of the contact interface between tank
body and fluid as well as fluid-free surface. The fluid is
assumed to be irrotational, incompressible, and inviscid and
also there is no mean flow of the fluid. Furthermore, the
linear theory of sloshing is utilized for the convective re-
sponse of the contained liquid in the tank. The velocity of
pressure wave is assumed to be infinite in the small volume
of containers.

2.2. Seismic Design of Concrete LCs. According to ACI 350.3
(2001 and 2006), all structural parts of liquid container body
must be designed to withstand the effects of horizontal and
vertical design acceleration in combination with the effects
of applied static loads to provide a set of thorough and
comprehensive procedures for the seismic analysis and
design of all types of liquid-containing environmental
concrete structures. Their committee’s decision was influ-
enced by the recognition that liquid-containing structures
are unique structures whose seismic design is not adequately
covered by the leading national codes and standards (ACI
350.3, 2006) [8].

When liquid containers are subjected to seismic loading
caused by earthquake, the reflection can be illustrated by two
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main vibration modes which vary based on phenomena such
as wall flexibility and rigidity at the base and level of fluc-
tuation. The first vibration mode is impulsive that is com-
bined with the lower portion of the liquid and can be
considered with added mass method and even more recent
technique. It should be noted that the second part is con-
vective and is related to the upper part of the fluid in the tank
[9].

3. Results and Discussion

3.1. Finite Element Method. In real conditions, the distri-
bution of seismic forces around a circular reservoir is in
accordance with Figure 1 and in the form of a cosine dis-
tribution. In this study, the use of axially symmetric elements
in finite element analysis of circular reservoirs is investi-
gated. Axial symmetry elements are much easier to use than
shell elements. The abovementioned evaluation is the most
direct method to study the sensitivity of geotechnical pa-
rameters, but it is only suitable to study the single-parameter
sensitivity problem. However, in applying these elements,
the cosine distribution for hydrodynamic forces cannot be
used, so the linear pressure distribution must be considered
in all around the circular-cross section of the tank. FEM for
the correct investigation of the application of the uniform
distribution of all-round pressure considering the maximum
pressure is shown in Figure 1 [10].

For this purpose, shell elements have been used to model
the fluid storage tank wall. This type of element has the
ability to model the desired pressure distribution, interac-
tion definition, and other numerical calculations. In order to
check the accuracy of the hypotheses made in this section,
modelling and numerical analysis are performed by all the
mentioned methods and finally the results are compared
with each other.

3.2. Numerical Simulations. In this software, a computer
model can be created using graphic and interactive tech-
niques. To simplify the problem, this paper only considers
one tank and its foundation. The LC is modelled using 3D
shell elements and axial symmetric boundary conditioning.
Since the properties of materials in this study are assumed to
be linear, after static analysis, it has been used to simulate the
behaviour of this structure [11].

In this study, three finite element models are used. Full
reservoir model (FT): in this case, the reservoir is completely
modelled using 1680 square elements of four nodes, with
dimensions of 0.9 by 0.9 meters; the name “full reservoir
(FT)” is chosen for Figure 2(a). Half reservoir model (1/2T):
in this case, half of the reservoir is modelled using 840 square
shell elements with a diameter of 0.9 by 0.9 meters and is
called the “1/2T” model (Figure 2(b)).

This model is used only for proper modelling research.
Axial symmetric model (AXI): in this case, the whole res-
ervoir is modelled using symmetric axial elements; it is called
the model with 3 layers along high.

Finite element analysis is performed using ABAQUS
software. Using the interaction and powerful simulation
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FIGURE 1: Actual and simplified hydrodynamic pressure distribution.
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FIGURE 2: Circular reservoir finite element model: (a) full reservoir and (b) added mass and sloshing modelling.

technique of this software, the numerical model of the
reservoir is designed. In this study, nonlinear dynamic
analysis of time history is used in which the nonlinearity of
building materials is considered [12, 13].

3.3. Problem Geometry. The reservoir is completely designed
using quadrilateral shell elements, according to Figure 3. The
wall thickness is much less than the height of the wall and the
diameter of the reservoir. Therefore, it is justified to consider
shell elements in reservoir modelling. The shell elements
used in this analysis have three degrees of freedom of
movement and rotational in each node. In terms of water
height, the reservoir wall is divided into equal elements of
one meter, and in this networking, the number of elements
along the wall to the water level for reservoir 1, 2, and 3 are
considered equal to 3, 6, and 9, respectively. The length of the

highest element for three reservoirs is equal to the free edge
of the reservoir, i.e., 0.25, 0.5, and 0.6 meters, respectively. In
order to maintain the proportion of the body in the unit
value, around each reservoir is divided into 128 equal ele-
ments in which the size of each element on the peripheral
circle of the reservoir is equal to 1 meter. As a result, the total
number of elements for the three reservoirs will be 512, 896,
and 1280, respectively.

3.4. Research on the Correctness of the Model. To investigate
the finite element model used in this study, finite element
analysis was done for all different models with rigid bases
using two finite element numerical programs SAP and
ABAQUS. To do this, three different finite element models
(out of six models) with fixed base conditions are
considered.
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F1GURE 3: Finite element model for fluid reservoir, ABAQUS/CAE.

TaBLE 1: Reactive force in the radial direction at the base of the reservoir under constant pressure.

Reactive force (kN/m) Reactive force (kN/m) Reactive force (kN/m)
SAP full model ABAQUS full model SAP half model ABAQUS half model SAP axisymmetric model ABAQUS axisymmetric model
11.3 11.2 11.3 11.2 114 11.3
8.00

6.00 |-

Height (M)
S
S

2.00
oo L&
-0.05 1.95 3.95 5.95 7.95 9.95 11.95
Radial deformation (CM)
~@- ABAQUS - symmetry © SAP - symmetry
~@- ABAQUS - half model =@ SAP - half model
®- ABAQUS - full model ~@- SAP - full model
FIGURE 4: Radial deformation under uniform pressure.
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Radial stress (MPA)
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@ ABAQUS - full model ~©- SAP - full model

FiGure 5: Environmental stress under uniform pressure.
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FIGURE 6: Maximum stresses in the vertical direction under uniform pressure.

Since the purpose of this study is to properly investigate
the model selected for the reservoir using the ABAQUS
program, a uniform pressure of 1.3 kPa will be applied to the
reservoir. As can be seen in Table 1, the reaction force in the
radial direction at the base of the reservoir was very close to
each other in all models and the maximum difference in
results equal to 1.6% between the axisymmetric model and
the full model is obtained, which indicates that the reservoir
models considered using SAP and ABAQUS are compatible
with each other.

As shown in Figure 4, the radial deformation in all FE
models of reservoir wall heights is the same for models 1 and
2 in both programs. The maximum difference in radial wall
deformation for models 1 and 2 in the two software pro-
grams is 7.6% at the top of the wall. This difference is in-
versely related to height. The average difference between the
results for displacement is about 4%, but the results are the
same for the axial symmetric model 3 in ABAQUS and SAP.

Figure 5 shows the first principle stresses for all nu-
merical models. The maximum difference between the first
principle stresses in models 1 and 2 above the wall is equal to
7.6%; the average difference is equal to 4%. Similarly, the first
principle stresses at different levels of height are obtained for
models 1 and 2 in both computer programs.

Figure 6 shows that the second principle stresses in the
vertical direction obtained almost identically for all FE
models indicating the use of models 1, 2, or 3 in each of the
two programs can arbitrarily give reliable results in finite
element analysis for the considered parameters.

4. Conclusion

The presented problem turned out to be complex in nu-
merical modelling. Moreover, the results did not lead to the
real failure mode even though a range of external forces as
well as material parameters were used. The complexity of
geometry and considerable slenderness of structural ele-
ments with very different mechanical properties caused
serious complications in stabilizing the algorithm of the

applied FE software out of the real range of loads. Hence, the
lower bound static estimation focused on the observed
failure mode was used. It is suitable to use methods of
uniform loads and symmetric axial elements in modelling
the reservoir completely and obtaining its maximum re-
sponse. In the usual method (based on regulations), the
response of the reservoir is determined in terms of base shear
and base torque more than the amount of analysis. The
discrepancy in results is due to the effects of the concen-
tration of impact and convective masses and other simpli-
fying assumptions that are common in regulatory methods.
The recommended Ri values for reinforced concrete res-
ervoirs, with clamped and articulated bases, and precon-
creted reservoirs with flexible braced bases are 2.5, 2.0, and
1.5, respectively.
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Soil structure and void ratio are the major factors that control the permeability changes during soil deformation. In this research, we
proposed and tested a conceptual model considering these two factors based on the concept of permeability anisotropy. This model,
which is expressed as k(e) graph, determines the total k values that soil can achieve and shows that as deformation proceeds, soil
permeability passes through a specific zone in the k(e) graph. Thus, by deforming a soil sample, measuring its permeability during
deformation, and comparing the results using the k(e) graph, it might be possible to predict deformation effects on the permeability.
To evaluate this conceptual model, we designed and built a special apparatus to carry out two sets of experiments. The first set was
performed to achieve the k(e) graph during static compression based on the conceptual model; and the second set was conducted to
investigate the permeability changes relative to k(e) graph during simple shear deformation in constant volume condition. Our results
show that the theoretical k(e) graph agrees more with the measured k(e) graph in medium to dense samples that might have no
macropore. In addition, particles’ preferential orientation and/or anisotropic permeability were not changed during shear de-
formation due to three possible causes: deformation done in constant volume deformation, relatively low shear strain, and shearing
along particle orientation. Void ratio and particle orientation are associated with each other, and soil shearing with constant void
ratio might cause the anisotropy of permeability to be relatively constant. Thus, it is needed to design and build a new complex

apparatus or use a special method for testing how permeability changes within the k(e) graph zone during soil deformation.

1. Introduction

When a soil body deforms, its permeability might change.
Settlement, compression, consolidation, and shearing are
the common causes of deformations in soils. However, less
extensive deformations such as bending, torsion, and other
complicated forms may also occur. Although in some of
these deformations, permeability changes are negligible;
they would play a key role when fluid infiltration and
seepage is a matter of concern. Thus, having a good
knowledge of deformation effects could be a great assistance
in realistic judgment about permeability variation for de-
signing or foresight events.

In unsaturated conditions, when soil deforms due to
changes in void ratio, the degree of saturation varies leading
to consequent changes in its permeability [1-3]. Green et al.

[4] reviewed the effects of various types of soil deformation
on hydraulic conductivity in order to study the agricultural
management practices such as tillage and reconsolidation
and wheel-track soil compaction. Yeo et al. [5], Berilgen et al.
[6], Fan et al. [7], and Royal et al. [8] conducted some
experiments to investigate the permeability changes of slurry
materials due to loading or compression occurred in the cut-
oft walls, cut-off barriers, and storing contaminant soils.
Bryant et al. [9] investigated the permeability changes due to
the consolidation of fine-grained marine sediments in
various depths and introduced empirical relations to esti-
mate the permeability from the void ratio. Morrow et al.
[10], Arch and Maltman [11], Zhang and Cox [12], Crawford
etal. [13], and Kimura et al. [14, 15] investigated the effect of
shearing on the permeability in order to find out perme-
ability behavior of faults and gouge materials.
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The review of previous works shows that researchers
often have tried to investigate the effect of one specific
deformation on the permeability, and generally, there is no
comprehensive study on deformation effects. Most re-
searchers had studied the effect of soil compression or
consolidation on the permeability through studying void
ratio changes on the hydraulic conductivity. This group of
researchers often studied one-dimensional compression
type of deformation by using the oedometer apparatus or
similar devices that have rigid wall cells [5-9, 16-26]. In
addition, some researchers studied axial compression with
lateral free walls using either a triaxial compression device or
compression cell with flexible walls [1, 3, 27-29]. Another
type of study focuses on soil permeability changes during
exerted shear strain. The main methods employed in this
regard are ring shear [14, 18, 30], rotary shear [31], and shear
of a thin layer sample [10, 12, 13, 32].

This study is an attempt to investigate the effect of any
deformation on the permeability. In this way, we described
the anisotropic permeability changes during soil static
compression as a conceptual model that could help to
understand how any soil deformation affects the perme-
ability. The validity of the conceptual model was investigated
through sets of laboratory tests by applying an apparatus
designed specifically for this research.

2. Research Theory

2.1. Parameters Controlling the k during Soil Deformation.
Soil permeability is controlled by several parameters such as
grain size, specific surface area, clay content, porosity, tem-
perature, and pore geometry [33-44]. When a soil deforms,
considering laboratory constant conditions, among these ef-
fective parameters, the only varying parameters are void ratio
and soil structure (including particle arrangement, orientation,
and pore geometry). In this view, soil deformations can be
divided into two general groups. The first group involves
deformations that occur with the changing volume and both
void ratio and soil structure vary. Another group comprises
deformations developed with fixed volume suggesting that the
void ratio is constant and only soil structure varies. Accord-
ingly, by knowing the influence of void ratio variations and soil
structure changes on the soil permeability, we can investigate
the effect of soil deformation on the permeability.

2.2. Effect of Void Ratio and Soil Structure on the k. Void ratio
plays a major role in permeability such that a decrease in this
parameter causes a rapid declination in permeability values.
Many researchers have studied the effect of void ratio
variation on the permeability and some of them proposed
empirical relationships to estimate permeability via void
ratio [22, 42, 45-49].

In order to understand the effect of soil structure changes
on the permeability during deformation, the soil should be
studied in constant volume deformation condition so that
the effect of void ratio could be negligible. At a certain void
ratio, permeability in a specific direction could have different
values depending on soil structure. In other words, in a
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specific void ratio, the value of k depends on soil particles
orientation. In a soil body, if particles have random ori-
entation, the soil would be structurally isotropic and value of
permeability in all directions is equal. However, in the same
void ratio, when particles are oriented, the soil would be
structurally anisotropic, leading to different permeability
values in different directions. In this case, permeability in the
direction parallel to soil particles orientation is more than
that in the direction perpendicular to them. For these
conditions, a researcher reported permeability or hydraulic
anisotropy in soil, represented by the anisotropy ratio (ry)
[11, 16-18, 20, 21, 31, 32, 50, 51], which is the ratio of
horizontal to vertical permeability (k;/k,) or ratio of larger to
smaller permeability value as follows:
Ky
T = kv.

(1)

2.3. kpgmax) and Kk, (min) Concept. For a given soil with the
specific void ratio, if the preferential orientation is at the
maximum level, the horizontal permeability (k;) would be
the maximum at this void ratio (kj,=kj(may) while the
vertical permeability (k,) would be the minimum
(k, =k, (min))- In this situation, the anisotropy ratio is at the
maximum state possible (fx(max)) and permeability values in
other directions would be between kj(max) and k,(min)-

2.4. The Conceptual Model. Basak [52], Delage and Lefebvre
[53], Al-Tabbaa and Wood [16], Chapuis et al. [54], Brown
and Moore [32], and Cetin [55] showed that low com-
pression soils have less anisotropic structures and increasing
compression causes the development of the anisotropic
structure in the soil. Sloane and Kell [56] and Chapuis and
Gill [17] reported that static compression creates a more
anisotropic structure in fine-grained and sandy soils than
dynamic or other compression methods. As a result, when a
saturated soil sample with a high void ratio is one-dimen-
sionally compressed gradually, soil particles can be displaced
and rotated perpendicular to the applying load axis. Since
particle rotation and structural anisotropy development
continues from the beginning of soil compression, the ry is
expected to be maximum at each void ratio. Thus, it is
acceptable that the measured kj, and k, at each void ratio
during compression are the Kj(max) and k, min). Plotting the
obtained kj(max) and k,min) in different void ratios during
one-dimensionally static compression in a log-linear scale of
k(e) graph would give two Kj(max) and k,min) curves, re-
spectively (Figure 1). Although, the soil may be isotropic
(re=1) at the beginning of compression, with a decrease in
void ratio and increase in structural anisotropy, differences
of these two curves increase, leading to the increase in
anisotropic permeability (i.e. rx > 1). A similar behavior can
be seen in the results reported by Basak [52], Wilkinson and
Shipley [25], and Al-Tabbaa and Wood [16].

The k(e) graph shown in Figure 1 represents a conceptual
model according to which the soils composed of particles
with unequal dimensions, produce anisotropic permeability
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FIGURE 1: The k(e) graph showing a conceptual model of kjmax)
and k,(min) Vvariations and anisotropic permeability development
for a given soil sample having a high void ratio during static one-
dimensional compression.

during static compression. This model is valid until there is
no fracture or canal in the soil. The k(e) graph is unique for
each soil sample because particle shape and geometry in
different soils vary and lead to different structural anisot-
ropies. The inferable point from the k(e) graph (Figure 1) is
that there is a range of k value for each void ratio, where k
varies between Kj(max) and k,miny depends on the soil
structure as follows:

kh(

max

) 2kav(min)‘ (2)

In fact, when a soil body with having kj(may) and &, (min)
(i.e., Tk(max)) deformed, it is expected to cause the soil
structure changed; consequently, anisotropy structure de-
creased from the initial state caused k varied between kj,(max
and K,(min). Therefore, when a soil body deforms with a
constant volume, it is expected that k varies only between
kpn(max) and k,(min) values; however, when it deforms with a
changing volume, it is needed to estimate the k in relation to
its corresponding void ratio. The dashed area between the
two curves in Figure 1 presents all possible values of k that
soil can achieve under normal conditions. As can be seen, k
is not located out of this region except in special conditions,
e.g., when soil grading or particle shape changes due to some
process like grain crash as a result of excessive loading or
water movement along produced fractures.

Thus, any deformation that could occur in the soil, in
either a constant or a changing volume, would lead to
changes in the permeability within the dashed area in
Figure 1. Accordingly, the pattern of k; and k, variation
during soil deformation with respect to kj(max) and k,(min)
curves in the k(e) graph can show the effect of soil defor-
mation on its permeability.

Although, the conceptual model maybe theoretically
valid for all soil types, in practice, it may not work

properly for cohesionless granular soils, because particles
in these soils cannot rotate freely under static compres-
sion. After a slight compression, they interlock and resist
against volumetric compaction [57]. This behavior pre-
vents the development of anisotropic structures in these
soil types.

3. Methodology and the Procedure

We tried to study the permeability changes during soil
deformation via laboratory tests based on the conceptual
model (Figure 1). For this purpose, a procedure with the
following steps was defined as follows:

(1) Preparing the k(e) graph (Kj(max) and K, (min) curves)
of soil samples

(2) Determining the kj, and k,, variations of soil samples
during progressive simple shear deformation

(3) Comparison of obtained results from steps 1 and 2 in
order to determine how the soil permeability
changed during deformation within k(e) graph zone

Step 1 includes experiments conducted to obtain kj,(nay)
and k,(min) values in different void ratios during one-di-
mensional static compression in order to prepare the k(e)
graph.

In step 2, tests were carried out to measure kj and k,
variations during simple shear deformation. Through this
deformation type, it is possible to deform the soil sample
without changing its volume. As a result, we can investigate
only the effect of soil structure changes on the permeability
without the effect of void ratio variation.

Finally, in step 3, the results of the second step of ex-
periments were plotted on the kj,(may) and k,, (min) curves were
obtained from the first step of experiments to display how
the permeability changed with respect to its initial state
during simple shear deformation. So, it can be determined
that whether measured kj; and k, changed between Kj(may)
and K, (min) curves according to the conceptual model or not.

The mechanism of simple shear deformation is sche-
matically illustrated in Figure 2. In this deformation type,
theoretically, material shear and deformation occur without
volume change. Here, shear strain (y) is defined as the ratio
of shear displacement (D) to the height of the sample or
thickness of shear (H) as follows:

D

3.1. Samples Specifications. To examine the conceptual
model, we need a remolded homogeneous sample in order to
eliminate the effect of cracks and fractures on the perme-
ability. Thus, two fine-grained soils with no organic matter
were selected from loess soil deposits which are widespread
in Golestan province, Northern Iran (Table 1). Rezaee et al.
[58] showed that the sphericity of the loess particles is
between 0.66 and 0.8 with an average of 0.73.
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Shear direction
H
"~ D-=Shear displacement
H = Shear thickness
Shear strain (y) = (D/H) x 100
FIGURE 2: The mechanism of simple shear deformation.
TaBLE 1: Specifications of the soil specimens.
Sample Unified Liquid limit (LL) Plasticity index  Specific gravity (Gs) Sand 2-0.075mm  Silt 2-75um  Clay <2 ym
P classification (%) (PL) (g/ cm?) (%) (%) (%)
I CL 30 11 2.68 28 51 21
II CL 34 14 2.72 8 66 26

3.2. Test Apparatus. In order to implement the two sets of
tests (for steps 1 & 2), it was necessary to design and built a
special test apparatus. This apparatus must have two main
capabilities; first, it should be able to apply an incremental
static force to consolidate one-dimensionally the soil sample
from a high void ratio to measure kj(max) and K, (min) values
at the end of each compression step. Second, it should be
able to apply simple shear strain to the soil sample and
measure the permeability at the end of each simple shear
strain. The schematic of the apparatus is illustrated in
Figure 3.

This apparatus can measure kj, and k, values separately
through both falling and constant head methods. The cell has
a square cross-section with a dimension of 8 cm and a height
of 20 cm. Here, k;, can be measured with two components
assigned as kj; and ky,.

The shear zone thickness in the sample during shear
deformation is 5cm; so, the dimensions of the sample de-
formed during the simple shear deformation are
8cmx8cmx5cm. The cell is composed of three parts
(Figure 3): the upper part is always fixed during compression
or shear deformation, the lower part is fixed during the
compression test. But, during shear deformation, it can
move on a precision rail to the left or right with a fixed strain
rate of 0.05 mm.sec". The middle part of the cell is a section
at which the test sample bears shear deformation during the
displacement of the lower part (Figures 3(a) and 3(b)).

Shear deformation in this paper was reported as a strain
percentage such that each 1 mm of lateral displacement of

the lower part of the cell on the rail is equal to a 2% shear
strain.

3.3. Samples Preparation and Test Method. Samples with a
high void ratio can be prepared by two slurry and powder
methods. Since performing desired tests on the slurry sample
is difficult and involves high mistakes, we decided to prepare
the samples using the powder method. For this purpose, soil
samples were dried and crushed and then passed through
sieve no. 10 (2mm) such that to obtain a homogeneous soil
powder. The prepared powder was put in the cell using a
long pipe funnel placed at a constant 2 cm height. Afterward,
when the loading piston is located in the cell, the cap would
be fitted, closed, and sealed.

Before the beginning of the test, the soil is saturated from
the lower to upper openings through the cell valves (Fig-
ure 3); as a result, air exits from the upper cell valve. After
saturating and deairing the sample, it is ready for the test.

Horizontal permeability in all tests measured with two
components: kj,; and kj,. In permeability experiments,
during shear deformation, ky,; is the permeability along the
shear direction of the sample; thus, k, is perpendicular to
the shear direction.

For the first set of tests (step 1), after each increment
stage of the static load and soil compression, the sample is
allowed to reach a new equilibrium condition until dis-
placements are zero. Next, horizontal and vertical perme-
ability values are measured separately.
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F1GURE 3: The layout of the test apparatus; (a) compression deformation of the soil sample and (b) simple shear deformation of the soil sample.

For the second set of tests (step 2), the sample com-
pressed until reaching the desired void ratio. Then, to
prevent the soil volume changes during the shear defor-
mation, especially in dense samples, their vertical load was
released and set to about 1kg/cm®. However, the applied
load was not completely released because removing the load
can cause detachment between the sample body and cell wall
or produce opening fractures in the sample. After com-
pressing the soil to the desired void ratio, setting the vertical
load, and reaching an equilibrium state, the kj, and k, values
were measured. Then, soil sheared by 1 mm shear dis-
placement of the lower part of the cell, which is equivalent to
2% shear strain. After this shearing and reaching an equi-
librium state, k;, and k, values were measured. This process
comprises shearing, reaching an equilibrium state, and
measuring kj and k, was repeated until the cell sealing is not
damaged by shear displacement.

It has to be noted that all horizontal and vertical per-
meability were measured after water flow reached a steady
state. Measurements in each step were replicated at least 5
times, and the final value was reported as their average.

4. Results and Discussion

4.1. First Step Results: The k(e) Graph of Samples.
Variations of Kj(mayx) and k,min) corresponding to the void
ratio in each step of progressive compression for I and II
samples (the k(e) graphs) are illustrated in Figures 4 and 5,
respectively.

Results show that permeability variations of samples I
and IT during the static compression were similar, in general.
There is a linear relationship between the void ratio and the
logarithm of Kk, (min), similar to previously published data

[9, 16, 20, 26, 42, 59-62]. However, the decrease in kj(max)
differs from k,(nin) and is not linear. As illustrated in Fig-
ure 6, the anisotropic permeability ratio (r¢) of samples has a
varying trend during the compression, despite what is ex-
pected from the conceptual model. Here, ry is expressed as
kn(avy/k, which kj,,, denotes the average of kj; and ky,.

As presented in Figure 6, the sample’s ry increases
rapidly from the beginning of the compression and reaches
a maximum level. Then, the increase in compression
resulted in a rapid decrease in r; until reaching near a
minimum level. After this drop, at medium void ratios, r
almost has minimum values with relatively low variations
during the compression but it increases again at low void
ratios.

Soil structure observations during the compression show
that r, changes were affected by the variation in the geometry
of large pores and particle orientation (Figure 7). Macro-
structure of the soil was examined using the images captured
by a camera installed on the cell wall (Figure 3). Because of
the sample preparation method, the samples have a granular
structure at the high void ratios and mostly are composed of
large units such as ped grains and silt-size grains [63] as well
as other fine units such as clays and clay size particles
(Figures 7(a) and 7(b)). Additionally, pores with various
sizes are seen in the samples; macropores distribute between
large units while micropores distribute within these large
and fine units [53, 63, 64].

When the soil has a high void ratio, water flows mostly
through the macropores. In this regard, permeability is
controlled by these pores rather than micropores that are
influenced by the capillary force [22, 65, 66]. But at low void
ratios, macropores are absent and hydraulic conductivity is
controlled by micropores [67].
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FIGURE 4: The k(e) graph for sample I.

Macropores are more sensitive to compaction compared
to micropores [23, 68]. During soil compaction or consoli-
dation, larger pores close first [53, 69-73]. This evolution of
soil structure affects the permeability and ry variations during
soil static compression. Following these variations, generally,
three stages can be recognized (Figures 4-6) as follows:

Stage A. A high anisotropic permeability in low
compressions due to macropores effects (pseudoani-
sotropic permeability)

Stage B. The lowest amount of anisotropic permeability
in medium compressions due to the elimination of
macropores affects and undeveloped orientation of the
soil particles

Stage C. Gradual increase of anisotropic permeability
at high compressions due to developing particle
orientation

In Stage A, the soil has a granular structure and water
flow is controlled by macropores (Figure 7(b)). Anisotropic
permeability comes from flattening the ped grains and
interped macropores perpendicular to the applied load axis.
Although fine particles are resorted within larger units (i.e.,
ped grains), they do not show a clear preferential orienta-
tion. Considering the importance of macropores in control
of water flow and permeability, there are maximum an-
isotropy ratios in this stage, and therefore, there is pseu-
doanisotropy in this stage [63].

At the beginning of compression in this stage, ry is
relatively low but later with a small compression, ped grains,
and interped macropores started to deform, and due to the
affection of interconnected interped macropores, r, reached
a maximum level. In the following, as compression pro-
ceeded, peds started to merge and macropore flow paths
were disconnected. This process caused permeability and r
to decline rapidly.

In B stage, ped grains disappeared so there are no large
pores in the soil body but few remnant macropores may exist
as trapped spaces that started to complete the closure
(Figure 7(c)). So decrease in the void ratio during com-
pression in this stage is expected to occur mostly through
decreasing the micropores size and particle rotation. There is
the least anisotropic permeability in this stage because of the
absence of macropores and the lack of evolution in particle
orientation. Rotation of particles still is not enough to have a
noticeable effect on the increasing ry.

In Stage C, soil completely is compressed and there is no
macropore in the soil body (Figure 7(d)). The decreasing
void ratio continues by a decrease in micropore size and
particle rotation. The 7, increases gently due to the devel-
opment of particle orientation during the compression.

Soil structure evolution through these three stages in-
dicates that, in stages A and B, soil particles do not have a
preferential orientation and it is only in C stage that a
preferential orientation is developed. So only in the Cstage, a
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FIGURE 6: Anisotropic permeability variations of samples during the static compression.
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FiGURE 7: Evolution of soil structure during one-dimensionally compression of sample I.

variation of Kj(may) and k,miny during compression coincide
with the conceptual model. This result shows that the sample
preparation method affects the kj(nax) and k,min) curves in
the k(e) graph at relatively high void ratios, which are marked
by A and B stages. Preparing the sample by the powder
method, which was employed in this research, caused the
creation of large pores in the soil body and prevented the
development of particles preferential orientation until these
pores were closed completely. This behavior coincides with
the results of Yong and Warkentin [63].

4.2. Second Step Results: Variations of k during Progressive
Simple Shear Deformation. Experiments of the permeability
changes during simple shear deformation conducted for all
defined three stages A, B, and C, so that to determine
variations of kj and k, related to kj(max) and k, (min) curves in
the k(e) graph.

The measured k,, ky;, and ky, after each step of 2%
incrementing simple shear strain for samples I and II are
presented in Figures 8 and 9, respectively. Specifications of
samples at the beginning of the tests are presented in Table 2.

In stages A and B, sealing of cell was failed at low shear
strain (due to the low compression of the soil sample) thus
the experiment was terminated and the strain developed in
the sample did not exceed 10%.

4.3. Third Step Results: Comparison of the Results from Steps 1
and 2. The measured k values in step 2 (Figures 8 and 9) are
plotted on the related k(e) graph and shown in Figures 10
and 11. The pattern of points scattering in these figures
shows that except in some cases, other plotted data generally
are consistent with Kj(max) and k,min) curves. Examples of
these contradictory behaviors are seen in data such as kj, in
IT sample in Stage A or kj; and ky, in sample I in Stage A,
which are failed data or arisen due to the closure effect of
large pores and conduits (summary of the comparison re-
sults are presented in Table 2).

This result is unlike the behavior expected from the
conceptual model that had expressed structure changes
caused permeability changed between kj(ma.y and K, (min)
curves. For example, in Stage C of samples in which soil
particles orientation is developed, even slight increases in
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FIGURE 9: Variation graphs of kyi, ki, k,, and e vs. strain for each stage of sample II.

TABLE 2: Specifications of samples and their permeability change behaviour during simple shear deformation tests.

Initial The maximum
ky, variation kp, variation k, variation vertical Induced shear iation of (¢) durin Initial St Sampl
during s. sh. def. during s. sh. def. durings. sh. def.  loading strain (%) @ b def U8 yoid ratio S o8¢ SAmPies
(kg/cm’) s. sh. def.
- - + 0.5 8 0.004 0.80 A
+ X + 1.6 10 0.023 0.57 B I
+ + + 1.1 20 —-0.039* 0.36 C
X + + 0.8 8 0.028 0.89 A
+ + + 1.2 10 -0.002* 0.66 B 11
+ + + 1.3 14 -0.02* 0.46 C

+Permeability changes coincide with Kj(max) and k,min) curves and have a similar trend. ~Permeability changes are not consistent with kj,(max) and K, (min)
curves. XInaccurate, an outlier or uncertain data. *Negative numbers indicate the swelling and increasing void ratio during simple shear deformation.
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void ratios due to swelling caused by shearing led to a
scattering data trend similar to kjmay and k,min) curves
(Figures 10 and 11). This result proves that permeability
mainly is affected by void ratio changes and structural
changes have a negligible effect on it. This result is in line
with the findings of other researchers [32, 74].

Lack of consistency between the second set of experiments
results and conceptual model predictions arises from the fact
that in constant volume condition; the induced simple shear
deformation cannot produce significant changes in particle
orientation. Soil macrostructure observations during shear
deformation confirm this point in all shear deformation tests.
Figure 12 illustrates the angularity changes of a small frag-
ment of a gastropod shell in sample I during the static
compression. These remnant shell fragments could be found
in Golestan province loess deposits. It was noted that frag-
ment angle related to the horizontal plane (perpendicular to
applied load or parallel to shear direction) decreased by 23°
with a decrease in a void ratio from 0.95 to 0.68.

Also, a simple shear strain was applied to this sample at a
void ratio of 0.8 (stage A of sample I in Table 2). The
structure observed for this sample revealed that, during the
shear deformation up to 8% strain, the angle of the shell did
not change. Thus, it is obvious that the effect of simple shear
deformation on particle orientation is negligible compared
to the effect of compression; so the shear deformation under
constant volume conditions cannot change the initial soil
particles orientation i.e., soil structural anisotropy. For this
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FiGUure 12: The rotation angle of a gastropod skeleton fragment
from applied simple shear direction during one-dimensional static
compression.

reason, permeability variations during the shear deforma-
tion have the most dependency to the void ratio. As a result,
plotted data in Figures 10 and 11 are consistent with the
kpn(max) and K, (min) curves and show a similar trend. Another
two effective factors might be mentioned that could cause
the anisotropic permeability relatively constant during soil
shear deformation. First, exerted shear strain was inadequate
to develope anisotropic permeability with comparison to
severe shearing in other phenomena such as fault zones and
shear plane of landslides . Secondly, exerted shear strain took
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place tangential to particle orientation. This caused the
particles to slide against each other with no change in their
orientations or soil volume.

So, it is necessary to change the void ratio during shear
deformation to rotate the soil particles and increasing an-
isotropic permeability. According to Arch and Maltman
[11], shear deformation with the decreased void ratio pro-
duces the highest amount of orientation compared with
compression or shear deformation alone. It is reported in
some previous studies that the shear deformation produces
much anisotropy rather than compression
[11, 13, 18, 25, 32, 75] but according to findings of this
research, it reveals that shear deformation and compression
occurred simultaneously.

5. Summary and Conclusions

The results of the first set of experiments revealed that when
the soil is statically compressed from a high to low void ratio,
generally three stages of anisotropic permeability variations
could be recognized on the k(e) graph based on the soil
structure evolution. Toward the end of stage B at medium to
low void ratio, the variations of kj(imax) and k,,min), as well as
1 has a good consistency with the conceptual model. This is
most likely due to the absence of large pore spaces in the soil
body as well as soil particles orientation perpendicular to the
applied load. In samples with a high void ratio (both samples
in stage A), the macropores play a main role in affecting the
permeability, and thus, affect the k(e) graph. So, for these
samples, macropore properties, due to the sample prepa-
ration method, seem to have the main effect on the k(e)
graph. It means that the k(e) graph varied with the sample
preparation method for each soil type.

Results of the second set of tests show that measured k
values during simple shear deformation coincide with
kn(max) and k,qmin) curves, suggesting that permeability is
mainly affected by void ratio and permeability anisotropy
not changed significantly; so the measured k, and k, are not
located within the area between Kj(imax) and k, min) curves. It
seems that the lack of changes in the anisotropic perme-
ability arises from the three points: first, deformation was
created under constant volume conditions, second, shear
strain is relatively low, and third, shear strain exerted along
particle orientations. Deformation in fixed volume condi-
tions may produce few changes in the soil structure but
cannot significantly change the orientation of soil particles;
because the creation of particles with preferential orientation
eliminates spaces and could lead to volume reduction. On
the contrary, the reduction in particles’” preferential orien-
tation caused the volume increase. Therefore, the key point is
that how the soil deformation might change the void ratio
and soil particle preferential orientation. The constant void
ratio indicates that the soil particles have no preferred
orientation changes. In this case, anisotropic permeability
has not changed and the values of k;, and k, follow the kj,max
and k, min) curves. However, if the soil shows any void ratio
changes, it should be due to the changes in anisotropic
permeability that may cause the values of kj, and k, not to
follow the kjmax) and k,(min) curves.

Shock and Vibration

The results show that measured permeability’s (kj;, kp,
and k,) have good coincidence with the kj(max) and K, min)
curves that validate the conceptual model. The preparation
method of samples affects the kj(max) and k,min) curves at
very high void ratios (approximately larger than 1), but at
lower void ratios, its effects on these curves are negligible.
Both conceptual model and validating tests show that, in any
soil deformation, the soil particles orientation or structural
anisotropy do not change in a fixed void ratio. So the void
ratios have a significant role in the permeability for two
reasons in soil deformation; the void ratio changes have a
larger effect on the permeability relative to the soil structural
anisotropy changes. Also, the soil particles’ orientation and
anisotropy do not change while the void ratio is relatively
constant.
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One of the major challenges for the oil and gas industry is to keep buried metal pipes safe from faulting. This paper discusses about
a solution to keep buried pipes safe. In this study, after examining the different dimensions of the effect of wave connection on
improving the performance of buried metal pipes, by changing the geometric shape of the wave connection such as doubling it, the
behavior of the pipe is greatly improved. Waved connections, by their local deformation, create a rotational joint in a limited area
so that other parts of the pipe remain intact. In this paper, the behavior of buried pipes due to slip direction fault displacement by
modelling with Abacus software version 2017 and selection of 4-node shell element and 8-node shell element have been used for
pipe and soil modelling, respectively. In this paper, by comparing to a single waved connection with a double waved connection,
the performance of the pipe due to the faulting phenomenon was evaluated. The results show the improvement of the excellent
performance of the double joint by reducing the plastic strain values. In addition to increasing the ductility of the pipe, the double
connection has been able to reduce the strain values by about 50% compared to the single connection. In general, this paper shows
that the use of wave connections can significantly increase the level of safety of buried gas pipelines without increasing the cost.

1. Introduction

Many studies have been conducted on the behavior of pipes
at fault intersections. Newmark and Hall [1] (pipe inter-
section with active fault) are the first to analytically calculate
the pipe wall stress by considering the cable model and the
plate fault under small displacements. Kennedy et al. [2, 3],
with the expansion of the previous work, developed ana-
lytical models, also taking into account soil and pipe in-
teractions. Wang and Yeh [4] were able to improve this
methodology for bending stiffness of pipes. Vegiokas et al.
[5] should also publish their research using the theory of
beams on the elastic bed and also the effect of both hori-
zontal and vertical fault displacements. Urock and
McCaffrey [6] and Dismad et al. [7] studied the distribution
of strain on interrupted pipes by faults based on gas and
water pipes’ performance in the San Fernando earthquake.
Wang [8] developed the theory of beam on an elastic bed.
Takada et al. [9] also proposed a more simplified method for

a more accurate evaluation of critical strain of steel pipes
interrupted by faults using the relationships between the
pipe’s axial deformation and the transverse deformation.
Recently, Karamitros et al. [10] improved the previous
analytical achievements by combining the beam model on
the elastic bed and the elastic beam theory to estimate the
maximum strain due to strike-slip and normal faulting.
Trifono and Cherini [11, 12] presented a quasianalytical
methodology for pipe stress-strain analysis considering the
ratio of transverse to axial displacements.

In general, the behavior of buried pipelines depends on
many parameters like underground water surface. Recently,
Bouatia et al. [13] investigated about the structural behavior
of pipelines buried in expansive soils under rainfall infil-
tration. In that paper, numerical analyses were performed to
investigate the transverse structural behavior of buried
pipelines in expansive soils considering the unsaturated
behavior of soil under the effect of 4 mm/day rainfall pre-
cipitation lasting for 30 days as an external hydraulic
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loading. Considering the water supply 800 mm pipeline
coming from the Beni-Haroun Dam [14] and buried at 2m
depth in Aine-Tine (Mila, Algeria) [15] high expansive soil,
four simulations were performed to demonstrate the effect of
the initial suction profiles which may represent different
degrees of aridity that characterize regions with arid and
semiarid climate. The study highlighted that the unsaturated
behavior of expansive soils because of their volume insta-
bility is very sensitive to climatic conditions and can exert
adverse effects on pipelines buried within such soils. As a
result, consistent pipeline design should seriously consider
the study of the effect of the climatic conditions on the
overall stability of the pipeline structure. Also, various
numerical simulations have been performed on the behavior
of the pipe on the soil bed. Abbas Haghollahi et al. [16]
studied about behavior of connection between steel I-beam
and H-column when affected by cyclic loading. They found
that reinforcement with a vertical triangular rib plate at-
tached to the top and bottom flange plates can improve
cyclic behavior of WFP connections.

According to the results of previous research, in general,
the mechanism of pipe failure can be classified into three
modes: tensile damage, shear damage and, most impor-
tantly, compressive damage (buckling damage). In this
regard, we seek to provide a solution in conventional metal
pipes that can minimize the mentioned damage and increase
the pipes’ service life.

Joshi et al. [13] used pipe modelling as a beam to in-
vestigate pipelines’ behavior facing the faults. Okan et al. [14]
also presented a simplified beam-based model as a useful and
efficient tool for calculating the critical length of a pipe and
the methodology for forming a pipe failure curve. This
model has also been implemented and used in common
international standards as an effective and reliable com-
putational modelling approach, including Euro Code 8 [15],
ALA [16], and ASCE. Vozuras et al. [17] also presented the
exact finite element model for the pipeline in the face of the
fault phenomenon. In this model, soil properties and pipe
passage angle from the fault and mechanical properties of
the pipeline are used to express the critical buckling strain.
This model was also used by Zhang et al. [18] and Trifonov
[12] to study the effects of trench dimensions, soil intrinsic
properties, and fault motion simulation.

The behavior of steel pipes under pressure and buckling
is very complicated. Hence, a case study on pipe wall failure
is quite essential to understand transmission lines’ actual
behavior in the face of displacement caused by faults. Many
researchers have considered the behavior of steel pipe in the
face of compressive loading. Reed [19], and more recently,
Tutunsa [20] as well as Brady [21] and Kirikidis and Joe [22]
evaluated the buckling failure of steel pipes in the face of
axial net pressure and flexural behavior. Caramanus and
Tassoulas [23] also recently studied the behavior of large
diameter pipes that are welded in a spiral. Besides, the effect
of peripheral soil on the buckling strength of buried pipes
has been investigated by Jon and Kirikides [24].

So far, many studies have been conducted on the be-
havior of buried pipes due to faults, but few studies have
been conducted to provide a practical solution to keep
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buried pipes safe. Challenges of buried pipes against faulting
phenomena include high deformation, high axial strain rate,
crimping of pipe cross-section, and local buckling. Using a
wave connection can be a good solution to solve these
problems. A recent wave connection solution by Packer
Wham et al. [25] has been proposed, but this approach only
refers to the study of large axial displacements. In the present
paper, after examining different dimensions of the effect of
wave connection on improving the performance of buried
pipes cross-slip fault, for the first time, the geometric
characteristics including doubling the wave connection have
been improved [26]. This solution can be a safe, practical,
inexpensive, and attractive solution for oil and gas industry
employers. Due to the fact that the cross-section of the pipe
in the fault zone remains unchanged after the fault is dis-
placed, so after the fault is displaced, the pipe can continue to
serve [27].

2. Materials and Methods

2.1. Buckling Model including Force-Displacement Charac-
teristics of Soil. 'The strongest argument for the claim that the
nonlinear force-deformation details of the soil significantly
affect the starting buckling of the buried pipe was studied by
Turgard and Needelman [28]. In simple conditions, the soil
is modelled elastically and applies lateral force to the pipe.
This force per unit length is equivalent to a spring with a
constant stiffness k. In this case, the following equation is
valid.

EIy +Py" +W =0, (1)

where E is the modulus of elasticity, I is the inertia moment,
yis the beam response, and w is the equation constant. The P
parameters also can be driven by equation (2). It is simple to
show (for example, reference [29]) that the critical buckling
load is obtained from the following equation.

P = 2VKEL (2)

2.2. Critical Buckling Stress Caused by Bending Moment.
The buckling of pipes occurs when the stress exceeds the
yielding stress of the material. Due to the strike-slip fault, the
bending moment due to the fault’s displacement causes the
buried pipe to bend. Many approximate relationships ex-
plain the amount of buckling stress and moment created in
the pipe under bending, without considering the internal
pressure. One of the pioneers of these efforts in the nonlinear
structural analysis was performed by Brazier [30]. He found
that pipes break down when the deformed inner radius of
the pipe reaches the pipe’s diameter. The M, bending
moment is calculated based on this type of deformation
based on the following.

o _ V2 EnDt
9 V12

D is the pipe’s diameter, ¢ is the thickness of the pipe, E is
the modulus of elasticity, and v is the Poisson’s ratio. The

(3)
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maximum flexural stress of the pipe under the M, buckling
moment can be expressed as follows.
4MCI
Oyl = ——— (4)
“ aD*
If the critical buckling stress of the pipeline under
bending is similar to the buckling stress of a pipe under
uniform pressure, the buckling stress is expressed as follows:

Then, the buckling moment is extracted as follows:

En Dt

My =
TaB(-7) ©

Tymoshenko and Gear [31] stated that the maximum
compressive stress in the critical buckling moment is about
30% higher than that obtained from equation (6):

En Dt*
M s =0.65 ——. (7)

3(1-2%)

These theories are not based on internal pressure. Based
on the plastic theory, numerical solutions for stress and
strain components are obtained for normal pipe pressures by
Hu and Yuan [25]. The internal stress and strain distribution
of the pipe can be obtained by formulas. But they did not
investigate the buckling problem. Bending deformation of
buried pipes is a nonlinear problem. The bending moment is
not uniform along the axis of the pipe. Soil-pipe interaction
is also an important factor for buckling behavior. Besides,
the pipe is a thin shell structure. When large deformations
appear on the pipe’s cross-section, the superposition prin-
ciple cannot be used for axial strain and flexural strain
interactions. There may also be residual stress and stress
concentration for the pipes; therefore, it is difficult to solve
the pipe response by the analytical method. The finite ele-
ment method will be more appropriate.

Because the buckling of pipes due to its geometric
characteristics can occur local buckling off the plate on its
wall, the study of its behavior will be quite complex ana-
Iytically. Therefore, for a more detailed study of this issue,
the finite element method has been used, and Abacus
software has been used for simulation. As shown in Figure 1,
the fault’s motion depends on the two angles of the fault
slope and the pipe’s cross-sectional angle, which are pre-
sented in the vertical and horizontal planes, respectively
[32].

In this paper, to focus more on expanding the appli-
cation of waved connection on the performance of buried
gas pipes under the influence of slip directional fault motion,
the same values of  and ¢ are considered equal to 90°. These
parameters are equivalent to the angle of the pipe with the
fault plane and the direction of the pipe with the fault di-
rection, respectively.

So far, many studies have been conducted on the be-
havior of buried metal pipes crossing faults. But very few

FIGURE 1: Geometric view of pipe crossing fault.

solutions have been proposed to keep buried pipes from
fault displacement safe. These solutions must address
challenges such as increasing the longitudinal strain rate,
pipe cross-sectional crunch, and local buckling. On the
other hand, the solution must be a cheap and reliable
application to attract the attention of employers in the oil
and gas industry. Wave connection can provide a good
cover to solve these problems. Although the wave con-
nection solution recently developed by Packer Wham et al.
[33] is given, this study merely examines large axial dis-
placements. In the present paper, after evaluating the
performance of the wave connection for the first time, by
significantly changing the geometric shape of the con-
nection and converting it to a double connection, a sig-
nificant improvement in the behavior of the buried pipe is
evaluated.

2.3. Numerical Analysis

2.3.1. Validation. Packer Wham et al. [34] studied an ex-
perimental investigation to evaluate the axial performance of
waved connections (Figure 2). In this laboratory study, by
applying a large axial displacement by the actuator to a steel
pipe with a 20 cm diameter that waved dy 20 mm radius,
modulus of elasticity of 217 GPa, and yielding stress of
309 MPa, strain data were recorded by strain gauges and
displacement.

In this paper, to verify the numerical model, the ex-
perimental and numerical results were compared together.
Figure 3 shows 5 steps of compressive force that have been
compared with experimental results).

The results show that they are qualitatively consistent
with each other. For a quantitative comparison of the lab-
oratory model results and the numerical model results, the
values of axial force of the pipe were compared with each
other (Figure 4).

As shown in Figure 4, the numerical model results are in
good agreement with the laboratory results, so other results
of the numerical model can be an acceptable evaluation
criterion by comparing the numerical and laboratory results.
The numerical model can be obtained to simulate the trend
of changes in compressive force against displacement and
axial strain against displacement.
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FIGure 2: Experimental test of axial compressure of the pipe with
waved connection [34].

2.3.2. Evaluation of Waved Connection Performance on Pipe
Performance. So far, the numerical model of the waved
connection has been validated based on the experimental
model of Packer Loan, and the accuracy of its results can be
cited. The depth of the pipe’s burial is two times its diameter,
which is in accordance with the pipeline engineering method
[35] and the length of the pipe and the surrounding soil.
According to the results obtained in this paper, 200 m is
equal to 218 times the diameter of the pipe as the optimal
length. In the y and z directions, according to the recom-
mendation of Vozoras [17], 6 and 10 times the diameter of
the pipe are considered, respectively. The pipe diameter is
D=0.914m, and the thickness is t=8 mm, which is the
conventional size of gas transmission pipelines (Figure 5).

Two static analysis steps are applied sequentially. First,
the force of gravity is applied to the soil and the pipe’s
internal pressure, and then, the transverse displacement is
applied to one of the fault blocks. The degrees of freedom
related to the boundary plates, including the lower plate and
the side plates of the first block, are fixed, and the second
block is uniformly displaced in the lateral direction.
According to the proposal of Vozoras et al. [17], the me-
chanical properties of the soil are considered as elastic-
perfectly plastic with the Mohr-Coulomb model, which
includes internal friction angle ¢ = 0°, cohesion C = 50 kPa,
Poisson ratio v = 0.3, and elastic modulus E =25 MPa. Also,
the appropriate coefficient of friction angle, in this case, is
considered y = 0.5.

The results obtained for API 5L [36] are X65 rank of steel
pipelines. The stress-strain diagram for the steel materials of
gas pipes is traditionally considered equal to X65 steel
pipelines. The yielding stress is 0, = 448.5MPa, the modulus
of elasticity is Gpa210, Poisson’s ratio is 0.3, and the density
is 7800 (kg/m?). Additionally, the reliability coefficient of
0.72 and the maximum operating pressure P,  of these
pipelines have been obtained according to the relationship
(37, 38], where 0, and P, are the yielding stress and
maximum operating pressure, respectively.

2.3.3. Waved Connection Performance. To better understand
this issue, Figure 6 diagrams are used to compare the plastic
strain values in the critical areas of two straight and waved pipes.
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According to Figure 6, the pipe’s plastic strain values
with waved connection are two times higher than the
straight pipe. But in the critical area, the pressure is much
lower. Besides, plastic strain values in the most critical
compression area of the straight pipe are about four times
higher than the plastic strain values in the same area of the
pipe with a waved connection. In other words, by elimi-
nating the local buckling in the compression area, the waved
connection was able to reduce the plastic strain values
significantly.

The most critical point is a point with the highest strain
values per displacement of the fault, and its position is
shown in Figure 7. Plastic strain values at these points
relative to the fault displacement have been drawn in a
coordinate system for each of the straight pipes and the pipes
with a waved connection in the compressive area, and the
tensile area has been drawn in a coordinate system, and the
results are compared with each other.

According to Figure 7(a), the plastic behavior of the
straight pipe in the compressive area under the dis-
placement of the 25 cm fault and the tensile area under
the displacement of about 40 cm enters the plastic area. It
also enters the buckling area at a displacement of 38 cm,
in which case, the plastic strain values increase sharply.
Thus, the maximum values of plastic strain due to 120 cm
fault displacement in the tensile and compressive areas
are equal to 0.03 and 0.3, respectively. Local buckling is
the reason for the fact that the plastic strain values are ten
times higher in the compressive area than in the tensile
area. On the other hand, in Figure 7(b), both critical
points in tension and compression enter the plastic area
in the same displacement of the 20cm fault and, of
course, with increasing fault displacement, have less
growth than the straight pipe. With a 120 cm displace-
ment, the plastic strain values of the critical points of
tension and compression reach 0.06 and 0.04, respec-
tively. Thus, by comparing the above results, the waved
connection has increased the plastic strain values at
critical points compared with the straight pipe by 0.03
and decreased by 0.26 in the compressive and tensile
areas, respectively.

According to Figure 7, it is clear that the highest values of
plastic strain at critical points for straight pipe and waved
pipe are in the compressive and tensile areas, respectively.
Based on the comparison of plastic strain values in the most
critical points of straight pipe and pipe with waved con-
nection, it can be said that the waved connection has been
able to reduce the strain values by 87% significantly. Wave
connection has been able to reduce the plastic strain values
well and limit the stress distribution areas. Then, by con-
sidering two waved connections (double connection) next to
each other, the pipe’s performance is evaluated, as shown in
Figure 8.

In critical areas, two consecutive waved connections are
installed. The plastic strain values in the tensile and com-
pressive areas are compared with each other and with the
single connection mode (Figures 9 and 10).

According to Figure 9, it can be seen that the plastic
strain values in the tensile area are distributed in two parts,
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FiGure 3: Comparison between deformed pipes of the experimental [34] and numerical models.

but in the compression area, the second connection does not As mentioned, the tensile area of the double connection
enter the plastic area. The plastic strain values in Figures 9  is divided into two parts. By comparing the first connection
and 10 are compared to understand better the double with the single connection, the first, second, and third peaks
connection’s performance beside the single connection. of the diagram have a 10%, 33%, and 9% reduction in plastic
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FIGURE 4: Comparison of axial force-displacement results of experimental and numerical models.
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FIGURE 5: Geometric properties of waved connection used in the numerical model.
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FIGURE 6: Comparison of plastic strain in tension and compression critical areas.
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Ficure 9: Contour of plastic strain on the critical area in tension.

strain, respectively. This reduction confirms the proper
addition of the number of connections in different pipe areas
that can improve its performance.

By comparing the plastic strain values in the compression
areas of the double connection and the single connection,
significant changes can be seen in reducing the plastic strain
values. As mentioned, in the double connection, the second
connection did not enter the plastic area, but the stress
distribution in the two connections was such that the plastic
strain values in the two double connections were sharply
reduced. This decrease in the first, second, and third peaks was

Comparison of critical area in compression between
pipeline with double and single waved connection
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Ficure 10: Contour of plastic strain on the critical area in
compression.

equal to 25%, 50%, and 50%, respectively. The results show a
significant improvement in the double waved connection’s
performance compared to the single connection.

3. Conclusion

In this paper, one solution to reduce the risks of fault
displacement on the pipe’s performance is investigated. The
solution is to use a waved connection in the pipes. This
connection was first proposed in 2017 by Packer Loan, and



its laboratory model is based on large axial deformations.
Since steel pipes can withstand many strains after yielding,
the plastic strain is considered the main output of the present
paper in tensile and compressive critical areas. Its values
have been compared in two straight pipes and pipes waved
connection.

The double connection’s tensile area is divided into two
parts by comparing the pipe’s performance with a double
waved connection and a single waved connection. By com-
paring its first connection with a single connection, the first,
second, and third peaks of the diagram are reduced by 10%,
33%, and 9%, respectively, in their plastic strain, which
confirms that a proper increase in the number of connections
in different areas of the pipe can improve its performance.

By comparing the plastic strain values in the double
connection’s compression areas and the single connection,
very significant changes can be seen in reducing the plastic
strain values. This decrease in the first, second, and third
peaks was equal to 25%, 50%, and 50%, respectively. The
results show a significant improvement in the double wave
connection’s performance compared to the single connec-
tion. It should be noted that this connection is simple and
low cost in construction; besides, it is easily applicable, and
according to its optimal performance, it will be an attractive
option for employers of oil and gas companies. In addition to
being inexpensive and straightforward to build, this con-
nection is easy to implement.
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The data used to support the findings of this study are
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Managing water resources requires the optimum operation of dam reservoirs. To satisfy the downstream water demand in the
operational optimization of Boostan dam reservoir, the improved whale optimization algorithm (IWOA) performance was
compared in the present study with that of its constituents (i.e., the whale optimization and differential evolution) based on GAMS
nonlinear programming results. The model evaluative indicators and an objective function were used to select the optimal
algorithm. The findings suggested that IWOA resulted in the lowest computational duration and fastest convergence rate
compared to the other algorithms. Additionally, the average water demand and discharge volume of TWOA were 3.21 x 10° m® and
3.03 x10°m?, respectively. In contrast, the other algorithms yielded lower water release volumes. IWOA enhanced the WOA
performance by 21.7% through reducing the variation coeflicient by 78% in optimizing the objective function. The water demand
was therefore more effectively satisfied by the IWOA compared to the other algorithms. Furthermore, the IWOA resulted in a
lower amount of errors. The hybrid algorithm performance increased in terms of all the evaluative indicators. Developing
multicriteria decision-making models using TOPSIS and the Shannon entropy also suggested the IWOA excels the other al-
gorithms in optimizing the reservoir operational problem.

1. Introduction

Managing water resources constitutes an essential domain in
hydrological sciences for the sustainable utilization and
allocation of valuable resources such as water [1]. Managers
of water resources have identified water shortage as a
globally major problem in various areas. This practical
problem can be solved using state-of-the-art technology,
innovative ideas, and strategic decisions made on water
utilization [2, 3]. Water scarcity can also be solved through
the operational optimization of reservoirs. Water resource
policymakers therefore require appropriate optimization
algorithms for lowering the difference between the demand
for water and water discharge and generating optimal op-
eration rules for water usage [4]. A reservoir operation is
controlled mainly to reduce water shortage by developing
the rules for the controlled discharge of water for down-
stream users [5]. The minimum permissible volume of the
water stored in reservoirs in critical conditions and dry

seasons must also be ensured [6]. Appropriate optimization
algorithms should be therefore selected to take the necessary
measures for the controlled discharge of water, provide
various water users, including agricultural and industrial
sectors, with a sustainable water supply, and therefore solve
the operational problems of reservoirs [7, 8].

Metaheuristic and evolutionary optimization algo-
rithms have been developed during the past 2 decades to
solve complicated engineering problems. The main ad-
vantages of these methods include their simplicity of
adjusting system constraints and objective functions
within their mathematical domain. Obtaining a globally
optimal solution can be, however, time-intensive, which is
unacceptable in real-time operation. The computational
time required by metaheuristic and evolutionary tech-
niques for solving complicated problems has been dem-
onstrated to be the least, making them an optimal choice
for main decision-makers who need real-time solutions for
their problems [4].
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2. Review of the Literature

Genetic programming was applied by FallahMehdipour et al.
[9] to a reservoir operation to decrease shortages of irri-
gation by considering the downstream discharge of water,
the decision variable, and testing various mathematical and
arithmetic operators for genetic programming. They found
the demand for irrigation to be satisfied with the maximum
reliability indicator compared to the reliability indicators of
genetic algorithm and particle swarm optimization.

A case study was conducted in Iran by Ostadrahimi et al.
[10] by applying particle swarm optimization to a multi-
reservoir system to obtain various rule curves and decrease
shortages of irrigation. The convergence rate of this new
version of PSO was increased by making it function on the
basis of a modified inertia weight. The data obtained were
compared with those of nonlinear programming and genetic
algorithm. The released water met the irrigation demand
using particle swarm optimization, whose convergence was
found to be faster than that of GA.

The reservoir operation was optimized and the benefits
of power generation were improved by Afsahr [5] taking
advantage of a modified particle swarm optimization
adapted to hydraulic and hydrological boundary conditions
of the problem in a way that the algorithm modeled the
reservoir operation through a drought. The solution ob-
tained using this version of particle swarm optimization was
on average close to the globally optimal solution, and the
power generated per year was higher than the power ob-
tained using harmony search and genetic algorithm.
Employing ant colony optimization to operationally opti-
mize multireservoir systems helped satisfy the demand for
irrigation with the minimum risk and minimize the average
irrigation deficit [11]. Afshar and Moeini (2013) increased
the diversity of the initial population by developing ant
colony optimization on the basis of a mutation operator.

Genetic algorithm and novel dynamic programming
proposed by [12] was applied to multireservoir operation to
increase the power generated in China. Genetic algorithm
outperformed dynamic programming despite the limited
power generated in dry years, which required a rationing
process. The position of drops was considered the initial
population and a decision variable in the water cycle al-
gorithm to reduce deficit in power based on the drop
movements in the environment [13]. The running time of
the water cycle algorithm was lower than that of genetic
algorithm and particle swarm optimization, and this algo-
rithm minimized the average deficit. A case study in Iran by
Bozorg-Hadad et al. [14] was aimed at reducing power
deficits using the bat algorithm based on surrounding fre-
quencies received by bats. As a decision variable, the position
of a bat was updated according to frequency and velocity.
The rate of convergence of this algorithm based on random
walk and local search was found to be higher than that of
particle swarm optimization and genetic algorithm. More-
over, its power generation received a higher index of
reliability.

Deficits in supplying demand for irrigation were mini-
mized in a reservoir operation, and the released water
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obtained from a third-order nonlinear rule curve on the
basis of genetic algorithm was found to satisfy irrigation
requirements given the high reliability index obtained [15].
Biogeography-based optimization used in a case study in
Iran to reduce deficits in power [16] on the basis of migration
processes and habitats in the environment resulted in so-
lutions that approached the globally optimal solution
through fewer iterations. The simple algorithm process used
an initial species population in the environment. Applying
the weed optimization algorithm to increase power gener-
ation in a multireservoir operation by Asghari et al. [17]
showed the superiority of this algorithm by convergence rate
and generated benefits compared to the water cycle algo-
rithm and genetic algorithm as well as particle swarm
optimization.

Employing fixed length genetic programming to de-
crease the demand for irrigation in multireservoir operation
[18] found this method to contribute to meeting the demand
with a larger convergence rate than that of other algorithms
and a higher reliability index than that of genetic pro-
gramming. Utilizing the gravitational search algorithm to
decrease power generation in a multireservoir system [19]
suggested the need of this algorithm for accurate analyses of
sensitivity to its random parameters. In comparison with
particle swarm optimization and genetic algorithm, this
algorithm resulted in a higher power generated annually and
a larger convergence rate. Applying the shark optimization
algorithm to reservoir operation demonstrated the effec-
tiveness of this algorithm in satisfying the demand for ir-
rigation with a larger convergence rate and index of
reliability than those obtained from particle swarm opti-
mization or genetic algorithm [20]. Applying monarch
butterfly optimization by [5] Ehteram et al. [8] to multi-
reservoir operation in China based on a migration operator
for the butterflies showed increases of 14% and 12% in the
average annual power generation than that of particle swarm
optimization and genetic algorithm, respectively.

A case study by Mousavi et al. [21] using the crow al-
gorithm for extracting rule curves to manage irrigation on
the basis of the potential of crows for finding and hiding
foods showed significant decreases in the vulnerability in-
dex. The average annual deficit in irrigation obtained by
applying the krill algorithm to irrigation management and
reservoir operation by Karami et al. [22] using the initial
krill’s position as the decision variable, respectively, de-
creased by of 20% and 23% compared to the deficit of the
particle swarm and genetic algorithms. Applying the kidney
algorithm based on the kidney function in the body to a
reservoir operation to decrease power generation [23]
showed that the kidney algorithm provided the best per-
formance against the other evolutionary algorithms. It was
stated that the KA achieved the first rank for the optimi-
zation problem and, thus, it showed a high potential to be
applied for different problems in the field of water resources
management.

The authors of [24] developed the Multiobjective Grey
Wolf Optimization (MOGWO) algorithm to obtain the
optimum rules on the operation of the Golestan Dam in
Golestan province, Iran, under the climate change



Shock and Vibration

conditions. Their results showed that the river flow would
decline by 0.17 percent of the baseline period under climate
change conditions in addition to increasing the temperature
by 20% as well as decreasing the rainfall by 21.1%. In another
research in the same year, they studied the Multiobjective
Farmland Fertility Optimization (MOFFA) algorithm to
derive optimum rules on the operation of the Golestan Dam
under climate change conditions. The study results indicated
an increase in release rates for climate change conditions in
comparison with the baseline ones and stronger dam effi-
ciency in climate change conditions [25].

2.1. Study Objectives, Novelty, and Problem Statement.
Great potential for solving water resources management
problems has been reported for evolutionary algorithms.
Recently developed hybrid models based on 2 rather than a
single metaheuristic have been applied to reservoir and dam
water systems [24]. The hybrid particle swarm optimization
and artificial fish optimization was used for a single-ob-
jective single-reservoir system problem. Establishing proper
communication between the algorithms constitutes a major
challenge in developing the hybrid models [24]. An easily
implemented hybrid bat-particle swarm algorithm devel-
oped using a certain communication process was inefficient
in terms of convergence rate [24]. Moreover, the short-
comings of evolutionary algorithms include being trapped in
local optimal points, early convergence, producing imma-
ture solutions, and a low convergence rate [26]. Inspired
from the social behaviors of humpback whales, Lewis and
Mirjalili developed the whale optimization in 2016 as a
swarm intelligence algorithm [27]. Inefficiency in examining
the entire search space constitutes a major disadvantage of
this algorithm. Given the acceptable potential of the dif-
ferential evolution for exploration [28], the present study
developed and implemented the improved whale optimi-
zation algorithm as a hybrid whale optimization-differential
evolution algorithm in MATLAB and analyzed its appli-
cation to managing water resources.

3. Materials and Methods

3.1. Differential Evolution. Despite basic similarities between
the differential evolution introduced by [29] and the
structure of evolutionary algorithms, their difference lies in
the way mutation and crossover are applied in the former to
update solutions based on a standard evolutionary algo-
rithm. In fact, the solution vectors randomly selected from
the population undergo component swapping, addition, and
subtraction before updating the generation. The differential
evolution performs mutation as a constant and a weighting
factor for differential vectors before crossover and mutation.
Differential vectors are calculated as the average of several
differential vectors obtained from different randomly se-
lected pairs or the difference between 2 of randomly selected
solution vectors from the population. An updated solution
vector known as the noisy vector is obtained by adding the
weighted difference vector to a solution vector that is se-
lected randomly. The trial vector then obtained through a

crossover between the target vector in the population and
the noisy vector is ultimately compared to the target vector
to pass the better one to the next generation. This process
continues to fill up the next generation by the number of
newly generated candidate solutions.

The stages of the differential evolution are shown in
Figure 1. The randomly selected vectors need to be dis-
criminated from one another. In contrast to genetic algo-
rithm, no selection mechanisms are used in the differential
evolution and minimum-cost vectors in minimization
problems associated with trial vectors or parent target
vectors are advanced to the next generation. The differential
evolution is based on P (G) as the population of generation G
including 7, individuals as candidate solutions. Position
matrix P (G) is expressed as follows:

r G G G G b
XTh o XSL XS X oo
G G G G
D D D ¢ Xy op2
©@ _ xG| 6 G G G
P=X7l X0, XS5y X§y oo X, ops
G G G G
L Xl,nvar’ XZ,nvar’ X3,nvar’ """"" Xn pop,nvar J

(1)

where G, represents the maximum number of gener-
ations defined by users, n var the number of variables or
diameters to be selected, X7, the jth component, i.e., that
is, the jth link diameter, of the ith candidate solution, and
X¢ the ith candidate solution or individual in the Gth
generation.

An arbitrarily generated initial population represented
as P (0) in the differential evolution is as follows:

0) _ v (0) _ (1) ) @Y _
PV =X =X, +randi)j(Xj -X; )z—ltonpop)j

=1to Myars
(2)

in which X" and X, respectively, represent the lower and
upper bounds of variable jand randij a random variable
uniformly distributed on [0, 1].

Subsequent generations P or new vectors are gen-
erated successively through mutation as a combination of
vectors that are selected randomly from the current pop-
ulation. Afterwards, a predetermined target vector is com-
bined with the noisy vector. Moreover, P(G*V) as the trial
vectors population is generated through mutation and re-
combination as follows:

X&)+ Fx(X{) - X)), ifrand;;<C,; Vj=D,

X (G _ J Y 1
» Xi(’?) , otherwise,
(3)
in which D=1, ... -+ Mparam > Ac [ ) PO mparam]’
Be [l Mpop |-,C €[ Lennenn Moop | A#B#C#i,

C,e [0tol]Fe [0tol]rand € [0tol]. F represents a mu-
tation constant or weighting factor defined by users on [0,
1] and C, the minimization problem defined by users.
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Otherwise, the target vector is selected for the following
generation, whose population P(“*! is selected using the
following equation:

(G+1) . (G+1) (G)
X (G+D _ Xi,j i lff(Xi )Sf(Xi )’ (4)
Y XiE?), otherwise,
in which f (Xi(G)) denotes the cost of the i individual of the
Gh generation [30].

Is G = maximum

Vectori=1

Is i = pop size?

generation?

Ficure 1: Flowchart of the differential evolution.

The computational modules applied to optimally de-
signing a water distribution network using the differential
evolution are shown in Figure 2. Given the proper ex-
plorative potential of mutation in the differential evolution,
this algorithm can effectively identify the zone of a global
optimum despite its inappropriate exploitation [28].

3.2. Whale Optimization Algorithm. In 2016, inspiring from
a bubble-net hunting strategy, A. Lewis and Seyed Ali
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Cost 454000 495000 448000 487000 427000 439000
Pipe 1 457.2 457.2 508 454.2 457.2 508
Pipe 2 203.2 355.6 355.6 355.6 355.6 355.6
Pipe 3 457.2 457.2 406.4 457.2 355.6 355.6
Pipe 4 355.6 203.2 76.2 50.8 25.4 50.8
Pipe 5 355.6 304.8 355.6 304.8 355.6 304.8
Pipe 6 101.6 25.4 254 25.4 50.8 25.4
Pipe 7 76.2 304.8 203.2 355.6 355.6 355.6
Pipe 8 254 304.8 50.8 304.8 304.8 254
Diff. &ector ‘/W Mutation
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0.0 0.0 weighted
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0.0 0.0 added to
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v
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Selection 566000 Crossover 548.64
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selecting, the one 203.2 Cr, select 436.88
with the lower cost 457.2 parameter value <« 50.8
survive 50.8 o from noisy 354.44
vector, otherwise
3536 select value from 208.28
101.6 target vector 233.68
254.0 50.8
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Following generation population
Individual'l Individual 2 Individuat® Individual 4 Individual 5 Individual 6
Cost 454000
Pipe 1 457.2
Pipe 2 203.2
Pipe 3 4572
Pipe 4 355.6
Pipe 5 355.6
Pipe 6 101.6

FiGure 2: Computational modules applied to optimally design a water distribution network using the differential evolution.

Mirjalil proposed the whale optimization as metaheuristic
describing unique hunting behaviors of humpback
whales. According to this algorithm, whales follow typical
bubbles and create a circular or 9-shaped route while
encircling prey during their hunting. The bubble-net

feeding/hunting behavior can be explained by the fact that
humpback whale go down in water by approximately
10-15 meters followed by producing spiral bubbles
encircling the prey while following the bubbles and
moving toward the surface. The following expression is



used to mathematically present the whale optimization
algorithm.

3.3. Equation for Encirclinga Prey. After encircling small fish
as the prey by humpback whales, they update their position
towards the optimal solution as the number of iterations is
maximized:

D=lc.-X ) -x@)|,
- —* - = (%)
X(t+1)=X ()-A-D,

in which X(t) represents the vector of position,?()* (t) the
vector of position of the most recent optimal solution, f the
current iteration, and A and D coefficient vectors which can
be calculated as follows:

e —
A=2rad -4,

5 (6)
C =2r,

where r represents a random value on [0, 1] and @ a linearly
decreasing variable from 2 to 0 throughout the iterations.

3.4. Bubble-Net Attacks. Two methods proposed as the
mathematical representation of the bubble-net behavior of
humpback whales, as illustrated in Figure 3, are as follows.

3.4.1. Shrinking Encirclement. This method is based on a
linear decrease from two to zero in @. The vector random
value lies on [-1, 1].

3.4.2. Spiral Position Updates. The spiral position between
humpback whales and the prey following a helix shape can
be mathematically expressed as follows:

X (t+1)B.e". cos(2nl) + X* (£), (7)

in which b is a constant defining the logarithmic shape, / a
random value over [-1, 1], and D = |X" (t) — X ()| the
distance between the prey and the ith whale used to update
the solution. The probability of the whale following a log-
arithmic path or perform shrinking encircling during op-
timization is assumed to be 50%. The related mathematic
equation is expressed in the following:

R X' () - 4D, 0.5,
Rasn=1X® P (8)

_
e cos(27rl)B +X"(t), p=0.5,

with p being a random value over [0, 1].

3.4.3. Searching for the Prey. A is used to find the prey on
the basis of the following 2 conditions while taking values
above 1 or below —I:
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Humpback whale

FIGURE 3: Bubble-net behavior based on whale optimization
algorithm.

- —_ =
D =|CX g~ X (1)), 9)
X(t+1)=X,,q- A.D. (10)

The following conditions are ultimately met:

i) |1_4)| > 1 ensures that traps in local optimal solutions
are avoided throughout the search by the whale
optimization algorithm.

(ii) |X| < 1lis selected to update the current search agent/
best solution in terms of position [27]. The whale
optimization algorithm flowchart is illustrated in
Figure 4.

3.5. Improved Whale Optimization. This section presents
improvement in the whale optimization algorithm. The
present study integrated the mutation of the differential
evolution with the whale optimization algorithm to improve
and balance the exploration and exploitation phases and
increase its convergence rate. The algorithm proposed is
explained as follows.

The trade-off existing between the exploration and ex-
ploitation of the whale optimization algorithm was solved in
the improved whale optimization algorithm using a hybrid
model comprising the operators of this algorithm and the
mutation operator of the differential evolution. The main
hybrid operator of the improved algorithm (see lines 10-28
of proposed algorithm) is a combination of mutation in the
differential evolution and the components of the whale
optimization algorithm, namely, encircling prey, search for
prey, and spiral updating position. The improved whale
optimization algorithm consists of two main parts, that is,
exploration (see lines 11-18 of proposed Algorithm) and
exploitation (see lines 19-27 of proposed Algorithm). If
rand <k, the exploration part changes the individuals.
Equation (8) was used to adjust k.

t
A=1-—r7y (11)

max
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Set number of whales, objective function, and
matrix number iterations

Initialize whale population, search agents, number of control
variables, and the lower and upper bounds

%

A

Calculate the fitness of each search agent and
obtain the initial best search

Y

Update each position with equal probability

|

One component of each whale is changed with
a predefined probability

l

If stoppping
criteria is
fulfilled

Get optimal solution

FIGURE 4: Flowchart of whale optimization algorithm.

in which t,,, and f, respectively, show the maximum
number of generations and the current generation and k is
utilized to control the exploration and exploitation of the
improved whale optimization algorithm. According to (8),
decreasing k over time from 1 to 0 allows the individuals to
explore the initial generation, while doing exploitation as
time passes. The exploration part contains the mutation of
the differential evolution and search for the prey of the whale
optimization algorithm. The improved algorithm is inte-
grated with mutation to enhance exploration throughout the
search space [28]. The exploitation component of the im-
proved whale optimization algorithm resembles that of the
whale optimization, although the improved algorithm is an
elitist method. In fact, the updated position of the ith in-
dividual in the next generation is selected as the fitter one of
offspring U; and parent X;. The solution is obtained by
considering the boundary conditions, which should not
be violated; otherwise, the repairing rule is applied according
to (9).

8; + rndreal (0, 1) x(u; - 6,)X; (j) <,

(12)
p; — rndreal (0, 1) x(‘uj - 5j)Xi () <uj

X;(j) =

with rndreal (0, 1) being a random value between 0 and 1,
X; (j) the jth dimension of the ith solution, while §; and y;,

respectively, show the lower and upper limits of the jth
dimension.
Improved whale optimization algorithm is as follows.
(1) Generating an initial population X;, i=1,2, ..., Np
(2) Measuring the individuals fitness in X;
(3) Calculating X* as the best individual
(4) While the stopping criterion is not satisfied

(5) Mapping the fitness to the number of species for
every individual

(6) For i=1 to Np

(7) Selecting a uniformly-distributed random value
rl-r2-r3-i

(8) Updating a=2-1(2/tyay), A=2ara, C=2r, I=
rndreal(—1, 1), p=rndreal(0, 1) and k=1 — (#/tp1ax)

(9) jrana =rndint(1, n)

(10) For j=1:n

(11) If p_k then

(12) If rndrealj (0, 1)_CR or j==j..,q then

(13) UGj) = X*() + F_[Xr2- ()_Xr3())]

(14) Else

(15) Selecting the random individual X;,nq

(16) D=|C- Xrana — Xi|

(17) Ui(j) = Xyana(j) — A.D

(18) End if

(19) Else if p > k then

(20) If rndrealj(0, 1) — 0.5 then

(21) D=|C-X* - X|

(22) Ui(j)=X"(j)-A-D

(23) Else

(24) D=|X* - X||

(25) Ugj)=D-expbl-cos(2-pi-1) + X"

(26) End if

(27) End if

(28) End for

(29) Evaluating the offspring U;

(30) If U; is better than X; then

(31) Updating individual i, X;=U;

(32) If U; is better than X* then

(33) Updating the best individual X* = U,

(34) End if

(35) End if

(36) End for

(37) t=t+1

(38) End while

The structure of the proposed improved whale optimi-
zation algorithm is simple. The only difference between the

improved algorithm and the whale optimization lies in
integrating the mutation of the differential evolution with



the latter algorithm. The selection function of the improved
algorithm resembles that of the differential evolution. The
improved algorithm therefore computationally resembles
the whale optimization based on O(MaxGen x Np x
O(fitness)). The maximum number of generations is
denoted as maxgen and O (fitness) is calculated by the
application [31]. Figure 5 shows the different stages of the
improved whale optimization algorithm.

3.6. Case Study. Boostan is a clay-core Earth dam in
northeastern Gonbad-eKavus, Golestan Province, Iran, for
satisfying an irrigation demand of 4200ha of land and
environmental and industrial water demand. The dam’s
length is 665 meters, its top width 10 meters, the minimum
storage volume of its reservoir 0.1 x 10°m”, and the maxi-
mum storage volume 43.7 x 10°m’. According to Figure 6
showing the monthly inputs, the present study was con-
ducted during 151 months from October 2005 to April 2018.

Boostan Reservoir Dam lies in the Gorganrood-
Gharasoo Basin as part of the 13061 km?® Caspian Basin in
the southeast of the Caspian Sea. Climate change affects the
average annual precipitation in the watershed from the east
to west and from the north to south. The average annual
temperature in this basin ranges from approximately 17°C
at low altitudes to 7.5°C in the southern highland area. The
geographical situation of the present research area is il-
lustrated in Figure 7.

Findings obtained from the present case study are rec-
ommended to be used by policymakers to satisfy the irri-
gation demand in agricultural regions. The released water
was considered a decision variable, and the water volume
should be adequate for supplying the demand of the
downstream farmers. The shortage of water was minimized
using the following objective function:

T 2
De, - Re,
minimize Fpgjepe = (7 > (13)
elease ; Demax
in which De,,, represents the maximum demand for water

during the operation, Re, is the discharged water, De, is the
required volume, and Fp.,. is the objective function. The
following continuity equation was also considered:

St+l = Qt + S(t) - EV(t) - Sp(t) = Re(t), (14)

in which Sp,) represents overflow at time ¢, Re,, the dis-
charged water, Ev ;) evaporation from the reservoir surface,
S (1) the reservoir storage volume at time £ as well as an input
to the reservoir, and S, the reservoir storage volume at time
(t+1).

The following constraints were applied to overflow from
the reservoir:

—Ev>S§
—Ev=>§

max>

S {St+Qt—Ret—Ev—Smax, if S, + Q, + Re,
P o, if S, +Q, + Re,

max*

(15)

The other constraints were as follows:
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Sin <5, <8

min = max’>

<Re, <Re

(16)

mm - max’>

in which Re,;,, represents the minimum discharge volume of
the reservoir, Re,. the maximum discharge volume, S, ;.
the minimum volume of the reservoir, and S, ,, its maxi-
mum volume. The following penalty functions were in-
cluded in the objective function to take account of
potentially unsatisfied constraints [32].

S-S
Z < S mm) ’ifSt < Smim

t=1 min

T 2
Z( m“) , i S, <8, .0

t=1 max

Penalty 1 = 4

L Oa fsmm < S < Smax’
(T 2
R
Z ( S mm t) 4 if Ret < Demin.t’
t=1 mm t
Penalty2 =4 T /Re. - D 2
D (A> ,if Re;, <De, .,
D .
t=1 max.t
L 0, it Depin ¢ <S; <Depay 4

(17)

The indicators used to measure the performance of
various algorithms in solving water resource management
problems were as follows. The volumetric reliability indi-
cator is defined as the volume of water discharged in the
whole period divided by the overall demand for water as
follows [33]:

T
R
ay = % % 100. (18)
Zt:l De,

(1) The time-based reliability indicator showing the
percentage of time the demand is completely satisfied
by the system is expressed as follows [32].

N Def
ap = 1=~ ) x 100, (19)

in which NDef represents the total number of failures
that occurs. Higher values of this index suggest a
higher system performance.

(2) The vulnerability index refers to the highest failure
rate throughout a reservoir operation, with lower
values suggesting a higher performance [34]:

D,-R
A = Max_ [ =4t | x 100. (20)
t=1 D

t

(3) The resiliency indicator reflects the recovery rate of a
system after failures; for instance, the occurrence of
failures in 4months of a 12-month operation
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FIGURE 6: The inflow to Boostan Dam reservoir per month.

suggests the significant effect of the sequence of
failure periods on the system. Moreover, larger
values of this indicator are more desirable.

fs

y; = Fix 100. (21)

1

1

in which F; represents the total frequency of failure
periods and f; the frequency of occurrence of failure
series [26].

(4) The sustainability index defined by performance
criteria as follows is defined as the sum of system
performance measures in one general index to fa-
cilitate comparison and decision-making between

different management alternatives and water re-
sources plans [35, 36]:

ST ={arxy; x (1=} (22)

3.7. Calculating the Weights of the Criteria. Subjective weights
were mainly calculated using expert comments according to
experiences and subjective judgments such as Delphi and
AHP, whereas objective weights were obtained reservoir from
actual alternative information associated with techniques,
including the entropy weight, which decreases the subjective
effect of decision makers and improves objectivity.

As a concept of a thermodynamic origin, entropy was
used to calculate system disorders and degree of confusion.
Entropy was also used by Shannon to solve information
theory problems and resolve uncertainty [37]. The entropy
theory suggests lower values of the entropy result in more
available data. A higher weight can be therefore assigned to
the criterion [38]. Numerous studies have used entropy
weight in different fields. The Shannon entropy weight can
be calculated through the following steps [39] by assuming a
decision matrix with # criteria and m alternatives.

The first stage is normalizing the decision matrix:

no—

i=12,...
] m
2ili a;j
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F1GURE 7: The geographical situation of the present study region.

The second stage is calculating entropy:

E; :—Ki(rij*Lnrij), i=12,...,n (24)
i=1

in which K = 1/Inm.
The third stage is calculating the weight of individual
criteria:
1-E;
L, i=12,...

Y (1-E))

j 1. (25)

3.8. TOPSIS. Yoon and Hwang proposed TOPSIS as a
multicriteria decision-making approach [40] for selecting an
optimal alternative. According to the main rule of TOPSIS,
the best alternative is, respectively, nearest and farthest from
positive ideal and negative ideal solutions [41]. Multicriteria
decision-making problems have been commonly solved in
numerous fields using this technique. According to Yoon

+

{(minvijlj € J')or (maxv,j € ])}, i=12,...m={v,+...

in which Jand J', respectively, represents the sets of benefit
and cost criteria.

The fourth stage is calculating the distance between
individual alternatives and positive ideal and negative ideal

solutions:

A ={(minvij|j € J')or (maxv,j ],)}, i=
A =

and Huang, the following algorithm is presented for TOPSIS
[42].
The first stage is building R as the normalized decision
matrix:
a..

ij
2" (26)
s aij

The second stage is building the weighted normalized
decision matrix:
Vij = WiTij
< (27)
w; =1,
=1

J

j represents the j™ criterion weight.

The third stage is obtaining the positive ideal and
negative ideal solutions, respectively, shown as A" and A™ as
follows:

in which w;

1,2,... >V,

+
n}’

sm={v,+ ...
1 (28)

(29)
The fifth stage is calculating the closeness coeflicient and
prioritizing the alternatives:
.4
ci =—"—
d; +d,

0<cl <1, (30)
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in which ¢} € [0,1], i = 1,2,...,m. An optimal alternative
is selected based on the priority of ¢} whose higher values
denote a better alternative. The closer the cl} to unity, the
closer the alternative A; to the positive ideal solution.

4. Discussion

Tables 1-3 present the results of a sensitivity analysis on the
random variables of various algorithms. The optimal population
size was obtained as 60 for the improved whale optimization
algorithm with an objective function value of 25.74 being the
lowest compared to the other population sizes. The optimal
mutation factor fwas obtained as 0.4 and the optimal cross over
rate ¢ as 0.3 for the differential evolution and its objective
function value of 25.84 was found for these two values.

According to Table 4, after randomly running the indi-
vidual algorithms for ten times, their performance, conver-
gence rate, and statistical parameters were compared with one
another and with the absolute optimal values obtained of
GAMS as a nonlinear optimization technique. Ten times of
running the improved whale algorithm, the differential
evolution and the whale optimization algorithm, respectively,
resulted in average responses of 25.74, 25.84, and 32.91. The
objective function based on the improved whale optimization
algorithm therefore minimized water supply shortages. The
calculation duration was obtained as 521seconds for the
improved whale algorithm, 527 seconds for the whale opti-
mization algorithm, and 1040seconds for the differential
evolution, suggesting that the improved algorithm yields the
minimum computational duration compared to those of the
other two algorithms. The lower variation coefficient obtained
after running the improved whale algorithm for 10 times
compared to that of the other algorithms suggested the ad-
equately reliable results of even one execution of the improved
whale algorithm. Although the globally optimal solution
obtained with GAMS was 12.553, the hybrid whale optimi-
zation outperformed the whale optimization algorithm given
that the former improved the performance of the latter by up
to 21.7% in deriving the optimal values of the water supply
function through decreasing the variation coefficient by up to
78% and the standard deviation by up to 82%.

Comparing the three algorithms in terms of convergence
rate in Figure 8 showed that the improved whale algorithm
convergence is the fastest and therefore outperforms in
terms of computation duration and response quality.
Replacing a poor solution obtained from an algorithm with a
good solution obtained from another algorithm improved
the rate of convergence of the improved whale algorithm. In
fact, despite the poor individual performance of the dif-
ferential evolution and the whale optimization algorithm,
their hybrid performance was higher.

Given the integration of the mutation operator of the
differential evolution with the whale optimization, Figure 8
confirmed the performance of the improved whale algo-
rithm by demonstrating the lower minimum values obtained
using this algorithm compared to those obtained from the
whale optimization algorithm.

The three algorithms were compared in Table 5 in terms
of satisfying the demand for water in the 151-month study
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TaBLE 1: Sensitivity analyses conducted on the whale optimization
and differential evolution and improved whale optimization
algorithms.

Hybrid whale optimization algorithm

Population size Objective function value Time (s)
20 26.92 176
40 26.03 353
60 25.74 521
80 25.96 699
TasLE 2: Differential evolution.
Population Mutation Crossover Obj ec.tlve Time
size factor (f) rate (c) function (s)
value
20 0.2 0.1 28.42 527
40 0.4 0.3 25.84 1040
60 0.6 0.5 27.08 1574
80 0.8 0.7 31.62 2101
TaBLE 3: Whale optimization algorithm.
Population size Objective function value Time (0)
20 3513 177
40 33.63 351
60 32.91 527
80 32.98 703

TABLE 4: Results obtained through ten times of randomly running
the three algorithms.

Differential Whale Improved
Run . L whale

evolution optimization S

optimization

1 26.79 34.22 25.92
2 26.51 32.21 25.81
3 26.41 33.75 25.78
4 24.35 33.74 2591
5 25.55 31.63 25.8
6 25.63 33.56 25.68
7 26.75 32.95 25.73
8 24.79 31.78 25.74
9 25.05 32.68 25.65
10 26.6 32.52 25.36
Average 25.84 329 25.74
Worst response 26.79 34.22 25.92
Best response 24.35 31.63 25.36
Standard deviation 0.89 0.89 0.16
Variation coefficient 0.034 0.027 0.006
Nonlinear
programming 12.553

minimum value

period. The correlation coeflicient between the required and
actual water discharge obtained as 0.94 for the improved
whale algorithm was higher than that of the other algo-
rithms. The root-mean-square errors obtained as
0.72 x10°m? for the improved algorithm, 2.64 x 10°m” for
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TaBLE 5: Comparing the different models of supplying demand for water on the basis of statistical indicators.
Index Nonlinear programming Differential evolution Whale optimization Improved whale optimization
Correlation coefficient 0.96 0.53 0.61 0.94
Root-mean-square error (m?) 1.83x10° 2.64x10° 1.99 x 10° 0.72 x10°
Mean absolute error 1.718 x 10° 2.04x10° 1.223 x10° 0.186 x 10°
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F1GURE 9: Volume of water supplied using the different algorithms.

the differential evolution, and 1.99 x10°m”® for the whale
optimization algorithm suggested the higher performance of
the improved whale optimization algorithm in satisfying
demand for water. The lower mean absolute error presented
in Table 5 for the improved algorithm compared to that of
the other evolutionary algorithms showed that this algo-
rithm outperforms in terms of meeting the downstream
demand for water.

With an average demand for water of 3.21x 10°m’,
Figure 9 shows the improved whale optimization algorithm
resulted in a water discharge volume of 3.03 x 10°m’ from
Boostan dam for supplying the demand for the reservoir
water over the study period, whereas the differential evo-
lution yielded 1.18x10°m’ and the whale optimization
1.99x10°m>. The improved algorithm was therefore the
best algorithm in terms of meeting the demand for water.

Table 6 compares the performance of the study algo-
rithms by the water resources management indicators,

suggesting that the improved whale optimization algorithm,
with a reliability indicator of 94%, outperformed the other
evolutionary algorithms in terms of satisfying the down-
stream demand for water and with the largest resiliency
indicator (89%) and the minimum objective function (25.74)
has the best status. The optimal decision can therefore be
made through considering several indicators and using
multicriteria decision-making models. In addition to ob-
jective function, the other indicators considered in the
present case study to select the best algorithm for supplying
the downstream water demand included reliability, vul-
nerability, and resiliency. Comparing the whale optimiza-
tion algorithm and the improved whale algorithm confirms
performance improvements in terms of all the evaluative
indicators. Table 7 presents the positive and negative criteria
and the criteria weights obtained using the entropy method.
The results showed that two criteria, that is, resiliency and
time reliability, have, respectively, the highest weights
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TaBLE 6: Comparing the evaluative indices obtained using the different optimization algorithms.

Volumetric reliability =~ Time reliability =~ Resiliency =~ Vulnerability = Sustainability =~ Objective function
Differential evolution 0.39 0.1 0.09 0.88 0.1 26.8
Whale optimization 0.62 0.53 0.37 0.45 0.11 32.2
Improved whale 0.94 0.94 0.89 0.06 0.79 25.74
Normalized matrix
Differential evolution 0.2000 0.0637 0.0667 0.6331 0.1000 0.2000
Whale optimization 0.3175 0.3376 0.2741 0.3237 0.1100 0.3179
Improved whale 0.4821 0.5987 0.6593 0.0432 0.7898 0.4821

TaBLE 7: Weighted vector of entropy.

Criterion Volumetric reliability ~Time reliability Resiliency Vulnerability = Sustainability =~ Objective function
Positive or negative criteria Positive Positive Positive Negative Positive Negative
Weight of criteria 0.1735 0.1809 0.1753 0.1544 0.1477 0.1715
Rank 3 1 2 5 6 4

TaBLE 8: Priority of the different algorithms based on TOPSIS.
Decision matrix options Similarity index Ranking
Improved whale optimization algorithm 0.7585 1
Whale optimization algorithm 0.4730 2
Differential evolution 0.0437 3

followed by the other criteria prioritized as the third to the
sixth.

The results obtained from TOPSIS on the basis of the
decision matrix are shown in Table 8, suggesting that the
improved whale optimization algorithm outperformed the
other algorithms with the maximum similarity index,
whereas the whale optimization and the differential evolu-
tion were, respectively, ranked second to third.

5. Conclusion

The present research proposed the improved whale opti-
mization as a novel hybrid whale optimization differential
evolution algorithm to optimize the operation of Boostan
dam reservoir through satistying the downstream demand
for water by Boostan dam reservoir in Golestan province and
reducing the shortage of water using a single-reservoir
system. Exploration was performed in the improved algo-
rithm by combining the mutation operator of the differential
evolution and the search for prey of the whale optimization
algorithm. The convergence rate, performance, and statis-
tical parameters of the three algorithms were compared with
one another and with the globally optimal solution obtained
from nonlinear programming in GAMS by running the
individual algorithms for ten times.

The obtained results confirmed the performance supe-
riority of the improved whale optimization algorithm over
the differential evolution with the objective function value of
25.74, minimum computation duration, and fastest con-
vergence. In addition, the improved whale optimization
improved the objective function, standard deviation, and
variation coefficient by 21.7%, 82%, and 78% compared to
those of the whale optimization, respectively. Lower values
of mean absolute error and root-mean-square error obtained

for the improved algorithm also suggest this algorithm can
more effectively help supply the demand for water than the
other evolutionary algorithms. Given an average demand for
water of 3.21 x 10° m” over the 151-month study period, the
improved whale optimization algorithm outperformed the
other evolutionary algorithm with a water discharge volume
of 3.03x10°m’, which was higher than that of the other
algorithms. In other words, the improvements in perfor-
mance achieved can be explained by the integration of the
mutation operator of the differential evolution with the
whale optimization in the hybrid algorithm, which caused
the mutation operator to search the exploration space more
effectively.

A multicriteria decision-making model was utilized
based on TOPSIS and the Shannon entropy to identify the
optimal algorithm. Calculating the evaluative indicators for
the three algorithms suggested that the improved whale
optimization algorithm, with a reliability index of 94%,
outperforms the other evolutionary algorithms in terms of
meeting the downstream demand for water. This algorithm
was also found to be the best in terms of objective function
value (25.74) and resiliency index (89%).The multicriteria
decision-making model employed in the present research
confirmed the functional superiority of the improved al-
gorithm over the other two algorithms in optimizing the
operation of Boostan dam reservoir. Moreover, an increase
was observed in the volume of Boostan dam reservoir during
the exploitation using the improved whale optimization
compared to the whale optimization. In line with the results
obtained by Kai et al. [4, 32], the present findings showed the
superiority of hybrid algorithms over their constituent al-
gorithms. The effect of climate change on this novel hybrid
algorithm is recommended to be examined for multi-
reservoir operation.
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This study develops the Multiobjective Grey Wolf Optimization (MOGWO) algorithm to obtain the optimum rules on the
operation of the Golestan Dam in Golestan Province, Iran, under the climate change conditions. The tow objective functions
defined in the optimization process include minimizing the vulnerability and maximizing the reliability indices of the model
under baseline and climate change conditions periods. Results showed that the river flow would decline by 0.17 percent of the
baseline period under climate change conditions in addition to increasing the temperature by 20%, as well as decreasing the
rainfall by 21.1%. Moreover, the extent of vulnerability index variations in baseline and climate change conditions was 16-45% and
10-43%, respectively. The range of reliability index variations in baseline and climate change conditions was 47-90% and 27-93%.
On the other hand, the vulnerability index has also been measured at 29% and 27% for baseline and climate change conditions,
respectively, with 75 percent of reliability. Comparison of the reservoir release rate and water demands for all of the Pareto points
indicates a rise in release rates for climate change conditions relative to the baseline one; as the result, the higher adjustment in the

reservoir release rates to its demand volumes will be highlighted as the higher dam efficiency in climate change conditions.

1. Introduction

Water resources systems are very complex, and in terms of
water resources management and use, the advantages of
water supplies can be maximized. Therefore, in order to
promote sustainable growth and optimize profits, it is im-
portant to participate in management activities to satisfy
customer needs, particularly in areas where the mismatch
problem is severe [1, 2].

The operation of dam reservoirs is of great significance
because of the inadequate water supplies, owing to the
economic value of the reservoirs resulting from the optimum
management of water resources, growing water demands,
and the scarcity of usable water supply. Furthermore, it is
important to use a system that provides optimum man-
agement of the operation of dam reservoirs, particularly
under the conditions of climate change. Thus, both priorities
and multiobjective modeling frameworks must be used to
derive decision-making alternatives [3].

Therefore, a group of approximate solution algorithms
called metaheuristic algorithms has been produced over the
last decades in the optimization of the reservoir system that
investigate the computational complexity efficiently and
safely and avoid the solution method from being stuck
within the boundaries of the search space. For multiobjective
optimization of water resource systems, particularly dam
reservoirs, several methods have been used in the recent
decades. Multiobjective evolutionary algorithms are among
the most significant and commonly used, providing a range
of optimal solutions in each iteration that can be expressed
in the form of the Pareto curve [4].

Sun et al. [5] proposed a model of multiobjective op-
timization for reservoir operation (MORO) with the ob-
jectives of maximizing water diversion and power
generation. The multiobjective evolutionary algorithm based
on decomposition with adaptive weight vector adjustment
(MOEA/D-AWA) was applied to solve the MORO problem.
In addition, the performance of the MOEA/D-AWA was
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compared with two other algorithms based on the hyper-
volume index.

Their results showed that (1) the proposed model was
effective and reasonable in theory; (2) the optimization
results obtained by MOEA/D-AWA demonstrated this al-
gorithm could be applied to the MORO problem, providing
a set of evenly distributed nondominated solutions; and (3)
water diversion and power generation were indeed con-
tradictory objectives.

Donyaii et al. [6] introduced a combined model of Crow
Search (CSA) and Grey Wolf (GWO) Optimization algo-
rithms called Grey Wolf -Crow Search Hybrid algorithm to
optimize the operation of the single-reservoir system of the
Golestan Dam, considering the objective function (supplying
downstream water demand). To compare the convergence and
performance of these algorithms, the statistical parameters of
each algorithm were calculated and compared with each other,
as well as with the analytical solution of a nonlinear pro-
gramming model (i.e, GAMS Software). Then, in order to
analyze the performance of the algorithms, the Combinative
Distance-based Assessment (CODAS) Multicriteria Decision-
Making Model was used to rank the decision alternatives (i.e.,
optimization algorithms) based on volumetric and time-based
reliability, reversibility, and vulnerability criteria, as well as the
optimized objective function. Their results showed that not
only the hybrid model approach has a response closer to the
absolute optimal value but also the CODAS Multicriteria
Decision-Making Model identified that it was better than its
constituent algorithms, namely, CSA Optimization and GWO
algorithm in optimizing the objective function.

Wu et al. [7] carried out a multiobjective hydropower
reservoir activity using NSGA-II and objective functions to
optimize water supply and hydropower generation benefits
and mitigate water scarcity for environmental demands and
demonstrated the efficacy and reliability of the proposed
algorithm and model by using it in the Yellow River of
China’s Lango reservoir.

Ashofteh et al. [8] used the multipurpose genetic pro-
gramming (GP) to optimize the Aydoghmush dam reservoir
in East Azerbaijan Province in Iran under baseline and
climate change conditions. The optimization results revealed
that the rules of reservoir performance that are involved in
climate change lead to an improvement from 29% to 32% in
the reservoir performance due to climate change compared
to baseline. Ehteram et al. [9] applied the kidney algorithm
to generate an optimal operation of the Aydoghmush res-
ervoir in Eastern Azerbaijan Province in Iran to decrease
irrigation deficit downstream of the dam. They compared
the results of the kidney algorithm with other evolutionary
algorithms, including bat (BA), genetic (GA), particle swarm
(PSO), shark (SA), and weed algorithms (WA). The results
showed that the kidney algorithm provided the best per-
formance against the other evolutionary algorithms.

The efficiency of two models of Extreme Learning
Machines (ELM), Artificial Neural Network (ANN), and the
combination of two models with wavelet propagation al-
gorithms (W-ELM and W-ANN) was evaluated by Afkha-
mifar & Sarraf [10]. They discovered the W-ELM-QPSO
hybrid model has increased quality than other models and
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this model has a high speed in terms of training and testing
speed in addition to forecasting power than other models.

In the present study, as an innovative approach in the
field of water management, the development and imple-
mentation of the multiobjective Grey Wolf optimization
algorithm (MOGWO) was proposed, which was not dis-
cussed in the previous studies.

Moreover, the optimal operation rules of the Golestan
Dam reservoir (in Golestan Province, Iran) in baseline
conditions (from April 2006 to October 2018) and climate
change conditions (April 2021 to October 2033) using
MOGWO algorithm, with two objectives of minimizing
vulnerability and maximizing reliability index in demand-
supply, were determined and compared in the mentioned
periods as a necessity for the future water recourses planning
management.

The methods applied in this research are as follows:

(i) Assessing climate change parameters

(ii) Simulation of rainfall-runoff processes for deter-
mining Golestan Dam reservoir discharge volume
in Iran

(iii) Estimation of baseline water demand volume and
climate change conditions and multiobjective op-
erating rules extraction (based on three variables of
storage volume, demand volume, and discharge to
the reservoir) in climate change and baseline
conditions

Ultimately, the procedures for this investigation were to
compare optimum allocation policies in baseline and climate
change conditions with the performance measures and ef-
ficiency indices of the reservoir.

2. Initial Information and Processing

In this study, in order to obtain a more realistic approxi-
mation, by averaging three scenarios (i.e., RCP 2.6, RCP 4.5,
and RCP 8.5), a new scenario named as the average scenario
was proposed after downscaling the CANESM2 Climate
model with SDSM 4.2 software. The findings show that, also
in the average scenario, the monthly average temperature
increases in all three cases, which averages 20% for the
prediction duration. Analyzing the average monthly pre-
cipitation variations have shown that the drop in the next
period of precipitation rate was obvious, and this trend has
been diminished by to 21.1 percent regarding to the baseline.

A second-order Neurofuzzy model with a Gaussian
membership function was conducted to simulate the rain-
fall-runoft process focusing on the climate change phe-
nomena at the entrance to the Golestan Dam, including 20
training epochs and 10000 iterations for 95% of training data
(in each prediction). ANFIS’s best influence radius for
calculating the runoff reached 0.04.

Consequently, the volume of runoff during the climate
change conditions with respect to the baseline period would
be decreased to 0.17 percent. Therefore, this could be a
warning for water resources management.
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3. Optimization Model Development

The simulation of the reservoir through the continuity
equation would be described as follows:

Sty = S + Qry — Re(y = Sp ) — Loss ), (1)

Loss(;y = Ay X Evy), (2)
3 2

A(t) = (Zs(t) + bS(t) + CS(t) + d, (3)

where A ) implies to the reservoir surface in the #-th month,
Ev ;) is the net evaporation from the reservoir (the difference
among the amount of rainfall and evaporation in the ¢-th
month), and a, b, ¢, and d imply the constant coefficients of
the volume-area equation of the reservoir for the Golestan
Dam reservoir. Q) is the inflow to the reservoir in the ¢-th
month, Re, is the release from the reservoir in the ¢-th
month, Sp ) is the reservoir overflow in the ¢-th month,
Loss(, s the evaporation losses in the t-th month, and
shortage is the difference between the demand and the actual
release when it is less than the demand. Overflow of the
reservoir imposes some constraints on the calculations as
follows:

{ S, +Q; —Re; —Loss(y — S0 if S, +Q, —Re, — LosS () > Sipaxs
P, =

0, if S, + Q, — Re, < S,
(4)

Other constraints are as follows:
Simin <S¢ < Siax: (5)
Re,;, <Re, <Re,.., (6)
where S, and S,;, imply the maximum and minimum

volumes of the reservoir and Re,,, and Re_;,, are referred to
as the maximum and minimum releasable volumes from the
reservoir, respectively [11].

Two objective functions have been used in the present
study to mitigate vulnerability and optimize the reliability
index in baseline and climate change conditions based on the
following equations [12]:

_ Zthl (D, - Re,|Re, < D,)

Minimize F, = T , V., =12,...,T,
[Ntzl (Re, <Dt)] * Divax
(7)
T
N,_, (D, —Re,|Re, > D
Maximize F, = =1 (D Tetl & t), v, =12,...,T,
(8)

where F, implies the objective function of a vulnerability
index, F, is the objective function of the reliability index, D,
is referred to as the demand volume throughout the t-th
period, D,,,, implies the maximum water demand in the
operating period, N (Re, < D,) implies the number of
months of water shortage, and NL (D, - Re;|Re, > D,)
implies the number of months of water supply equations:

3
S>8m Ve=1,2,...,T, 9)
Re,<Re ... V,=12,...,T. (10)

In the event of violations of constraints 9 and 10, penalty
functions will be introduced to the objective functions as
follows:

F,(orF,) = F,(or F,) + [A' . <M) + B'],
Smax - Smin

V,=1,2,...,T,
(11)
Re
Fy(orF,)=F,(orF)) +|C -| —~ |+ D'},
or) = Ey(ork) [ () -
V,=1,2,...,T,
where [A" - (Spin = Si/Smax — Smin) + B'] implies the penalty

function achieved from the violation of equation (9) and
[C" - (Re,/Dyy,y) + D'] is referred to as the penalty function
resulted from the violation of equation (10). A’ to D" coef-
ficients imply the positive constants of penalty functions
with A’ =1, B'=0.5, C' =1, and D' = 16 values [12].

3.1. Operation Rule Curve. In the existing study, the rule of
decision is derived based on equations (13) and (14) for the
operation of the Golestan Dam single-reservoir system to
minimize the vulnerability resulted from the system shortage
and to provide the necessary demand and also to optimize
the demand-supply reliability using MOGWO algorithm
equations:

Rebt =9 (th+Sbt+Dbt), Vt = 1,2,...,T, (13)

Reﬂ = 92 (th+Sﬁ+th), Vt = 1,2,...,T, (14)

where g, (Qyp + Sp; + Dy,) of the first option implies the rule
from MOGWO in the baseline operating period for baseline
conditions and g, (Qg + Si + D) of the second option
implies the rule from MOGWO in the climate change op-
erating period for climate change conditions. The b index is
for baseline conditions, and the findex is for climate change
conditions [12].

3.2. Grey Wolf Optimization. Mirjalili et al. [13] proposed
the Grey Wolf Optimization Algorithm (GWO) to mimic
the hunting behavior of Grey Wolves in nature. The key goal
of the GWO strategy is to use a network of searching agents
to determine the optimal for a specific problem. Usually,
these wolves reside in groups of between five and twelve. The
basic difference between the algorithm of Grey Wolf Op-
timization and the other algorithms of optimization is the
dominant social structure that decides the convergence rate
for each optimization iteration. Furthermore, the Grey Wolf
Optimization algorithm mimics the wolves’ foraging actions
in finding and assaulting prey [13]. Figure 1 shows the
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FIGURE 1: Social hierarchy of the group of Grey Wolves [13].

hierarchical order of the group of wolves. The leader is
shown by alpha as the strongest alternate member. In reality,
the alpha, accompanied by the other wolves, is the leader
wolf. Beta is the second alternative candidate who en-
courages alpha in decision-making and is a conduit between
the leader and the rest of the squad. The third alternate
nominee responsible for providing data for two higher stages
(alpha and beta) is indicated by delta. In comparison, the
remaining alternatives are indicated by the omega, which is
responsible for submitting information to the three higher
stages. Furthermore, the hunting process consists of three
steps: the prey is found, surrounded, and targeted. Therefore,
the Grey Wolves Empirical hunting technique used to ad-
dress a structural optimization topic is demonstrated by
GWO. It is, then, presumed that the victims are the ideal
solution to the issue.

The motion of the top three stages, provided in the given
equations, replicates the covering of the victim by Grey
wolves [13].

—

D=[C-X, (1) -X () (15)

where in t represents the current iteration, Xp represents the
victim’s location vector, X indicates the Grey wolf’s position,
and C is the coefficient’s vector. As stated in Figure 2, the
consequence of vector D is, then, used by the following
equations to move the individual object to or away from the area
where the best solution representing the victim is located [13]:

X(t+1)=X,(- 4D, (16)
A-23.7,-3, (17)
C=2.7, (18)

where 7, is selected randomly in [0, 1] and @ is reduced
from 2 to 0 using a fixed quantity of iterations.

In case |A| < 1|, this corresponds to the behavior of the
exploitation and simulates the behavior of the attack on the
prey. Otherwise, if |A| < 1, this fits the exploration behavior
and simulates the victim’s wolf spacing away, as illustrated in
Figure 2. The proposed values for A are given in [-2, 2].
Therefore, the following mathematical expressions are used
to measure three higher levels alpha, beta, and delta [13].
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FIGURE 2: Graphical representation of Grey wolf hunting procedure
in a circle or sphere space around the prey (X,) based on the
direction (D) between the wolf (X(,) and the prey [13].

This refers to the exploitation action in the case |A| <1
and approximates the actions of the attack on the victim.
Otherwise, if |A| > 1, this matches the exploration actions and
approximates the positioning of the victim’s wolf, as seen in
Figure 2. In [-2, 2], the suggested values for A are provided.
The following mathematical equations are, then, used to
calculate alpha, beta, and delta at three higher stages [13].

e e e e e Y

D, =|C/ - X, - X|X; = X, - 4, -(Da),

—_ e o D > > —

Dy =|C; Xy - X|X; = Xz - 4, - (D,;), (19)
- o D > > —

D; =|C; - X5 - X|X; = X; - A3-<D5>.

We consider that alpha, beta, and delta have enough
knowledge of the potential location of the prey for math-
ematically mimicking the Grey Wolf hunting process. In
reality, as defined in the following equations, the first three
best solutions that have been obtained are rescued and
enable the other agents to adjust their positions based on the
best agents alpha, f5, and d [13]:

Xrp=rXatX (20)

4. Results and Discussion

Using metaheuristic algorithms in civil engineering opti-
mization issues is inevitable [14, 15]. In this study, the
MOGWO metaheuristic algorithm was used to derive the
operating rules from the Golestan Dam Single-Reservoir
System in Northeastern Iran, Golestan Province (Figure 3),
and a 4200-hectare downstream network. The reservoir has a
capacity of 43.7 million cubic meters at the normal level, 100
meters above sea level, and 54 million cubic meters at the
level of overflow.

The curve of the surface-volume of the reservoir was
extracted through the following equation with the R*=0.997
correlation coeflicient and based on Figure 4:

Y = -0.003X> + 0.184X + 1.435. (21)
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The maximum baseline and climate change demands are
37.84 and 41.86 million cubic meters. Figure 5 indicates the
average monthly release volume, as well as the monthly average
evaporation volume and the monthly average demand volume
for water under baseline and climate change conditions.

The results revealed that the ratio of discharge into the
reservoir and demand for water under climate change
conditions decreased by approximately 17 percent and in-
creased by 10 percent relative to baseline conditions,
respectively.

The optimum operating rules of the Golestan Dam
reservoir were obtained from a two-targeted problem, using
the MOGWO algorithm. The two-target problem involved
maximizing demand reliability and reducing system
vulnerability.

According to Figure 6, if we assume the model reliability
index of 75%, there will be an obvious difference between
the vulnerability values under the climate change and
baseline conditions. In other words, Figure 6 displays the
effects of the two-objective optimization algorithm in the

sense of the Pareto curve for baseline and climate change
conditions. There are 16 percent to 45 percent and 10
percent to 43 percent of vulnerability shifts in baseline and
climate change conditions as stated in Figure 6. In baseline
and climate change conditions, the number of reliability
adjustments is 47 percent to 90 percent and 27 percent to 93
percent. In comparison, for baseline conditions and climate
change conditions, 29 percent and 27 percent of vulner-
abilities are generated for every 75 percent of reliability,
respectively. In other words, the degree of vulnerability and
reliability of climate change is higher than that of the
average. A reservoir activity rule, including its vulnerability
and reliability indices, is shown by each point in the Pareto
curve (Figure 6). None of the Pareto points has taken
precedence over others; based on catchment conditions
and policies, they can differ. The next phase was to de-
termine the optimum level of rules on water demand in the
sense of baseline and climate change conditions. Therefore,
the optimum rules were compared to the optimum rules
arising from climate change conditions. On the other hand,
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Figure 6 shows that, in all the values of common reliability
between baseline and climate change conditions (i.e., 45%
to 89%), the vulnerability values of the model have been
significantly reduced, which will evaluate the model more
stable in climate change conditions.

For the baseline and climate change conditions, the
results for the supply of water demands for the 75 percent
reliability index are stated in the Figures 7(a) and 8(a).

Compared to the corresponding demand for water, the
following two alternatives were determined by the changes
for shortages due to the optimal operational rules arising
from the proposed optimization algorithm, as shown earlier.
A comparison of the baseline and climate change conditions
shows that, in the climate change conditions, the volume of

released water from the reservoir is more consistent with
irrigation demand. In addition, reservoir storage in the
climate change conditions is lower compared with the
baseline one, which is due to increases in the release
(Figure 8(b)). The results are seen, respectively, in
(Figure 7(b)) and (Figure 8(b)). Climate change release rates
are higher than under baseline conditions, according to
(Figure 7(a)) and (Figure 8(a)), which will be 10 percent due
to the increased demand for water under climate change
conditions.

On the other hand, Figures 7(b) and 8(b) indicate that,
under climate change conditions, the output of the dam has
also improved. In the next step, the objective function values
of 75 percent reliability per Pareto point were calculated in
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FIGURE 7: The comparison of (a) release volume (b) and shortage volume per each Pareto point resulted from 75% reliability in baseline
conditions.

the conditions to evaluate the reservoir output in the supply of It should be mentioned that the results obtained in this
downstream water requirements, as described in (Table 1).  study are consistent with the results obtained by other re-
Reservoir release is more compatible with climate change searchers such as Ashofteh et al. [12] and Donyaii et al. [4]
conditions, according to (Table 1). Therefore, under the effects ~ who applied genetic programming and Farmland Fertility
of climate change, the dam’s performance is even better. optimization algorithm, respectively.
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change conditions.

TaBLE 1: The comparison of objective functions in baseline and climate change conditions for each Pareto point (75% reliability).

Conditions Reliability (%) Vulnerability (%)

Baseline 75 29

Climate change 75 27

5. Conclusions change, it is important to include a range of decision-
making alternatives (Pareto curve) in such a manner that

One of the main considerations in water resources man-  executive managers and operators can assess the relative

agement is to take into account all priorities within policies value of the objectives in this respect. Therefore, it is un-
governing the development of water resources systems to  avoidable to derive multiobjective operating rules from
satisfy water demand. Moreover, in the light of climate  reservoirs, as each of the curve points in the Pareto curve
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means a reservoir operation rule that can be modified
under the conditions and policies regulating the catchment.
The objective of this work was to draw up a general
guideline for the operation of such Pareto points so that it
could determine how to achieve these points such that 75
percent of the downstream Golestan Dam lands in Iran are
provided with water needs.

In the current research, after assessing the climate
change parameters such as temperature and precipitation
values for baseline condition, they were predicted for the
future period as the parameters of climate change conditions
by downscaling the CANESM2 climate model with SDSM
4.2 software. Analyzing the average monthly precipitation
variations have shown that the drop in the precipitation rate
in the next period was obvious, and this trend has been
diminished by to 21.1 percent regarding to the baseline as a
warning for water resources management. Next, a second-
order Neurofuzzy model with a Gaussian membership
function was conducted to simulate the rainfall-runoff
process focusing on the climate change phenomena at the
entrance to the Golestan Dam. Results showed that the
volume of runoff during the climate change conditions with
respect to the baseline period would be decreased to 0.17
percent. Finally, the Grey Wolf Optimization algorithm was
used to solve the problem of the reservoir system of the
Golestan Dam under baseline and climate change conditions
in the province of Golestan. In order to obtain reservoir
discharge rules (based on the Pareto curve), objective
functions, including maximizing the reliability index and
minimizing the vulnerability index, were based on param-
eters such as the discharge volume to the reservoir, the
storage volume, and the water demand volume derived from
the MOGWO algorithm. The study showed that the amount
of vulnerability changes under the baseline and climate
change conditions was 16 percent to 45 percent and 10
percent to 43 percent, respectively. Moreover, the reliability
increase under the baseline and climate change conditions
ranged from 47 percent to 90 percent and 27 percent to 93
percent, respectively. Meanwhile, for 75% reliability index of
the model, the vulnerability ranged between 29% and 27%
under the baseline and climate change conditions, respec-
tively. In the next step, in order to evaluate the efficiency of
the reservoir in meeting the downstream water require-
ments, in the abovementioned conditions, the values of the
objective function were compared to 75 percent reliability.
The results show that the rate of release of the reservoir is far
more in line with the demand for climate change, so evi-
dence is given that the Golestan Dam performs better under
the conditions of climate change.
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Ay Reservoir surface in the
t-th month

Evy: Net evaporation from
the reservoir

a,b,c,d: Constant coefficients of

the surface-volume
equation

Quy:

Re(t)Z

Sp(t):
Loss 4

S...and S

max min*

Re_ . and Re

max min*

DMax:

N (Re,<D,):
NL, (D, - Re;|Re, > D,):

(A" (S — S,/S

min

[C'.(Re;/Dyyy) + D'

A'toD':

91 (Qpy + S + Dyy):

9> (Qg + Sg + Dg):

The b index:

GWO:

Xp:

max Smin

The inflow to the
reservoir in the t-th
month

The release from the
reservoir in the t-th
month

The reservoir overflow
in the t-th month

The evaporation losses

R)[ the t-th rn%nth

aximum an
minimum volumes of
the reservoir

Maximum and
minimum releasable
volumes from the
reservoir

Objective function of a
vulnerability index
Objective function of
reliability index
Demand volume
throughout the ¢-th
period

Maximum water
demand in the operating
period

Number of months of
water shortage

Number of months of
water supply

Penalty function
achieved from the
violation of equation (9)
Penalty function
resulted from the
violation of equation
(10)

Coefficients imply the
positive constants of
penalty functions with
A'=1,B'=05,C =1,
and D' =16 values

The rule from MOGWO
in the baseline operating
period for baseline
conditions

The rule from MOGWO
in the climate change
operating period for
climate change
conditions

For baseline conditions,
f index =for climate
change conditions

Grey Wolf Optimization
Algorithm

Victim’s location vector
Grey wolf’s position
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C: Coefficient’s vector

D: Direction between the
wolf and the prey

Xp): Prey position

— —
7, and 7,

Randomly selected value
of [0, 1]

a: Fixed quantity of
iterations reduced from
2to0

A: Proposed values given
in [-2, 2]

R%: Correlation coefficient.
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Large Liquefied Natural Gas (LNG) tanks are prone to damage during strong earthquakes, and accurate seismic analysis must be
performed during the design phase to prevent secondary disasters. However, the seismic analysis of large LNG tanks is associated
with high computational requirements, which cannot be satisfied by the calculation efficiency of traditional analytical techniques
such as the Coupled Eulerian-Lagrangian (CEL) method. Thus, this paper aims to employ a less computationally demanding
algorithm, the Smoothed Particle Hydrodynamics-Finite Element Method (SPH-FEM) algorithm, to simulate large LNG tanks.
The seismic response of a 160,000 m”® LNG prestressed storage tank is evaluated with different liquid depths using the SPH-FEM
algorithm, and simulation results are obtained with excellent efficiency and accuracy. In addition, large von Mises stress at the base
of the tank indicates that strong earthquakes can severely jeopardize the structural integrity of large LNG tanks. Therefore, the

SPH-FEM algorithm provides a feasible approach for the analysis of large liquid tanks in seismic engineering applications.

1. Introduction

Natural gas is a reliable source of energy that is used globally
to meet growing energy demands. With the increasing
consumption of natural gas over the past few years, Liquefied
Natural Gas (LNG) tanks have become a major component
of urban infrastructure. As a result, the scale of tank con-
struction has also increased, but this change has been as-
sociated with various safety risks. LNG storage tanks have
high seismic risks compared to traditional buildings because
they can lead to secondary disasters, such as explosions and
environmental pollution, that result in significant property
damage or loss of life. In addition, LNG tanks are more
vulnerable to earthquakes owing to their low redundancy,
low ductility, and low energy-dissipating capacity compared
to conventional structures [1]. For example, the destruction
of an LNG tank during the 1964 Japan earthquake caused
fires and explosions that resulted in serious societal losses
and pollution. Another example was the 1976 Tangshan
earthquake in which the bottom ring of a storage tank

buckled and led to liquid leakage [2]. Thus, it is of para-
mount importance to investigate the seismic performance of
LNG tanks to ensure their structural safety.

To analyze the dynamic performance of large LNG tanks,
it is essential to understand fluid-structure interaction (FSI)
and dynamic performance of the structure. Different from
conventional structures, seismic analysis of liquid storage
tanks must account for fluid-structure interaction as a result
of inertial earthquake loading and hydrodynamic pressure.
The seismic design of storage tanks was initially established
on the rigid wall model proposed by Housner [3] in 1957,
and many subsequent models have improved on this theory.
However, many tanks designed according to this model have
suffered damage during earthquakes [2]. Consequently,
Veletsos and Yang [4, 5] proposed a single-degree-of-free-
dom model for a flexible tank wall that assumed that the tank
vibrated under a given bending mode. In 1981, Haroun and
Housner [6] developed a more realistic model that con-
sidered the dynamic interaction of liquid and the tank wall.
This method is known as the coupled vibration effect model,
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and it divides the liquid into three components: a convection
component, a flexible impulsive component, and a rigid
impulsive component. In addition, Hu et al. [7] presented a
method for mass addition using user subroutines to study
the seismic response of a large cylindrical thin-walled
storage tank based on the theories of Housner and Veletsos.
Liquid mass was added to the solid wall without considering
liquid sloshing. Hariri-Ardebili et al. [8] compared the
endurance time analysis (ETA) method to the time-history
analysis (THA) and incremental dynamic analysis (IDA)
method to investigate the seismic performance of a high-rise
telecommunication tower. Hadj-Djelloul and Djermane [9]
used the three-dimensional finite element technique to study
the seismic response of perfect and imperfect elevated water
tanks. They also investigated the effect of geometric im-
perfection on the dynamic performance of elevated water
tanks.

Based on applicable theories regarding fluid-structure
interaction, since the 1950s, there have been several studies
on the dynamic analysis of LNG storage tanks. Hwang [10]
investigated the dynamic response of an LNG tank using a
combination of Boundary Element Method (BEM) and
Finite Element Method (FEM) programs. Wu [11] per-
formed time-history analysis of LNG storage tanks with
FEM software and found that deformation of the inner tank
was effectively prevented by adding a prestressed concrete
wall and an insulating layer. Christovasilis and Whittaker
[12] investigated the seismic response of a conventional and
isolated vertical cylindrical LNG tank by applying finite
element analysis to mechanical models. The results obtained
from two numerical models were in good agreement and
demonstrated that a mechanical model could be used with
confidence for the preliminary analysis and design of
conventional and isolated LNG tanks. Sun et al. [13] derived
and calculated the dynamic response of base-isolated LNG
storage tanks considering soil-structure interaction, the
effect of which was proven to be insignificant. Chen et al.
[14] investigated the dynamic response of a typical
160,000m> LNG prestressed concrete outer tank under
impact loading, and types of impact damage were deter-
mined based on dynamic response results including stress,
displacement, energy, and critical impact velocity. Li et al.
[15] conducted numerical dynamic analysis of LNG storage
tanks and concluded that filling the space between the outer
and inner tank could improve seismic performance with
little effect on the sloshing height. Du [16] adopted the
Coupled Eulerian-Lagrangian (CEL) analysis technique in
ABAQUS to simulate fluid-structure interaction [17] in
LNG tanks, but the CEL method exhibited liquid leakage and
low simulation efficiency.

The aforementioned numerical simulation methods are
very computationally intensive due to the sheer size of large
LNG tanks. Given the recent rise in large LNG tank con-
struction, it is essential to employ a fast analysis method that
can simulate the seismic response of LNG tanks in practical
engineering applications. Thus, an eflicient smoothed par-
ticle hydrodynamics-finite element method (SPH-FEM)
algorithm [18], which has not been previously applied
to large land-based LNG tanks, is proposed in this paper.
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SPH-FEM methods retain the advantages of FEM in sim-
ulating FSI problems while adopting the advantages of SPH
in modeling fluid behaviour.

SPH is suitable for modeling fluid behaviour because it is
a mesh-free method that discretizes a liquid field into
particles [19]. A kernel function is used to approximate
differential equations, and the function value at any point is
then expressed by neighboring nodes based on a local ap-
proximation. The SPH algorithm can overcome the weak-
ness in mesh-based methods regarding fluid simulation by
effectively addressing free surfaces and moving interfaces in
addition to large deformation of materials. As a result, after
its development by Lucy [20] and Gingold [21] in 1977, the
SPH method has been successfully adopted for studies in
continuous solid mechanics and fluid mechanics to solve
problems related to structural failure, large deformation, and
liquid sloshing [22]. Huang et al. [23] verified the feasibility
of liquid sloshing analysis using the SPH method by
obtaining results that corresponded to theoretical analysis.
Liu et al. [24] performed a three-dimensional numerical
simulation of free surface liquid sloshing in a prismatic tank
subjected to a sinusoidal excitation using the SPH algorithm,
and the numerical results exhibited good agreement with
experimental data. Shao et al. [25] also presented an im-
proved SPH algorithm to model liquid sloshing dynamics,
and the numerical results agreed well with the experimental
observations. The SPH algorithm has also been widely ap-
plied to simulate embankment flow [26], wave breaking [27],
and explosions [28]. Therefore, the SPH algorithm is a
versatile analysis method that can be applied to a variety of
structural problems, including the fluid component of large
LNG tanks.

Coupled with a FEM method for the solid component,
an SPH-FEM algorithm greatly improves the calculation
accuracy and efficiency for fluid-structure impact problems.
The coupled SPH-FEM method was first proposed by Att-
away et al. [29] using a master-slave algorithm to account
for the contact between FE elements and SPH particles.
Kalateh and Koosheh [30] used the SPH-FEM method to
simulate the interaction between a convergent-divergent
nozzle and cavitating flow, and the results showed that the
behaviour of liquid and vapor at the interface matched other
numerical and experimental methods. Liang and Chen [31]
applied the SPH-FEM method to soil-structure interaction
problems during the seismic analysis of a rectangular un-
derground structure, and results indicated that the distri-
bution and magnitude of seismic earth pressure were
influenced by the magnitude of soil deformation. Fragassa
et al. [32] analyzed the effect of air in FSI problems by
coupling FEM and SPH. They concluded that air had little
effect on stress prediction, but it had a greater effect on the
behaviour of the structure after the initial fluid impact. In
this study, the SPH-FEM algorithm provides an accurate and
efficient method for the analysis of a large LNG tank under
dynamic earthquake loading.

Section 2 of this paper presents an overview of the SPH-
FEM methodology. Section 3 verifies the SPH-FEM algorithm
by comparing it to the traditional Coupled Eulerian-Lagrangian
(CEL) method on the analysis of a cubic water tank under
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sinusoidal excitation. Subsequently, Section 4 analyzes the
dynamic response of a 160,000m’ LNG storage tank under
three earthquakes with the same site conditions. Section 5
concludes the study and reiterates the advantages of the SPH-
FEM algorithm as an innovative, accurate, and efficient method
to simulate large LNG tanks.

2. Methodology

2.1. SPH Theory. The formulation of the SPH method is
often divided into two parts: the integral representation of
the field function and the particle approximation [33]. The
integral representation of the function f(x) in the SPH
algorithm begins with the following identity [18]:

Flo = JQf(x')S(x—x')dx', (1)

where f(x) is a function of the three-dimensional position
vector x, and the Dirac delta function is given by the fol-
lowing equation:

6(x—x')=JI Lo (=) (2)

0, (x#x).

If a smoothing function W (x — x', h) replaces the Delta
function kernel §(x —x'), the integral representation of
f (x) can be written as follows:

Flx) = JQf(x')W(x X h)dx, 3)

where W is the smoothing kernel function and h is the
smoothing length that defines the area of influence of the
smoothing kernel function W. The smoothing kernel
function W should satisfy the following conditions (see
equations (4)-(6)):

(1) The normalization condition states that

J W (x-x',h)dx' = 1. (4)
Q

(2) The Delta function property is observed when the
smoothing length approaches zero

hli_n}OW(x—x',h) =8(x—-x"). (5)

(3) The compact condition implies that

W (x-x',h) =0, when|x-x'|>«h, (6)
where «k, which is a constant related to the smoothing
function of the point at x, defines the effective (nonzero)
area of the smoothing function.

The basic governing fluid dynamics equations are based
on three fundamental laws of conservation: conservation of
mass, momentum, and energy. The governing equations for
dynamic fluid flows can be written as a set of partial dif-
ferential equations using the Lagrangian method; this system
of partial differential equations is the famous Navier-Stokes

equations, the governing equations of which are given as
follows (see equations (7)-(9)):

(1) The continuity equation:

d o
Lo (7)
dt oxP
(2) The momentum equation:
o af
&1 aL_ (8)
dt p oxf
(3) The energy equation:
de_o% vt .
dt p oxf

A continuous density particle approximation method is
employed to approximate the density. This approximation
method is obtained by applying the SPH approximation
concept to transform the continuity equation. Different
forms of density approximation equations can be obtained
by applying different conversions and operations to (7). One
such approach is to apply the SPH approximation to the
velocity divergence; then, the particle density in (7) can be
evaluated in the following form of a gradient:

Dpi Nom, oW,

=pi ) V- (10)
Dt ’D]Z{pj T oxf

1

The particle approximation method for the momentum
equation is similar to the abovementioned continuous
density method, and some transformations are required. The
momentum equation approximation can be derived in
differential form based on different transformations.
Equation (11) can be obtained using the SPH particle ap-
proximation method to transform the gradient term of the
momentum equation (equation (8)):

a +0 aw
=R ax’.g

1

(11)

Mz

There are several approximation expressions of the work
performed by pressure; thus, the internal energy calculation
for the work performed by pressure has many alternative
forms. The following form (12) is the most commonly used:

8W
i ‘“t ‘Xﬁ 0‘/3
= E ( —>vlﬁ]a 7 +7€ g (12)

1

Time stepping in ABAQUS is explicit and is limited by
the Courant Condition as shown below (equation (13)):

0.51 1)
(e, + (28uallpa)) )

where ¢, is the local speed of sound. The time step used in all
simulations is 1.0x107°s, and the convergence of the
simulation is guaranteed [34].

At = mina{



2.2. Coupled SPH-FEM. The main concept in SPH-FEM
coupling is centered around the relationship between the
two algorithms. In each time step, the velocity and dis-
placement of FEM nodes are transferred to particles. Si-
multaneously, the coordinate and velocity of particles are
transferred to FEM nodes. While particles supply boundary
conditions for FEM, FEM maintains the continuity of the
particles by preventing the boundary effect [35]. In this study
regarding fluid-structure interaction, velocity and dis-
placement fields on the solid-fluid interface are exchanged
in order to couple the interaction forces between SPH and
FEM. A schematic computation flowchart of the SPH-FEM
coupling method is displayed in Figure 1.

3. Example Verification

Compared to the SPH-FEM method, the coupled Euler-
ian-Lagrangian (CEL) method developed by Du [16] is another
analysis technique that is suitable for most fluid-structure
interaction problems. Qiu et al. [36] applied the CEL method to
large deformation problems in geotechnical engineering such
as pile sinking and ship grounding to demonstrate its reli-
ability. Meng et al. [37] used the CEL method to simulate the
influence of pile-sinking construction on the soil around the
pile under undrained conditions. In this section, a simple
example is provided to compare the accuracy and efficiency
between the SPH-FEM and the CEL method using ABAQUS
software [34].

3.1. Description of the Problem. A cubic water tank is taken as
a model and is designed according to the following geo-
metric specifications: the side length is 1m, the wall
thickness is 10 mm, and the liquid height is 0.8 m. The tank
model is composed of concrete with the following material
properties: density p =2500kg/m®, Young’s modulus
E=3.25x10"N/m? and Poisson’s ratio U = 0.3. The be-
havior of a material experiencing liquid sloshing is extremely
complex, and an equation of state is used to describe the
pressure, volume, and energy of the material. The Newtonian
fluid constitutive material formulation is used for water in
this section, and the Mie-Griineisen equation of state, which
describes the volumetric strength and density of a material,
is defined in Table 1. The isotropic pressure in the
Mie-Griineisen equation of state is defined as follows:

( 1
p(p,e) = (1 - Ero’7>PH +LopoEsns

2
I L/ (14)

< pH = (1 B 5;7)2’

p
n=—-1
{ Po

where H is the Hugoniot curve, E,, is the internal energy per
unit mass, # is the volumetric compressibility, and c is the
sonic speed of the material. The coefficients s and ¢ can be
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Setup structure, fluid domain, and boundary

A 4 A 4

Update velocity, displacement,
and energy of the particle

Update velocity, displacement,
and stress of the particle

y y

SPH particle Finite element
Velocity
4 m 4
SPH boundary Boundary Element interface
particle condition node

Displacement

Figure 1: Computation flowchart of the SPH-FEM coupling
method.

described by the linear relationship between shock velocity
and particle velocity:

Us=c+sUp, (15)

where U is shock wave velocity and U, is particle velocity.
This equation of state describes the fluid motion.

The equation of state of U; — U, provides a model for
the hydrodynamic material, and the properties of water are
listed in Table 1.

The water-filled models constructed based on the two
algorithms are shown in Figures 2 and 3. The models both
use 1600 C3D8R-type concrete elements, and the SPH-FEM
algorithm model uses 22000 PC3D-type liquid elements. In
the SPH-FEM algorithm, the ratio of liquid element size to
the side length of the container is 5:270. The SPH method
also uses a cubic spline as the interpolation polynomial.
Smoothing length is an important parameter and has sig-
nificant influence on the accuracy of the prediction [38, 39].
By default, ABAQUS calculates a smoothing length at the
start of the analysis so that an element is associated with
approximate 30 to 50 particles on average. Since the
smoothing length remains constant throughout the analysis,
depending on whether the behavior in the model is ex-
pansive or compressive, the average number of particles per
element can either decrease or increase [34]. In the CEL
model, a total of 80,000 EC3D8R-type liquid elements are
used, including 20,000 elements in the initial position. The
Eulerian elements in the CEL method must be finely meshed
over the entire tank trajectory and allow liquid to move
freely in the grid, because the quantity and quality of the
mesh affects simulation accuracy. Gravity is applied to the
entire model (g = 9.8 m/s?), and the tank is subjected to a
horizontal excitation given by v(t) = sin (wt).
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TaBLE 1: Material properties of water.

Material Density (kg/m3) Sonic speed (m/s)

Coeflicients of
the equation of
state

s Ty

Dynamic viscosity (kg/(m-s))

Water 1000 1480

0.001 0 0

FIGURE 2: Model for the SPH-FEM algorithm.

F1GURE 3: Model for the CEL method.

3.2. Comparison of Results between the SPH-FEM and CEL
Method. The results of the two algorithms during one pe-
riod are compared based on three factors: sloshing wave
pattern, stress distribution on container wall, and compu-
tational efficiency. Both methods can accurately reflect the
sloshing wave pattern (as shown in Figure 4), but the CEL
method exhibits liquid leakage, especially at the bottom of
the water tank. The CEL method is also not applicable when
the liquid volume fraction in the Eulerian element is less
than 0.5, because some elements are no longer contained
within the container wall [34].

Using the two algorithms, the von Mises stress distri-
bution on the container wall at 0.8 s and 1.6 s in one period is
shown in Figure 5. The maximum von Mises stress and the
von Mises stress distribution on the walls calculated using
the two methods are in good agreement. Thus, the liquid
element size in the SPH-FEM method can be scaled up based
on an optimal ratio of 5: 270 and applied to a large LNG tank
while maintaining calculation accuracy.

As shown in Table 2, the simulation time for the CEL
method is twice that of the SPH-FEM method, indicating
that the SPH-FEM algorithm is much more efficient than the
CEL method. In summary, both methods can accurately
simulate stress on tank walls and the liquid sloshing pattern,

but the CEL method exhibits liquid leakage. Fluid leakage is
a common problem in CEL method and has not been solved
so far. Therefore, the SPH-FEM method has a significant
advantage over CEL in the analysis of large liquid storage
tanks.

4. Seismic Analysis of a 160,000 m*> LNG Tank

4.1. Project Overview. This study employed a 160,000 m’
LNG prestressed storage tank, which was adapted from an
LNG technical manual as shown in Figure 6 [40]. The inner
diameter of the outer tank is 82 m, the wall height is 38.55 m,
the wall thickness is 0.8 m, and the dome thickness is 0.4 m.
The tank also has components to secure the moisture-proof
linings and roof-bearing rings.

The inner tank has a total of 10 layers as shown in
Figure 6, each of which has a height of 3.55 m. For example,
Layer R1/24.9 refers to the first layer from the bottom with a
thickness of 24.9 mm. These layers gradually thicken from
the top to the bottom as given in Table 3.

The LNG storage tank consists of four parts: LNG, an
inner tank, an insulation layer, and an outer tank. The inner
tank is composed of 9% Ni steel. The tank exhibits excellent
low-temperature resistance [41, 42]. The tank is also char-
acterized by good weldability and low susceptibility to cold
cracks. The insulation layer is composed of expanded perlite
and resilient felt. The expanded perlite clings to the inner
wall of the outer tank, and the outer wall of the inner tank is
fitted with resilient felt, which prevents the perlite from
settling and provides elastic properties for the perlite. This
elasticity is necessary because the tank shrinks due to
temperature changes. The prestressed concrete external
tanks are constructed to increase the overall safety of the
tank in the event of accidental LNG leakage. Adapting to the
advice of Huang [43], the material of the outer tank is
60 MPa high-strength concrete. The material characteristics
of the tank and LNG are listed in Tables 4 and 5, respectively.

4.2. Finite Element Model. ABAQUS software [44, 45] is
used to establish the finite element model (FEM) as shown in
Figure 7. The tank model is relatively large, and the asso-
ciated interactions are extremely complex. Rebar rods are
embedded within the tank wall using the “Embedded”
option in ABAQUS, which allows the rebar elements to work
in conjunction with each other. The outer tank and the
insulation layer are composed of C3D8R mesh elements, and
the inner tank is composed of S4R shell elements. Shell
elements are selected because the thickness of the inner tank
is much smaller than its radius of curvature. The LNG is
discretized into particles using the aforementioned U, - U,
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FiGure 4: Comparison of the sloshing pattern between the two algorithms. (a) At 0.8 s with the SPH-FEM algorithm, (b) at 0.8 s with the
CEL method, (c) at 1.6 s with the SPH-FEM algorithm, and (d) at 1.6 s with the CEL method.
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FIGURE 5: Comparison of the von Mises stress on the walls between the two algorithms. (a) At 0.8 s with the SPH-FEM algorithm, (b) at 0.8 s
with the CEL method, (c) at 1.6 s with the SPH-FEM algorithm, and (d) at 1.6 s with the CEL method.

TaBLE 2: Comparison of the computational efficiencies of the two algorithms.

Analysis time (s) Algorithm Simulation time Stable time step (s)
10 SPH-FEM 4h 52min 13s 0.0165
CEL 8h 58 min 14s 0.0274
Prestressed concrete outer tank diameter 83,600
Maximum design level 34,760.6
— R10/12
Prestressed concrete tank radius 41,000
Inner tank radius 40,000
ﬂatinglayer
86,600
FIGURE 6: LNG storage tank cross section (unit: mm).
Tanre 3: Thickness of each layer in the inner tank. 19T15S steel cables with a tensile strength of 1860 MPa
Layer 1 2 3 4 5 6 7 8 9 10 are embedded in the protective cover of the tank. A total of
Thickness 122 steel cables are vertically anchored at the bottom and top
(mm) 249 224 198 173 147 122 12 12 12 12 of the concrete wall, and 220 circumferential steel cables are

equation in Section 3. The element size is chosen based on
the small tank in Section 3 for which the sloshing frequency
can be accurately calculated. The ratio of liquid element size
to container size in the large LNG tank is identical to the
parameters of the small tank in Section 3.

anchored in separate half-circles on four vertical supporting
columns arranged at 90° [40].

The basic principles of applying prestress in ABAQUS
[44] include various approaches, such as the model pre-
dictive control (MPC) method, falling temperature method,
initial stress method, and single rebar element method. This
study adopts the commonly utilized falling temperature
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TaBLE 4: Material characteristics of the LNG prestressed storage tank.

Parameter/material Density (kg/m3 ) Modulus of elasticity (MPa) Poisson’s ratio Yield strength (MPa)
Prestressed concrete 2500 3.6x10" 0.2 —
Expanded perlite 56 11.25 0.15 —

Resilient felt 300 800 0.12 —

Rebar HRB400 7800 2x10" 0.3 400

Steel cable 7800 1.95x 10" 0.3 1860

9% Ni steel 7850 2.06x10" 0.3 600

TaBLE 5: Material properties of LNG.

Material Density (kg/m?)

Sonic speed (m/s)

Coeflicients of
the equation
of state

T

Dynamic viscosity (kg/(m-s))

LNG (liquid) 480 1500

0.00113 0

(a)

(b)

FIGURE 7: FEM of the LNG storage tank. (a) The outer tank. (b) The inner tank.

method that applies prestress by decreasing temperature.
The initial temperature is obtained with the following
formula:

N

AT = ——,
AXExA

(16)
where N is the tension control force of the prestressed rebar,
which should not exceed 75% of the standard value of the
strength; A denotes the thermal expansion coeflicient of
prestressed rebar; E represents the elastic modulus of pre-
stressed rebar; and A is the cross-sectional area of pre-
stressed rebar.

The bottom boundary of the model is fixed, and the
interaction between soil and structure is not considered. The
static condition of the LNG tank is primarily calculated
based on self-weight to ensure that the LNG liquid reaches
steady state. Natural frequencies are important parameters
in the design of LNG prestressed storage tanks. There are
three primary ways to extract eigenvalues in ABAQUS: the
AMS eigensolver, the subspace iteration method, and the
block Lanczos algorithm. Here, the first five frequencies of
the empty tank are calculated with the Lanczos algorithm as
3.753 Hz, 4.902 Hz, 5.088 Hz, 5.097 Hz, and 5.204 Hz.

4.3. Records Selection. In China, seismic codes for large
LNG storage tanks are based on the seismic codes of
building structures [46] with specifications for the de-
sign of large oil storage tanks. The normative theoretical
model is developed from the Housner rigid two-particle
theoretical model considering the influence of the elastic
tank wall. In addition, Chinese seismic codes classify
design objectives into three tiers based on the degree of
damage. The design of large LNG tanks belongs to the
second tier meaning repairable damage without col-
lapse. Furthermore, the Chinese seismic code divides
seismic sites into four classes based on soil stability,
shear wave velocity, and thickness of overburden. Soil
strength ranges from strongest to weakest from Class I to
Class IV with Class I having the strongest soil. In this
paper, the large LNG tank is located in a Class II site.
Based on guidelines for seismic wave selection [46],
three waves are selected and scaled to ensure compat-
ibility with the design spectrum at the chosen site. The
details for three ground motions are shown in Table 6,
and the acceleration response spectra for ground mo-
tions as well as the code acceleration response spectra
are shown in Figure 8.
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TaBLE 6: Details of the 3 ground motions employed in this study.

Event Station Time
Imperial Valley-01 El Centro Array #9 1940.5.18
Northridge-01 Northridge-Saticoy 1994.1.17

Kern County, California Taft Lincoln School Tunnel 1994.1.17

0.30

0 1 2 3 4 5 6
Period (s)

—— Site class II —— Northridge-01

—— Imperial valley-01 —— Kern County

FIGURE 8: Acceleration response spectra of selected ground mo-
tions and of code specifications.

4.4. Results. The entire simulation using the SPH-FEM al-
gorithm is conducted using an ordinary personal computer.
The processor is an Intel® Core™ i7-8700 CPU @ 4.10 GHz,
and the installation memory is 16.00 GB. The von Mises
stress distribution of the inner tank alone under hydrostatic
conditions at different LNG liquid levels, without the effect
of insulation layer and outer tank, is shown in Figure 9.
Among the three seismic waves, Taft produces the
greatest von Mises stress on the outer and inner tank at
different LNG liquid levels. Therefore, Taft is chosen as the
critical wave for this analysis. The stress distribution on the
outer tank exhibits a symmetrical trend about the x- and z-
axes. Figure 10 shows the respective maximum stress of the
outer tanks with LNG levels of 25%, 50%, 75%, and 100% at
the instant corresponding to peak displacement. When the
tank is 100% filled with LNG, the maximum stress of the
outer tank is 51.35 MPa, which is less than the compressive
strength of concrete; thus, the structure is safe. In addition,
the maximum stress of the outer tank is located at the dome
for liquid levels of 25% and 50%, but it is located at the
bottom of the tank for liquid levels of 75% and 100%. This
phenomenon occurs because gravity plays a more important
role than pressure with LNG liquid levels of 25% and 50%.
However, as liquid level increases, pressure at the bottom of
the tank increases at a much faster rate relative to the dome.
Furthermore, while the maximum stress of the outer tank is
nearly identical at 25%, 50%, and 75%, it increases signifi-
cantly from 75% to 100% liquid level. In general, close at-
tention should be paid to the dome and the bottom of the

tank during the design of large LNG tanks to ensure
structural safety.

The respective maximum stress of the inner tank with
LNG liquid levels of 25%, 50%, 75%, and 100% is shown in
Figure 11. The fact that dynamic conditions generate much
greater stress than static conditions deems dynamic analysis
critical for LNG tanks. When the tank is 100% full, the
maximum stress of the inner tank exceeds 500 MPa and
jeopardizes the safety of the structure considering that the
yield strength of 9% Ni steel is between 500 MPa and
600 MPa [47]. Due to the severity of consequences after large
LNG tank failure, it is imperative to reduce the stress of the
inner tank to ensure its safety. At the same time, an early
warning system should be implemented to control the
maximum liquid level. Different from the outer tank, the
stress of the inner tank changes significantly with the liquid
level. When the liquid level is at 25% and 50%, maximum
stress of the inner tank is below 300 MPa. At a liquid level of
75% and 100%, maximum stress exceeds 300 MPa and
500 MPa, respectively. With an increase in the amount of
LNG, the stress at the base of the inner tank gradually in-
creases to notable levels. Therefore, more attention should be
paid to the control of liquid level in the dynamic analysis and
seismic design of large LNG storage tanks.

According to postprocessing results, three representative
paths, as shown in Figure 12, are selected to analyze the
variations of the von Mises stress with the height of the tank.
Stress distributions on the outer and inner tanks with respect
to height at different liquid levels are illustrated in Figures 13
and 14, respectively. It can be observed that the stress
distribution on the outer tank changes more gradually
compared to that of the inner tank.

In addition, stress values along different paths are dif-
ferent for a given liquid depth, but the overall trends are the
same. When the liquid level is less than 50%, the stress on the
outer tank first increases and then decreases with an increase
in height. When the liquid level exceeds 50%, the stress on
the outer tank initially decreases, then increases, and de-
creases again. Moreover, stress in the lower portion of the
tank is much larger than stress in the upper portion when the
liquid level is greater than 50%. In addition, a greater LNG
liquid volume leads to greater stored energy and greater
stress at the base of the tank as shown in Figures 13 and 14.
In reality, the bottom of an LNG tank is prone to buckling
failure during a strong earthquake, which is consistent with
the stress analysis results.

When comparing outer and inner tanks, it is observed
that different liquid amounts can produce similar stress
levels at a height of approximately 10 m. For the outer tank,
the height that correspond to this stress level gradually
decreases from Path A to Path C. In contrast, for the inner
tank, the height that corresponds to this stress level is nearly
identical across all paths.

The displacements of the highest point on the outer wall
of the tank filled with 25%, 50%, 75%, and 100% LNG are
shown in Figure 15. In a Class II site, the displacements for
all three seismic waves are within the same range. For the
same seismic wave, variations in displacement with respect
to time are nearly identical for each liquid volume. In
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FiGure 10: The maximum von Mises stress distribution of the outer tank at different LNG liquid levels. (a) At 25% full, (b) at 50% full, (c) at
75% full, and (d) at 100% full.
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F1GURe 11: The maximum von Mises stress distribution of the inner tank under different LNG liquid levels. (a) At 25% full, (b) at 50% full,
(c) at 75% full, and (d) at 100% full.
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FIGUre 12: Three representative paths selected to analyze the von Mises stress distribution along the tank wall: A, B, and C.
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FiGgure 13: Distribution of the von Mises stress on the outer tank with height along different paths. (a) Path A. (b) Path B. (c) Path C.

addition, the location for peak displacement nearly coincides
with the peak seismic wave acceleration. The maximum
displacement only reaches 4.16 mm when the tank is filled
with 100% LNG, and the seismic performance of the LNG
tank is satisfactory based on this displacement calculation.

Figure 16 illustrates that the base shear values of the tank
are in the same range under different seismic waves for each
liquid volume. For the same seismic wave, variations in base

shear with respect to time as well as peak base shear forces
follow the same general trend for each liquid volume. The
maximum base shear reaches 7.99*10* kN when the tank is
filled with 100% LNG under the Taft wave; the minimum
base shear is 5.28%10* kN when the tank is filled with 25%
LNG under the Taft wave. These values demonstrate that the
base shear of a LNG storage tank is dependent on the liquid
level in the tank.
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FIGURE 14: Distribution of von Mises stress on inner tank with respect to height along different paths. (a) Path A. (b) Path B. (c) Path C.
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FiGure 15: Tip displacement of the outer wall under different liquid volume. (a) El Centro, (b) Northridge, and (c) Taft.

4.5. Validation. To verity the SPH-FEM simulation results
under earthquake loading, they are compared with CEL
simulation results in terms of tip displacements and base
shear. The maximum tip displacement and the maximum

base shear using the SPH-FEM and CEL method under El
Centro, Taft, and Northridge seismic waves are shown in
Figures 17 and 18. The tip displacement of the outer wall and
the maximum base shear calculated using the two algorithms
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F1GURE 17: Comparison of the maximum tip displacement of the outer wall under different liquid volume between the two algorithms. (a) El
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are in good agreement. Therefore, the feasibility of using the
SPH-FEM algorithm for the seismic analysis of large LNG
tanks is verified.

5. Summary and Conclusions

In this study, the SPH-FEM method is compared with the
CEL method to demonstrate the advantage of SPH-FEM in
terms of efficiency and accuracy. Then, the SPH-FEM al-
gorithm is used to analyze the dynamic response of a
160,000 m*> LNG prestressed storage tank subjected to three
earthquake waves in a Class II site. The main conclusions
drawn from the numerical simulations can be summarized
as follows:

(1) Under static conditions, the von Mises stress in-
creases at a linear rate with an increasing liquid
volume. Under dynamic conditions, the von Mises
stress increases at a nonlinear rate.

(2) The stresses produced on the outer and inner tanks
under earthquake loading are very similar at a height
of approximately 10 m for each liquid volume. The
maximum tip displacement of the outer tank is
416mm, and the maximum base shear is
7.99*10* kN.

(3) The maximum stress of the inner tank with 100%
LNG liquid level exceeds 500 MPa under the chosen
seismic waves and raises concerns for its structural
safety. Development of an improved structural
system and a warning mechanism is of paramount
importance to the design of LNG tanks at high liquid
levels.

(4) The SPH-FEM algorithm is accurate and more effi-
cient than the CEL method. Moreover, the SPH-FEM
algorithm exhibits excellent capability for simulating
large storage tanks under a reasonable time to provide

a reference for the design and construction of large
LNG tanks.

The largest LNG prestressed storage tank in China is
currently 200,000 m>. The sheer size of the tank requires a
significant amount of meshing during seismic simulation,
which is almost impossible to accomplish on an ordinary
computer using a mesh-based method. The SPH-FEM al-
gorithm provides a feasible method to simulate extremely
large LNG tanks on a personal computer, which can help
designers obtain its seismic performance in an acceptable
time range without significant reliance on hardware capa-
bilities. Ongoing work is being performed to optimize the
design of large LNG tanks under different earthquakes using
the SPH-FEM algorithm and will be reported at a later time.

Nomenclature

Q: Domain of integration
W (x): Kernel function
h: Smoothing length

p: Density, kg/ m’

At: Time step size

N: Number of particles

g Gravitational acceleration

m: Mass of particle

Cst Local speed of sound

E,.: Internal energy per unit mass
n: Volumetric compressibility

o: Stress

v Velocity

o Direction of coordinates

B: Direction of coordinates

U: Poisson’s ratio

& Small positive number

i The ith component of a vector
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J: The jth component of a vector.

Data Availability

The data of ground motions used to support the findings of
this study have been deposited in the PEER Ground Motion
Database.
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This study is based on the tunnel-face slope engineering of Dongfeng tunnel in Shanxi section of China’s Shuozhou-Huanghua
Railway. The sandstone specimens in the perennial freeze-thaw zone of the slope were collected to carry out freeze-thaw cycle
static physical mechanics test and split Hopkinson pressure bar (SHPB) dynamic mechanical test. Thus, the damage process of
sandstone under freeze-thaw cycle and impact load is studied. Also, the dynamic compressive strength and dynamic elastic
modulus of sandstone are analysed under different loading strain rates and freeze-thaw cycle based on LS-DYNA, a dynamic finite
element program. The results showed that the dynamic compressive strength of sandstone subjected to multiple freeze-thaw cycles
under 0.04 MPa air pressure has a greater damage ratio than that under 0.055 MPa and 0.07 MPa air pressure, which was more
likely to cause damage to slope sandstone than in actual engineering; the dynamic compressive strength and elastic modulus of
sandstone decrease greatly within a certain range of freeze-thaw cycles and loading strain rate, leading to significant deterioration.

When the freeze-thaw cycle exceeded 200 times and the strain rate was greater than 200s~

properties of sandstone gradually tended to be stable.

1. Introduction

During the construction of mining, roads, and tunnels, in
cold regions, the construction zone is often subjected to
blasting vibration, heavy truck transportation vibration,
earthquake vibration, and other dynamic loads. The frost
heaving effect of the pore water inside the rock with the
temperature change promotes the development of pores,
and when the pores are subjected to dynamic loading, there
is a serious impact on the stability of the rock engineering. It
is of great significance for the stability and life cycle pre-
diction of rock engineering in cold regions to analyse the
deterioration law of static and dynamic mechanical pa-
rameters, strain rate effect, and rock failure mode of frac-
tured rock masses under the coupling of freeze-thaw cycles
and dynamic loads [1].

!, the physical and mechanical

Domestic and international scholars have conducted in-
depth research on the static and dynamic mechanical prop-
erties of rocks under the action of freeze-thaw cycles [2, 3].
Many scholars have studied the variation law of the longitu-
dinal wave velocity, strength, elastic modulus, and permeability
of different rocks under the action of freeze-thaw cycles [4, 5].
In 2013, a serious landslide accident occurred in the Lhasa
Jiama mining area in China, causing serious casualties and
property losses. The main cause of the accident was the de-
terioration of the mechanical properties of the rock mass
caused by freeze-thaw cycles and dynamic loads [6]. Therefore,
it is of great significance to study the dynamic mechanical
properties of rocks under the action of freeze-thaw cycles and
dynamic disturbance for construction in cold regions.

The freeze-thaw cycle induces the fracture propagation
in rock mass and then weakens the mechanical parameters
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such as elastic modulus and uniaxial compressive strength
of rock mass. Deng et al. [7] made a back analysis of the
rock mass mechanical parameters in the underground
project through Seepage-Stress Coupled Analysis. Xu et al.
[8] and Deng et al. [9] studied the energy distribution and
transmission process in dynamic compression tests and
dynamic tensile tests for different rock types and analysed
the variation law of the dynamic energy parameters, ab-
sorption energy, reflection energy, projection energy, and
other related energy. Zhang et al. [10], Alam et al. [11], and
Yavuz [12] studied the deterioration law of sandstone
under freeze-thaw action and quasistatic and dynamic
loading conditions and analysed it from the change in the
mechanical parameters such as the porosity, P-wave ve-
locity, strength, and elastic modulus. Wang et al. [13]
through improved the sandstone rheological constitutive
model and optimized the algorithm of parameter inversion
and put forward a long-term stability analysis model that
can accurately reflect the rheological characteristics of
surrounding rocks under the complex geological condition
including high stress induced by great depth and high
seepage pressure. Mutlutiirk et al. [14] and Wang et al. [15]
proposed a mathematical model for describing the integrity
loss of rocks under freeze-thaw cycles. The reliability of the
model was verified by studying ten different types of rocks.
Zhang et al. [16] and He and Cui [17] would be simulating
the failure process of rock under dynamic loading by a
numerical simulation method and analysing the crack
propagation path of rock after the reliability of the model
was verified by the SHPB tests.

In this paper, the typical sandstone sample of Dongfeng
tunnel slope of Shuohuang railway in China is taken as the
research object. Through the laboratory freeze-thaw cycle
test, SHPB impact compression test, and dynamic finite
element numerical simulation test, the degradation law of
dynamic mechanical properties of sandstone is studied and
the numerical relationship between mechanical parameters
such as dynamic strength and the number of freeze-thaw
cycles and strain rate is established. It provides theoretical
basis for the study of long-term stability and protection
engineering of rock mass in the dynamic disturbance en-
vironment in cold region. The specific flowchart of research
methodology is shown in Figure 1.

2. Dynamic Mechanical Test of Freeze-Thaw
Rock Mass in Dongfeng Tunnel-Face Slope

2.1. Engineering Background of Freeze-Thaw Rock Mass in
Dongfeng Tunnel-Face Slope. Dongfeng tunnel is located in
the northwest of Shuozhou-Huanghua Railway Shanxi
section [18], with a total length of 3,290 meters and an
altitude of about 1,200 meters as an area of high latitudes, the
highest temperature of 20 degrees Celsius in winter, and the
lowest temperature of minus 20 degrees Celsius. It is affected
by the freeze and thaw obviously. Besides, Dongfeng tunnel
is the hub of the heavy-haul railway such as coal trans-
portation. Due to the heavy tonnage and heavy acting load of
transport trains, the rock slope involved in the tunnel has
been under unfavorable conditions such as heavy train load
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FiGure 1: Specific flowchart of research methodology.

and freeze-thaw cycle for a long time, so more attention
should be paid to its self-stability ability.

2.2. Test Equipment and Principles. The SHPB device used in
the test is shown in Figure 2. The main equipment includes
launcher, bullet, buffer rod, bar, adjusting bracket, and
control console; the loading system includes air com-
pressor, transmission pipeline, and control valve; the test
recording system includes elastic velocity and dynamic
strain measuring system, in which the length of the incident
rod is 4 m, the transmission rod is 3 m, and the pressure rod
diameter is 100 mm. Due to the difference in wave im-
pedance between the rod and the specimen, part of the
incident wave is reflected for the incident rod to form a
reflected wave, while the other part enters the transmission
rod through the specimen to form a transmitted wave (see
Figure 3). The voltage data measured by the strain gauge
sensor on the incident bar and the transmission bar are
converted into the data of stress, strain, and strain rate with
calculation principle in the following equations, respec-
tively [1]:

AyE

o= 2‘3410 (e + &g +er), (1)
C. [t

e=—oj (&; — &g — &p)dt, (2)
L Jo

. C

€= L_O (51 &R~ ST)’ (3)
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FIGURE 2: Laboratory SHPB test equipment.
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FiGure 3: SHPB impact compression test loading process diagram.

where E;, Aj, and C, refer to the elastic modulus, cross-
sectional area, and compressional wave velocity of the
pressure bar, respectively, Cy = +/E/p; € €g> and & refer to
incident strain, reflected strain, and transmitted strain, re-
spectively; € refers to stain and ¢ refers to stain rate; A, L,
refer to the cross-sectional area and length of the specimen,
respectively.

2.3. SHPB Test Protocol. The sandstone in the test came from
the tunnel-face slope of Dongfeng Tunnel of Shuozhou-
Huanghua Railway; all sandstone samples in the freezing-
thawing cycle tests were in the state of saturated water.
According to the International Society for Rock Mechanics
rock mechanics test standard, the sandstone specimen is
processed into @ 50 mm x 100 mm cylinders, with flatness,
parallelism, and perpendicularity to the test specimens code
requirements. The specimens were tested by ultrasonic
waves, and the one with similar ultrasonic wave velocity was
selected to ensure the uniformity inside.

The rock cutting machine and end face grinding machine
and other equipment are used to process freeze-thaw
sandstone specimens to produce sandstone specimens with a
size of @ 50 mm x 23 mm. According to the indoor pre-
impact test, when the impact pressure is below 0.04 MPa, the
bullet will not pop well enough, while when the impact
pressure is above 0.07 MPa, the sandstone specimen will be
too crushed, which is not conducive to observing the failure

form of the rock under impact load. In this paper, three
groups of impact compression tests were designed, with an
impact pressure of 0.04 MPa, 0.055MPa, and 0.07 MPa,
respectively. To ensure the accuracy of the tests, each group
of tests was carried out three times.

2.4. Analysis of Test Results. In this paper, a comparative
analysis is conducted on the sandstone that has undergone 0,
20, 40, 80, and 120 freeze-thaw cycles [19, 20], through which
the typical physical and mechanical parameters of the
sandstone specimens under the freeze-thaw cycle were
obtained (Table 1).

The dynamic stress-strain curves of sandstone specimens
with different freeze-thaw cycles under three impact pres-
sures are shown in Figures 4-6. To sum up the dynamic
compressive strength in the curve, namely, the stress-strain
peak, which is shown in Table 2, it was indicated that when
the impact pressure increases from 0.04 MPa to 0.055 MPa
and from 0.055 MPa to 0.07 MPa in the same times of freeze-
thaw, the dynamic compressive strength of sandstone in-
creased by about two times. However, by comparing the
damage values of sandstone specimens under different
impact air pressure, it can be found that the dynamic
compressive strength of sandstone under 0.04 MPa air
pressure suffered from the highest damage rate after being
affected by freeze-thaw cycle, and such strength suffered
from the lowest damage rate under 0.07 MPa air pressure.
This indicated that the smaller was the strain rate of
sandstone and the greater was the influence of the me-
chanical properties produced by the freeze-thaw cycle.
Compared with the SHPB impact test in the laboratory, the
strain rate was smaller in the heavy-haul train, so it could be
inferred that the dynamic mechanical properties of sand-
stone under the action of the heavy load train were more
affected by the freeze-thaw cycle, which should be paid
enough attention to.

3. Study on Mechanical Parameter Degradation of
Freeze-Thaw Rock Mass in Dongfeng Tunnel-
Face Slope

3.1. Study on Degradation of Static Mechanical Parameters of
Sandstone with Different Freeze-Thaw Cycles. The design
service life of the tunnel is hundred years. Assuming the rock
experiences about three freeze-thaw cycles in a year, the
dynamic mechanical properties of the rock after about 300
freeze-thaw cycles need to be considered. Through fitting the
mechanical parameters of measured sandstone specimens,
as shown in Figure 7, uniaxial compressive strength and
elastic modulus fitting formulas of sandstone specimens
under different freeze-thaw cycles are obtained. Further-
more, the physical and mechanical parameters of sandstone
under 150, 200, 250, and 300 freeze-thaw cycles are calcu-
lated [21]. A lot of test data show that the density and
Poisson’s ratio of sandstone specimens are not affected by
the freeze-thaw cycle. Therefore, the physical and me-
chanical parameters of sandstone specimens under the ac-
tion of high-order freeze-thaw cycles are shown in Table 3.



TaBLE 1: Physical and static parameters of sandstone under freeze-thaw cycle.
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Number of freeze-thaw cycles

Density (kg/m?)

Elastic modulus (GPa)

Uniaxial compressive strength (MPa)

Poisson’s ratio

0 2688 24.11 42.32 0.2537
20 2643 22.78 38.62 0.2635
40 2600 20.21 30.98 0.2672
80 2586 14.36 25.16 0.2715
120 2572 11.02 20.35 0.2756
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FIGURE 4: Stress-strain curves of sandstone in different freeze-thaw
cycles under 0.04 MPa impact pressure.
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FIGURE 5: Stress-strain curves of sandstone in different freeze-thaw
cycles under 0.055 MPa impact pressure.
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FIGURE 6: Stress-strain curve of sandstone with different freeze-
thaw cycles under the impact pressure of 0.07 MPa.

3.2. Establishment of SHPB Numerical Simulation Test Model.
In the numerical simulation test, a half sinusoidal stress wave
was applied directly at the end of the incident bar to simulate
the impulse process of approximate half sinusoidal stress
pulse produced by the bullet hitting the incident bar. Dif-
ferent strain rate loading was realized by changing the peak
value of the impact loads.

In this paper, the dynamic finite element program LS-
DYNA was applied to supplement the interior SHPB experi-
ment analysis, which focused on nonlinear dynamic analysis
with static analysis capabilities. Among them, the HJC con-
stitutive model described the damage of rock brittle materials,
such as concrete body, using the accumulation of the equivalent
plastic strain and the plastic bulk strain, which was capable of
dealing with high speed and large deformation. The numerical
model used the Solid164 element to simulate the pressure bar
and specimen. This is an eight-node hexahedral element, which
has the degrees of freedom of translation, velocity, and ac-
celeration in X, Y, and Z directions.

The model length of the bar is 2 m, the thickness of the
specimen is 0.023 m, and the radius is 0.05m. The incident
bar and the transmission bar are evenly divided into 200
parts along the axial direction, and the specimen is evenly
divided into 50 parts as shown in Figure 8.
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TABLE 2: Stress peaks of sandstone specimens under different impact pressures.
Number of freeze-thaw cycles
Impact pressure (MPa)
0 20 40 80 120
0.04 65 50 42 34 17
0.055 112 91 78 57 42
0.07 200 185 161 121 111
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FiGure 7: Fitting formulas for static compressive strength and elastic modulus of sandstone with different freeze-thaw cycles.

TasLE 3: Fitting values of physical and static parameters of sandstone under multiple freeze-thaw cycles.

Number of freeze-thaw cycles  Density (kg/m’)

Elastic modulus (GPa)

Uniaxial compressive strength (MPa)  Poisson’s ratio

150 2572 7.91 14.93 0.2756
200 2572 5.97 11.74 0.2756
250 2572 4.51 9.23 0.2756
300 2572 3.40 7.26 0.2756

Incident bar Transmission bar

Rock specimen

F1GURE 8: Establishment of the numerical simulation SHPB model.

The SHPB is made of steel, and the material parameters
used in the numerical simulation are actual physical pa-
rameters, namely, density p=7900kg/m’, elastic modulus
E=210GPa, and Poisson’s ratio »=0.2. The widely used
HJC empirical constitutive model is selected as the material
for the sandstone specimen.

3.3. Study on Degradation of Dynamic Mechanical Parameters
of Sandstone with Different Freeze-Thaw Cycles

3.3.1. Load Selection in Numerical Simulation of SHPB.
In this paper, the indoor SHPB test under the impact
pressure of 0.07 MPa is selected as the representative, and
LS-DYNA is used to conduct numerical simulation tests. The

measured load curve at the strain gauge position on the
incident bar is shown in Figure 9, which is approximate to
the semisinusoidal wave. In the numerical simulation, the
semisinusoidal wave with similar amplitude and frequency is
selected as the input load in the LS-DYNA numerical
simulation test.

3.3.2. Feasibility Verification of Numerical Simulation Cal-
culation of SHPB. Simulation of impact compression is
carried out by LS-DYNA for four model specimens with
different freeze-thaw cycles, and the dynamic compressive
strength is shown in Figure 10, which is well consistent with
the strength measured in the laboratory tests. Meanwhile,
the failure morphology of model specimens is similar to that
of sandstone in the impact compression test, both of which
are split failure modes as shown in Figure 11. Since the
numerical simulation results are similar to the laboratory
test results in strength characteristics and failure modes, the
numerical model could be used to simulate and analyse the
impact test results of sandstone under different freeze-thaw
cycles.
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= ] pressive strength growth factor (DIF) [22], the curves of
£ 1404 dynamic compressive strength, static compressive strength,
£ 1304 and DIF with freeze-thaw cycles of sandstone specimens
vl . . . .
o 1 under the same strain rate are shown in Figure 13. It is
§ 120 _— observed that the dynamic compressive strength and static
& 110 - e ° compressive strength both decrease with the increase of
100 ] freeze-thaw cycles, while the value of DIF is always around
T T T T T T T T T T T T T T T T T 1

0 20 40 60 80 100 120 140 160 180
Freeze-thaw cycle times

—m— Numerical simulation
—e— Laboratory test

FiGure 10: Dynamic compressive strength of sandstone specimens
under indoor and numerical SHPB tests.

3.3.3. Analysis of Study Results on Degradation of Dynamic
Mechanical Parameters of Sandstone with Different Freeze-
Thaw Cycles. The sandstones with 150, 200, 250, and 300
freeze-thaw cycles are simulated under the same impact
load, and the stress-strain curve of sandstones is obtained as
shown in Figure 12. It is observed that when the number of
freeze-thaw cycles increased from 150 to 200 times, the peak
stress of the specimen, namely, the maximum compressive
strength, decreased greatly. However, when the number of
freeze-thaw cycles is greater than 200 times, the amplitude of
the peak stress of the stress-strain curve reduced gradually.
Combined with the data from the indoor SHPB impact test,
it can also be found that as the number of freeze-thaw cycles
increases, the compressive strength of the specimen de-
creases more slowly after reaching a certain number of

4.5, indicating that there is a certain correlation between
dynamic compressive strength and static compressive
strength, the correlation fluctuates with the number of
freeze-thaw cycles, and DIF as a whole shows a slight
downward trend.

The ratio between dynamic elastic modulus and static
elastic modulus is defined here as a modulus proportional
coefficient. Under the same strain rate, the curves of static
elastic modulus, dynamic elastic modulus, and modulus
proportional coefficient of sandstone specimens changing
with the number of freeze-thaw cycles are shown in Fig-
ure 14. It is observed that in the numerical simulation ex-
periment, there is a certain correlation between dynamic
elastic modulus and static elastic modulus, which increase
with the increase of freeze-thaw cycles. This means that with
the increase of freeze-thaw cycles, the degradation of dy-
namic elastic modulus is gradually affected by the static
elastic modulus and the number of freeze-thaw cycles.

3.4. Study on Dynamic Mechanical Parameters of Freeze-Thaw
Cycle Sandstone under Different Strain Rates. Numerical
simulation research of the freeze-thawed sandstone with
different loading strain rates is carried out using LS-DYNA,
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(a)

(®)

FiGgure 11: Failure modes of freeze-thaw cycle sandstone at 0.07 MPa impact pressure. (a) Typical failure patterns of a quarter of the
specimen under numerical simulation. (b) Typical failure modes of laboratory test specimens.
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FIGURE 12: Stress-strain curve of different freeze-thaw cycles.

a type of numerical simulation software. The software can
overcome the weakness in accurate control of strain rates in
the laboratory SHPB experiment. It is observed from
Figure 15 that with the increase of strain rate, the com-
pressive strength under 200s™" significantly increases in
comparison with that in static state. However, when the
strain rate increases to 380s' of its original value, its
dynamic compressive strength only increases by less than
0.1 times; when the strain rate reaches 580s™", the dynamic
compressive strength increases by an obviously smaller
amount; under the strain rate of 750 s, the mean increase
of its dynamic compressive strength is only 0.03 times of
5805 . It shows that the dynamic compressive strength of
sandstones will gradually become stable with the strain rate
increasing to a certain extent under the same freeze-thaw
cycles.
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F1GURE 13: Curves of static and dynamic compressive strength and
dynamic strength factor of sandstone with the number of freeze-
thaw cycles.

It is observed from Figure 16 that the dynamic elastic
modulus of sandstones is affected by both the number of
freeze-thaw cycles and the strain rate. Under different
strain rates, the law of the dynamic elasticity modulus
varying with the number of freeze-thaw cycles is similar.
When the strain rate increases to a certain extent, the
influence of strain rate on dynamic elasticity modulus is
weakened. The law is similar to the dynamic compressive
strength.

The least-square method is used to fit the fitting formula
of dynamic compressive strength of high-order freeze-thaw
cycle rock mass under different strain rates, as shown in
Table 4.

Table 4 indicates that the fitting formulas describing the
fact that dynamic compressive strength of sandstones varies
with freeze-thaw cycles under different strain rates are
similar with high correlation coeflicient R. Therefore, the
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FIGURE 14: Variation rule of dynamic and static elastic modulus
and modulus proportional coefficient with freeze-thaw cycles.
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Figure 15: Influence of strain rate on dynamic compressive
strength of rock mass under different freeze-thaw cycles.

coeflicients of the fitting formula in Table 4 are refitted to
obtain the fitting equation (4), the fitting formula of dynamic
compressive strength of sandstones with freeze-thaw cycles,
which is related to the strain rate:

y = Me™ 0.004x’ (4)

where M = 89.5¢%% correlation coefficient R=0.9987, in
which & referred to strain rate.

This formula can be used to predict the dynamic
compressive strength of sandstone under different freeze-
thaw cycles based on the number of freeze-thaw cycles and
strain rate, and the dynamic compressive strength of rock
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FiGure 16: Influence of input load on dynamic elastic modulus of
rock mass under different freeze-thaw cycles.

TaBLE 4: Dynamic compressive strength fitting formula of freeze-
thaw cycle sandstone under different strain rates.

Strain rate Fitting formula (x is the number Correlation
(s™h of freeze-thaw cycles) coefficient R
200 y = 151.0e~ %004 0.978
380 y = 160.9¢~ 0004 0.999
580 y = 168.5¢ 0-004x 0.998
750 y = 171.6e 004 0.997

mass has certain reference value for the safety and stability of
practical engineering.

4. Conclusion

In this paper, the indoor SHPB impact compression test was
carried out using the sandstone under freeze-thaw cycles as
the object. Also, the mechanical parameter degradation law
of sandstones under numerous freeze-thaw cycles was
studied by LS-DYNA, the dynamic finite element. Results
are shown as follows:

(1) With the increase of freeze-thaw cycles in sand-
stones, the dynamic compressive strength and
elastic modulus of rock specimens decreased under
the impact pressures of 0.04 MPa, 0.055 MPa, and
0.07 MPa. Under the same freeze-thaw cycle, the
dynamic compressive strength of sandstone under
0.04 MPa air pressure suffered from the highest
damage rate after being affected by freeze-thaw
cycle, and such strength suffered from the lowest
damage rate under 0.07 MPa air pressure, which
indicates that the smaller was the strain rate of
sandstone, the greater was the influence of the strain
rate on the mechanical properties under the freeze-
thaw cycle.
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(2) When the freeze-thaw cycle of sandstone increases in
arithmetic progression, the decrease of stress-strain
peak curve of sandstone tapered off under the same
impact pressure and the dynamic compressive
strength growth factor fluctuated around 4.5 along
with the freeze-thaw cycles. Also, the static elastic
modulus and the freeze-thaw cycles had a gradually
increased influence on the degradation of dynamic
elasticity modulus.

(3) With the increase of strain rate, the dynamic com-
pressive strength and dynamic elastic modulus of
sandstone with different freeze-thaw cycles de-
creased with the increase of freeze-thaw cycles and
gradually approached a stable value, indicating that
the deterioration of sandstone was greater with the
strain rate changing below 200s™".

In this paper, only the influence of freeze-thaw cycle and
impact load on the deterioration of sandstone mechanical
parameters was studied. How to improve the soil envi-
ronment was not considered to increase the bearing capacity
of the foundation and therefore to improve the safety and
service life of railways [23, 24]. This would be studied in
future studies.
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