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Editorial
TOPOLOGICAL AND VARIATIONAL METHODS OF
NONLINEAR ANALYSIS AND THEIR APPLICATIONS

V. G. ZVYAGIN, YU. E. GLIKLIKH, AND V. V. OBUKHOVSKII

Received 3 July 2006; Accepted 3 July 2006

Copyright © 2006 V. G. Zvyagin et al. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

This issue contains the papers selected from the talks of the international conference
“Topological and Variational Methods of Nonlinear Analysis and their Applications” ded-
icated to the 85th Jubilee of Professor A. D. Myshkis and the 75th Jubilee of Professor Yu.
G. Borisovich. The conference took place in Voronezh, Russia, 27 June–2 July, 2005.

Professor Anatoly Dmitrievich Myshkis is the founder of a number of new scientific
directions in the theory of functional differential equations (1949–1951), partial differ-
ential equations, differential inclusions and multivalued dynamical systems, and many
others. In particular, he was one of the first researchers who studied retarded-type equa-
tions, he introduced the notion of a generalized solution for a differential equation with
set-valued discontinuous right-hand side, his studies of set-valued maps with aspheric
values (1954) found in the recent decades very important and interesting applications in
the theory of differential equations, inclusions and control systems, and so forth. For the
series of papers in the theory of set-valued differential equations, he was awarded a prize
by the Moscow Mathematical Society.

In his activities, A. D. Myshkis pays special attention to the problems of applications.
It is also worth pointing out his contribution to approximate and numerical methods,
difference equations and inequalities, turbulent systems, impulse impact systems, spectral
problems with variable boundary, and his analysis of the influence of velocity forces on
oscillatory stability. A. D. Myshkis pays much attention to the methodology of applied
mathematics and in his works he expressed his original views about how engineers and
other specialists should be taught mathematics.

The perennial educational work of A. D. Myshkis prompted him to write several text-
books in mathematics and mathematical physics. These textbooks became very popular
and were translated into many languages.

Hindawi Publishing Corporation
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Volume 2006, Article ID 93926, Pages 1–2
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2 Editorial

A. D. Myshkis is a member of editorial boards of well-known international journals
such as “Nonlinear Analysis: Theory, Methods and Applications,” “Functional Differen-
tial Equations,” and “Journal of Difference Equations and Applications.”

Professor Yuri Grigorievich Borisovich is worldwide known by his works on topologi-
cal methods in nonlinear analysis and their applications to mathematical physics, control
theory, geometry, and many other branches of mathematics. First we should mention a
series of his works in the 50th, and 60th, of twentieth century on relative topological de-
gree and relative rotation of vector fields that yielded the development of the degree the-
ory for weakly continuous mappings in Banach spaces, for condensing operators (k-set
contractions), and applications to functional-differential equations, partial differential
equations, and so forth.

In the series of works with his collaborators in the 70th, a new version of degree the-
ory for nonlinear Fredholm mappings was suggested that allowed one to cover Fredholm
mappings with compact and condensing perturbations. This theory got plenty of appli-
cations, first of all to partial differential equations.

Another topic, where Professor Borisovich’s influence is very well known, is the the-
ory of set-valued mappings and differential inclusions. A lot of research and survey pa-
pers (in particular, in Russian Mathematical Surveys) and two monographs (joint with
B. Gel’man, A. D. Myshkis, and V. Obukhovskii; the last one in 2005) were published by
him and his collaborators on this subject.

Borisovich’s text book “Introduction to Topology” (joint with N. Bliznyakov, T.
Fomenko, and Y. Izrailevich) has been translated into many foreign languages and is one
of the best introductory books on this subject.

In this issue we include papers on the themes where the ideas of variational and topo-
logical methods are applied. Here A. D. Myshkis and Yu. G. Borisovich made significant
input. It is some parts of topology, topological index theory, functional analysis, global
analysis and analysis on manifolds, stochastic analysis, hydrodynamics, and so forth.

V. G. Zvyagin
Yu. E. Gliklikh

V. V. Obukhovskii



THE KOLMOGOROV EQUATION IN THE STOCHASTIC
FRAGMENTATION THEORY AND BRANCHING
PROCESSES WITH INFINITE COLLECTION OF
PARTICLE TYPES

R. YE. BRODSKII AND YU. P. VIRCHENKO

Received 26 June 2005; Accepted 1 July 2005

The stochastic model for the description of the so-called fragmentation process in frame-
works of Kolmogorov approach is proposed. This model is represented as the branching
process with continuum set (0,∞) of particle types. Each type r ∈ (0,∞) corresponds to
the set of fragments having the size r. It is proved that the branching condition of this
process represents the basic equation of the Kolmogorov theory.

Copyright © 2006 R. Ye. Brodskii and Yu. P. Virchenko. This is an open access article dis-
tributed under the Creative Commons Attribution License, which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is prop-
erly cited.

1. Introduction

There are various natural processes that represent the evolution during time of solid state
media in the form of some successive subdivisions of all its connected parts to smaller
parts having random forms and volumes, and, consequently, masses and/or chemical
compositions. In statistical physics they are called the fragmentation processes. It is clear
that such processes may have an adequate mathematical description only on the basis of
some concepts of probability theory. Notice also that even the description of each sepa-
rate random state of such a physical system, that is, the construction of the space Ω of
elementary events, meets with some fatal troubles. Moreover, it is not clear what princi-
ples are necessary to use in order to construct adequate stochastic dynamics in the form
of a random process in the space Ω. On the other hand, it seems unreasonable to think
that the models of the great variety of physical fragmentation processes may be done on
the basis of some relatively simple probabilistic scheme.

In the initial work of Kolmogorov on statistical fragmentation theory (Kolmogorov
[2]), an approach to probabilistic description of fragmentation processes is proposed.
It is based on the use of states characterizing the dynamical subdivision system at each
specified time instant t by a random function ˜N(r, t) that takes values only in N+ and
depends only on the unique nonnegative parameter r, which we will further call the

Hindawi Publishing Corporation
Abstract and Applied Analysis
Volume 2006, Article ID 36215, Pages 1–10
DOI 10.1155/AAA/2006/36215



2 The Kolmogorov equation in the stochastic fragmentation

fragment size. Each value of this function represents the number of fragments at time
instant t with sizes being not greater than r. Therefore, in the framework of this ap-
proach, the mathematical model of fragmentation is represented by a random process
{ ˜N(r, t); t ∈R+ = (0,∞)}, r ∈R+ with values inRN+

+ . In Kolmogorov [2] a simple evolu-
tion equation for mathematical expectations E ˜N(r, t) (we consider the discrete time case)
is derived. It has Markovian type and is constructed in terms of mathematical expecta-
tion Eν̃(r | r′; t) of the other random function ν̃(r | r′; t) :R+×R+×N+ �→N+ that is the
random number of fragments with sizes not greater than r and generated at time instant
t from a specified randomly chosen fragment having the size r′. This equation has the
following form:

E ˜N(r, t+ 1)=
∫ 1

0
E ˜N
(

r

k
, t
)

dS(k, t) (1.1)

under the assumption that the function Eν̃(r | r′; t)≡ S(k, t) depends only on the fraction
k = r/r′. Thus, the model formulated in Kolmogorov [2] is obtained on the basis of some
phenomenological reasons as it is said in physical literature. These reasons are based on
the concept of “the average field” that is often in use in statistical physics. Further, in
Kolmogorov [2], it is proved that the integral limit theorem for the distribution function
E ˜N(r, t)/E ˜N(∞, t) takes place under the assumption that the function Eν̃(k, t) does not
depend on time and that its second “logarithmi” moment in the variable k is finite. It may
be considered as the marginal one-dimensional probabilistic distribution of the random
process {r̃(t); t ∈ [0,∞)}, with nonnegative trajectories r̃(t) and, physically, as the size of
randomly chosen fragment from the whole system at time t.

Here we will not discuss the physical question of applicability of the abovementioned
approach of the mathematical modelling to some real physical fragmentation processes.
Our problem consists of the ground of (1.1) on the basis of an explicit construction of
the random process { ˜N(r, t); t ∈ [0,∞)}. The idea of such a ground has been stated in
the cited work. But it seems that the consequent authors (see, e.g., the fundamental work
(Filippov [1])) have not taken into account the great importance of this idea to realize
it. From our point of view such an explicit construction of the mathematical model of
a higher level, in the frameworks of which the main master (1.1) of Kolmogorov theory
can be proved as a mathematical statement, may represent the important base for con-
structing more complicated (and, therefore, more adequate) models in the fragmentation
theory.

2. Mathematical model description

Specify a number Δ > 0. Further, divide the positive part [0,∞) of the real line into the
sequence of disjoint half-open intervals 〈[iΔ, (i + 1)Δ); i ∈ N+〉 being open from the
right. Their union coincides with [0,∞). Introduce the random process NΔ with discrete
time and with values in the set NN+

+ . The sampling space of this process consists of some
random collections of functions {〈ν̃i(t); i∈N+〉; t ∈N+}. Each function takes its values
inN+. By its sense, each function ν̃i(t), i= 0,1,2, . . ., represents the number of fragments,
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having random sizes, that belong to half-interval [iΔ, (i+ 1)Δ). Define the process NΔ as
the Markov branching one with discrete time (see Sevast’ianov [3]) (the Markov chain).
Generally speaking, it is inhomogeneous in time. Besides, it has an infinite collection N+

of particle types. The last words are taken from the terminology of branching random
process theory. In our problem fragments with specified size r are the particles of some
definite type from the point of view of this terminology.

Since the countable setNN+
+ is the process state space, then for each time instant t ∈N+

the conditional probabilities

Q
(

mi, i∈N+ | nj , j ∈N+; t)= Pr{ν̃ j(t+ 1)= nj , j ∈N+ | ν̃i(t)=mi, i∈N+} (2.1)

of transitions form an infinite matrix when arguments nj ,mi ∈N+, i, j ∈N+ are changed.
The matrix (2.1) of transition conditional probabilities defines completely the Markov
chain with countable set of states. In particular, it defines the evolution of one-
dimensional marginal probability distribution of this chain

P
(

ni, i∈N+; t
)= Pr{ν̃i(t)= ni, i∈N+}, (2.2)

namely, it is defined uniquely by the Markov chain equation

P
(

nj , j ∈N+; t+ 1
)=

∑

{mi}
P
(

mi, i∈N+; t
)

Q
(

mi, i∈N+ | nj , j ∈N+; t
)

, (2.3)

where, here and below, the symbol of summation means that it is done with respect
to all possible distributions of “filling numbers,” that is, with respect to all collections
〈mi, i ∈N+〉 ∈NN+

+ . For the matrix Q(mi, i ∈N+ | nj , j ∈N+; t),nj ,mi ∈N+i, j ∈N+, we
will use also the shorter notation Q(mi | nj ; t). It is constructed for the Markov branching
process by the following way. Define the function ql(kj , j ∈N+; t)≡ ql(kj ; t). It represents
the probability of the event that describes the fact that a specified fragment with size l (i.e.,
its size r belongs to the half-interval [lΔ, (l + 1)Δ)) gets at the time instant t to the set of
fragments and this set is characterized by the collection of filling numbers 〈kj ; j ∈N+〉. In
this case, of course, this probability is not zero only if kj = 0 at j > l. Thus, ql(kj , j ∈N+; t)
is the probability of the fact that the random function ν̃l, j(t) :N+×N+×N+ �→N+ takes
value kj . The function is the number of fragments with sizes j that are formed from
the specified fragment with size l at the time instant t; here, the second argument j is
not greater than l. Further, we introduce the random function η̃ :N+ ×N+ ×N×N+ �→
N+, η̃l, j(m; t) = ν̃(1)

l, j (t) + ν̃(2)
l, j (t) + ··· + ν̃(m)

l, j (t) for each pair l, j ∈ N+. It is the sum of

m ∈ N statistically independent random functions ν̃(1)
l, j (t), ν̃(2)

l, j (t), . . . , ν̃(m)
l, j (t) and it rep-

resents the set of filling numbers on sizes j of fragments formed by subdivision from
m identical fragments having the size l at the time instant t. In such a definition of the
branching condition that describes the disintegration of fragments having the size l, the



4 The Kolmogorov equation in the stochastic fragmentation

individuality of each fragment is lost, that is, for each fixed fragment in the final state we
do not take into account the fact, from which fragment of the size l appeared as a result of
the disintegration. Due to the given definition of the random function η̃l(m,kj , j ∈N+; t),
its probability distribution ql(m | kj , j ∈N+; t) is defined by the m-multiple convolution

of the probability distribution collection ql(k
(i)
j , j ∈N+; t), i= 1, . . . ,m,

ql
(

m | kj , j ∈N+; t
)=

∑

k(i)
j ≥0,i=1,...,m,

k(1)
j +···+k(m)

j =kj , j∈N+

m
∏

i=1

ql
(

k(i)
j , j ∈N+; t

)

. (2.4)

Indeed, the probability ql(m | kj , j ∈ N+; t) is equal to zero if there exists j ∈ N+, j > l
such that the inequality kj �= 0 is valid.

At last, the matrix Q(mi | nj ; t) is determined by the formula

Q
(

mi, i∈N+ | nj , j ∈N+; t
)

=
∑

ki j≥0;i, j∈N+

[ ∞
∏

i=0

qi
(

mi | kil, l ∈N+; t
)

][ ∞
∏

j=0

δ

(

nj −
∑

l:l≥ j
kl j

)]

,
(2.5)

where δ(n− n′) ≡ δn,n′ is the Kronecker symbol and the summation is done on all two-
placed functions ki j :N+×N+�→N+. The sense of the integer matrix is that it determines
the fragment numbers with the size j that are formed from all fragments with size i.

The matrix Q(mi | nj ; t) and the probability distribution P(nj , j ∈ N+;0) determine
the random process NΔ completely as well as (in particular) its characteristic functional
ΨΔ[u] : SN+∞ (R+)�→ C, the value of which is determined as

ΨΔ[u]= Eexp

(

i
∞
∑

t=0

∞
∑

j=0

ν̃ j(t)
∫ ( j+1)Δ

jΔ
ut(x)dx

)

(2.6)

for each function sequence ut(x), t = 0,1,2, . . . from the space S∞(R+) of compactly sup-
ported functions being infinitely differentiable on R+. Values of the functional exist due
to the support compactness in x of the functions ut(x).

Now we give the definition of the random process N with values in RN+
+ that describes

the fragmentation. We will define it as the generalized random process generated by the
process sequence NΔ at Δ→ 0.
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Definition 2.1. Generalized random process N with the characteristic functional Ψ[u],
determined by the limit

Ψ[u]= lim
Δ→0

ΨΔ[u] (2.7)

for each function ut(x) ∈ SN+∞ (R+), is called the random Kolmogorov fragmentation
process.

3. Equation for the generating function

Introduce the space S∞(N+) of infinite bounded sequences where each of them has zero
components beginning from a number. Further, we will imply that such sequences X have
only nonnegative components. The set of all those sequences forms the cone in S∞(N+).

We also introduce the sequence G[X , t] = 〈gl[X , t]; l ∈ N+〉 whose components are
generating functions of probability distributions ql(kj ; t), l ∈N+,

gl[X , t]=
∑

{kj}

( ∞
∏

j=0

x
kj
j

)

ql
(

kj , j ∈N+; t
)

. (3.1)

Formally, they are functions of countable set of variables. However, due to the variable
〈kj ; j ∈N+〉 in the probability distribution is a finite sequence, really, the function gl[X , t]
depends only on finite components in X . Each lth function depends on l variables where
l is determined by the maximal number j among nonzero components in kj �= 0.

Now compute the sums

h(n)
l [X , t]=

∑

{kj}

( ∞
∏

j=0

x
kj
j

)

ql
(

n | kj , j ∈N+; t
)

=
∑

{kj}

( ∞
∏

j=0

x
kj
j

)

∑

k(i)
j ≥0,i=1,...,n,

k(1)
j +···+k(n)

j =kj , j∈N+

n
∏

i=1

ql
(

k(i)
j , j ∈N+; t

)

=
∑

{kj}

∑

k(i)
j ≥0,i=1,...,n,

k(1)
j +···+k(n)

j =kj , j∈N+

n
∏

i=1

( ∞
∏

j=0

x
k(i)
j

j

)

ql
(

k(i)
j′ , j′ ∈N+; t

)

=
∑

k(i)
j ≥0;i=1,...,n, j∈N+

n
∏

i=1

( ∞
∏

j=0

x
k(i)
j

j

)

ql
(

k(i)
j′ , j′ ∈N+; t

)

=
n
∏

i=1

[

∑

{k(i)
j }

( ∞
∏

j=0

x
k(i)
j

j

)

ql
(

k(i)
j′ , j′ ∈N+; t

)

]

=
n
∏

i=1

gl[X , t]= gnl [X , t].

(3.2)
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Finally, compute the sum

h[mi, i∈N+ | nj , j ∈N+;X , t
]

=
∑

{nj}

( ∞
∏

j=0

x
nj

j

)

Q
(

mi, i∈N+ | nj′ , j′ ∈N+; t
)

=
∑

{nj}

∑

ki j≥0; i, j∈N+

[ ∞
∏

j=0

x
nj

j δ

(

nj −
∑

l:l≥ j
kl j

)][ ∞
∏

i=0

qi
(

mi | kil, l ∈N+; t)

]

=
∑

ki j≥0; i, j∈N+

[ ∞
∏

i=0

( ∞
∏

j=0

x
kij
j

)

qi
(

mi | kil, l ∈N+; t
)

]

=
∞
∏

i=0

[

∑

ki j≥0; j∈N+

( ∞
∏

j=0

x
kij
j

)

qi
(

mi | kil, l ∈N+; t
)

]

=
∞
∏

i=0

h

(

mi

)

i [X , t]=
∞
∏

i=0

gmi
i [X , t],

(3.3)

where we use the rule

∞
∏

j=0

x
nj

j =
∞
∏

j=0

∏

i:i≥ j
x
ki j
j =

∞
∏

i=0

∏

j:i≥ j
x
ki j
j , (3.4)

and also we take into account that probabilities qi(mi | kil, l ∈N+; t) are not zero only if
ki j = 0 at i < j.

After these preparatory computations, introduce the generating function Ht[X] of the
one-dimensional probability distribution P(nj , j ∈N+; t) of the Markov chain at the time
t according to the formula

Ht[X]=
∑

{nj}

( ∞
∏

j=0

x
nj

j

)

P
(

nj , j ∈N+; t
)

. (3.5)

Then, applying the operation
∑

{nj}(
∏∞

j=0 x
nj

j ) to equation of motion (2.3) and using
(3.3), we find the motion equation of the generating function Ht[X],

Ht+1[X]=
∑

{nj}

( ∞
∏

j=0

x
nj

j

)

∑

{mi}
P
(

mi, i∈N+; t
)

Q
(

mi, i∈N+ | nj , j ∈N+; t
)

=
∑

{mi}
P
(

mi, i∈N+; t
)
∑

{nj}

( ∞
∏

j=0

x
nj

j

)

Q
(

mi, i∈N+ | nj , j ∈N+; t
)

=
∑

{mi}
P
(

mi, i∈N+; t
)

h
[

mi, i∈N+ | nj , j ∈N+;X , t
]

=
∑

{mi}
P
(

mi, i∈N+; t
)

( ∞
∏

i=0

gmi
i [X , t]

)

=Ht
[

G[X , t]
]

,

(3.6)

where G[X , t]= 〈gl[X , t]; l ∈N+〉.
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Thus, we have proved the following theorem.

Theorem 3.1. Generating function Ht[X] of the probability distribution P(nj , j ∈N+; t) is
governed by the equation

Ht[X]=Ht
[

G[X , t]
]

(3.7)

that together with the initial condition H0[X] completely determine this distribution.

4. Kolmogorov’s master equation

On the basis of (3.7), we now obtain the evolution equation of mathematical expectations
for the random process NΔ. For this we introduce the matrix sl j(t) = Eν̃l j(t) of mathe-
matical expectations whose matrix elements are distinguished from zero only at j ≤ l. It
is defined by the formula

sl j(t)=
∞
∑

kj=0

kjql
(

kj′ , j′ ∈N+; t
)=

(

∂gl[X , t]
∂xj

)

X≡1

. (4.1)

Further, the mathematical expectation nl(t) = Eν̃l(t) of the number ν̃l(t) of fragments
with the size l at the time instant t is defined by the generating function Ht[X] by means
of its partial derivative in xl at the point X ≡ 1,

nl(t)= Eν̃l(t)=
(

∂Ht[X]
∂xl

)

X≡1

. (4.2)

Then, on the basis of (3.7) and (4.1), we find

nl(t+ 1)=
(

∂Ht+1[X]
∂xl

)

X≡1
=

∞
∑

m=l

(

∂Ht
[

G[X , t]
]

∂gm[X , t]

)

X≡1

(

∂gm[X , t]
∂xl

)

X≡1
, (4.3)

that is,

nl(t+ 1)=
∞
∑

m=l
nm(t)sml(t). (4.4)

Now introduce the functions

Nl(t)=
l
∑

k=0

nk(t), Sml(t)=
l
∑

k=0

smk(t). (4.5)
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Then, by summing up (4.4) for all l, we derive the motion equation in terms of this
function

Nl(t+ 1)=
l
∑

k=0

∞
∑

m=k
nm(t)smk(t)

=
l−1
∑

k=0

l−1
∑

m=k
nm(t)smk(t) +

l
∑

k=0

∞
∑

m=l
nm(t)smk(t)

=
l−1
∑

m=0

nm(t)
m
∑

k=0

smk(t) +
∞
∑

m=l
nm(t)Sml(t)

=
l−1
∑

m=0

Smm(t)
[

Nm(t)−Nm−1(t)
]

+
∞
∑

m=l
Sml(t)

[

Nm(t)−Nm−1(t)
]

,

(4.6)

where N−1(t)= 0.
At last, introduce the function NΔ(r; t) :R+×N+�→R+,

NΔ(r; t)=Nl(t), if r ≤ lΔ < r +Δ. (4.7)

It is continuous from the left and it is equal to the average fragment number having sizes
not greater than r. Besides, introduce the function SΔ(r,r′; t) :R+×R+×N+�→R+,

SΔ(r,r′; t)= Sml(t), if r ≤ lΔ < r +Δ, r′ ≤mΔ < r′ +Δ (4.8)

being continuous from the left in both arguments r and r′. Then for (l− 1)Δ < r ≤ lΔ, it
follows from (4.6) that

NΔ(r; t+ 1)=
l−1
∑

m=0

SΔ
(

rm, rm; t
)[

NΔ
(

rm +Δ; t
)−NΔ

(

rm; t
)]

+
∞
∑

m=l
SΔ
(

rm, r; t
)[

NΔ
(

rm +Δ; t
)−NΔ

(

rm; t
)]

,

(4.9)

where rm =mΔ. The sums in the right-hand side of this equality may be considered as
integral sums of the Riman-Stiltyes integral for step functions NΔ(r; t) and SΔ(r′,r; t),
that is,

NΔ(r; t+ 1)=
∫ r−0

0
SΔ(r′, r′; t)dNΔ(r′; t) +

∫∞

r−0
SΔ(r′,r; t)dNΔ(r′; t). (4.10)

Assuming that the function SΔ(r′,r; t) tends to a continuous function S(r′,r; t) as Δ→ 0
and the function NΔ(r; t) tends to a monotone nondecreasing function N(r, t) and since
discontinuity points of functions SΔ(r′,r; t) and NΔ(r′, t) in the argument r′ coincide for
every t, we may apply the second Helly theorem. It permits to realize the limit transi-
tion under the integral sign. In this case, we obtain the equation for evolution of average
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fragment number distribution in the form

N(r; t+ 1)=
∫ r−0

0
S(r′,r′; t)dN(r′; t) +

∫∞

r−0
S(r′,r; t)dN(r′; t). (4.11)

Thus, the following statement takes place.

Theorem 4.1. Statistical characteristic N(r, t)= E ˜N(r, t) of the generalized random process
N is governed by (4.11).

At last, we show that (1.1) of the Kolmogorov theory is a particular case of (4.11).
We suppose that the function S(r′,r; t) depends only on the ratio r/r′, that is, S(r′,r; t)=
S(r/r′; t). In this case (4.11) is represented in the form

N(r; t+ 1)= S(1; t)N(r− 0; t) +
∫∞

r−0
S
(

r

r′
; t
)

dN(r′; t). (4.12)

Applying the integration by parts with the use of conditions N(∞; t) <∞,S(0; t)= 0, we
get

N(r; t+ 1)=
∫∞

r−0
N(r′; t)dS

(

r

r′
; t
)

. (4.13)

Introducing the integration variable k = r/r′, we obtain

N(r; t+ 1)=
∫ 1+0

0
N
(

r

k
; t
)

dS(k; t), (4.14)

Unlike (1.1), the latter takes into account the fact that the function S(k; t) may have a step
at the point k = 1.

5. Conclusion

We have shown how the Kolmogorov equation in statistical fragmentation theory may
be justified in the framework of a certain probabilistic scheme. At the same time, even
in the framework of the construction presented in the work, some general mathematical
questions have been still unsolved. For example, it is necessary to clear up under what
conditions the limit distribution of probabilistic distributions ql(kj , j ∈N+; t) exists and
how it should be understood. The simplest situation when we try to answer this question
is when this limit should be understood in weak sense. However, it is desirable that this
weak limit nevertheless guarantees the existence of random realizations with probability
1. They should be regarded as some finite point random sets on R+.

It is necessary to find some conditions for distributions ql(kj , j ∈N+; t) that guarantee
the existence of the limit mathematical expectation limΔ→0

∑

j∈N+: jΔ<r Eν̃l j(t) such that it
is a continuous function S(r′,r; t).

Finally, it is very important to prove the existence of the limit characteristic functional
Ψ[u] and, moreover, the existence of random trajectories of the process connected with
this functional.
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ordinary differential, stochastic differential, and parabolic equations. The conditions are
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tions with two-sided estimates) or in terms of derivatives of proper functions on extended
phase spaces (conditions with one-sided estimates).
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1. Introduction

This is a survey paper with complete proofs of results obtained in [6, 7, 9–11]. We derive
necessary and sufficient conditions for global-in-time existence of solutions of ordinary,
stochastic, and parabolic differential equations. They are obtained as modifications of
some well-known sufficient conditions (both with one-sided and two-sided estimates).
In particular those modifications involve transition to extended phase spaces. We con-
sider the general case of equations on smooth manifolds (mainly finite-dimensional).
For ordinary differential equations we get necessary and sufficient conditions of both
two-sided and one-sided sorts (in the latter case we also get a generalization to a certain
infinite-dimensional case). For stochastic differential and parabolic equations we obtain
necessary and sufficient conditions of one-sided sort for some classes of equations on
finite-dimensional manifolds.

Recall that if all solutions of Cauchy problems of an ordinary differential equation
with a smooth vector field in the right-hand side on a finite-dimensional manifold M
exist on the entire line (−∞,∞), the vector field and its flow are called complete. Below
the solutions to Cauchy problems will be called the orbits of the flow or the integral curves
of the vector field.

If the manifold M is compact, all continuous (in particular, all smooth) vector fields
are complete. Indeed, in this case any Riemannian metric on M is complete, any contin-
uous vector field is bounded, hence any integral curve has bounded length on any finite
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2 Global existence of solutions

interval, that is, it is relatively compact. Thus, the flow of a smooth vector field is a dif-
feomorphism of M onto M at any time instant belonging to (−∞,+∞), that is, the flow
is a flow of diffeomorphisms.

In the case of noncompact manifolds (in particular, in linear spaces) the integral curves
can get to infinity within some finite time interval and the problem of the flow complete-
ness becomes nontrivial. Analogous situation takes place also for stochastic differential
and parabolic equations.

Plenty of sufficient conditions for completeness of the flows of ordinary differential
equations in linear spaces are well known. There exist two sorts of such conditions: with
two-sided estimates and with one-sided estimates. The former is formulated in terms of
estimates on the norm of the right-hand side and guarantees the existence of all integral
curves for t ∈ (−∞,+∞). Let us present some examples.

Let X(t,x) be a smooth vector field on Rn. Consider the differential equation

ẋ(t)= X
(

t,x(t)
)

. (1.1)

The simplest examples of conditions with two-sided estimates are
(i) ‖X(t,x)‖ < ψ(t) at all x ∈ Rn and t ∈ (−∞,∞) for some function ψ > 0 that is

integrable on any finite interval (boundedness);
(ii) ‖X(t,x)‖ < ψ(t)(1 +‖x‖) with analogous ψ (linear growth).

The Wintner’s theorem proves the completeness under the following conditions:
‖X(t,x)‖ < ψ(t)L(‖x‖) where ψ > 0 is as above and L : [0,∞)→ (0,∞) is a continuous
function such that

∫∞

0

1
L(u)

du=∞. (1.2)

On nonlinear smooth manifolds analogous conditions are formulated in terms of
norms generated by complete Riemannian metrics. Notice that under the conditions of
Wintner’s theorem we can take a certain smooth approximation of L (denote it also by
L), such that (1.2) is valid for it, and introduce the new Riemannian metric on Rn by the
formula 〈·,·〉x = (1/L(‖x‖)2)(·,·) where 〈·,·〉x is the Riemanninan scalar product in the
tangent space TxRn and (·,·) is the Euclidean scalar product in Rn. From condition (1.2)
one can easily derive that the new Riemannian metric is complete. Thus, the condition
of Wintner’s theorem means boundedness with respect to the new complete Riemann-
ian metric in Rn. Notice also that the condition of linear growth is a particular case the
Wintner’s one and so for it there also exists a complete Riemannian metric with respect
to which the right-hand side is uniformly bounded.

An example of conditions with one-sided estimates in Rn is as follows. Let ϕ : Rn → R
be a smooth positive function such that ϕ(x)→∞ as x→∞. Then all integral curves exist
for t ∈ (t0,∞) (where t0 is the initial time value of the curve) if (X(t,x),gradϕ) < C at
all t ∈ (t0,∞), x ∈ Rn for some real constant C. Notice that such conditions guarantee
existence from any specified finite time instant to +∞ but for t→−∞ the solutions may
get to infinity within a finite time interval. Below we consider a modification of these
conditions like |(X(t,x),gradϕ)| < C for a certain C > 0 that guarantees existence of all
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integral curves on (−∞,+∞). Such conditions we will also call the ones with one-sided
estimates.

To describe the conditions with one-sided estimates on manifolds, notice that the
property ϕ(x)→∞ as x →∞ means that ϕ is a so-called proper function on Rn, that
is, its preimage of any relatively compact set in R is relatively compact in Rn (see gen-
eral definition for proper functions on manifolds below). On the other hand, the prod-
uct (X(t,x),gradϕ) is equal to the derivative Xϕ of ϕ in the direction of vector field X
at x ∈ Rn. Thus, a condition with one-sided estimate on a smooth manifold M can be
formulated as follows: let there exist a smooth proper positive function ϕ on M such that
|Xϕ| < C for some positive constant C at all t ∈ (−∞,∞), m∈M. Then all integral curves
of X exist on (−∞,∞). Obviously for the condition Xϕ < C we will get completeness in
going only forward.

Analogous conditions with one-sided and two-sided estimates are known for com-
pleteness of flows of stochastic differential equations. An example of conditions with
two-sided estimates is the well-known Itô condition of linear growth (see, e.g., [5]). In
conditions of one-sided type for stochastic differential equations the operator of deriva-
tive in the direction of vector field in the right-hand side is replaced by the generator of
stochastic flow, a special second-order differential operator. Among sufficient conditions
of this sort we mention Elworthy’s condition from [3, Theorem IX. 6A] and its particular
case from Theorem 5.3 below. We discuss the stochastic case in more detail in Section 5.

For parabolic equations analogous sufficient conditions are also known. In particular,
they can be obtained in the framework of stochastic approach to parabolic equations.

As it is mentioned above, in this paper we find modifications of sufficient conditions
of completeness that make them necessary and sufficient. The structure of the paper is
as follows. In Section 2 we deal with necessary and sufficient conditions of two-sided
sort for completeness of smooth vector fields on finite-dimensional manifolds. Section 3
is devoted to the same problem but for conditions of one-sided sort. In Section 4 we
obtain a generalization of conditions from Section 3 to a certain infinite-dimensional
case. In Section 5 we get a necessary and sufficient condition of one-sided sort for com-
pleteness of a stochastic flow, continuous at infinity, on a finite-dimensional manifold.
In Section 6, from the results of Section 5 we derive necessary and sufficient conditions
for existence of global Feller semigroup for parabolic equations of some special type on
finite-dimensional manifolds.

Preliminary information can be seen, for example, in [8].

2. Necessary and sufficient conditions of two-sided type for
completeness of ODE flows

As we have mentioned in Section 1, under the conditions of Wintner’s theorem it is possi-
ble to construct a new complete Riemannian metric onRn with respect to which the right-
hand side of the ODE becomes uniformly bounded. The same situation takes place also
for many other sufficient conditions of two-sided sort. Below in Theorem 2.2 we proof
that if on a complete Riemannian manifold the right-hand side is uniformly bounded,
the flow of ODE is complete.
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It turns out that the condition of boundedness of the right-hand side of ODE with
respect to a complete Riemannian metric can be modified so that it becomes necessary
and sufficient for completeness. This modification involves in particular transition to
extended phase space.

Recall that in contemporary topology a map f : X → Y from a topological space X to
a topological space Y is called proper, if the preimage of any relatively compact set from
Y is relatively compact in X . According to this terminology we give the following.

Definition 2.1. A function f : X → R on the topological space X is called proper if the
preimage of any relatively compact set from R is relatively compact in X .

Recall that in a complete Riemannian manifold and so in an Euclidean space (in par-
ticular, in R) a set is relatively compact if and only if it is bounded.

We should mention that in Rn a positive function f is proper if and only if f (x)→ +∞
as ‖x‖→ +∞. On a smooth manifold the Riemannian distance of any complete Riemann-
ian metric is a proper function. Below we sometimes will not specify a Riemannian metric
on M and in this case the exact mathematical meaning of x→∞ for x ∈M is that x leaves
every compact set, that is, f (x)→∞ for any proper function f on M.

Let M be a finite-dimensional smooth manifold and X(t,m) be a smooth (jointly in
t ∈ R and m∈M) vector field on M.

Denote by m(s) : M →M, s∈ R the flow of X . For any point x ∈M and time instant t
the orbit m(s)(t,m)=mt,m(s) of the flow is the solution of

ṁt,m(s)= (s,mt,m(s)
)

, (2.1)

with the initial condition

mt,m(t)=m. (2.2)

The orbits are also called the integral curves of X .
Consider the extended phase space M+ = R×M and the vector field X+

(t,m) = (1,X(t,
m)) on it.

Theorem 2.2 (see [6]). The flow of X on M is complete if and only if there exists a complete
Riemannian metric on M+ with respect to which the vector field X+ is uniformly bounded.

Proof. It is evident that the completeness of flow for X is equivalent to the completeness
of flow for X+.

Sufficiency. Let on M+ there exist a complete Riemannian metric with respect to which
the field X+ is uniformly bounded. Then any integral curve of X+ on any finite time
interval has finite length and by completeness of the metric it is relatively compact, that
is, the domain of solution is both closed and open in R. Hence it coincides with R.

Necessity. Let the vector field X be complete. Then X+ is also complete. Since X(t,m) is
smooth by the hypothesis, X+ is also smooth. Following [12], let us construct a certain
proper function ψ on in the following way. Take on M a countable locally finite covering
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� = {Vi}i∈N where all Vi are open and relatively compact. This can be done by virtue
of the paracompactness and the local compactness of M. Determine ψi : M → R by the
formula

ψi(m)=
⎧

⎨

⎩

i if m∈Vi,

0 if m /∈Vi.
(2.3)

By {φi}∞i=1 denote the smooth partition of unity corresponding to this covering. Define
the functionψ on the entireM as ψ(m)=∑∞i=1ψi(m)φi(m). It is clear that ψ(m) is smooth
and proper by the construction.

In every tangent space T(t,m)({t}×M) to the submanifold {t}×M of M+ introduce a
scalar product that smoothly depends on (t,m). For example, one can take an arbitrary
Riemannian metric on M and extend it by natural way. Now construct the Riemannian
metric on M+ by regarding the vectors of the field X+ as being of unit length and orthog-
onal to the subspaces T(m,t)(M×{t}).

Consider the function Φ(t,m) = ψ(m+
(t,m)(0)) on M+, where m+

(t,m)(s) is the integral
curve of X+ with initial condition m+

(t,m)(t) =m (the orbit of flow m+(s) corresponding
to the vector field X+ on M+). Since by the hypothesis the integral curves of X+ exist
on (−∞,∞), the function ϕ : M+→ R, given by the formula ϕ(t,m)=Φ(t,m) + t, is obvi-
ously well-posed smooth and proper. It is also obvious thatX+ϕ= 1 (X+ϕ is the derivative
of ϕ in the direction of X+).

Now pick an arbitrary smooth function g : M+ → R such that g(t,m) > max‖Y‖1=1 exp
(Yϕ)2, Y ∈ T(t,m)({t}×M). Such a function can by constructed, for example, as follows.
For a relatively compact neighborhood of any point (t′,m′)∈M+ there exists a constant
that is greater than supmax‖Y‖1=1 exp(Yϕ)2, Y ∈ T(t,m)({t}×M) for all points (t,m) from
this neighborhood. Taking into account paracompactness of M+ and so, the existence of
a smooth partition of unity (as above) from those constants we can glue the function φ
defined on the whole of M+.

At every point (m, t)∈M+, define the inner product on T(m,t)M+ by the formula

〈Y ,Z〉2 = g2(t,m)
〈

pmY , pmZ
〉

1 + pxY pxZ, (2.4)

where Y ,Z ∈ T(m,t)M+ and pm, pX are orthogonal (in the metric 〈·,·〉1) projections of
T(m,t)M+ onto T(t,m)({t}×M) and X+, respectively.

It is obvious that in the metric 〈·,·〉2 the vector X is still orthogonal to the subspace
T(t,m)({t}×M) and ‖X‖2 = 1. �

Lemma 2.3. 〈·,·〉2 is a complete Riemannian metric on M+.

Proof of Lemma 2.3. By Hopf-Rinow theorem (see, e.g., [2]) it is sufficient to show that
any geodesic of the metric 〈·,·〉2 exists on (−∞,∞). It is enough to deal with the geodesics
whose norm of velocity vector is equal to 1 (all others can be obtained from them by linear
change of argument). Let c(s) be such a geodesic, that is, ‖ċ(s)‖2 = 1 for all s. It is easy
to see that (d/ds)ϕ(c(s)) = ċ(s)ϕ = (pmċ(s))ϕ+ (pxċ(s))ϕ (recall that here ċ(s)ϕ denotes
the derivative of ϕ in the direction of ċ(s); for (pmċ(s))ϕ and (pxċ(s))ϕ the meaning is
analogous). Since ‖ċ(s)‖2 = 1 and the vectors pmċ(s) and pxċ(s) are orthogonal to each
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other in the metric 〈·,·〉2, we have ‖pmċ(s)‖2 ≤ 1, ‖pxċ(s)‖2 ≤ 1. Hence

∣

∣

∣

∣

d

ds
ϕ
(

c(s)
)

∣

∣

∣

∣
≤
∣

∣

∣

∣

∣

pmċ(s)
∥

∥pmċ(s)
∥

∥

2

ϕ

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

pxċ(s)
∥

∥pxċ(s)
∥

∥

2

ϕ

∣

∣

∣

∣

∣

=
∣

∣

∣

∣

∣

1
g
(

c(s)
)

pmċ(s)
∥

∥pmċ(s)
∥

∥

1

ϕ

∣

∣

∣

∣

∣

+
∣

∣X+ϕ
∣

∣ < 2

(2.5)

by the constructions of functions g and ϕ.
Thus, the values of ϕ(c(s)) are bounded on any finite interval s∈ (a,b) and the set of

points c(s) for s∈ (a,b) is relatively compact since ϕ is proper. This proves the existence
of geodesics on (−∞,∞). �

As it is mentioned above, ‖X+‖2 = 1. The theorem follows.

Remark 2.4. Let us emphasize that for the case of an autonomous smooth vector field X a
complete metric on the manifold M, with respect to which X is uniformly bounded, may
not exist.

Indeed, consider inRn two differential equations ẋ = ‖x‖2 · x and ẋ =−‖x‖2 · x, where
‖x‖ is the Euclidean norm of x ∈ Rn. It is well known that the field −‖x‖2 · x is complete
while the field ‖x‖2 · x is not complete: all its integral curves go to infinity within finite
time interval. Nevertheless, those fields differ from each other only by the sign, that is,
with respect to any Riemannian metric on M their norms are equal to each other.

3. Necessary and sufficient conditions of one-sided type for
completeness of ODE flows

As well as in Section 2 consider a smooth manifold M with dimension n < ∞ and a
smooth jointly in t ∈ R, m ∈M vector field X = X(t,m) on M. The coordinate rep-
resentation in a chart with respect to local coordinates (q1, . . . ,qn) takes the form X =
X1(∂/∂q1) + ···+Xn(∂/∂qn). The vector field X can be also considered as the first-order
differential operator on C1-functions on M. For a function f the value of the above oper-
ator is given as X f = X1(∂ f /∂q1) + ···+Xn(∂ f /∂qn), the derivative of f in the direction
of vector field X . Let γ(t) be an integral curve of X such that γ(0)=m. It is well known
that X f is represented in terms of γ(t) as follows: X f (m)= (d/dt) f (γ(t))|t=0. The latter
presentation is valid also in infinite-dimensional case where the use of coordinates is not
applicable.

Consider the extended phase space M+ = R×M with the natural projection π+ : M+→
M, π+(t,m) =m. As well as in Section 2 introduce the vector field X+

(t,m) = (1,X(t,m))
on M+. It is clear that its coordinate representation is given in the form X+ = ∂/∂t +
X1(∂/∂q1) + ···+Xn(∂/∂qn). Hence the corresponding differential operator on the space
of C1-smooth functions on M+ takes the form ∂/∂t+X .

Theorem 3.1 (see [10]). A smooth vector field X on a finite-dimensional manifold M is
complete if and only if there exists a smooth proper function ϕ : M+ → R such that the
absolute value of derivative |X+ϕ| of ϕ along X+ is uniformly bounded, that is, |X+ϕ| =
|(∂/∂t +X)ϕ| ≤ C at any (t,m)∈M+ for a certain constant C > 0 that does not depend on
(t,m).
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Proof

Sufficiency. Consider the flowm+(s) : M+→M+, s∈ Rwith orbitsm+(s)(t,m)=m+
(t,m)(s)

being the solutions of

ṁ+
(t,m)(s)= X+(m+

(t,m)(s)
)

(3.1)

with initial conditions

m+
(t,m)(t)= (t,m). (3.2)

Consider the derivative X+ϕ of ϕ along X+ where ϕ is from the hypothesis. At (t,m)∈
M+ we get the equality

X+ϕ(t,m)= d

ds
ϕ
(

m+
(t,m)(s)

)|s=t, (3.3)

(see above) and under the hypothesis of our theorem

∣

∣

∣

∣

d

ds
ϕ
(

m+
(t,m)(s)

)|s=t
∣

∣

∣

∣
≤ C. (3.4)

Represent the values of ϕ along the orbit m+
(t,m)(s) as follows:

ϕ
(

m+
(t,x)(s)

)−ϕ(t,m)=
∫ s

0

d

dτ
ϕ
(

m+
(t,m)(τ)

)

dτ. (3.5)

From the last equality and from inequality (3.4) we evidently obtain that if s belongs to a
finite interval, the values ϕ(m+

(t,x)(s)) are bounded in R. Then since ϕ is proper, this means
that the set m+

(t,m)(s) is relatively compact in M+.
Recall that by the classical solution existence theorem the domain of any solution of

ODE is an open interval inR. In particular, for s > 0 the solution of above Cauchy problem
is well-posed for s∈ [t,ε). If ε > 0 is finite, then the corresponding values of the solution
belong to a relatively compact set in M and so the solution is well-posed for s∈ [t,ε]. The
same arguments are valid also for s < 0. Thus, the domain is both open and closed and so
it coincides with the entire real line (−∞,∞).

Taking into account the construction of vector field X+, we can represent the integral
curves m+

(t,m)(s) in the form m+
(t,m)(s)= (s,mt,m(s)). Hence from global existence of inte-

gral curves of X+ we obviously obtain the global existence of integral curves of X . So, the
vector field X is complete.

Necessity. Let the vector field X be complete. Thus, all orbits mt,m(s) of the flow m(s) are
well-posed on the entire real line.

Consider the function ϕ : M+ → R as in the proof of Theorem 2.2. As well as in the
proof of Theorem 2.2 from completeness of X+ it follows that ϕ is well-posed smooth
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and proper. Consider X+ϕ. By the construction of the vector field X+ and of the function
ϕ, we get

X+ϕ= X+(Φ(t,m)
)

+X+t = 0 + 1= 1. (3.6)

Thus, we have proven the necessity part of our theorem for C = 1. This completes the
proof. �

4. A generalization to infinite-dimensional case

Both Theorems 2.2 and 3.1 cannot be generalized to the infinite-dimensional case di-
rectly. For Theorem 2.2 the fatal difficulty is the absence of good enough infinite-di-
mensional analogy of Hopf-Rinow theorem. For Theorem 3.1 the main difficulty is the
absence of continuous proper real-valued functions on infinite-dimensional manifolds.
However it is possible to replace the set of functions, proper with respect to strong topol-
ogy, by the one, proper with respect to a weaker topology so that an analogue of Theorem
3.1 takes place.

Let M be a Banach manifold that admits partition of unity of class Cp for a certain
p ≥ 2 (see [13]).

For the sake of convenience we consider charts on M as triples (U ,V ,ϕ), where V is an
open ball in the model space, U is an open set in M, and ϕ : V →U is a homeomorphism.

Definition 4.1. A set Θ on M is called relatively weakly compact if there exists a finite
collection of charts (Ui,Vi,ϕi) such thatΘ⊂⋃i Ui and for every i the set ϕ−1

i (Θ
⋂

Ui)⊂Vi

is bounded with respect to the norm of model space that contains Vi.

Remark 4.2. If the model space of M is a reflexive Banach space, then under some nat-
ural condition the relatively weakly compact set as in Definition 4.1 is relatively weakly
compact with respect to the topology of weal convergence on M (see [15]). If M itself
is a reflexive Banach space, then any relatively weakly compact set as in Definition 4.8 is
weakly compact by standard definition of weak topology. These circumstances allow us
to use the term “relatively weakly compact set” in the general case of Banach manifolds
where (generally speaking) the weak topology is ill-posed.

Definition 4.3. A function f : N → R on a Banach space N is called weakly proper if
for any relatively compact set in R its preimage is relatively weakly compact in N as in
Definition 4.1

Let X = X(t,m) be a smooth jointly in t ∈ R, m ∈M vector field on M. Consider
the extended phase space M+ = R×M and the vector field X+

(t,m) = (1,X(t,m)) on it (cf.
Sections 2 and 3).

Now we are in the position to prove the following generalization of Theorem 3.1.

Theorem 4.4 (see [11]). Let M be a Banach manifold that admits partition of unity of class
Cp for a certain p ≥ 2. A smooth vector field X on M is complete if and only if there exists
a C2-smooth weakly proper function f : M+ → R on M+ such that the absolute value of the
derivative of f in the direction of X+ is uniformly bounded, that is, |X+ f | ≤ C for a certain
constant C > 0 that does not depend on (t,m).
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Proof

Sufficiency. Let there exist f as in the hypothesis. Consider the flow m+(s) : M+ →M+,
s∈ R of X+. Its orbits m+(s)(t,m)=m+

t,m(s) satisfy

m′+(t,m)(s)= X+(m+
(t,m)(s)

)

(4.1)

with initial conditions

m+
(t,m)(t)= (t,m). (4.2)

Show the existence of all orbits on s∈ (−∞,∞). Consider the derivative X+ f . At the point
(t,m) the equality

X+ f (t,m)= d

ds
f
(

m+
(t,m)(s)

)

|s=t (4.3)

holds and by the hypothesis

∣

∣

∣

∣

d

ds
f
(

m+
(t,m)(s)

)

|s=t

∣

∣

∣

∣
≤ C. (4.4)

Thus, on any finite interval [t,ε) the values f (m+
(t,m)(s)) are bounded by the constant

C(ε− t). Then from Definitions 4.1 and 4.3 it follows that for s∈ (0,ε) there exists a finite
number of charts (Ui,Vi,ϕi) such that the set m+

(t,m)(s) belongs to the union of Ui and
the part of corresponding set in any Vi is bounded. In particular, the part in the last Vi

is bounded and so there exists lims→ε(m+
(t,m)(s)), that is, m+

(t,m)(s) does exist on the closed
interval [t,ε]. As well as in finite-dimensional situation this means that the domain of
m+

(t,m)(s) is the entire R. Obviously, m+
(t,m)(s)= (s,m(t,m)(s)). Hence from the completeness

of X+ it follows that X is also complete.

Necessity. Let X be complete, that is, all orbits m(t,m)(s) exist on the entire line. Then all
orbits of the flow m+(s) also exist on the entire line.

Construct an open covering of M in the following way. For any m ∈M pick a chart
(Um,Vm,ϕm) such that m ∈ Um. Pick also an open neighborhood Wm ⊂ Um of m such
that ϕ−1(Wm) ⊂ Vm is bounded with respect to the norm of model space where Vm is
contained. Notice that by the construction Wm is relatively weakly compact. Since M is
paracompact and satisfies the second axiom of countability, we can choose from {Wm} a
countable locally finite subcovering {Wi} (see [13]).

Define the functions ψi : M→ R by the formula

ψi(m)=
⎧

⎨

⎩

i m∈Wi,

0 m /∈Wi.
(4.5)

By θi(m), i= 1, . . . ,∞, denote the Cp-smooth partition of unity, corresponding to {Wi},
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that exists by the hypothesis. Define the function ψ(m) on M by the formula

ψ(m)=
∞
∑

i=1

θi(m)ψi(m). (4.6)

By the construction ψ(m) is Cp-smooth and weakly proper.
Now construct the Cp-smooth function Φ : M+→ R by assigning to the point (t,m)∈

M+ the value Φ(t,m)= ψ(mt,m(0)). Since X+ is complete, Φ(t,m) is well-posed.
By its construction the function Φ takes constant values along the orbits of X+. In-

deed, for m+
(t,m)(s) = (s,m(t,m)(s)) the equality m(s,m(t,m)(s))(0) = mt,m(0) holds. Consider

the function f : M+ → R, f (t,m) =Φ(t,m) + t that is Cp-smooth and weakly proper by
the construction. Taking into account the construction of X+ and f , we get

X+ f = X+Φ(t,m) +X+t = 0 + 1= 1. (4.7)

Thus, any C ≥ 1 can be chosen as the constant from the assertion of theorem that we are
looking for. �

5. Stochastic case

The results of this section were announced in [9, 7].
Let M be a finite-dimensional noncompact manifold. Consider a smooth stochastic

dynamical system (SDS) on M (see [3]) with the infinitesimal generator �(x). In local
coordinates it is described in terms of a stochastic differential equation with C∞-smooth
coefficients in Itô or in Stratonovich form. Since the coefficients are smooth, we can pass
from Stratonovich to Itô equation and vice versa.

Consider the one-point compactification M
⋃{∞} of M where the system of open

neighbourhoods of {∞} consists of complements to all compact sets of M. Denote by
ξ(s) : M→M

⋃{∞} the stochastic flow of SDS. For any point x ∈M and time t the orbit
ξt,x(s) of this flow is the unique solution of the above-mentioned equation with initial
conditions ξt,x(t) = x. As the coefficients of equation are smooth, this is a strong solu-
tion and a Markov diffusion process given on a certain random time interval. The point
{∞} is the “cemetery” where the solution (defined on a random time interval) gets after
explosion.

We refer the reader to [14] for more information on behavior of a diffusion process at
infinity.

Recall that the generator � is a second-order differential operator without constant
term (i.e., �1= 0 where 1 denotes the constant function identically equal to 1). In local
coordinates one can find the matrix of its pure second-order term that is symmetric and
so semipositive definite.

For a stochastic flow the generator plays the same role as the derivative in the direc-
tion of vector field in the right-hand side of an ordinary differential equation. The main
result on completeness for stochastic flows here is analogous to Theorem 3.1 where the
derivative in the direction of vector field X+ is replaced with the corresponding generator.
However, in the stochastic case there is an additional difficulty that for a flow with inverse
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time direction the generator does not coincide with the one for the flow itself. That is
why we obtain a necessary and sufficient condition for completeness only for flows with
additional assumption: the flow must be continuous at infinity (see the exact definition
below).

Everywhere in this section we suppose �(x) to be autonomous and strictly elliptic (i.e.,
in a local coordinate system its pure second-order term is described by a nondegenerate,
i.e., positive definite matrix). This assumption allows us to apply the machinery from [1].
Notice that using this machinery we can reduce the condition that the SDS is C∞-smooth
to the assumption that it is Hölder continuous.

Below we denote the probability space, where the flow is defined, by (Ω,�,P) and
suppose that it is complete. We also deal with separable realizations of all processes.

Let T > 0 be a real number.

Definition 5.1. The flow ξ(s) is complete on [0,T] if ξt,x(s) is a.s. in M for any couple (t,x)
(with 0≤ t ≤ T) and for all s∈ [t,T].

Definition 5.2. The flow ξ(s) is complete if it is complete on any interval [0,T]⊂ R.

We start with a certain sufficient condition for completeness of a stochastic flow analo-
gous to conditions for completeness of ODE flows with one-sided estimates. It is a simple
version of rather general sufficient condition from [3, Theorem IX. 6A].

Theorem 5.3. Let there exist a smooth proper function ϕ on M such that �(t,m)ϕ < C for
some C > 0 at all t ∈ [0,+∞) and m∈M. Then the flow ξ(t,s) is complete.

Proof. Consider the collection of sets Wn = ϕ−1([0,n)) with the positive integers 1,2, . . . ,
n, . . . . Since ϕ is proper, those sets are relatively compact and

⋃

nWn =M. Besides, by the
construction Wi ⊂Wi+1 i= 1,2, . . . ,n, . . . .

Specify arbitrary t ∈ [0,+∞) and m ∈M and consider the orbit ξt,m(s). Denote by
τn the first entrance time of ξt,m(s) in the boundary of Wn. Express ϕ(ξt,m(s∧ τn)) by
Itô formula. Since Wn is relatively compact, Itô integral on the interval [t,s∧ τn) is a
martingale and so its expectation is equal to 0. Then

Eϕ
(

ξt,m
(

s∧ τn
))= ϕ(m) +

∫ s∧τn

t
(�ϕ)

(

θ,ξt,m(θ)
)

dθ < ϕ(m) +Cs, (5.1)

since �(t,m)ϕ < C and s≥ s∧ τn.
Consider the set Ωn

s = {ω ∈Ω|s < τn}. Obviously,

n
(

1−P
(

Ωn
s

))

< Eϕ
(

ξt,m
(

s∧ τn
))

, (5.2)

since for ω /∈Ωn
s we get ξt,m(s∧ τn,ω)= ξt,m(τn,ω), that is, ϕ(ξt,m(s∧ τn,ω))= n. Thus,

1−P
(

Ωn
s

)

<
ϕ(m) +Cs

n
. (5.3)

Hence limn→∞(1− P(Ωn
s )) = 0. However by the construction limn→∞Ωn

s =
⋃n

i=1Ω
i
s =Ω,

that is, for any specified s≥ t the value ξt,m(s) exists with probability 1. �
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Let γ(s) be a (not necessarily complete) stochastic flow.

Definition 5.4. We say that the flow γ(s) is continuous at infinity if for any 0≤ t ≤ T and
any compact K ⊂M the equality

lim
x→+∞P

(

γt,x(T)∈ K
)= 0 (5.4)

holds.
One can easily see that continuity at infinity according to Definition 5.4 means that

for any specified t ∈ [0,+∞) and for all s ∈ [t,+∞) the correspondence (x,s) → γt,x(s)
is continuous in probability at the point (s,{∞}) ∈ [t,∞]× (M

⋃{∞}), see [16, 17] for
details.

Our next task is to construct a special proper function associated to a complete sto-
chastic flow ξ(s).

Consider an expanding sequence of compact sets Mi such that Mi ⊂Mi+1 for all i and
⋃

iMi =M. By Ti we denote an increasing sequence of real numbers tending to +∞.
For (t,x)∈ [0,Ti]×Mi, the distribution function μt,x,s of random elements ξt,x(s), s∈

[t,Ti], on M forms a weakly compact set of measures. Indeed, take an arbitrary sequence
random element ξtk ,xk (sk) and the corresponding measures μtk ,xk ,sk . Since [0,Ti]×Mi ×
[0,Ti] is compact, it is possible to select a subsequence tkq , xkq , skq of the sequence tk, xk,
sk, converging to a certain t0, x0, s0. It is a well-known fact that the function E f (ξt,x(s))
is continuous jointly in t, x, s for any bounded continuous function f : M→ R. Then we
obtain that

E
(

f
(

ξtkq ,xkq

(

skq
)))−→ E

(

f
(

ξt0,x0

(

s0
)))

, (5.5)

that is, from any sequence of measures mentioned above it is possible to select a weakly
converging subsequence.

Take a monotonically decreasing sequence of positive numbers εi → 0 such that the
series

∑∞
i=1
√
εi converges. From Prokhorov’s theorem it follows that for the measures

corresponding to ξt,x(s), s ∈ [t,Ti], (t,x) ∈ [0,Ti]×Mi mentioned above, there exists a
compact Ξi ⊂M such that for all μt,x,s the inequality μt,x,s(M\Ξi) < εi holds. Construct an
expanding system of compacts Θi ⊃

⋃i
k=0Ξk for any i, being closures of open domains

in M with smooth boundary and such that Θi ⊂ Θi+1 for any i and
⋃

iΘi =M. By the
construction for s ∈ [0,Ti], (t,x) ∈ [0,Ti]×Mi the relation μt,x,s(M\Θi) < εi holds. In
particular, μt,x,s(Θi+1\Θi) < εi.

Choose neighborhoods Ui ⊂ ˜Ui of the set Θi, that completely belong to Θi+1, and con-
sider a smooth function ψi that equals 0 on Ui, equals 1 on Θi+1\ ˜Ui, and takes values
between 0 and 1 on ˜Ui\Ui. Construct the function θ on M setting its value on Θi+1\Θi

equal to ψi(1/
√
εi) + (1− ψi)(1/

√
εi−1). Notice that on Θi+1\Θi the values of θ are not

greater than 1/
√
εi.

Immediately from the construction we obtain the following.

Lemma 5.5. For a complete flow ξ(s) the function θ, constructed above, is smooth positive
and proper.
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Theorem 5.6. If the flow ξ(t) is complete, for any (t,x) and any T > t, the inequality
Eθ(ξt,x(s)) <∞ holds for each s∈ [t,T].

Proof. Take i such that [0,T] ⊂ [0,Ti], t ∈ [0,Ti], and x ∈Mi. Then μt,x,s(M\Θi) < εi or
μt,x,s(Θi) > (1− εi). By the construction the values of continuous function θ on compact
Θi are bounded by constant 1/

√
εi−1. Then also by the construction

Eθ
(

ξt,x(s)
)≤ 1√

εi−1
+
∞
∑

k=i
εk

1√
εk
= 1√

εi−1
+
∞
∑

k=i

√
εk < C < +∞ (5.6)

for some positive constant C since by definition the series
∑∞

k=i+1
√
εk converges. �

Corollary 5.7. The function Eθ(ξt,x(s)) is integrable in s∈ [t,T].

Proof. From the construction in Theorem 5.6 it follows that for given t, x estimate (5.6)
is valid with the same C for all s∈ [t,T]. �

Specify any T > 0 and consider the direct product MT = [0,T]×M. Denote by πT :
MT →M the natural projection: πT(t,x)= x.

Theorem 5.8. The function u(t,x) = Eθ(ξt,x(T)) on MT is C1-smooth in t ∈ [0,T], C2-
smooth in x ∈M and satisfies

(

∂

∂t
+ �

)

u= 0, (5.7)

where � is the infinitesimal generator of the flow.

Proof. Since M is locally compact and paracompact, we can choose a countable locally
finite open covering {Vi}∞i=1 of M such that all Vi have compact closures. Consider a
partition of unity {ϕi}∞i=1 adapted to this covering. Then at any point x ∈M the equality
θ(x)=∑∞i=1ϕi(x)θ(x) holds.

Introduce the function vi(x)= ϕi(x)θ(x) as well as the functions ui(t,x)= Evi(ξt,x(T))

and θk(t,x)=∑k
i=0ui(t,x). Notice that all vi(x) are smooth and bounded. Then any vi(t,x)

satisfies the conditions of [5, Theorem 4, Chapter VIII] and so any ui(t,x) is C1-smooth
in t, C2-smooth in x and satisfies the relation

∂

∂t
ui + �ui = 0. (5.8)

Hence all functions θk(t,x), being finite sums of functions ui(t,x), are also C1-smooth in
t, C2-smooth in x and satisfy

∂

∂t
θk + �θk = 0. (5.9)

In addition it is evident that θ(t,x) is the limit of θk(t,x) at k→∞ and the functions
θk(t,x) form an increasing locally bounded sequence. Then, since � is autonomous and
strictly elliptic, the assertion of theorem follows from [1, Lemma 1.8]. �
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Theorem 5.9. If a complete flow ξ(s) is continuous at infinity, the function u(t,x) =
Eθ(ξt,x(T)) on MT is proper.

Proof. Let ξ(s) be continuous at infinity. To prove the properness of u(t,x) it is sufficient
to show that u(t,x)→∞ as θ(x)→∞, that is, that for any C > 0 there exists Ξ > 0 such
that θ(x) > Ξ yields u(t,x) > C for any t ∈ [0,T]. Since θ is proper, K = θ−1([0,2C]) is
compact. From formula (5.4) of the definition of continuity at infinity it follows that for
any t ∈ [0,T] there exists Ξ such that P(ξt,x(T) /∈ K) > 1/2 for θ(x) > Ξ. Then u(t,x) =
Eθ(ξt,x(T)) > 2C · 1/2= C. Since t is from compact set [0,T] and u(t,x) is continuous in
t, this completes the proof. �

On the manifold MT consider the flow η(s)= (s,ξ(s)). Obviously, for (t,x)∈MT the
trajectory of η(t,x)(s) satisfies the relation πT(η(t,x)(s)) = ξt,x(s). It is clear that η(s) is the
flow generated by SDS with infinitesimal generator �T determined by the formula

�T
(t,x) =�(t,x) +

∂

∂t
. (5.10)

Notice that �T is a direct analogue of differentiation in the direction of X+ in Theorem
3.1.

Theorem 5.10. A flow ξ(s) on M, continuous at infinity, is complete on [0,T] if and only
if there exists a positive proper function uT : MT → R on MT that is C1-smooth in t ∈ [0,T],
C2-smooth in x ∈M and such that �TuT < C for a certain constant C > 0 at all points
(t,x)∈MT .

Proof. Let there exist a smooth proper positive function uT(t,x) on MT such that �TuT

< C at all points of MT . Then from Theorem 5.3 it follows that η(s) is complete. Thus,
ξ(s) is also complete.

Let ξ(s) be complete. Consider the function θ(x) on M introduced above and the
function uT(t,x) = Eθ(ξt,x(T)) on MT . Since ξ(s) is continuous at infinity, uT(t,x) is
proper by Theorem 5.9. By Theorem 5.8 it is also C1 in t, C2 in x and satisfies the re-
lation ((∂/∂t) + �)uT =�TuT = 0. �

Corollary 5.11. A flow ξ(s) on M, continuous at infinity, is complete if and only if for
any T > 0 there exists a positive proper function uT : MT → R on MT that is C1-smooth in
t ∈ [0,T], C2-smooth in x ∈M and such that |�Tu(t,x)| < C for a certain constant C > 0
at all points (t,x)∈MT .

6. Parabolic equations

Here by using stochastic approach to parabolic equations and the results of Section 5 we
get a necessary and sufficient condition for existence of global Feller semigroup for some
class of such equation (in particular, this class includes equations with the so-called C0

property). We suppose that the second-order operator in the right-hand side of parabolic
equation is autonomous and strictly elliptic. Under this assumption, on the one hand,
the stochastic approach is applicable and on the other hand, the conditions of Section 5
are fulfilled for the corresponding stochastic flow.
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Let M be a finite-dimensional (generally speaking) noncompact manifold. Consider
on M a parabolic equation

∂

∂t
u=�u (6.1)

with initial conditions

u(0,x)= u0(x), (6.2)

where � is an autonomous strictly elliptic operator with C∞ coefficients without con-
stant term (i.e., satisfying the property �1= 0), u0 and u are smooth enough real-valued
bounded functions.

In local coordinates on M, the operator � is represented in the form

n
∑

i=1

ai
∂

∂qi
+

n
∑

i=1

bi
(

σkl
) ∂

∂qi
+

1
2

n
∑

i, j=1

σi j
∂2

∂qi∂q j . (6.3)

Here bx(σ) =∑n
i=1 b

i(σkl)∂/∂qi is the so-called compensating term, depending on (σkl),
that guarantees covariant transformation of the formula under changes of coordinates.

It is a well-known fact that under the above conditions on � the stochastic approach to
investigation of parabolic equations is applicable in the following way. One can easily see
that the matrix (σi j(x)) is a coordinate expression of a smooth symmetric (2,0)-tensor
field on M. Since � is strictly elliptic, this matrix is not degenerate and taking at any
x ∈M the inverse matrix (σi j(x)) one gets a smooth (0,2)-tensor field. Denote the latter
field by σx. Thus, σx for any x ∈M is a symmetric bilinear form on the tangent space
TxM. Since � is strictly elliptic, this form at any x ∈M is positive definite and so the field
σx can be considered as a Riemannian metric tensor on M. By Nash’s theorem we can
embed M with this metric isometrically into a certain Euclidean space Rk where k is large
enough. Then the field of orthogonal projections Ax : Rk → TxM is smooth and gives us
the presentation of σx in the form

σx = A∗x Ax, (6.4)

where A∗x is the conjugate operator.
The above construction yields the existence of a smooth stochastic dynamical system

(SDS) on M (see [3]) whose infinitesimal generator is � and it is of the same type as in
Section 5. In local coordinates it is described in terms of a stochastic differential equation
with C∞-smooth coefficients in Itô or in Stratonovich form with diffusion term A∗x . In
Itô form its drift is a+ b. Since the coefficients are smooth, we can pass from Itô form to
Stratonovich one and vice versa.

Denote by ξ(s) the flow of above-mentioned SDS and by ξt,x(s) its orbits (see Section
5). If ξ(s) is complete, on the space of bounded measurable functions on M, there exists
an operator semigroup S(t,s) given for a function f (x) by the formula

[

S(t,s) f
]

(x)= E f
(

ξt,x(s)
)

, (6.5)
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where E is the mathematical expectation. This is a Feller semigroup, that is, for any t ≥ 0,
s≥ t the operators S(t,s) are contracting and transform any continuous positive bounded
function into one with the same properties. It is also well known that for continuous and
bounded function u0(x) the continuous and bounded function

u(s,x)= [S(0,s)u0
]

(x)= Eu0
(

ξ0,x(s)
)

(6.6)

is a generalized solution of (6.1)–(6.2). If u(s,x) is smooth enough, it is a classical solu-
tion. By analytical methods it is shown that this solution is unique in the class of bounded
measurable functions. See details, for example, in [4].

Thus, completeness of the stochastic flow ξ(s) (i.e., global-in-time existence of solu-
tions of the above-mentioned stochastic differential equation) is equivalent to global-in-
time existence of solutions of (6.1)–(6.2).

As a corollary to Theorem 5.10 and Corollary 5.11 we obtain the following theorem.

Theorem 6.1. If the flow ξ(s) is continuous at infinity, the solutions of (6.1)–(6.2) exist
globally in time if and only if for anyT > 0 there exists a positive proper function vT : MT → R
that is C1-smooth in t ∈ [0,T], C2-smooth in x ∈M and such that �TvT(t,x) < C for a
certain constant C > 0 at all points (t,x)∈MT .

Of course it is important to have conditions for global-in-time existence of solutions
of (6.1)–(6.2) without referring to the properties of corresponding flow ξ(s). For this
purpose we select a smaller class of equations according to the following.

Definition 6.2 (see [1]). The flow ξ(s) and the corresponding semigroup S are called to
have C0 property if for any compact K ⊂M the relation

lim
x−→+∞P

(

TK
(

ξt,x
)

< T
)= 0 (6.7)

holds where TK (ξt,x) is the first entrance time of ξt,x in K .
It is well known that C0 property is equivalent to the fact that the operators from

semigroup S leave invariant the space C0(M) of continuous functions, tending to zero at
infinity (see, e.g., [14, 16, 17] for details). Some conditions, under which C0 property is
satisfied, are found in [1].

Proposition 6.3. Any flow with C0 property is continuous at infinity.

Proposition 6.3 follows from the obvious fact that P(TK (γt,x) < T) ≥ P(γt,x(T) ∈ K).
We refer the reader to [14, 16, 17] for some details on behavior of a stochastic flow at
infinity and on relations between C0 property and continuity at infinity.

From Proposition 6.3, Theorem 5.10, and Corollary 5.11 we get the following.

Theorem 6.4. If operators (6.5) are C0, the solutions of (6.1)–(6.2) exist globally in time
if and only if for any T > 0 there exists a positive proper function vT : MT → R that is C1-
smooth in t ∈ [0,T], C2-smooth in x ∈M and such that �TvT(t,x) < C for a certain con-
stant C > 0 at all points (t,x)∈MT .
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ON CALCULATION OF THE RELATIVE INDEX OF A FIXED
POINT IN THE NONDEGENERATE CASE
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The paper is devoted to the calculation of the index of a zero and the asymptotic index of
a linear completely continuous nonnegative operator. Also the case of a nonlinear com-
pletely continuous operator A whose domain and image are situated in a closed convex
set Q of a Banach space is considered. For this case, we formulate the rules for calculat-
ing the index of an arbitrary fixed point and the asymptotic index under the assumption
that the corresponding linearizations exist and the operators of derivative do not have
eigenvectors with eigenvalue 1 in some wedges.

Copyright © 2006 A. V. Guminskaya and P. P. Zabreiko. This is an open access article dis-
tributed under the Creative Commons Attribution License, which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is prop-
erly cited.

1. Introduction

Let Q be a closed convex set in a Banach space and let A : Q→Q be a completely contin-
uous operator. In [4] the calculation problem of a fixed point index of a vector field I −A
was formulated. In the simplest case, when Q is a cone, this problem was investigated in
the articles by Isaenko [3], Mukhamadiev and Sabirov [5], and Pokornyi [6] (see also ref-
erences in [8]). Later, in [1, 2] Dancer presented the general formula for the fixed point
index of a completely continuous operator A with its domain and image in an arbitrary
closed convex set. However, the case of an asymptotic index was not considered. Note
that for the case of a cone this problem was earlier considered in the articles by Pokornyi
[6] and Pokornyi and Astaf ’eva [7]. The present paper concerns the cases of a wedge and
an arbitrary closed convex set. In the latter case, the calculation of a fixed point index is
reduced to the index calculation with respect to a specially constructed wedge. We also
show that for the infinity singular point one needs to take the wedge

W∞ =
{

h∈ X : x+ th∈Q
(

x ∈Q, 0≤ t <∞)}. (1.1)
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2 On calculation of the relative index

2. Index of a linear operator

Let X be a Banach space, W a wedge in X (this means that W is a closed subset of X
such that W +W ⊆W and λW ⊂W for λ ≥ 0), and A a linear completely continuous
operator such that

AW ⊆W. (2.1)

Let L=W ∩ (−W). Then L is the maximal subspace which is contained in W . From
(2.1) and the linearity of A it follows that the inclusion

A(L)⊆ L (2.2)

holds.
Consider a quotient space X/L and a quotient mapping [·] : X → X/L. It is easy to

check that the image ̂W of W under the quotient mapping [·] is a cone in X/L.
From (2.2) it follows that the operator A induces a linear mapping ̂A of the quotient

space X/L into itself such that ̂A[x] = [Ax]. And by (2.1) we have that the cone ̂W is
invariant under the operator ̂A, that is, ̂A is nonnegative in the quotient space X/L.

Theorem 2.1. Let A be a linear completely continuous operator, acting in a Banach space
X , and let W be a wedge that is invariant under the operator A. Suppose that Ax 
= x for
x ∈W , x 
= 0. Then ρ( ̂A) 
= 1 and

ind(0,I −A;W)= ind(∞,I −A;W)=
⎧

⎨

⎩

(−1)β(A|L) if ρ
(

̂A
)

< 1,

0 if ρ
(

̂A
)

> 1,
(2.3)

where A|L is the restriction of the operator A to the space L, β(A|L) is the sum of multiplicities
of eigenvalues of A|L, greater than 1, and ρ( ̂A) is the positive spectral radius of the operator
̂A.

Proof. If Ax 
= x for x ∈W , x 
= 0, then zero and infinity singular points of the vector field
Φ = I −A are isolated in W . Hence the relative indices ind(0,I −A;W) and ind(∞,I −
A;W) are well posed. In this case, by the definition of index at infinity (see, e.g., [4]),
since the operator A has no more fixed points in W , it follows that ind(∞,I −A;W) =
ind(0,I −A;W).

To calculate the index ind(0,Φ;W) we will consider two possible cases: when the spec-
tral radius ρ( ̂A) of the operator ̂A is less than 1 and when it is greater than 1. The case
ρ( ̂A)= 1 is impossible. Indeed, if this is not true, then there exists an element [x]∗ 
= 0 of
the quotient space X/L such that ̂A[x]∗ = [x]∗. In other words, there exist u∈W , u 
∈ L,
and y ∈ L such that the equality u−Au = y holds. Let us explore the solvability in L of
(I −A)w = y. If it had a solution w ∈ L, then the vector u−w would be an eigenvector
of the operator A, corresponding to the eigenvalue 1 and would be in W , which would
contradict our assumptions. If we supposed that the equation had no solutions in L, then
the operator I −A would be invertible in L, which is impossible.

In the case ρ( ̂A) < 1, let us show that the vector field Φx = x−Ax is linearly relatively
homotopic on SW = {x ∈W : ‖x‖ = 1} to the field Φ1x = x−AQ(x), where Q : X → L is
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a projection (in general, nonlinear) of X on L (see [4, Theorem 18.1]). To prove this fact
assume the converse, that is, that

x = (1− λ)Ax+ λAQx (2.4)

has a solution for some x ∈ SW and λ ∈ [0,1]. Now if we rewrite this equation for the
operator ̂A and recall (2.2), we get

[x]= (1− λ) ̂A[x]
(

[x]∈ ̂SW , λ∈ [0,1]
)

, (2.5)

where ̂SW = {[x]∈ ̂W : ‖[x]‖ = 1}.
Under our assumption on the spectral radius of the operator ̂A this yields [x]= 0. In

this case, we obtain x =Qx and then (2.4) implies x = Ax for x ∈ SW , which contradicts
the assumption of our theorem.

Thus the relative index ind(0,I −A;W) is equal to the relative index ind(0, I −AQ;W),
which actually is the Leray-Schauder zero fixed point index of the restriction A|L of the
operator A to the subspace L and we can calculate it by the well-known formula (see, e.g.,
[4, Theorem 21.1])

ind(0,I −AQ;W)= (−1)β(A|L), (2.6)

where β(A|L) is the sum of multiplicities of eigenvalues of A|L, greater than 1.
Now assume that ρ( ̂A) > 1. In this case, there exists an element [x]∗ in the cone ̂W such

that ̂A[x]∗ = ρ[x]∗(ρ > 1). In other words, there exist an element x∗ 
∈ L of the wedge W
(we assume that ‖x∗‖ = 1) and an element z of the subspace L such that Ax∗ = ρx∗ + z.

Show that the vector field Φx = x−Ax is linearly relatively homotopic on SW to the
field Φ2x = x− cx∗, where the constant c will be defined later. Let us show that

x = (1− λ)Ax+ λcx∗ (2.7)

has no solutions for x ∈ SW , λ∈ [0,1].
For λ= 0, (2.7) coincides with x =Ax. The latter equation has no solutions for x ∈ SW .

For 0 < λ≤ 1 from (2.7), it follows that there exists a real t > 0 such that

x ≥ tx∗. (2.8)

We claim that there exists the maximal of such reals: ξ =maxx∈SW ,x≥tx∗ t. We argue by
contradiction. The inequality x∗ ≤ x/t implies that if t tends to infinity, then x∗ ≤ 0. On
the other hand, x∗ is an element of the wedge W , thus x∗ ≥ 0. Hence we get that x∗ ∈ L,
which contradicts its choice.

Further, (2.7) and (2.8) imply

x ≥ (1− λ)ξρx∗ + λcx∗ = ((1− λ)ξρ+ λc
)

x∗. (2.9)

Choose c > ξ and observe that for this c the inequality (1− λ)ξρ + λc > ξ holds. Indeed,
for λ = 0 this follows from ρ > 1. For λ = 1 this follows from our assumption for c. For
other λ∈ (0,1) the inequality holds as the result of two previous cases.



4 On calculation of the relative index

X1

X3

X2

W

Figure 2.1

Therefore for the chosen c, the real ξ is not maximal among t such that x ≥ tx∗. This
contradiction proves the nondegeneracy of the linear homotopy connecting vector fields
Φ and Φ2. Consequently, ind(0,Φ;W)= ind(0,Φ2;W).

To calculate ind(0,Φ2;W) we will use the corollary of the Hahn-Banach theorem. Ac-
cording to it there exists a functional l ∈ X∗ such that l(W) ≥ 0 and l(x∗) = 1 (then
‖l‖ ≥ 1). Since (2.8), we obtain ξ ≤ l(x)≤ ‖l‖ for x ∈ SW . And our assumption of c yields
c > ‖l‖ ≥ 1. Now we can show that the vector field Φ2x = x− cx∗ is nondegnerate on
clBW = {x ∈W : ‖x‖ ≤ 1}. Indeed,

∥

∥x− cx∗
∥

∥≥ ∥∥cx∗∥∥− 1= c− 1 > 0. (2.10)

Hence, by the relative rotation property, ind(0,Φ2;W) = 0. This completes the proof.
�

In applications there usually exist a complement X1 of the linear hull L(W)=W −W
of the wedge W to X and a complement X2 of a maximal subspace X3 =W ∩ (−W) in
W to L(W). Then X can be presented as the direct sum of subspaces (see Figure 2.1)

X = X1 �X2 �X3. (2.11)

From (2.1) and the linearity of the operator A it follows that the inclusions

A
(

X2 �X3
)⊆ X2 �X3, A

(

X3
)⊆ X3 (2.12)

hold.
Assume that an intersection W ∩X2 is not empty. Then it is easy to prove that this

set is a cone K in X2. It generates the order relation in X2 by the following rule: x ≤ y if
y− x ∈ K . The cone K can be set as K = {x ∈ X2 : x ≥ 0}.
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It can be proved that under such decomposition of the space X , the wedge W is in-
variant under a linear operator A if and only if A is determined by the matrix

A=
⎛

⎜

⎝

a11 0 0
a21 a22 0
a31 a32 a33

⎞

⎟

⎠ , (2.13)

where a22 ≥ 0. Furthermore, one can show that zero and infinity singular points of such
operator A are isolated in W if and only if 1 is not an eigenvalue of the operators a22 and
a33. In this case, Theorem 2.1 can be formulated in the following way.

Theorem 2.2. Let A be a linear completely continuous operator, acting in a Banach space
X , and let W be a wedge that is invariant under the operator A. Then A can be defined by
matrix (2.13). If 1 is not an eigenvalue of the operators a22 and a33, then zero and infinity
singular points of the operator A are isolated in W and

ind(0,I −A;W)= ind(∞,I −A;W)=
⎧

⎨

⎩

(−1)β(a33) if ρ
(

a22
)

< 1,

0 if ρ
(

a22
)

> 1,
(2.14)

where ρ(a22) is the spectral radius of the operator a22 and β(a33) is the sum of multiplicities
of eigenvalues of the operator a33, greater than 1.

3. Index of a nonlinear operator

Let A be a nonlinear operator and let Q be a closed convex set of a Banach space X that
is invariant under the operator A. In this part, we discuss the relative fixed point index
calculations of A under the assumption that A has a Fréchet derivative at its fixed point.
Recall that an operator A is called differentiable at the point x0 with respect to Q, if

lim
x∈Q,
x→x0

∥

∥Ax−Ax0−A′
(

x0
)

x
∥

∥

‖x‖ = 0, (3.1)

and differentiable at infinity with respect to Q, if

lim
x∈Q,
x→∞

∥

∥Ax−A′(∞)x
∥

∥

‖x‖ = 0, (3.2)

where A′(x0) and A′(∞) are linear operators.
Let Q be an arbitrary closed convex set of a Banach space X . Assume that Q is invariant

under a completely continuous operator A. Let x0 be a fixed point of the operator A and
let A have a Fréchet derivative at the point x0 with respect to Q.

The following lemmas show that in the case when the fixed point x0 is not the infinity
singular point some wedge Wx0 comprising the set Q is invariant under the mapping of
the derivative A′(x0), whereas in the case of the infinity singular point some wedge W∞
lying in the set Q is invariant under the mapping of derivative A′(∞).
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Lemma 3.1. Let A be a completely continuous operator, acting in a Banach space X , and let
Q ⊆ X be a closed convex set that is invariant under A. Let x0 ∈ Q be a fixed point of the
operator A and let A have Fréchet derivative at x0 with respect to Q. Then the wedge

Wx0 = cl
{

h= t
(

x− x0
)

: t ≥ 0, x ∈Q
}

(3.3)

is invariant under the mapping of the derivative A′(x0).

Proof. To prove that Wx0 is actually a wedge it is sufficient to show that Wx0 is closed
under addition of its elements and their multiplication by nonnegative reals. If h1,h2 ∈
Wx0 , then h1 = t1(x1− x0), h2 = t2(x2− x0), where x1,x2 ∈Q and 0≤ t1, t2 <∞. Thus for
any α and β for which 0≤ α, β <∞, and αt1 +βt2 > 0, we have

αh1 +βh2 = αt1
(

x1− x0
)

+βt2
(

x2− x0
)

= (αt1 +βt2
)

(

αt1
αt1 +βt2

(

x1− x0
)

+
βt2

αt1 +βt2

(

x2− x0
)

)

= (αt1 +βt2
)

(

αt1
αt1 +βt2

x1 +
βt2

αt1 +βt2
x2− x0

)

.

(3.4)

An element

αt1
αt1 +βt2

x1 +
βt2

αt1 +βt2
x2 (3.5)

is a convex combination of elements x1,x2 ∈Q and therefore it is in Q. Thus (3.4) implies
αh1 +βh2 ∈Wx0 . If αt1 +βt2 = 0, then αh1 +βh2 = 0 and thus αh1 +βh2 ∈Wx0 .

Let h be an arbitrary nonzero element of Wx0 . Then there exist x ∈ Q and t > 0 such
that h = t(x− x0). From the differentiability of the operator A at x0 and the linearity of
the operator A′(x0) it follows that

t
(

Ax− x0
)= A′

(

x0
)

h+ tω
(

h

t

)

. (3.6)

Since A(Q) ⊆ Q, the element in the left-hand side of this equality is in Wx0 . Taking the
limit as t→∞, by the closedness of Wx0 , we get A′(x0)h∈Wx0 . This completes the proof.

�

Lemma 3.2. Let A be a completely continuous operator, acting in a Banach space X , and
let Q ⊆ X be a closed convex unbounded set that is invariant under A. Let A have Fréchet
derivative at infinity with respect to Q. Then the wedge

W∞ =
{

h∈ X : x+ th∈Q
(

x ∈Q,0≤ t <∞)} (3.7)

is invariant under the mapping of the derivative A′(∞).

Proof. To prove that W∞ is invariant under the operator A′(∞), it suffices to show that
there exists an element x∗ ∈Q such that x∗ + tA′(∞)h∈Q for any h∈W∞ and 0≤ t <∞.
Let x∗ ∈Q, then for any λ > 0, t ≥ 0, h∈W∞ we have x∗ + λth∈Q. Since Q is invariant
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under the operator A, we get A′(∞)x∗ + λtA′(∞)h+w(x∗ + λth)∈Q for any λ≥ 0, t ≥ 0,
h∈W∞. Then, by the convexity of Q, for any λ≥ 0 we have

(

1− 1
λ

)

x∗ +
1
λ
A′(∞)x∗ + tA′(∞)h+

1
λ
w
(

x∗ + λth
)∈Q. (3.8)

Taking the limit as λ→∞, by the closedness of Q, we get x∗ + tA′(∞)h∈Q for any t ≥ 0,
h∈W∞. This completes the proof. �

The following theorem specifies the main result of Dancer [2, Theorem 1].

Theorem 3.3. Let A be a completely continuous operator, acting in a Banach space X , and
let Q ⊆ X be a closed convex set that is invariant under A. Let x0 ∈ ∂Q be a fixed point of the
operator A and let A have Fréchet derivative at x0 with respect to Q. Then the wedge

Wx0 = cl
{

h= t
(

x− x0
)

: t ≥ 0, x ∈Q
}

(3.9)

is invariant under the mapping of the derivative A′(x0).
If A′(x0)x 
= x for x ∈Wx0 , x 
= 0, then the fixed point x0 of the vector field Φ= I −A is

isolated in Q and

ind
(

x0,I −A;Q
)= ind

(

0,I −A′
(

x0
)

;Wx0

)

. (3.10)

Proof. Without loss of generality it can be assumed that x0 = 0 (in the opposite case, the
whole argument needs to be made for the operator A(x0 + x)− x0).

From the differentiability of the operator A at the point 0 it follows that there exists a
linear operator B = A′(0) such that

Ax = Bx+w(x), (3.11)

where the operator w meets the condition

lim
x∈Q,
x→0

∥

∥w(x)
∥

∥

‖x‖ = 0. (3.12)

If Bx 
= x for x ∈W0, x 
= 0, there exists a positive real c > 0 such that for any x ∈W0 the
inequality

‖x−Bx‖ ≥ c‖x‖ (3.13)

holds.
Choose a real r > 0 such that inequalities

‖Ax−Bx‖ ≤ c

2
‖x‖,

cr
(

c+ 2‖B‖)ρr − 1 > 0 (3.14)

hold for x ∈ Q, ‖x‖ ≤ r, where ρr = supx∈W0, ‖x‖=r ρ(x,Q) and ρ(x,Q) denotes the dis-
tance from the point x to the set Q.
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Show that on the intersection of the sphere Sr = {x ∈ X : ‖x‖ = r} of radius r with
the set W0 the vector field Φ′ = I −B is linearly homotopic to the field Φαx = x−APαx
where α meets the condition

0 < α <
cr

(

c+ 2‖B‖)ρr − 1, (3.15)

and Pα is a projection (in general, nonlinear) on Q that has the following property:

∥

∥x−Pαx
∥

∥≤ (1 +α)ρ(x,Q) (x ∈ X) (3.16)

(the existence of such projection follows from [4, Theorem 18.1]).
To prove this, consider the linear deformation

Φ(λ,x)= x− (1− λ)Bx− λAPαx
(

x ∈ Sr ∩W0, λ∈ [0,1]
)

(3.17)

that connects vector fields Φ′ and Φα. From the convexity of W0 and the invariance of
the sets W0 and Q⊆W0 under operators B and A, respectively, it follows that the element
(1− λ)Bx+ λAPαx is in W0 for any x ∈ Sr ∩W0 and λ∈ [0,1].

The nondegeneracy of the deformation Φ(λ,x) for x ∈ Sr ∩W0, λ∈ [0,1] follows from
the inequalities

∥

∥x− (1− λ)Bx− λAPαx
∥

∥

≥ ‖x−Bx‖− λ
∥

∥APαx−Bx
∥

∥

≥ ‖x−Bx‖−∥∥APαx−BPαx
∥

∥−∥∥Bx−BPαx
∥

∥

≥ cr− c

2

(

r + (1 +α)ρr
)−‖B‖(1 +α)ρr = cr

2
−
(

c

2
+‖B‖

)

(1 +α)ρr > 0.

(3.18)

Hence the vector fields Φ′ and Φα are homotopic on Sr ∩W0. Thus, by the first prop-
erty of the relative rotation,

ind
(

0,I −B;W0
)= ind

(

0,I −APα;W0
)

. (3.19)

By definition, the relative index ind(0,I −APα;W0) is equal to the relative rotation γ(I −
APα,Br ∩W0;W0) of the vector field I −APα on the boundary of an open set Br ∩W0,
where Br = {x ∈ X : ‖x‖ < r}. By the additivity property of rotation,

γ
(

I −APα,Br ∩W0;W0
)= γ

(

I −APα,Br ∩Q;W0
)

+ γ
(

I −APα,Br ∩
(

W0 \Q
)

;W0
)

.
(3.20)

From the fact that APα has no fixed points beyond Q, it follows that γ(I −APα,Br ∩
(W0 \Q);W0)= 0. On the other hand, the relative rotation γ(I −APα,Br ∩Q;W0) can
be considered as the rotation γ(I −A,Br ∩Q;Q) of the vector field I −A on the boundary
of the open set Br ∩Q with respect to Q. By the definition of relative index, this rotation
coincides with ind(0,I −A;Q). This completes the proof. �

As it appears, the analogous statement is true for the case of asymptotic index.



A. V. Guminskaya and P. P. Zabreiko 9

Theorem 3.4. Let A be a completely continuous operator, acting in a Banach space X , and
let Q ⊆ X be a closed convex unbounded set that is invariant under A. Let A have Fréchet
derivative at infinity with respect to Q. Then the wedge

W∞ =
{

h∈ X : x+ th∈Q (x ∈Q, 0≤ t <∞)
}

(3.21)

is invariant under the mapping of the derivative A′(∞).
If W∞ 
= {0} and A′(∞)x 
= x for x ∈W∞, x 
= 0, then the infinity singular point of the

vector field Φ= I −A is isolated in Q and

ind(∞,I −A;Q)= ind
(

0,I −A′(∞);W∞
)

. (3.22)

Proof. From the differentiability of the operator A at infinity it follows that there exists
linear operator B = A′(∞) such that

Ax = Bx+w(x), (3.23)

where the operator w meets the condition

lim
x∈Q,
x→∞

∥

∥w(x)
∥

∥

‖x‖ = 0. (3.24)

If Bx 
= x for x ∈W∞, x 
= 0, then there exists a positive real c > 0 such that for all x ∈W∞
the inequality

‖x−Bx‖ ≥ c‖x‖ (3.25)

holds.
Choose a real R > 0 such that inequalities

‖Ax−Bx‖ ≤ c

2
‖x‖,

cR

2
(

1 + c+‖B‖)ρR − 1 > 0 (3.26)

hold for all x ∈Q, ‖x‖ ≥ R, where ρR = supx∈Q, ‖x‖=R ρ(x,W∞) and ρ(x,W∞) denotes the
distance from the point x to the set W∞.

Show that on the intersection of the sphere SR = {x ∈ X : ‖x‖ = R} of radius R with the
set Q the vector field Φ= I −A is linearly homotopic to the field Φαx = x−BPα, where a
real α meets the condition

0 < α <
cR

2
(

1 + c+‖B‖)ρR − 1, (3.27)

and Pα is a projection (in general, nonlinear) on W∞ that has the following property:

∥

∥x−Pαx
∥

∥≤ (1 +α)ρ
(

x,W∞
)

(x ∈ X). (3.28)

Consider the linear deformation

Φ(λ,x)= x− (1− λ)BPαx− λAx
(

x ∈ SR∩Q, λ∈ [0,1]
)

(3.29)
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that connects vector fields Φ and Φα. Since the convexity of Q and the invariance of the
sets W∞ ⊆Q and Q under the operators B and A, respectively, it follows that the element
(1− λ)BPαx+ λAx is in Q for any x ∈ SR∩Q and λ∈ [0,1].

The nondegeneracy of Φ(λ,x) for x ∈ SR∩Q, λ∈ [0,1] follows from the inequalities

∥

∥x− (1− λ
)

BPαx− λAx
∥

∥

≥ ∥∥x−BPαx
∥

∥− λ
∥

∥Ax−BPαx
∥

∥

≥ ∥∥Pαx−BPαx
∥

∥−∥∥x−Pαx
∥

∥−‖Ax−Bx‖−∥∥Bx−BPαx
∥

∥

≥ c
(

R− (1 +α)ρR
)− (1 +α)ρR− cR

2
−‖B‖(1 +α)ρR

= cR

2
− (1 + c+‖B‖)(1 +α)ρR > 0.

(3.30)

Hence the vector fields Φ and Φα are homotopic on SR∩Q. Thus, by the first property of
the relative rotation,

ind(∞,I −A;Q)= ind
(∞,I −BPα;Q

)

. (3.31)

By definition, the relative index ind(∞,I −BPα;Q) is equal to the relative rotation γ(I −
BPα,BR∩Q;Q) of the vector field I −BPα on the boundary of an open set BR∩Q, where
BR = {x ∈ X : ‖x‖ < R}. By the additivity property of rotation,

γ
(

I −BPα,BR∩Q;Q
)= γ

(

I −BPα,BR∩W∞;Q
)

+ γ
(

I −BPα,BR∩
(

Q \W∞
)

;Q
)

.
(3.32)

From the fact that the operator BPα has no fixed points beyond W∞, it follows that the
relative rotation γ(I −BPα,BR∩ (Q \W∞);Q) is equal to zero. Finally, the relative rotation
γ(I −BPα,BR ∩W∞;Q) can be considered as the rotation γ(I −B,BR ∩W∞;W∞) of the
vector field I − B on the boundary of open set BR ∩W∞ with respect to W∞. By the
definition of relative index and since the operator B has no nonzero fixed points in W∞,
the latter rotation coincides with ind(0, I −B;W∞). This completes the proof. �
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In this paper we give a complete and improved proof of the “Theorem on the union of
two (n− 1)-cells.” First time it was proved by the author in the form of reduction to
the earlier author’s technique. Then the same reduction by the same method was carried
out by Kirby. The proof presented here gives a more clear reduction. We also present
here the exposition of this technique in application to the given task. Besides, we use
a modification of the method, connected with cyclic ramified coverings, that allows us
to bypass referring to the engulfing lemma as well as to other multidimensional results,
and so the theorem is proved also for spaces of any dimension. Thus, our exposition is
complete and does not require references to other works for the needed technique.

Copyright © 2006 A. V. Chernavsky. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.

1. Notations and statement of the result

Specify the standard coordinate system Ox1 ···xn with the origin O and coordinate axes
Oxi in the space Rn. The coordinate planes Ox1 ···xi will be identified with Ri. The unit
disc in Ri is denoted by Bi. The semispaces xn−1 ≥ 0 and xn−1 ≤ 0 are denoted as Rn

+ and
Rn−, respectively, while semiplanes Rn

+ ∩Rn−1 and Rn− ∩Rn−1 as Rn−1
+ and Rn−1− , respec-

tively. Semidiscs Bn−1∩Rn−1
+ and Bn−1∩Rn−1− are denoted by Bn−1

+ and Bn−1− , respectively.
We will say that an embedding q : Bi →Mn of an i-disc in a topological n-manifold

without boundary is topologically flat if one can extend it to an embedding in Mn of its
neighborhood in Rn. It is known that a topologically flat embedding of a disc into Rn

is extendable to a homeomorphism of Rn onto itself. An embedding of a submanifold is
locally flat if every point has a neighborhood in it that is homeomorphic to a disc and
the embedding on this disc is topologically flat. Any locally flat embedding of a disc is
topologically flat (see, e.g., [8]).

Theorem 1.1. Let an embedding q : Bn−1→Rn be given, whose restrictions to both semidiscs
Bn−1

+ and Bn−1− are topologically flat. Then q is topologically flat.
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2 Union of flat (n− 1)-cells in Rn

We will denote the restriction of q onto Bn−1± as q±, respectively.
Notice an important corollary to this theorem (first time mentioned by Cantrell [1])

that in the case n≥ 4 for embedding of an (n− 1)-manifold into an n-manifold there are
no isolated points where the condition of locally flatness is destroyed. If n= 3, it is not the
case. The reason for this difference is the fact that for n≥ 4 an isolated singularity cannot
exist on the boundary of an (n− 1)-submanifold, and this is derived from the fact that in
the former dimensions the arcs with only one singularity do not exist, (see [5, 6]) while
it is well known that in the dimension 3 they do exist.

The proof of this theorem is based on a series of lemmas using the constructions of
some elementary homeomorphisms described in Section 2. Here we introduce some no-
tations.

Denote by Πα the semiplane, bounded by subspace Rn−2 and having the angle of α
radians with Rn−1

+ =Π0. (Π−π =Ππ =Rn−1− .) Q[α,β], α < β will denote a closed domain
between Πα and Πβ (Q[α,β]=∪α≤γ≤βΠγ), Q(α,β) denotes the interior of Q[α,β].

For a point z ∈ Rn we denote by xz its projection onto Rn−2 and by yz its projection
onto Rn−1.

Consider the system of 2-planes Px, x ∈Rn−2 orthogonal toRn−2 at the corresponding
points x. Consider also in every plane Px an orthonormal coordinate system with the
origin x and axes xs and xt, the former is parallel and codirected with the axe Oxn−1,
and the latter is parallel and codirected with the axe Oxn, s and t have the meaning of
coordinate parameters. For a point z ∈ Rn we denote by sz and tz its coordinates in the
plane Pxz . At last, Cx(r) will denote a circle with the radius r in the plane Px centred at x.
For a point z ∈Rn we denote by rz its distance from Rn−2, that is, the radius r of a circle
Cxz(r) passing through z.

2. Preliminary statements

The following two statements will help us to construct some elementary homeomor-
phisms of Rn that send every circle Cx(r) onto itself piecewise linearly.

Statement 2.1. Let for some α a closed subset M ⊂Rn be given such that in some neigh-
borhood of Bn−2 it does not intersect Πα \ Rn−2 and lies on one side of Πα (i.e., in
Q(α,α+π) or in Q(α−π,α)).

Then there exists a function ε(z) > 0, z ∈ Πα \Rn−2 (possibly in a smaller neighbor-
hood of Bn−2), that is continuous, tending to zero as z is tending to a point in Rn−2, and
such that for any circle Cx(r) in this neighborhood its arc with the length ε(z), having an
end in z ∈Πα and lying on one side of Πα as M, does not intersect M.

The construction of ε(z) is standard and evident, so that it may be omitted.

For z ∈Πα consider arcs of the circles Cxz(rz) having one end at z and the length ε(z),
where this function is chosen according to Statement 2.1 for some set M, the arcs are
taken on one side of Πα, as M. The surface, described by the second ends of these arcs
(i.e., not on Πα) will be called the fence separating M from Πα.

Note that every circle Cx (sufficiently close to Bn−2) intersects every Πα and every fence
exactly one time.



A. V. Chernavsky 3

Statement 2.2. Let four sets A, B, C, D in a neighborhood of Bn−2 be given so that each
of them is either a Πα or a fence, and the points of intersections of B and C with any
circle Cx(r) in this neighborhood are located between points of intersection of this circle
with the sets A and D. Then there exists a homeomorphism of Rn, identical outside a
neighborhood of Bn−2 and outside the domain between A and D (containing B and C),
that sends B into C in a smaller neighborhood.

For the proof it is sufficient to construct a homeomorphism on every circle Cx(r) in
a small neighborhood of Bn−2 that maps linearly the arc between A and B into the arc
between A and C and simultaneously the arc between B and D into the arc between
C and D, such that it is identical on the second arc between A and D. In some larger
neighborhood one can continuously reduce this homeomorphism to the identity.

The homeomorphisms constructed as in this proof will be called arcwise. Note that
arcwise homeomorphisms are naturally isotopic to the identity.

Before turning to our lemmas, let us introduce the following definitions.

Defintions 2.3. An embedding γ : Πα→Rn, being identity on Rn−2, touches Πβ at points
of Bn−2 if for every ε > 0 one can find δ > 0 so that γΠα∩Oδ(Bn−2)⊂Q[β− ε, β+ ε].

Analogously, a sequence of points zn ∈Rn touches Πα at a point x ∈ Bn−2 if for every
ε > 0 there exists nε such that zn ∈Q[β− ε, β+ ε]∩Oε(x) for all n > nε.

3. Lemmas

Lemma 3.1. Let an embedding p1 : Bn \ (Bn−1− \Bn−2)→ Rn be identical on Bn−2, and for
every α∈ [−π +π/4, π−π/4] the set p1(Πα) touches Πα. Let also p1Bn−1

+ ⊂Rn
+.

Then the cell Bn−1− ∪ p1Bn−1
+ is embedded topologically flat, that is, there is a home-

omorphism p̄1 of Rn that maps Bn−1 onto Bn−1− ∪ p1Bn−1
+ . (The tangency of Πα for α ∈

Q(−π/2,+π/2) is not essential and has only a technical role.)

Proof. First we will construct a mapping w : Rn → Rn, that orthogonally projects Bn−1−
onto Bn−2, is homeomorphic outside Bn−1− , and is identical on Rn

+. Under the given con-
ditions it is clear that the composition w−1πw coincides with p1 on Bn−1

+ . At the same
time it occurs that this composition can be extended identically on Bn−1− . The obtained
extension is the homeomorphism p̄1 we are looking for.

The beginning of this construction of w is determined by the requirements that w = 1
on Rn

+ and w(y) = xy for y ∈ Bn−1− . Extend w identically to the points y ∈ Rn−1− whose
projections xy onto Rn−2 are situated outside Bn−2. If xy ∈ Bn−2 and y ∈Rn−1− \Bn−1− , we
take as w(y) the point that is obtained from y by the shift along the direction of the axe
Oxn−1 in the distance equal to the intersection segment of Bn−1− with the axe xys in Pxy .
Thus we have constructed w on the space Rn−1.

For every point y ∈Rn−1− , we denote by Ly the straight line going through y and being
parallel to the axe Oxn. If xy lies outside Bn−2, set w = 1 on Ly .

Let y ∈ Bn−1. Define that w sends Ly isometrically into the union of two rays in Pxy
starting at the point xy ∈ Bn−2 with the angle α = ±(π/2− π/4 · sy) with respect to the
axe xys (sy < 0 is the coordinate of y in Pxy ).

Notice that α→ π/2, when sy → 0, that is, y→ xy .
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If xy ∈ Bn−2 and y ∈ Rn−1− \Bn−1, then w sends Ly isomorphically to the pair of rays
in Pxy starting at the point w(y) with the angles α = ±(π/2− π/4 · sy′), where y′ is an
intersection of the half-axe xys∩Rn− with the boundary of Bn−1.

Now w is well posed on the entireRn; it is continuous and identical onRn
+ and outside

∪x∈Bn−2Px. Also w retracts Bn−1− onto Bn−2 by the orthogonal projection and it is homeo-
morphic outside Bn−1− .

It remains to note that a sequence of points zn tends to a point y ∈ Bn−1− if and only
if w(yn) tends to xy , touching Πα ∪Π−α, where α is chosen according to the point y as
above, that is, αy =±(π/2−π/4 · sy).

Indeed, take a spherical neighborhood Vε with radius ε > 0 of a point xy in the plane
xn−1 = 0 and consider the set Wε of points z ∈Rn− that are projected to Vε. Let Uε(y) be
the intersection of Wε with the domain between two planes, being parallel to xn−1 = 0
and located on different sides of y in the distance ε. Let U ′ε (xy) be the intersection of Wε

with Q(αy −π/2 · ε, αy +π/2 · ε)∪Q(−αy − π/2 · ε,−αy +π/2 · ε). Then for every ε′ > 0
one can find a ε > 0 such that w(Uε(y)) ⊂ U ′ε′ , and, conversely, for every ε > 0 one can
find a ε′ such that w(Uε(y)) ⊃ U ′ε′(xy). Hence the sequence of points zn ∈ Rn tends to
y ∈ IntBn−1− if and only if w(zn) tends to xy and touches Παy ∪Π−αy .

A sequence zn tends to y ∈ ∂Bn−1− \ Bn−2 if and only if wzn → xy and for every ε > 0
there exists n0 such that for n > n0 all zn are located outside Q(−π/2− π/4 + ε, +π/2 +
π/4− ε). It is clear that the same property is fulfilled for the sequence hw(zn).

This proves that the homeomorphism p̃1 =w−1p1w is extended identically to Bn−1− , as
what was in demand. The constructed homeomorphism p̃1 coincides with the given p1

on Bn−1
+ and is identical on Bn−1

+ . Thus, the union of cells Bn−1− ∪ p1Bn−1
+ = p̄1Bn is em-

bedded locally flat at least at the points of Bn−1 \ ∂Bn−2. But then one can easily construct
a homeomorphism of the whole space that sends Bn−1− ∪ p1Bn−1

+ into Bn−1− . It is a standard
construction (see [3]), which we leave as an exercise. So, the embedding of Bn−1− ∪ p1Bn−1

+

is topologically flat. �

Lemma 3.2. The assertion of Lemma 3.1 is true for the embedding p2 : Q[−π/2,π/2]→
Q[−π/2,π/2], for which p2Πα touches Πα with α∈ (−π/2,π/2), p2Bn−1

+ ⊂Q(−π/4,π/4).

Proof. Construct the arc homeomorphism ρ : Q[−π,π] → Q[−π/2,π/2], identical on
Q[−π/4,π/4], that sends linearly the arc of each circle Cx(r) between the points of its
intersections with Ππ and Ππ/4 to the arc between its intersections with Ππ/2, Ππ/4, and,
analogously, sends the arc between Π−π and Π−π/4 to the arc between Ππ/2 and Π−π/4.
It is clear that touching Πα is transformed into touching ρΠα. Then, the hypothesis of
Lemma 3.1 is satisfied for ρ−1p2ρ that coincides with p2 on Bn−2

+ . Thus, the embedding
of the cell Bn−1− ∪ p2Bn−2

+ is topologically flat. �

Lemma 3.3. Let an embedding p3 :Rn
+→Rn

+ be given in some neighborhood of Bn−2, where
the images of Π−π/2, Ππ/2, and two more semiplanes Πα, −π/2 < α < π/2 (let them be for
definiteness Π−π/4 and Π0) touch their preimages: Π−π/2, Ππ/2, Π−π/4, Π0 at the points of
Bn−2.

Then there exists an isotopy φt : Rn → Rn, identical outside p3Rn
+ and outside a given

neighborhood of Bn−2, such that φ0=1 and p̄3Πα=φ1p3Πα touches Πα at the points of Bn−2

for all α∈[−π/2,π/2]. In particular, the condition of Lemma 3.2 for p2 is fulfilled for p̄3.
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Proof. At first note that if the hypothesis of touching is fulfilled for some dense set of
α∈ [−π/2,π/2], it will be fulfilled for all α from this interval. So, we will try to obtain its
fulfillment for a countable dense set of values, namely for the set {α= πd}, where d is a
dyadic rational and |d| ≤ 1/2.

Enumerate these numbers into a sequence αk (starting with the four given values of
α), and begin constructing a countable sequence of εk-isotopies φ(k), each of which is
identical on the εk-neighborhood of Bn−2 and achieves the touching condition for the
homeomorphism φ(k) ···φ(1)p3 at the points of Bn−2 for every next αk without loosing
this property for the preceding αi.

In this construction, independently from the preceding steps, one may take the num-

bers εk arbitrarily small. Hence the sequence of isotopies φ(k)
t ···φ(1)

t will tend to an iso-
topy, and in the limit the touching condition will be fulfilled for all α∈ [−π/2,π/2].

It is sufficient to describe one step of the construction, say, for values of α given in the
lemma. Next steps are absolutely analogous.

Let us show how to obtain this touching condition for α = π/4. The construction of
the isotopy in demand takes several steps. �

Step 1. Note that by applying the arcwise homeomorphisms one can get that the images
of Πα touch Πα on one side; for example, that p3Π0 touches Π0 and lies in Q(0,π/2),
and p3Π−π/4 touches Π−π/4 and lies in Q(−π/4,0). (Certainly, it is sufficient for each
touching condition to be fullfilled in a small neighborhood of Bn−2.) Let us show this for
p3Π0.

Note that Π3π/8 and Ππ/4 lie in a small neighborhood of Bn−2 between p3Ππ/2 and p3Π0

and do not intersect them except for Rn−2.
Construct an arcwise homeomorphism τ′, identical outside Q(0,3π/8), that sends

Ππ/4 to the fence S0 touching Π0. Replace p3 by p̃3 = τ′p3. All the hypotheses of the
lemma remain true, but now p̃3Π0 lies between the fence S0 and Π−π/16 (in a small neigh-
borhood of Bn−2), since p̃3Π0 touches Π0.

Construct now an arcwise homeomorphism τ′′, identical outside the domain in Rn
+

bounded by S0 and Π−π/8, that sends Ππ/16 to Π0. The lemma’s hypotheses remain true
after replacing p̃3 by p◦3 = τ′′ p̃3, but then p◦3Π0 lies between Π0 and S0, that is, on one
side of Π0.

Thus from the very beginning we may suppose that p3Π0 lies in Q(0,π/4) and touches
Π0 as well as, analogously, that p3Π−π/4 ⊂ Q(−π/4,0) and touches Π−π/2. Moreover,
p3Ππ/2 ⊂ Q(π/4,π/2) and touches Ππ/2 as well as p3Π−π/2 ⊂ Q(−π/2,−π/4) and
touches Π−π/2.

Step 2. Construct an arcwise homeomorphism τ1, identical outside Q(0,π/2), that sends
Ππ/4 to the fence S1 touching Π0, closely to Π0 so that p3S1 ⊂Q(0,π/4). Let t1 = p3τ1p

−1
3 .

Then t1 = 1 outside p3Q(0,π/2) and t1p3Ππ/4 ⊂Q(0,π/4). Let p′3 = t1p3.

Step 3. Construct now a fence S2 touching Π−π/4 closely so that p′3S2 lies in Q(−π/4,0).

Let τ2 be an arcwise homeomorphism identical outside Q(−π/4,π/4) that sends Π0

to S2. Let t2 = p′3τ2p
′−1
3 . Then t2 = 1 outside p′3Q(−π/4,π/4), t2p′3Π0 ⊂ Q(−π/4,0), and

t2p
′
3Ππ/4 ⊂Q(0,π/4). Let p′′3 = t2p

′
3.
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Step 4. Construct a fence S2 that touches Π0 and separates Π0 from p′′3 Ππ/4. Construct
also another fence S′2 touching Ππ/4 and lying in Q(0,π/4). Let τ3 be an arcwise homeo-
morphism, identical outside of Q(0,π/4), that sends S2 to S′2. Then p′′′3 = τ3p

′′
3 Ππ/4 lies

in the domain between Ππ/4 and S′2, that is, it touches Ππ/4 on one side.

Step 5. Consider now the homeomorphism p̄3 = t−1
2 π′′′3 = t−1

2 τ3t2t1p3. It is clear that
p̄3 = p3 on Π−π/2 ∪Ππ/2 ∪Π−π/4 ∪Π0 and that p̄3Ππ/4 touches Ππ/4 on one side. Since
p̄3 · p−1

3 is identical on Π−π/2∪Ππ/2, there is an isotopy φt, identical outside Q(−π/2,π/2)
and such that φ0 = 1, φ1 = p̄3p

−1
3 , that is, p̄3 = φ1p3.

It is clear that one can make this isotopy ε-small and identical outside the ε-neighbor-
hood of Bn−2 for any given ε. All conditions of the lemma are satisfied.

Lemma 3.4. Let a homeomorphism p4 :Rn→Rn be identical onRn−2 such that p4Qk ⊂Qk,
0≤ k ≤ 3 where Q0 =Q[−π/8,π/8] and Qi, 1≤ i≤ 3 are obtained from Q0 by consecutive
turns by 90◦ counter-clockwise (from xn−1 to xn).

Then for every ε > 0 there exists a ε-isotopy ψt :Rn →Rn, identical on Rn−2 and outside
a given neighborhood of Bn−2, and such that in a smaller neighborhood of Bn−2 the homeo-
morphism p̄4 = ψ1p4, restricted to Rn

+, fulfills the conditions of Lemma 3.3 for p3.

The proof of this lemma follows form an evident construction with arcwise homeo-
morphisms.

First of all, one may assume, as in the proof of the preceding lemma, that in a neigh-
borhood of Bn−2 the images of Παk for αk = kπ/2, 0≤ k ≤ 3 touch Παk at points of Bn−2

and on the wishful side of Παk .
Indeed, letΠ±π/4 andΠ±3π/4 remain immovable. Move the semiplanesΠ+π/8 andΠ−π/8

by an arcwise homeomorphism σ0, that is identical outside Q[−π/4,π/4], to Π0 and to a
fence S0 that touches Π0, respectively.

By the same way, let an arcwise homeomorphism σ1, identical outside Q[π/4,3π/4],
move the semiplane Ππ/2+π/8 to Ππ/2 and Ππ/2−π/8 to a fence S1 touching Ππ/2. Let σ2 be
an arcwise homeomorphism, identical outside Q[3π/4,5π/4], that sends Π−π−π/8 to Π−π
and Π−π+π/8 to a fence S2 touching Π−π .

At last, let σ3 be an arcwise homeomorphism that is identical outside Q[−3π/4,−π/4]
and sends Π−π/2−π/8 and Π−π/2+π/8 to Π−π/2 and to a fence S3 touching Π−π/2, respectively.

Let σ be a homeomorphism that in each fourth-space, limited by semiplanes Π±π/4
and Π±3π/4, coincides with the corresponding σk, 0≤ k ≤ 3. Construct an arcwise home-
omorphism τ :Rn→Rn that sends the domain betweenΠπ and S2 to the domain between
Π−π/2 and S3 as well as the domain between Π−π/2 and S3 to the domain between Π−π/4
and a fence touching Π−π/4. Also, let τ = 1 in Q[−π/8,π−π/8] and on Π±π/4∪Π±3π/4.

It is clear that p̄4 = τσ p4 satisfies the hypothesis of Lemma 3.3 for p3. Namely, p̄4Rn
+ ⊂

Rn
+, p̄4Π±π/2 touches Π±π/2, p̄4Π0 touches Π0, and p̄4Π−π/4 touches Π−π/4; also, p̄4 is

isotopic to p4 by a small isotopy, since an arcwise homeomorphism is isotopic to the
identity and its mesh does not supersede diameters of circles Cx(r) and of their images
on which it is not identical.

It should be pointed out that the homeomorphism τ, constructed above, is identical
on Ππ/2+π/4.
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Lemma 3.5. Assume that there exists a homeomorphism p5 :Rn→Rn such that p5Q[−π/8,
π/8]⊂Q(−π/8,π/8).

There is an isotopy χt :Rn →Rn, identical on Rn−2 and outside a neighborhood of Bn−2,
such that χ0 = 1 and χ1p5 = p̄5 satisfies the hypothesis of Lemma 3.4 for p4 and coincides
with p5 on Bn−1− ∪ p5Bn−1

+ .

Proof. Consider the 4-sheeted covering ν :Rn
2 →Rn

1, branched over the subspace Rn−2
1 ⊂

Rn
1. (It is convenient to indicate distinction between the same objects in the domain and

in the image spaces of the covering ν by means of lower indices.) Denote by j :Rn
2 →Rn

1

the natural identification of both spaces. Let us concretize the covering by identifying
every plane Pkx ⊂ Rn

i , where x ∈ Rn−2
k , k = 1,2, with the complex line C1 (xs is the real

and xt is the imaginary axes), and by representing ν as the function z �→ ei·3ϕz z, where
z = ρzeiϕz . Here j = ν on Rn−1

2+ .
According to the hypothesis of Lemma 3.4 the homeomorphism p5 :Rn

1 →Rn
1 is given.

Consider the homeomorphism p̃5 :Rn
2 →Rn

2, covering p5 (ν p̃5 = p5ν). We have ν p̃5 = p5 j
on Rn−1

2+ .
Construct now a homeomorphism β : Rn

2 → Rn
2, patching up the covering p so that

νβ = j on Q2[−π/8,π/8]. Namely, β is an arcwise homeomorphism, identical on
Q2[−π/4,π/4], that sends Q2[−π/8,π/8] into Q2[−π/32,π/32]. (One may analogously
redefine β on other three quadrants, separated by planes xn =±xn−1, so that the mapping
would remain a covering, but it is not important for us.)

As a result, νβ−1 = j on Q2[−π/8,π/8]. The homeomorphism p̄5 :Rn
1 →Rn

1, defined by
equality p̄5 = jβ−1 p̃5β j−1, coincides on Q1[−π/8,π/8] with p5 = νββ−1ν−1p5νββ−1ν−1.
Moreover,

p̄5Q1[−kπ/8,kπ/8]⊂Q1[−kπ/8,kπ/8], 0≤ k ≤ 3. (3.1)

So, p̄5 satisfies the hypothesis of Lemma 3.4 for the homeomorphism p4, as what is re-
quired.

Besides, p̄5 is isotopic to the homeomorphism p5 under isotopy that is identical on
Rn−2

1 , since p̄5p
−1
5 is identical on Q1[−π/8,π/8]. �

4. Proof of the theorem

Since the embedding q− is topologically flat, it can be extended to a homeomorphism
of Rn and so we can assume that q is identical on Bn−1− . Construct two fences S−π and
Sπ on two different sides of Bn−1− , that are touching Rn−1 from above and from below
and separating Bn−1− from qBn−1

+ . Then move them by an arcwise homeomorphism τ,
identical on Bn−1− , onto Π−π/8 and onto Ππ/8, respectively, and replace q with q̃ = τq. We
obtain q̃Bn−1

+ ⊂Q(−π/8,π/8). Suppose that this is valid for q from the very beginning.
Since q+ is topologically flat, it can be extended to a homeomorphism h : Rn → Rn

(h|Bn−1
+
= q|Bn−1

+
⊂ Q(−π/8, +π/8) ⊂ Rn

+). As hBn−1
+ ∩ Bn−1− = Bn−2, applying as well as

above the arcwise homeomorphisms, identical on Bn−1− , one can wangle hQ[−π/2,π/2]⊂
Q(−π/2,π/2).
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Thus the assertion of our theorem now takes the following form.

Theorem 4.1. Suppose that there is a homeomorphism h : Rn → Rn, for which hBn−1
+ ⊂

Q(−π/8,π/8). Then the cell Bn−1− ∪ hBn−1
+ is topologically flat. More precisely: there exists a

homeomorphism h̄ :Rn→Rn, identical on Bn−1− , that coincides with h on Bn−1
+ .

The proof of this statement follows from the above sequence of lemmas as follows:
First, having constructed an arcwise homeomorphism γ, identical on Rn−, that sends

Π−π/8 and Ππ/8, respectively, to fences S− and S+, touching Π0 from below and from above
and separating Π0 from h−1Π−π/8 and h−1Ππ/8, we may replace h by a homeomorphism
hγ that coincides with h on Bn−1

+ and moves Q[−π/8,π/8] into Q(−π/8,π/8). Then we
obtain a homeomorphism satisfying the hypotheses of Lemma 3.5 for p5.

By Lemma 3.5 we obtain a homeomorphism that coincides with the given h on Bn−1
+

and satisfies the hypotheses of Lemma 3.4 for the homeomorphism p4. By Lemma 3.4 we
can construct a homeomorphism p̄4 that satisfies the condition for p3 from Lemma 3.3,
is isotopic to p4, and is identical on Π3π/4 by its construction.

Denote by D the semiball in Π3π/4, bounded by Bn−2, and by γ the arcwise homeomor-
phism, constructed in Lemma 3.4, that is identical on D. Evidently, the cell Bn−1− ∪hBn−1

+

is topologically flat if and only if the same is true for the cell D∪ hBn−1
+ , if and only if it

is so for D∪ γhBn−1
+ , and if and only if it is so for Bn−1− ∪ γhBn−1

+ , because these cells are
obtained one from another by the application of some (arcwise) homeomorphisms of the
space.

So, it is sufficient to prove that the cell Bn−1− ∪ p3Bn−1
+ is topologically flat, where p3 is

the embedding given in Lemma 3.3.
According to Lemma 3.3 we can replace p3 by an embedding, isotopic to p3 under the

isotopy, identical on Bn−1− , that satisfies the conditions of Lemma 3.2. This isotopy sends
the cell Bn−1− ∪ p3Bn−1

+ to the cell Bn−1− ∪ p̄3Bn−1
+ = Bn−1− ∪ p2Bn−1

+ and we have to prove
that the latter is locally flat. But this is the assertion of Lemma 3.2.

The theorem follows.
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1. Introduction

1.1. Goal. Among several different, but equivalent, formulations of the famous Borsuk-
Ulam theorem, the following one is of our interest: if f : Sn → Rn is a continuous odd
map, then there exists an x ∈ Sn such that f (x) = f (−x) = 0 (see [17] for other formu-
lations, generalizations, and applications, and [11, 13] for a connection with the corre-
sponding Brouwer degree results).

Under the “stronger” assumption that f : Sn →Rm, where m < n, one can expect that
there are bigger coincidence sets. The results which measure the size of the set A := {x ∈
Sn | f (−x)= f (x)} in topological terms, like dimension, (co)homology, genus (or other
index theory), are usually called “Bourgin-Yang theorems.” The simplest result in this
direction (cf. [5, 19]) can be formulated as follows: (i) dimA( f ) ≥ n−m (covering or
cohomological dimension) and (ii) g(A( f ))≥ n−m+ 1, where g(·) stands for the genus
with respect to the antipodal action (see Example 2.4). We refer to [17] for extensions of
this result to more complicated (finite-dimensional) G-spaces, where G is a compact Lie
group, as well as to index theories different from genus.

Holm and Spanier were the first to extend the Bourgin-Yang theorem to infinite di-
mensions (see [10], where the solution set to the equation a(x)= f (x) was studied in the
case a is a proper C∞-smooth Fredholm operator and f is a compact map; both equivariant
with respect to a free involution). It should be pointed out that the assumptions on a re-
quired in [10] allow a clear finite-dimensional reduction (the kernels and images in ques-
tion are complementable). At the same time, the methods developed in [10] cannot be
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2 Bourgin-Yang-type theorem

applied to treat the case when F is not Fredholm. The first step in this direction was done
in recent papers [8, 9], where the author studied the situation when a is a continuous
(resp., linear closed) linear operator without any restrictions with respect to dimker(a)
(in fact, in these papers only, the “dimension part” of the Bourgin-Yang theorem was
proved in the presence of the antipodal symmetry). The main new ingredient in [8, 9] al-
lowing the author to go around the “complementability problem” is the application of the
Michael selection theorem respecting the antipodal symmetry to the multivalued map a−1.
Observe, however, that the corresponding “equivariant selection theorem” was proved in
[7] for free actions of a finite group—by no means to be extended to nonfree actions of
compact Lie groups.

The main goal of our paper is to extend the results from [8–10] in several directions:
(i) a is an arbitrary closed linear map (in general, unbounded, and having an infi-

nite-dimensional kernel) equivariant with respect to arbitrary compact Lie group
representations;

(ii) f is a so-called a-compact G-equivariant map (see Definition 4.1);
(iii) the coincidence set is estimated in terms of an arbitrary index theory with the

so-called “dimension property” (cf. [4, 17], [14, Chapter 5]).
To this end, based on the results from [1], we establish a general equivariant version
of the Michael selection theorem (without any restrictions with respect to G-actions)
which, in our opinion, is interesting in its own. This result allows us to construct for a
an equivariant section taking bounded sets to the bounded ones (see Lemma 3.6). Using
this lemma, we reduce the coincidence problem to the fixed point problem.

1.2. Overview. After Section 1, the paper is organized as follows. In Section 2, we briefly
discuss “index theories.” Section 3 is devoted to the proof of the equivariant Michael
selection theorem and Lemma 3.6. After the reduction to the fixed point problem (see
Section 4), we prove the main result (Theorem 4.3) in Section 5. In the last section, we
give an application of the main result to integrodifferential equations. For the equivariant
jargon, frequently used in this paper, we refer to [6].

2. Index theories

Convention and notations. Hereafter, G stands for a compact Lie group.
Without loss of generality, we will assume all Banach G-representations to be isomet-

ric.
Given a Banach G-representation E,

(i) SR stands for the sphere in E of radius R centered at the origin;
(ii) EG = {x ∈ E | gx = x, for all g ∈G}—the fixed point set.

Let us recall the standard construction of the join.

Definition 2.1. Let X1, . . . ,Xn be topological spaces and Δn−1 = {(t1, . . . , tn)∈Rn | 0≤ ti ≤
1,
∑n

i=1 ti = 1}—the (n− 1)-dimensional standard simplex. The join X1 ∗ ··· ∗ Xn is
the quotient space of the product X1×···×Xn×Δn−1 under the following equivalence
relation: (x1, . . . ,xn, t1, . . . , tn) ∼ (x′1, . . . ,x′n, t′1, . . . , t′n) if and only if ti = t′i (i = 1, . . . ,n) and
xi = x′i whenever ti = t′i > 0.
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It is convenient to denote a point of the join X1 ∗ ··· ∗Xn in the form of a formal
convex combination:

∑n
i=1 tixi.

If X1 = ··· = Xn = X , then write JnX for X1∗···∗Xn.
If X1, . . . ,Xn are G-spaces, then so is X1 ∗ ··· ∗Xn via g ·∑n

i=1 tixi :=∑n
i=1 tigxi,

g ∈G.

Example 2.2. Obviously, JnS0 = Sn−1, JnS1 = S2n−1, and JnS3 = S4n−1. Also, if we consider
S0 (resp., S1 and S3) as free Z2—(resp., S1- and SU(2)-spaces), then the action of Z2 on
JnS0 (resp., S1 on JnS1 and SU(2) on JnS3) corresponds to the antipodal action (resp.,
scalar multiplication in S2n−1 ⊂ Cn and scalar multiplication in S4n−1 ⊂ Hn, where H
stands for the quaternions).

Following [4], [14, Chapter 5], [17], we give the following definition.

Definition 2.3. A function “ind” that assigns to every G-space A a number ind(A)∈N∪
{0} or {∞} is called an index theory if it satisfies the following properties.

(i) ind(A)= 0 if and only if A=∅.
(ii) Subadditivity. If a G-space A is the union of two of its closed invariant subsets A1

and A2, then ind(A)≤ ind(A1) + ind(A2).
(iii) Continuity. If A is a closed invariant subset of a G-space X , then there exists a

closed invariant neighborhood � of A in X such that ind(A)= ind(�).
(iv) Monotonicity. If A1 and A2 are two G-spaces and there exists an equivariant map

ϕ : A1→ A2, then ind(A1)≤ ind(A2).
In particular, (a) if A1 ⊂ A2, then ind(A1)≤ ind(A2), and (b) if ϕ : A1→ A2 is an equi-

variant homeomorphism, then ind(A1)= ind(A2).

Example 2.4 (genus). For a G-space A set g(A)= k if there exist closed subgroups H1, . . . ,
Hk of G, Hi = G, i = 1, . . . ,k, and a G-equivariant map A→ G/H1 ∗ ··· ∗G/Hk, where
k is minimal with this property (G acts on G/Hi by left translations). If such k does not
exist, put g(A) :=∞. Also, g(∅)= 0.

It is easy to check (see [3]) that the function g satisfies all the properties required for
an index theory.

In fact, there is a “myriad” of nonequivalent index theories (mostly, cohomological
(see [3] and references therein)).

In this paper, we are dealing with index theories satisfying an additional property (cf.
[4], [14, Chapter 5], [17]). Namely, we have the following definition.

Definition 2.5 (dimension property). An index theory ind is said to satisfy the dimen-
sion property if there exists d ∈N such that for any Banach G-representation E, one has
ind(Ekd ∩ S1) = k for all invariant kd-dimensional subspaces Ekd of E satisfying Ekd ∩
EG = {0}.

As an immediate consequence of the dimension property, one has (cf. [4]) that ind(A)
<∞ for any compact invariant subset A ⊂ E of a Banach G-representation E with A∩
EG =∅. Although, in general, the genus does not satisfy the dimension property, there
are some important (from the application point of view) classes of groups for which it
does (see the examples following below).
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Example 2.6. (i) If G= Zp×···×Zp (p is prime), then the genus satisfies the dimension
property with d = 1 (cf. [3]).

(ii) If G = S1 × ··· × S1, then the genus satisfies the dimension property with d = 2
(cf. [3]).

Remark 2.7. Restricting the genus to free G-spaces, one can define a “restricted index
theory” satisfying the dimension property with d = 1 + dimG (cf. [3]). Recall that ifG acts
freely on a finite-dimensional sphere, then G is either finite, or S1, or S3, or the normalizer
of S1 in S3 (cf. [6, Chapter 4, Theorem 6.2]). All finite groups admitting a free action on
a finite-dimensional sphere are described in [18].

3. Equivariant selection theorem

We begin this section with recalling the Michael selection theorem. To this end, we need
several definitions.

Definition 3.1. (i) Let X and Y be topological spaces. It will be said that F is a mul-
tivalued map from X to Y if F associates with each point x ∈ X a nonempty subset
F(x) of Y . If, in addition, X and Y are G-spaces, then F is called a multivalued G-
map or a multivalued equivariant map, if F(gx)= gF(x) for all g ∈ G and x ∈ X , where
gF(x)= {g y | y ∈ F(x)}.

(ii) A multivalued map F from X to Y is called lower semicontinuous (l.s.c.) if for any
open subset U ⊂ Y , the set

F−1(U)= {x ∈ X | F(x)∩U =∅} (3.1)

is open in X .

Definition 3.2. (i) A continuous (single-valued) map f : X → Y is called a selection for a
multivalued map F from X to Y if f (x)∈ F(x) for all x ∈ X .

(ii) Assume X and Y are G-spaces and F is a multivalued G-map. A selection f of F is
called a G-selection if, in addition, f is a G-map.

The following fact is well known as the Michael selection theorem.

Theorem 3.3 (see [15]). Let X be a paracompact space, Y a Banach space, and F an l.s.c.
multivalued map from X to Y such that F(x) is a nonempty, closed, convex set for all x ∈ X .
Then F admits a selection.

Below, we formulate and prove an equivariant version of the Michael selection theo-
rem.

Theorem 3.4. Let X be a paracompact G-space, Y a Banach G-representation, and F a
multivalued l.s.c. G-map from X to Y such that for all x ∈ X , F(x) is a closed, convex set.
Then F admits a G-selection.

Proof. According to the Michael selection theorem (Theorem 3.3), there exists a continu-
ous selection f : X → Y of F. Let dg be the normalized Haar measure on G. Define a new
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single-valued map ϕ : X → Y by

ϕ(x)=
∫

G
g−1 f (gx)dg, x ∈ X , (3.2)

(the symbol on the right-hand side denotes the vector-valued integral with respect to the
Haar measure).

We claim that ϕ is the desired G-selection of F. Indeed, since f (gx)∈ F(gx)= gF(x),
we see that g−1 f (gx) ∈ g−1(gF(x)) = F(x) for all g ∈ G. Since F(x) is a closed convex
set, we infer that the closed convex hull conv(Af ) of the set Af := {g−1 f (gx) | g ∈ G} is
contained in F(x). But the above integral belongs to conv(Af ) (see [16, Part 1, Theorem
3.27]). This yields that ϕ(x)∈ F(x).

Continuity and equivariance of the map ϕ : X → Y can be easily derived from the
corresponding properties of the integral presented in the following lemma �

Lemma 3.5 (see [1]). Assume that V is a complete (in the sense of the natural uniformity
induced from Z) convex invariant subset of a locally convex topological vector space Z on
which a compact group G acts linearly. Let C(G,V) denote the set of all continuous maps
f : G→ V endowed with the compact-open topology. Then the vector-valued Haar integral
∫

: C(G,V)→V is a well-defined continuous map satisfying the following properties:
(a)

∫

h f =
∫

f = ∫ fh for any f ∈ C(G,V) and any h ∈ G, where h f (g) = f (hg) and
fh(g)= f (gh) for all g ∈G;

(b)
∫

g ∗ f = g
∫

f for any f ∈ C(G,V) and any g ∈ G, where the action g ∗ f of G on
C(G,V) is defined by (g ∗ f )(x)= g f (x), x ∈G;

(c)
∫

f = v0, if f (G)= {v0} for a point v0 ∈V .
Also, assuming in addition that G is finite or Z is finite-dimensional, one can remove the
completeness requirement on V .

Next, we will apply Theorem 3.4 to prove the existence of a special G-selection of a
linear G-equivariant closed map of Banach G-representations.

Let E1 and E2 be Banach spaces, a : D(a) ⊂ E1 → E2 a linear closed surjective map.
Take the natural projection p : E1 → E1/Ker(a) := E1 and consider the (invertible) map
a1 : D(a1)⊂ E1→ E2, where D(a1) := p(D(a)) and a1([x]) := a(x). Put (see, e.g., [8, 9])

β(a) := sup
y∈E2\{0}

∥

∥a−1
1 (y)

∥

∥

‖y‖ = sup
y∈E2\{0}

inf
{‖x‖ | x ∈ E1, a(x)= y

}

‖y‖ . (3.3)

Lemma 3.6. Let E1 and E2 be Banach isometric G-representations, a : D(a) ⊂ E1 → E2 a
G-equivariant linear closed surjective map, and k > β(a) (cf. (3.3)). Then there exists a G-
equivariant continuous map q : E2→ E1 satisfying the following conditions:

(i) a(q(y))= y for all y ∈ E2;
(ii) q(y)≤ k‖y‖ for all y ∈ E2.

Proof. Denote by a−1 a multivalued map from E2 to E1 “inverse” to a, that is, a−1 assigns
to each y ∈ E2 its full inverse image under a. Obviously, a−1 is a multivalued G-map with
nonempty closed convex values. Moreover (cf. [2, Chapter 3], [8, 9]), a−1 is l.s.c. (even
Lipschitzian with the Lipschitz constant β(a)).
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Consider together with a−1 another multivalued map Φ from E2 to E1 defined by
Φ(y) := Br(y)[0], where Br(y)[0] is the closed ball of radius r(y) = β(a)‖y‖+ 1 centered
at the origin of E1. Obviously, Φ is also G-equivariant. Put F(y) := a−1(y)∩Φ(y). Still F
is a G-equivariant l.s.c map with nonempty closed convex values.

By Theorem 3.4, there exists a G-equivariant selection q : E2 → E1 of F. By construc-
tion, q is as required. �

Remark 3.7. Lemma 3.6 is quite obvious in the case dimker(a) <∞. Indeed, one has a di-
rect sum decomposition E1 =V ⊕ ker(a) andV is isomorphic to E2 as aG-representation.
However, in general, ker(a) is not complementable and, therefore, one can think of q as
a nonlinear equivariant replacement for the corresponding G-isomorphism (the use of
G-selections in this case seems to be unavoidable).

4. Main result: formulation and reduction to a fixed point problem

To formulate the main result of this paper (see Theorem 4.3), we need some preliminar-
ies.

Definition 4.1. Let E1, E2 be Banach spaces, a : D(a)⊂ E1 → E2 a closed surjective linear
map. A continuous map g : X ⊂ E1→ E2 is said to be a-compact if the set g(B∩ a−1(A)) is
compact for any bounded sets A⊂ E2 and B ⊂ X (the empty set is compact by definition).

To give a simple criterion for the a-compactness of g , recall that the graph norm makes
D(a) a Banach space, denoted by ˜E. Clearly, the embedding j : ˜E→ E1 is continuous. Put
˜X := j−1(X) and consider the map g̃ : ˜X → E2 defined by g̃(x)= g( j(x)).

Proposition 4.2. Under the above notations, g is a-compact if and only if g̃ is compact.

As the proof of this proposition is straightforward, we omit it.
Here is our main result.

Theorem 4.3. Take an index theory ind satisfying the dimension property with some nat-
ural number d (cf. Definitions 2.3 and 2.5). Let E1, E2 be Banach G-representations and
EG

2 = {0}. Let, further, a : D(a) ⊂ E1 → E2 be a closed surjective G-equivariant linear map
such that EG

1 is a proper finite-dimensional subspace of ker(a), and denote by p the codi-
mension of EG

1 in ker(a) (the case p =∞ is not excluded). Let f : D( f )⊂ SR→ E2 satisfy the
following conditions:

(i) D( f )=D(a)∩ SR;
(ii) f is G-equivariant;

(iii) f is a-compact.
Denote by N(a, f ) the solution set to the equation

a(x)= f (x). (4.1)

Then,

ind
(

N(a, f )
)≥ p

d
. (4.2)
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The proof of Theorem 4.3 will be given in the next section. Here, by means of Lemma
3.6, we will reduce the study of (4.1) to a G-equivariant fixed point problem with a com-
pact operator.

By assumption, EG
1 is finite-dimensional, hence we have a direct sum G-decomposition

E1 = EG
1 ⊕ ˜E1. Put ã := a|

˜E1∩D(a)—the restriction. Since, by assumption, EG
1 ⊂ ker(a), we

still have that ã is a closed G-equivariant surjective map. Let q : E2 → ˜E1 be the map pro-
vided by Lemma 3.6 (applied to ã).

Next, define the map g : D(a)∩ ˜E1→ E2 by

g(x)=
⎧

⎪

⎨

⎪

⎩

‖x‖
R

f
(

Rx

‖x‖
)

, x = 0,

0, x = 0.
(4.3)

Further, take a direct sum G-decomposition ker(a) = EG
1 ⊕U (dimU = p), consider the

Banach G-representation E := E2 ⊕U equipped with diagonal G-action and the norm
‖(y,u)‖ = ‖y‖+ ‖u‖, and define the map α : E→ E2 by α(y,u) := g(q(y) + u). Since q
and g are equivariant, so is α. Let us show that α is a compact map.

Take a bounded set A⊂ E. Without loss of generality, one can assume that A= A1×U1

with A1 ⊂ E2 and U1 ⊂ U . By Lemma 3.6(ii), the set A2 := {q(y) + u | (y,u)∈ A} is also
bounded. Obviously, A2 ⊂ a−1(A1). By the a-compactness of g , one concludes that the set
g(A2)= α(A) is compact.

Finally, take the unit sphere S⊂ E and consider the equation

α(y,u)= y (y,u)∈ S. (4.4)

Lemma 4.4. Let N(α) be the solution set to (4.4), and define the map γ : N(α) ⊂ S ⊂ E→
SR ⊂ E1 by γ(y,u) := R((q(y) +u)/‖q(y) +u‖). Then

(i) γ is an equivariant homeomorphism onto its image;
(ii) γ(N(α))⊂N(a, f ).

Statement (i) follows immediately from Lemma 3.6(i). To show statement (ii), take
(y0,u0)∈ S being a solution to (4.4). Obviously, z0 := q(y0) +u0 = 0. By direct computa-
tion,

f

(

Rz0
∥

∥z0
∥

∥

)

= R
∥

∥z0
∥

∥

y0. (4.5)

On the other hand, using the linearity of a, one obtains

a
(

z0
)= y0. (4.6)

Combining (4.5) and (4.6) yields x0 := Rz0/‖z0‖ ∈N(a, f ).

5. Proof of the main result (Theorem 4.3)

Throughout this section, we keep the same notations as in the previous section (in par-
ticular, ker(a) = EG

1 ⊕U and E := E2 ⊕U). The proof of Theorem 4.3 splits into three
steps.
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Step 1 (finite-dimensional case). Under the assumptions of Theorem 4.3, suppose that
dimE <∞ and consider the equivariant map Φ : S ⊂ E→ E2 ⊂ E defined by Φ(y,u) :=
α(y,u)− y. Then N(α)=Φ−1(0). By the continuity property of ind, there exists a closed
neighborhood � of N(α) such that

ind
(

N(α)
)= ind(�). (5.1)

By the subadditivity property, one has

ind(S)≤ ind(�) + ind(S \�). (5.2)

Combining (5.1) and (5.2) yields

ind
(

N(α)
)≥ ind(S)− ind(S \�). (5.3)

Observe that the equivariant map Φ takes S \� to E2 \ {0}. Therefore, by the monotonic-
ity property,

ind(S \�)≤ ind
(

E2 \ {0}
)

. (5.4)

Further, S∩E2 is a G-retract of E2 \ {0}, therefore, it follows from (5.4) and monotonicity
property that

ind(S \�)≤ ind
(

S∩E2
)

. (5.5)

Combining (5.3) and (5.5) yields

ind
(

N(α)
)≥ ind(S)− ind

(

S∩E2
)

. (5.6)

Finally, using (5.6) and the dimension property of ind, one obtains

ind
(

N(α)
)≥ dimE

d
− dimE2

d
, (5.7)

and the result follows in the considered case.
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Step 2 (finite-dimensional kernel). Under the assumptions of Theorem 4.3, suppose that
dimU <∞ and reduce this situation to the previous step.

Put X := conv(α(S)) ⊂ E2. For any ε > 0, take the finite-dimensional G-equivariant
Schauder projection pε : X → X (see, e.g., [12, pages 69–70]) satisfying the property

∥

∥y− pε(y)
∥

∥ < ε (y ∈ X), (5.8)

and put αε := pεα. Denote by N(αε) the solution set to the equation αε(y,u)= y, (y,u)∈S.

Lemma 5.1. Under the above notations, ind(N(αε))≤ ind(N(α)) for all ε small enough.

Proof. By continuity property of ind, there exists a closed invariant neighborhood � ⊃
N(α) such that ind(�) = ind(N(α)). Since N(α) is compact, without loss of generality,
one can assume that � is a uniform δ-neighborhood: � =�δ(N(α)) := {z ∈ E | ‖z−
N(α)‖ < δ} for δ > 0 small enough.

Let us show, first, that there exists ε0 > 0 such that N(αε)⊂�δ(N(α)) for all 0 < ε < ε0.
Arguing indirectly, assume that for any n∈N, there exists (yn,un)∈N(α1/n) such that

∥

∥

(

yn,un
)−N(α)

∥

∥≥ δ. (5.9)

However, according to the definition of X and inequality (5.8), one has α(yn,un)∈ X and
‖yn − α(yn,un)‖ < 1/n. Since X and the unit sphere of U are compact, without loss of
generality, one can assume that yn→ y∗ and un→ u∗. Moreover, (y∗,u∗)∈ S. By passing
to the limit, one obtains α(y∗,u∗)= y∗ that contradicts (5.9).

Therefore, the statement of Lemma 5.1 follows from monotonicity property of ind.
�

Return to the proof of Theorem 4.3 in the considered case. Take ε small enough and the
Schauder projection pε satisfying (5.8). Let Rk ⊂ E2 be the invariant finite-dimensional
subspace containing pε(X). Put α′ε := αε|Rk⊕U and let N(α′ε) stand for the solution set to
the equation α′ε(y,u) = y. Combining the result obtained at the previous step with the
monotonicity property of ind, one obtains

p

d
≤ ind

(

N
(

α′ε
))≤ ind

(

N
(

αε
))≤ ind

(

N(α)
)

. (5.10)

Step 3 (infinite-dimensional kernel). Under the assumptions of Theorem 4.3, suppose
that p =∞ and take a finite-dimensional invariant subspace V ⊂ U (cf. [20, Section 4
and Appendix C] or [21, page 57]). Put E′ := E2 ⊕V and αV := α|E′ . Denote by N(αV )
the solution set to the equation

αV (y,u)= y
(

y ∈ E2, u∈V
)

. (5.11)
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By monotonicity property, N(αV ) ⊂ N(α) implies that ind(N(α)) ≥ ind(N(αV )). How-
ever (see Step 2), ind(αV )≥ dimV/d. Bearing in mind that dimV can be chosen arbitrar-
ily large (see again [20, Section 4 and Appendix C]), one obtains ind(N(α))=∞.

To complete the proof of Theorem 4.3, it remains to combine Steps 2 and 3 with
Lemma 4.4 and the monotonicity property of ind.

Corollary 5.2. Under the assumptions of Theorem 4.3, suppose that p=∞. Then dimN(a,
f )=∞.

Proof. Arguing indirectly, assume that dimN(a, f ) is finite. Then N(a, f ) is compact and,
therefore, ind(N(a, f )) is finite as well. The obtained contradiction completes the proof.

�

6. Application

Let Λ be a finite-dimensional linear space (thought of as a parameter space) and b :
Rn ×Λ→ Rn a continuous map. Let, further, C2π

[0,2π] be the space of continuous func-
tions x : [0,2π]→ Rn with x(0) = x(2π) (equipped with the standard sup-norm). Put
E1 := C2π

[0,2π]⊕Λ and ‖(x,λ)‖E1 := ‖x‖+‖λ‖.
Consider the following problem.

Problem 6.1. Given a real number R > 0, do there exist a differentiable 2π-periodic vector-
function x :R→Rn and λ∈Λ such that

x′(t)= b
(

x(t),λ
)− 1

2π

∫ 2π

0
b
(

x(s),λ
)

ds ∀t ∈R, (6.1)

and ‖(x,λ)‖E1 = R? In addition, what can be said about the topological structure of the so-
lution set N(b) to the above problem?

Assume, in addition, Λ is an (isometric) S1-representation satisfying the condition
(∗) ΛS1 = {0}.
In particular, dimΛ is even and we will assume that
(∗∗) dimΛ > 0.
Identify C2π

[0,2π] with the space of continuous functions x : S1→Rn and define on it the
natural (isometric) S1-representation: (hx)(t) = x(t +ϕ), where h= exp(iϕ) ∈ S1. Equip
E1 with the diagonal S1-action.

Assume, further, the map b from Problem 6.1 to be S1-invariant in the second variable,
that is,

(∗∗∗) b(x,hλ)= b(x,λ) for all x ∈Rn, λ∈Λ, h∈ S1.

Proposition 6.2. Under the assumptions (∗), (∗∗), and (∗∗∗), one has the following
genus estimate for N(b):

g
(

N(b)
)≥ dimΛ

2
(6.2)

(in particular, N(b)=∅).
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Proof. Observe, first, that by condition (∗),

ES1

1 =
{(

x(·),0
) | x(·) is a constant function

}

. (6.3)

Next, denote by C[0.2π] the space of continuous functions from [0,2π] to Rn with the
standard sup-norm, and let d : D(d) ⊂ C2π

[0,2π] → C[0,2π] be the differentiation operator,
where

D(d)=
{

x(·)∈ C[2π]
[0,2π]

∣

∣

∣x(·) is smooth and x′(0)= x′(2π)
}

. (6.4)

Obviously, d is closed and ker(d) coincides with the set of constant functions.
Consider now the operator a : D(a)⊂ E1→ C[0,2π] defined by

a
(

x(·),λ
)

:= x′(·). (6.5)

Obviously,D(a)=D(d)⊕Λ and ker(a)= ker(d)⊕Λ. Moreover, a is still a closed operator.
Put

E2 := Im(a)=
{

y(·)∈ C[0,2π]

∣

∣

∣

∫ 2π

0
y(s)ds= 0, y(0)= y(2π)

}

. (6.6)

By direct computation, E2 is a closed S1-invariant subset of C2π
[0,2π], and a is equivariant.

Also, ES1

2 = {0}.
Consider now a nonlinear continuous map f determined by the right-hand side of

(6.1):

y(t) := f (x,λ)(t)= b
(

x(t),λ
)− 1

2π

∫ 2π

0
b
(

x(s),λ
)

ds. (6.7)

Obviously, y(0) = y(2π) and
∫ 2π

0 y(s)ds = 0. Hence, f takes E1 to E2. Moreover, since
Λ is assumed to be finite-dimensional, the map f is a-compact. To check that f is S1-
equivariant, take h= exp(iϕ)∈ S1. Using condition (∗∗∗), we have

f
(

h
(

x(t),λ
))= f

(

h
(

x(t),hλ
))= f

(

h
(

x(t),λ
)

)− 1
2π

∫

g
(

h
(

x(s)
)

,λ
)

ds

= g
(

x(t+ϕ),λ
)− 1

2π

∫ 2π

0
g
(

x(s+ϕ),λ
)

ds= h f
(

x(t),λ
)

.
(6.8)

To complete the proof of Proposition 6.2, take the sphere SR ⊂ E1 and apply Theorem 4.3
(cf. condition (∗∗) and Example 2.6(ii)). �

Remark 6.3. (i) In Proposition 6.2, one can take any index theory (for S1) satisfying the
dimension property. Also, the segment [0,2π] is taken to simplify the presentation.
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(ii) In this paper, we restrict ourselves with the simplest illustrative example. In forth-
coming papers, more involved applications (in particular, admitting closed operators
with infinite-dimensional kernels) will be considered.
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E-mail address: antonyan@servidor.unam.mx

Zalman I. Balanov: Department of Mathematics and Computer Science, Netanya Academic College,
42365 Netanya, Israel
E-mail address: balanov@mail.netanya.ac.il

Boris D. Gel’man: Faculty of Mathematics, Voronezh State University, 1 Universitetskaya Pl.,
394006 Voronezh, Russia
E-mail address: gelman boris@mail.ru



GANTMACHER-KREĬN THEOREM FOR 2 NONNEGATIVE
OPERATORS IN SPACES OF FUNCTIONS
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The existence of the second (according to the module) eigenvalue λ2 of a completely con-
tinuous nonnegative operator A is proved under the conditions that A acts in the space
Lp(Ω) or C(Ω) and its exterior square A∧A is also nonnegative. For the case when the
operators A and A∧A are indecomposable, the simplicity of the first and second eigen-
values is proved, and the interrelation between the indices of imprimitivity ofA andA∧A
is examined. For the case when A and A∧A are primitive, the difference (according to
the module) of λ1 and λ2 from each other and from other eigenvalues is proved.

Copyright © 2006 O. Y. Kushel and P. P. Zabreiko. This is an open access article distrib-
uted under the Creative Commons Attribution License, which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly
cited.

1. Introduction

In the monograph [3] the following statement was proved: if the matrix A of a linear
operator A in the space Rn is primitive along with its associated A( j) (1 < j ≤ k) up to the
order k, then the operator A has k positive simple eigenvalues 0 < λk < ··· < λ2 < λ1, with
a positive eigenvector e1 corresponding to the maximal eigenvalue λ1, and an eigenvector ej ,
which has exactly j − 1 changes of sign, corresponding to jth eigenvalue λj (see [3, page
310, Theorem 9]). Matrices with mentioned features are called henceforth k-completely
nonnegative; in the most important case k = n they are called oscillatory.

Naturally, there arises a problem whether it is possible to extend this statement to
operators in infinite-dimensional spaces, for example, to linear integral operators. This
problem practically has not been studied in full volume. However, in the monograph [3],
Gantmacher and Kreı̆n have thoroughly studied the linear integral operators

Kx(t)=
∫ b

a
k(t,s)x(s)ds (1.1)
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acting in the space L2([a,b]) with continuous kernels k(t,s), for which the matrices
‖k(ti, t j)‖n1 (n = 1,2, . . .) for any points t1, . . . , tn ∈ [a,b], among which at least one is in-
terior, are oscillatory. Such kernels, named in [3] oscillatory, form quite full analogue to
oscillatory matrices. In [3], for the integral operators with continuous oscillatory kernels,
it was proved that there exists a converging-to-zero sequence of positive simple eigenval-
ues λ1 > λ2 > ··· > λn > ··· with eigenfunctions en(t) that has exactly n− 1 changes of
sign, corresponding to the nth eigenvalue λn (see [3, page 211]).

In connection with the formulated Gantmacher-Kreı̆n theorem, there arises a natural
question on the possibility of spreading the statements about k-completely-nonnegative
matrices from [3] onto the integral operators with k-completely-nonnegative kernels,
that is, the kernels k(t,s), for which the matrices ‖k(ti, t j)‖n1 (n= 1,2, . . . ,k) for any points
t1, . . . , tn ∈ [a,b], among which at least one is interior, are oscillatory. The answer to this
question is positive. Moreover, this statement was actually proved exactly in [3].

However, here arises a question how substantial the condition of continuity of the
kernel k(t,s) is in these statements and how substantial the assumption that the problem
is regarded in the space of functions, defined exactly on the interval [a,b], is. And of
course the natural question arises whether it is possible to obtain similar statements for
abstract (not necessarily integral) operators in an arbitrary Banach spaces.

In the present paper we study 2-completely-nonnegative (or otherwise bi-non-
negative) operators in the spaces Lp(Ω) (1≤ p ≤∞) andC(Ω). As the authors believe, the
natural machinery for the examination of such operators is a crossway from studying an
operator A in one of the spaces Lp(Ω) and C(Ω) to the study of the operators A⊗A and
A∧A, acting, respectively, in the spaces Lp ⊗ Lp = Lp(Ω×Ω) and Lp ∧ Lp = Lap(Ω×Ω)
(the latter is a subspace of the space Lp ⊗ Lp = Lp(Ω×Ω), consisting of antisymmetric
functions, i.e., functions x(t,s), for which x(t,s)=−x(s, t)).

2. Tensor and exterior square of the spaces Lp(Ω) and C(Ω)

Let (Ω,A,μ) be a triple consisting of some set Ω, some σ-algebra A of “measurable” sub-
sets and some σ-finite and σ-additive measure on A. We will be interested in the space
Lp(Ω) of functions, integrable on Ω with the power p for 1≤ p <∞ or measurable and
substantially bounded for p =∞, the analogous space Lp(Ω×Ω) of functions, integrable
on Ω×Ω with the power p for 1≤ p <∞ or essentially bounded for p =∞ and, finally,
the subspace Lap(Ω×Ω) of the space Lp(Ω×Ω) of antisymmetric functions. Henceforth
let p be a fixed number from [1,∞].

We start with observing the following facts:
(1) the space Lap(Ω×Ω) is one of the tensor products of the space Lp(Ω) by itself , and,

respectively,
(2) the space Lap(Ω×Ω) is one of the exterior products of the space Lp(Ω) by itself.

The first of these statements means the following.
(a) For arbitrary functions x1,x2∈Lp(Ω) their�-product x1�x2(t1, t2)=x1(t1)x2(t2)

belongs to the space Lp(Ω×Ω), with

∥

∥x1
(

t1
)

x2
(

t2
)∥

∥= ∥∥x1
(

t1
)∥

∥

∥

∥x2
(

t2
)∥

∥. (2.1)
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(b) The linear hull of the set of all �-products of functions from Lp(Ω), that is, the
set of all functions of the form

x
(

t1, t2
)=

∑

i

xi1
(

t1
)

xi2
(

t2
)

(2.2)

is dense in the space Lp(Ω×Ω).
The second statement means the following.

(a) The ∧-product of arbitrary functions x1,x2 ∈ Lp(Ω) with x1 ∧ x2(t1, t2) =
x1(t1)x2(t2)− x1(t2)x2(t1) also belongs to the space Lp(Ω×Ω), and it is obvious
that

x1∧ x2
(

t1, t2
)=−x1∧ x2

(

t2, t1
)

,
∥

∥x1∧ x2
(

t1, t2
)∥

∥≤ 2
∥

∥x1
(

t1
)∥

∥

∥

∥x2
(

t2
)∥

∥.
(2.3)

(b) The linear hull of the set of all ∧-products of the functions from Lp(Ω) is dense
in the space Lap(Ω×Ω).

The space Lap(Ω×Ω) is isomorphic in the category of Banach spaces to the space Lp(W),

where W is the subset Ω×Ω, for which the sets W ∩ ˜W and (Ω×Ω) \ (W ∪ ˜W) have
zero measure; here ˜W = {(t2, t1) : (t1, t2)∈W} (such sets do always exist). Really, extend-
ing the functions from Lp(W) as antisymmetric functions from W to Ω×Ω, we obtain
the set of all the functions from Lap(Ω×Ω). Further, setting the norm of a function in
Lp(W) to be equal to the norm of its extension, we get that the spaces Lap(Ω×Ω) and
Lp(W) are isomorphic in the category of normed spaces.

The general scheme of the interrelations between the spaces Lp(Ω)⊕ Lp(Ω), Lp(Ω×
Ω), Lap(Ω×Ω), and Lp(W) can be represented by the diagram

Lp(Ω)⊗Lp(Ω)
⊗−−→ Lp(Ω×Ω)

a−−→ Lap(Ω×Ω)= Lp(W), (2.4)

where a is the antisymmetrization operator acting from Lp(Ω×Ω) to Lap(Ω×Ω) accord-
ing to the rule

ax
(

t1, t2
)= x

(

t1, t2
)− x

(

t2, t1
)

2
. (2.5)

Let us examine some examples of constructing the set W for different sets Ω.
(1) Let Ω = [a,b]; then Ω×Ω = [a,b]2, and as W we may regard the triangle, de-

fined by inequalities a ≤ t1 ≤ t2 ≤ b. Really, in this case ˜W is defined by the in-
equalities a ≤ t2 ≤ t1 ≤ b, Ω×Ω = [a,b]2 =W ∪ ˜W and W ∩ ˜W = w0, where
w0, defined by the inequalities a≤ t1 = t2 ≤ b, is a set of zero measure.

(2) Consider another example. Let Ω = [a,b]2. Then Ω×Ω = [a,b]4. Define on
the space R2 the following order relation: (t1, t2) ≤ (s1,s2), if t1 ≤ s1. Introduce
W = {(t1, t2, t3, t4) ∈ [a,b]4 : (t1, t2) < (t3, t4)} and ˜W = {(t1, t2, t3, t4) ∈ [a,b]4 :
(t3, t4) < (t1, t2)}. As we see, Ω×Ω =W ∪ ˜W ∪w0, where w0 = {(t1, t2, t3, t4) ∈
[a,b]4 : (t1, t2) = (t3, t4)} is a set of zero measure in the 4-dimensional space.
After thorough examination of the inequalities defining the set W , one obtains
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W = {a≤ t1 < t3 ≤ b; a≤ t2, t4 ≤ b}. The geometrical interpretation of this con-
struction is as follows: the 4-dimensional cube is divided by the hyperflat t1 = t3
into two symmetric parts. Notice that the cube can be divided in such a way with
the help of another surfaces as well, for example, with the help of the hyperflat
t1 + t2 = t3 + t4.

(3) Suppose that on the set Ω a relation with the following properties is given:
(a) almost all the elements of Ω are comparable;
(b) μ({t1, t2 ∈Ω : t1  t2}∩{t1, t2 ∈Ω : t2  t1})= 0. Then we can define the sets

W = {(t1, t2) ∈Ω2 : t1  t2} and ˜W = {(t1, t2) ∈Ω2 : t2  t1}, possessing the
necessary properties.

Now let (Ω,τ) be some compact Hausdorf topological space and let C(Ω) be the space
of all continuous functions on Ω. Then the set Ω×Ω, with the topology τ × τ given on
it, is also a compact Hausdorf space. Denote by C(Ω×Ω) the space of all continuous
functions on Ω×Ω, and by Ca(Ω×Ω)—the subspace C(Ω×Ω) of all antisymmetric
functions on Ω×Ω. Just as in the case of Lebesgue spaces, the space C(Ω×Ω) is one
of the tensor products of the space C(Ω) by itself, and the space Ca(Ω×Ω) is one of
the exterior products of the space C(Ω) by itself. In other words, for them the analogues
of statements (1) and (2) for Lebesgue spaces are true. Further, the space Ca(Ω×Ω) is
isomorphic to the space C0(W) (here W is a subset Ω×Ω, for which W ∩ ˜W = Δ, Δ =
{(t, t) : t ∈Ω}, W ∪ ˜W =Ω×Ω, and C0(W) is a subspace of the space C(W), consisting
of all functions x(t1, t2), for which x(t1, t1) = 0). In particular, the following diagram is
true:

C(Ω)⊗C(Ω)
⊗−−→ C(Ω×Ω)

a−−→ Ca(Ω×Ω)= C0(W)⊂ C(W). (2.6)

Sometimes Lebesgue spaces and the space of all continuous functions have to be ex-
amined at the same time. In this case it is natural to require continuous functions to be
measurable. This means that the topology τ, σ-algebra A, and the measure μ on Ω must
be related to each other in the following way: A contains all the closed sets from τ and the
measure μ is regular, that is, for any A∈A and any number ε > 0 there exist a closed set
F and an open set G such that F ⊂ A⊂G and μ(G \F) < ε. In this case the space C(Ω) is
associated with a closed subspace of the space L∞(Ω).

3. Tensor and exterior squares of linear operators in the spaces Lp(Ω) and C(Ω)

Let A and B be continuous linear operators acting in the space Lp(Ω). These operators
generate the operator A⊗B in the space Lp(Ω×Ω) as follows: on degenerate functions it
is defined by the equality

(A⊗B)x
(

t1, t2
)=

∑

j

Ax
j
1

(

t1
) ·Bx j

2

(

t2
)

(

x
(

t1, t2
)=

∑

j

x
j
1

(

t1
) · x j

2

(

t2
)

)

, (3.1)

and on arbitrary functions it is defined by extension via continuity from the subspace of
degenerate functions onto the whole of Lp(Ω×Ω). The possibility of such an extension
is due to the density of the set of all degenerate functions in the space Lp(Ω×Ω) and to
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the fact that the operator A⊗B is bounded on the subspace of degenerate functions of
the space Lp(Ω×Ω); the latter comes out from the following observations.

Let

x
(

t1, t2
)=

∑

j

x
j
1

(

t1
)

x
j
2

(

t2
)

(3.2)

be a degenerate function from Lp(Ω×Ω). It is obvious that for almost every t2 ∈Ω this
function is measurable as a function of t1 ∈Ω. Moreover, it can be regarded as a linear

combination of functions x
j
1(t1) with coefficients x

j
2(t2). Therefore

A(1)x
(

t1, t2
)=

∑

j

Ax
j
1

(

t1
) · x j

2

(

t2
)

; (3.3)

the obtained function turns out to be measurable with respect to all the variables (the
operator’s A index (1) means that it is used for the variable t1). Because of the Fubini
theorem, the following estimate is true:

∥

∥A(1)x
(

t1, t2
)∥

∥≤ ‖A‖
∥

∥

∥

∥

∥

∑

j

x
j
1

(

t1
) · x j

2

(

t2)

∥

∥

∥

∥

∥

. (3.4)

Further, the function
∑

j Ax
j
1(t1)x

j
2(t2) is measurable with respect to all the variables, it

is measurable as a function of t2 ∈Ω for almost every t1 ∈Ω, and it can also be regarded

as a linear combination of functions x
j
2(t2) with coefficientsAx

j
1(t1). Therefore, after using

the operator B for the variable t2,

B(2)A(1)x
(

t1, t2
)=

∑

j

Ax
j
1

(

t1
) ·Bx j

2

(

t2
)

; (3.5)

the obtained function turns out to be measurable with respect to all the variables. Apply-
ing the Fubini theorem again, we get the estimate

∥

∥B(2)A(1)x
(

t1, t2
)∥

∥≤ ‖A‖‖B‖
∥

∥

∥

∥

∥

∑

j

x
j
1

(

t1
) · x j

2

(

t2
)

∥

∥

∥

∥

∥

. (3.6)

We may conventionally write down the value of the operator A⊗B in the form of

(A⊗B)x
(

t1, t2
)= A(1)B(2)x

(

t1, t2
)= B(2)A(1)x

(

t1, t2
)

, (3.7)

for arbitrary functions from Lp(Ω×Ω) as well. However, with such a separate usage of
the operators A and B, there arises a question of measurability of the function B(2)x(t1, t2)
for the variable t1. To avoid this trouble, we have to use the procedure of extension by con-
tinuity from the subspace of degenerate functions, where, as shown above, the mentioned
trouble does not arise.

In the case of the space C(Ω×Ω), formula (3.7) and the estimate

∥

∥(A⊗B)x
(

t1, t2
)∥

∥≤ ‖A‖‖B‖∥∥x(t1, t2
)∥

∥ (3.8)
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arising from it are obvious, since the function that is continuous with respect to all the
variables is continuous also in each variable separately with the fixed another one.

Further in this work we will examine exclusively the tensor square A⊗A of the opera-
tor A.

Let us examine the operator A∧A : Lap(Ω×Ω)→ Lap(Ω×Ω), defined as the restriction
of the operator A⊗A onto the subspace Lap(Ω×Ω). It is obvious that for degenerate
antisymmetric functions the operator A∧A can be defined by the equality

(A∧A)x
(

t1, t2
)=

∑

j

Ax
j
1

(

t1
)∧Ax

j
2

(

t2
)

, x
(

t1, t2
)=

∑

j

x
j
1

(

t1
)∧ x

j
2

(

t2
)

. (3.9)

Decompose Lp(Ω×Ω) into the direct sum of subspaces invariant with respect to A⊗A:

Lp(Ω×Ω)= Lap(Ω×Ω)⊕Lsp(Ω×Ω), (3.10)

where Lsp(Ω×Ω) is the subspace of all symmetric functions from Lp(Ω×Ω). The opera-
tor A⊗A can be represented in the block form

A⊗A=
(

A∧A 0
0 (A⊗A)|Lsp

)

. (3.11)

Further, it will be useful to compare the operator A with the antisymmetrization of
its tensor square a ◦ (A⊗A) : Lp(Ω×Ω)→ Lap(Ω×Ω) ⊂ Lp(Ω×Ω), where a is the an-
tisymmetrization operator, defined by formula (2.5). Taking into account that the anti-
symmetrization operator leaves antisymmetric functions without changes, we conclude
that the restriction of a◦ (A⊗A) onto the subspace Lap(Ω×Ω) coincides with A∧A.

The space C(Ω×Ω) can also be decomposed into the direct sum of subspaces invari-
ant with respect to A⊗A:

C(Ω×Ω)= Ca(Ω×Ω)⊕Cs(Ω×Ω), (3.12)

where Cs(Ω×Ω) is the subspace of all symmetric functions from C(Ω×Ω). It is easy
to see that the operator A⊗A : C(Ω×Ω)→ C(Ω×Ω) can also be represented in the
block form. The operators A∧A : Ca(Ω×Ω)→ Ca(Ω×Ω) and a◦ (A⊗A) : C(Ω×Ω)→
Ca(Ω×Ω) are defined in the same way.

4. Spectrum of the tensor square of linear operators in the spaces Lp(Ω) and C(Ω)

As usual, we will denote by σ(A) the spectrum of the operator A, and by σp(A) the point
spectrum, that is, the set of all eigenvalues of the operator A. We will denote by σeb(A) the
Browder essential spectrum of the operator A, that is, the set of all points λ∈ σ(A), such
that at least one of the following conditions holds:

(1) R(A− λI) is not closed;
(2) λ is a limit point of σ(A);
(3)

⋃

n≥0 ker(A− λI)n is of infinite dimension.
Thus σ(A) \ σeb(A) will be the set of all isolated finite-dimensional eigenvalues of the

operator A, (for more detailed information see [6, 7]).
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In the papers by Ichinose [4–7] there have been obtained the results, representing the
spectra and the parts of the spectra of the tensor product of linear bounded operators
in terms of the spectra and parts of the spectra of the given operators under the natural
suppositions that

(a) the tensor product of linear bounded operators A⊗B can be extended from the
set of degenerate functions, and the extension is also a linear bounded operator
in Lp(Ω×Ω) and C(Ω×Ω) respectively;

(b) the adjoint spaces Lp′(Ω×Ω) and rca(Ω×Ω) have the same property.
In fact these statements have been proved in the previous part. The explicit formulae,

expressing the set of all isolated finite dimensional eigenvalues and the Browder essential
spectrum of the operator A⊗A in terms of the parts of the spectrum of the given operator
are obtained, for example, in [4, page 110, Theorem 4.2]. In particular, Ichinose proved,
that for the tensor square of a linear bounded operator A the following equalities hold:

σ(A⊗A)= σ(A)σ(A); (4.1)

σ(A⊗A) \ σeb(A⊗A)= (σ(A) \ σeb(A)
)(

σ(A) \ σeb(A)
) \ (σeb(A)σ(A)

)

; (4.2)

σeb(A⊗A)= σeb(A)σ(A). (4.3)

Besides, for an arbitrary λ∈ (σ(A⊗A) \ σeb(A⊗A)) the following equality holds:

ker(A⊗A− λI ⊗ I)= ker(A− λiI)⊗ ker
(

A− λjI
)

, (4.4)

where λi,λj ∈ (σ(A) \ σeb(A)) such that λ= λi · λj .
In the finite-dimensional case, when the matrix A⊗A appears to be a tensor square of

the matrix A, Stephanos’s result ([13], see also [10]) tells that the set of all eigenvalues of
the operator A⊗A is the set of all the possible products of the form {λiλj}, where {λi} is
the set of all eigenvalues of the operator A, repeated according to multiplicity. Thus the
property

σp(A⊗A)= σp(A)σp(A) (4.5)

is widely known. In the infinite-dimensional case the analogous formula, expressing
σp(A⊗A) in terms of the parts of the spectrum of the operator A, seems to be unknown.
That is why further we will be interested in the case of a completely continuous operator
A. For a completely continuous operator the following equalities are true:

(

σ(A) \ σeb(A)
) \ {0} = σp(A) \ {0}; σeb(A)= {0} or∅. (4.6)

So, from (4.2) we can get the complete information about the nonzero eigenvalues of the
tensor square of a completely continuous operator:

σp(A⊗A) \ {0} = σp(A)σp(A) \ {0}. (4.7)

Here zero can be either a finite- or infinite-dimensional eigenvalue of A⊗A, or a point of
the essential spectrum. That is why, even for the case of a completely continuous operator,
formula (4.4) in general is incorrect.
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5. Spectrum of the exterior square of linear operators in the spaces Lp(Ω) and C(Ω)

For the exterior square, which is the restriction of the tensor square, the following inclu-
sions are true:

σ(A∧A)⊂ σ(A⊗A); (5.1)

σp(A∧A)⊂ σp(A⊗A). (5.2)

In the finite-dimensional case, it is known that the matrix A∧A in a suitable basis
appears to be the second-order associated matrix to the matrix A, and we conclude that
all the possible products of the type {λiλj}, where i < j, form the set of all eigenvalues of
the exterior square A∧A, repeated according to multiplicity (see [3, Theorem 23, page
80]).

In the infinite-dimensional case we can also obtain some information concerning
eigenvalues of the exterior square of a linear bounded operator.

Theorem 5.1. Let X be either Lp(Ω) or C(Ω) and let {λi} be the set of all eigenvalues of the
operator A : X → X , repeated according to multiplicity. Then all the possible products of the
form {λiλj}, where i < j, will be the eigenvalues of the exterior square A∧A.

Proof. Let λi,λj ∈ σp(A). Then there exist functions x(t), y(t) from X , such that (A−
λiI)x(t) = 0 and (A− λjI)y(t) = 0. Let us examine the value of the operator A∧A−
λiλjI ∧ I on the degenerate antisymmetric function (x∧ y)(t1, t2):

(

A∧A− λiλjI ∧ I
)

x∧ y = Ax∧Ay− λiλjx∧ y

= Ax∧Ay− λix∧Ay + λix∧Ay− λiλjx∧ y

[because of the linearity of the exterior product]

=(Ax− λix
)∧Ay + λix∧

(

Ay− λj y
)= 0.

(5.3)

From this we see that λiλj ∈ σp(A∧A). �

However, just as in the case of the tensor square of an operator, in order to obtain a
statement, analogous to the finite-dimensional case, we need the additional assumption
about complete continuity. For nonzero eigenvalues of the exterior square of a complete
continuous operator, the following statement holds.

Theorem 5.2. Let X be either Lp(Ω) or C(Ω) and let {λi} be the set of all eigenvalues of
an absolutely continuous operator A : X → X , repeated according to multiplicity. Then all
the possible products of the type {λiλj}, where i < j, form the set of all the possible (except,
probably, zero) eigenvalues of the exterior square A∧A, repeated according to multiplicity.

Proof. The inclusion {λiλj}i< j ⊂ σp(A∧A), that is, each product of the form λiλj , where
i < j, is an eigenvalue of A∧A, comes out from Theorem 5.1.

Now we will prove the reverse inclusion: σp(A∧A)⊂ {λiλj}i< j . As it was shown above
in formulae (4.7) and (5.2),

σp(A∧A) \ {0} ⊂ σp(A⊗A) \ {0} = σp(A)σp(A) \ {0}, (5.4)
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that is, the operator A∧A has no other eigenvalues, except products of the form λiλj .
Enumerate the set of pairs {(i, j)}i, j = 1,2, . . .. In this way we get a numeration of
{λiλj}—the set of all eigenvalues of A⊗A, repeated according to multiplicity. Decom-
pose the obtained finite or countable set of indices Λ in the following way:

Λ=Λ1∪Λ2∪Λ3, (5.5)

where the set Λ1 includes the numbers of those pairs (i, j) for which i < j, Λ2 includes
those pairs for which i = j, and Λ3 includes those pairs for which i > j. The set of all
eigenvalues of A⊗A, repeated according to multiplicity, will be then decomposed into
three parts:

{

λα
}

α∈Λ =
{

λα
}

α∈Λ1
∪ {λα

}

α∈Λ2
∪ {λα

}

α∈Λ3
. (5.6)

As it was shown in Section 3, the operator A⊗A has a block structure, and so σp(A⊗A)
can be decomposed into two subsets:

σp(A⊗A)= σp(A∧A)∪ σp
(

A⊗A|Xs

)

, (5.7)

where Xs is the subset of all symmetric functions from X . In order to prove that the
eigenvalues of A⊗A, belonging to the sets {λα}α∈Λ2 and {λα}α∈Λ3 , will not be the eigen-
values of A∧A, it is enough to show that they will be the eigenvalues of (A⊗A)|Xs .
Indeed, let xi(t)∈ X be an eigenfunction of the operator A, corresponding to the eigen-
value λi. Let us examine the value of the operator (A⊗ A− λ2

i I ∧ I) on the function
xi(t1)xi(t2)∈ Xs(Ω×Ω):

(

A⊗A− λ2
i I ⊗ I

)

xi
(

t1
)

xi
(

t2
)

= Axi
(

t1
)

Axi
(

t2
)− λ2

i xi
(

t1
)

xi
(

t2
)

= Axi
(

t1
)

Axi
(

t2
)− λixi

(

t1
)

Axi
(

t2
)

+ λixi
(

t1
)

Axi
(

t2
)− λ2

i xi
(

t1
)

xi
(

t2
)

= (Axi− λixi
)(

t1
)

Axi
(

t2
)

+ λixi
(

t1
)(

Axi− λixi
)(

t2
)= 0.

(5.8)

From this we see that λ2
i ∈ σp((A⊗A)|Xs). In an analogous way we can prove that a prod-

uct of the form λiλj will also be an eigenvalue of (A⊗A)|Xs (with the corresponding
symmetric function xi(t1)xj(t2) + xj(t1)xi(t2)). �

It is obvious that the spectrum of the operator a◦ (A⊗A) coincides with the spectrum
of A∧A.

6. Generalization of the Gantmacher-Kreı̆n theorems in the case of
2-totally-nonnegative operators in the spaces Lp(Ω) and C(Ω)

Let us prove some generalizations of the Gantmacher-Kreı̆n theorems in the case of op-
erators in the spaces Lp(Ω) and C(Ω), using the Kreı̆n-Rutman theorem (see, e.g., [14])
about completely continuous operators leaving invariant an almost-reproducing cone K
in a Banach space (for such operators we have the following property of the spectral ra-
dius: ρ(A)∈ σp(A)).
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Theorem 6.1. Let X be either Lp(Ω) or C(Ω), and, respectively, let ˜X be either Lp(W)
or C0(W). Let a completely continuous operator A : X → X with ρ(A) > 0 leave invariant
an almost-reproducing cone K in X and there is only one eigenvalue on the spectral circle
λ= ρ(A). Let its exterior square A∧A : ˜X → ˜X leave invariant an almost-reproducing cone
˜K in ˜X , besides ρ(A∧A) > 0, and there is also only one eigenvalue on the spectral circle λ=
ρ(∧ jA). Then the operator A has a positive eigenvalue λ1 = ρ(A), and its second (according
to the module) eigenvalue λ2 is also positive.

Proof. Enumerate eigenvalues of a completely continuous operator A, repeated according
to multiplicity, in order of decrease of their modules:

∣

∣λ1
∣

∣ <
∣

∣λ2
∣

∣ <
∣

∣λ3
∣

∣≥ ··· . (6.1)

Applying the Kreı̆n-Rutman theorem to A, we get λ1 = ρ(A) > 0. Now applying the Kreı̆n-
Rutman theorem to the operator A∧A (that obviously is also completely continuous),
we get ρ(A∧A)∈ σp(A∧A).

As it follows from the statement of Theorem 5.2, the exterior square of the operator
A has no other nonzero eigenvalues, except all the possible products of the form λiλj ,
where i < j. So, we get a conclusion that ρ(A∧A) > 0 can be represented in the form
of the product λiλj with some values of the indices i, j, i < j, and from the fact that
eigenvalues are numbered in a decreasing order, it follows that ρ(A∧A)= λ1λ2. Therefore
λ2 = ρ(A∧A)/λ1 > 0. �

To this end a nonnegative linear operator A is called indecomposable (see [2]) if it does
not have any invariant components. For a linear operator which is indecomposable and
nonnegative with respect to the cone of nonnegative functions in Lp(Ω) (C(Ω)) and such
that ρ(A) > 0, the positiveness and the simplicity of the first eigenvalue ρ(A) is proved,
for example, in [1, 2, 9, 11, 12]. An indecomposable operator A is called primitive if its
peripheral spectrum consists of the single point ρ(A) and is called imprimitive if its pe-
ripheral spectrum contains more than one point. For imprimitive operators that are non-
negative with respect to the cone of nonnegative functions in Lp(Ω) (C(Ω)), the invari-
ance of the spectrum of the operator A with respect to some rotation is proved in [1, 8].
(In [1] an analogue of the classical Frobenius theorem on the general form of primitive
and imprimitive matrices is proved for compact indecomposable integral operators. This
statement holds also true for arbitrary, not necessarily integral, compact indecomposable
operators.) Call a cone K in Lp(Ω) (C(Ω)) assumed if an indecomposable, nonnegative
with-respect-to-the-cone-K , and completely continuous operator A has the properties,
proved in [1], that is, ρ(A) is a positive simple eigenvalue of A; and if A has h eigenval-
ues, equal in modulus to ρ(A), then each of them is simple and they coincide with the
hth roots of ρ(A)h. We will call the operator A 2-totally nonnegative if A and A∧A are
nonnegative with respect to some assumed cones K and ˜K in Lp(Ω) (C(Ω)) and Lp(W)
(C0(W), resp.) and primitive.

Let us prove a generalization of one of the statements of Kreı̆n and Gantmakher in the
case of 2-totally-nonnegative operators in the spaces Lp(Ω) and C(Ω).
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Theorem 6.2. Let X be either Lp(Ω) or C(Ω), and, respectively, let ˜X be either Lp(W)
or C0(W). Let a completely continuous operator A : X → X with ρ(A) > 0 be nonnegative
with respect to an assumed cone K in X and indecomposable, and let the operator A∧A :
˜X → ˜X with ρ(A∧A) > 0 be nonnegative with respect to an assumed cone ˜K in ˜X and also
indecomposable. Let h(A) and h(A∧A) be the indices of imprimitivity of A and A∧A
respectively. Then

(a) either h(A)= 1 and h(A∧A) is arbitrary, or h(A)= 3 and h(A∧A)= 3;
(b) if h(A)= 1 then the operator A has two possible simple eigenvalues λ1, λ2, with

ρ(A)= λ1 > λ2 ≥ |λ3| ≥ ··· ; (6.2)

(c) if h(A) = h(A∧A) = 1, then λ2 is different according to the module from the other
eigenvalues;

(d) if h(A) = 1 and h(A∧A) > 1, then the operator A has h(A∧A) eigenvalues λ2,
λ3, . . . ,λh(A∧A)+1, equal in modulus to λ2, each of them is simple, and they coincide

with the h(A∧A)th roots of λh(A∧A)
2 .

Proof. (a) First we will prove that if a completely continuous nonnegative operator A
is imprimitive with h(A) = 2, then its exterior square can not be nonnegative. Really,
according to the theorem of indecomposable operators, we have that there are two eigen-
values ρ(A) > 0 and −ρ(A) on the spectral circle of the operator A. As it follows, there is
only one negative eigenvalue−ρ2(A) on the spectral circle of A∧A and that is impossible
if A∧A is nonnegative.

Let h(A) > 3 and let A∧A be nonnegative. Prove that A∧A is decomposable (i.e., it
has invariant components). Suppose the opposite: let A∧A be indecomposable. Then
ρ(A∧A) = ρ(A)2 and all the other eigenvalues on the spectral circle of A∧A are sim-
ple. On the other hand, from Theorem 5.2 and imprimitivity of A, it follows that all
the eigenvalues of A∧A, situated on the spectral circle, can be represented as couple
products of different h(A)th roots of ρ(A)h(A). Let us examine λj = ρ(A)e2π( j−1)i/h(A) ( j =
1, . . . ,h(A))—all the eigenvalues of A, situated on the spectral circle. It is obvious that
λ2λh(A) = λ3λh(A)−1 = ··· = λkλh(A)−(k−2) = ··· = ρ(A)2. As it follows, ρ(A∧A) = ρ(A)2

is not a simple eigenvalue of A∧A.
Prove that if A is imprimitive with its index h(A) = 3 and its exterior square is inde-

composable, then A∧A is also imprimitive with h(A∧A)= 3. Indeed, in this case there
are three eigenvalues λ1 = ρ(A), λ2 = ρ(A)e2πi/3, λ3 = ρ(A)e4πi/3 on the spectral circle of
the operator A and there are also three eigenvalues λ1λ2 = ρ(A)2e2πi/3, λ1λ3 = ρ(A)2e4πi/3,
and λ2λ3 = ρ(A)e2πi/3ρ(A)e4πi/3 = ρ(A)2 that coincide with the 3rd roots of (ρ(A)2)3, on
the spectral circle of A∧A.

(b) The existence and the positiveness of the first and the second eigenvalues follow
from Theorem 6.1. The simplicity of λ2 follows from the equality λ2 = ρ(A∧A)/ρ(A)
and the simplicity of eigenvalues ρ(A) and ρ(A∧A).

(c) In the case of h(A) = h(A∧A) = 1 the distinction according to the module of λ2

from other eigenvalues is obvious.
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(d) In case of h(A∧A) > 1 from Theorem 5.2 and the properties of the peripheral
spectrum of the imprimitive operator A∧ A it follows that for an eigenvalue λj , j =
2, . . . ,h(A∧A) + 1 the next equality holds: λj = ρ(A∧A)e2π( j−1)i/h(A∧A)/ρ(A). �

Consider an example of operator for which the conditions of Theorem 6.2 are satisfied
and h(A)= 3. Let the operator A :R3→R3 be defined by the matrix

A=
⎛

⎜

⎝

0 0 1
1 0 0
0 1 0

⎞

⎟

⎠ . (6.3)

It is obvious that this operator is nonnegative with respect to the cone of nonnegative vec-
tors inR3 and imprimitive with h(A)= 3. In the basis, which consists of exterior products
of the given basic vectors, the matrix of the exterior square of operator A∧A coincides
with the second associated matrix, that is, it can be represented in the following form:

A∧A=
⎛

⎜

⎝

0 −1 0
0 0 −1
1 0 0

⎞

⎟

⎠ . (6.4)

It is obvious that A∧A is imprimitive with h(A∧A)= 3. It is also obvious that it leaves
invariant the cone of vectors (1,0,0), (0,−1,0), and (0,0,1).

Given an operator A in the finite-dimensional space R3, it is not difficult, using the
standard scheme, to define a linear integral operator with the same properties, acting in
Lp(Ω) or C(Ω).

7. Linear integral operators in the spaces Lp(Ω) and C(Ω)

Let us examine a linear integral operator A with kernel k(t,s), acting in the space Lp(Ω).
Observing that

(A⊗A)x
(

t1, t2
)= A(1)A(2)x

(

t1, t2
)

=
∫

Ω
k
(

t1,s1
)

(∫

Ω
k
(

t2,s2
)

x
(

s1,s2
)

dμ
)

dμ

=
∫

Ω

∫

Ω
k
(

t1,s1
)

k
(

t2,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

,

(7.1)

we conclude that the tensor square of the operator A is a linear integral operator with
kernel k(t1,s1)k(t2,s2), acting in the space Lp(Ω×Ω). Thus the exterior square of A
is a restriction of the integral operator with kernel k(t1,s1)k(t2,s2) onto the subspace
Lap(Ω×Ω).
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Let us examine the value of the operator a ◦ (A⊗A) on an arbitrary function x(t1, t2)
from Lp(Ω×Ω):

a◦
(∫

Ω×Ω
k
(

t1,s1
)

k
(

t2,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

)

= 1
2

∫

Ω×Ω
k
(

t1,s1
)

k
(

t2,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

− 1
2

∫

Ω×Ω
k
(

t2,s1
)

k
(

t1,s2
)

x
(

s1,s2
)

d
(

μ⊗μ
)(

s1,s2
)

= 1
2

∫

Ω×Ω

∣

∣

∣

∣

∣

∣

k
(

t1,s1
)

k
(

t1,s2
)

k
(

t2,s1
)

k
(

t2,s2
)

∣

∣

∣

∣

∣

∣

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

.

(7.2)

Since the values of the operators a ◦ (A⊗A) and A∧A on antisymmetric functions do
coincide, it is obvious that

∫

Ω×Ω
k
(

t1,s1
)

k
(

t2,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

= a◦
∫

Ω×Ω
k
(

t1,s1
)

k
(

t2,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

= 1
2

∫

Ω×Ω

∣

∣

∣

∣

∣

∣

k
(

t1,s1
)

k
(

t1,s2
)

k
(

t2,s1
)

k
(

t2,s2
)

∣

∣

∣

∣

∣

∣

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

,

(7.3)

where x(t1, t2) is an arbitrary function from Lap(Ω×Ω).

Further, we will call the kernel
∣

∣

∣

k(t1,s1) k(t1,s2)
k(t2,s1) k(t2,s2)

∣

∣

∣ the second associated kernel k(t,s) and
will denote it by (k∧ k)(t1, t2,s1,s2).

Since Ω×Ω=W ∪ ˜W , we have that

(A∧A)x
(

t1, t2
)

= 1
2

∫

W
(k∧ k)

(

t1, t2,s1,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

+
1
2

∫

˜W
(k∧ k)

(

t1, t2,s1,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

= ··· .

(7.4)

Exchanging the places of s1 and s2 in the second integral, we get

··· =
∫

W
(k∧ k)

(

t1, t2,s1,s2
)

x
(

s1,s2
)

d(μ⊗μ)
(

s1,s2
)

. (7.5)

Now we can consider the exterior square of the operator A, acting in the space Lp(Ω), as
a linear integral operator, acting in Lp(W), with the kernel equal to the second associated
to k(t,s). The same reasoning is true for the space C(Ω).

A nonnegative kernel k(t,s) is called indecomposable if for any measurable set D ∈
Ω, 0 < μ(D) < μ(Ω), there exist measurable sets A ∈ D, B ∈ Ω \D, such that μ(A) > 0,
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μ(B) > 0 and k(t,s) > 0 almost everywhere on A×B. A nonnegative integral operator A
with a kernel k(t,s) is indecomposable if and only if the kernel k(t,s) is indecomposable
(see [8]). In [1], for an indecomposable nonnegative linear integral operator, the pos-
itiveness and the simplicity of the eigenvalue ρ(A) is proved (see [1, page 6, Theorem
2]).

An indecomposable kernel k(t,s) is called imprimitive, if there exists a decomposition
of the set Ω in n > 1 nonintersecting sets Ω j ( j = 1, . . . ,n) of a positive measure: Ω =
∪n

j=1Ω j , for which k(t,s) = 0 with t ∈ Ω j , s /∈ Ω j+1 for any j = 1, . . . ,n (in the case of
j = n we presuppose j + 1 to be equal to 1). Otherwise the kernel k(t,s) is called primitive.
A compact integral operator A is imprimitive (resp., primitive) if and only if its kernel
is imprimitive (primitive). A kernel k(t,s) is called 2-totally nonnegative, if both k(t,s)
and (k∧ k)(t1, t2,s1,s2) are primitive. Further, we will examine on the set W the second
associated kernel and the conditions implied to it. The index of imprimitivity of (k ∧
k)(t1, t2,s1,s2) will be denoted by h(k∧ k).

Let the kernel k(t,s) of a completely continuous integral operator A in the space Lp(Ω)
or C(Ω) be nonnegative and primitive. Let its second associated kernel be also nonneg-
ative and primitive. Then Theorem 6.2 implies that the second, according to the module,
eigenvalue of the operator A λ2 is positive, simple, and different in modulus from the other
eigenvalues.

Note that in this reasoning the kernel is not presupposed to be continuous, but only
assume that the operator A acts in the space Lp(Ω) or C(Ω).

8. Concluding remarks

All the results given in the present paper can be easily spread on k-totally-nonnegative
operators (k > 2), acting in the space Lp(Ω) or C(Ω). Similar results will be also true for
other spaces, for example, for some ideal spaces, the Lorenz-Martzinkevich space, and so
forth.
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We suggest the construction of an oriented coincidence index for nonlinear Fredholm
operators of zero index and approximable multivalued maps of compact and condensing
type. We describe the main properties of this characteristic, including applications to
coincidence points. An example arising in the study of a mixed system, consisting of a
first-order implicit differential equation and a differential inclusion, is given.
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bution, and reproduction in any medium, provided the original work is properly cited.

1. Introduction

The necessity of studying coincidence points of Fredholm operators and nonlinear (com-
pact and condensing) maps of various classes arises in the investigation of many prob-
lems in the theory of partial differential equations and optimal control theory (see, e.g.,
[3, 4, 7, 13, 17, 18, 20–22]). The use of topological characteristics of coincidence de-
gree type is a very effective tool for solving such type of problems. For inclusions with
linear Fredholm operators, a number of such topological invariants was studied in the
works [7, 8, 13, 18, 19]. In the present paper, we suggest the general construction of an
oriented coincidence index for nonlinear Fredholm operators of zero index and approx-
imable multivalued maps of compact and condensing type. A nonoriented analogue of
such index was described earlier in the authors work [17].

The paper is organized in the following way. In Section 2, we give some preliminaries.
In Section 3, we present the construction of the oriented coincidence index, first for a
finite-dimensional case, and later, on that base, we develop the construction in the case of
a compact triplet. In Section 4, using the technique of fundamental sets, we give the most
general construction of the oriented index for a condensing triplet and describe its main
properties, including its application to the existence of coincidence points. In Section 5,
we consider an example of a condensing triplet arising in the study of a mixed system,
consisting of a first-order implicit differential equation and a differential inclusion.
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2 An oriented coincidence index

2. Preliminaries

By the symbols E, E′, we will denote real Banach spaces. Everywhere, by Y we will de-
note an open bounded set U ⊂ E (case (i)) or U∗ ⊂ E× [0,1] (case (ii)). We recall some
notions (see, e.g., [3]).

Definition 2.1. A C1-map f : Y → E′ is Fredholm of index k ≥ 0 ( f ∈ ΦkC1(Y)) if for
every y ∈ Y the Frechet derivative f ′(y) is a linear Fredholm map of index k, that is,
dimKer f ′(y) <∞, dimCoker f ′(y) <∞, and

dimKer f ′(y)−dimCoker f ′(y)= k. (2.1)

Definition 2.2. A map f : Y → E′ is proper if f −1(�) is compact for every compact set
�⊂ E′.

We recall now the notion of oriented Fredholm structure on Y .
An atlas {(Yi,Ψi)} on Y is said to be Fredholm if, for each pair of intersecting charts

(Yi,Ψi) and (Yj ,Ψ j) and every y ∈ Yi∩Yj , it is

(

Ψ j ◦Ψ−1
i

)′(
Ψi(y)

)∈ CG( ˜E
)

, (2.2)

where ˜E is the corresponding model space, and CG( ˜E) denotes the collection of all linear
invertible operators in ˜E of the form i+ k, where i is the identity map and k is a compact
linear operator.

The set CG( ˜E) is divided into two connected components. The component containing
the identity map will be denoted by CG+( ˜E).

Two Fredholm atlases are said to be equivalent if their union is still a Fredholm atlas.
The class of equivalent atlases is called a Fredholm structure.

A Fredholm structure on U is associated to a Φ0C1-map f : U → E′ if it admits an atlas
{(Yi,Ψi)} with model space E′ for which

(

f ◦Ψ−1
i

)′(
Ψi(y)

)∈ LC(E′) (2.3)

at each point y ∈ U , where LC(E′) denotes the collection of all linear operators in E′

of the form: identity plus a compact map. Let us note that each Φ0C1-map f : U → E′

generates a Fredholm structure on U associated to f .
A Fredholm atlas {(Yi,Ψi)} on Y is said to be oriented if for each intersecting charts

(Yi,Ψi) and (Yj ,Ψ j) and every y ∈ Yi∩Yj , it is true that

(

Ψ j ◦Ψ−1
i

)′(
Ψi(y)

)∈ CG+(E). (2.4)

Two oriented Fredholm atlases are called orientally equivalent if their union is an ori-
ented Fredholm atlas on Y . The equivalence class with respect to this relation is said to
be the oriented Fredholm structure on Y .

We will need also the following result (see [3]).
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Proposition 2.3. Let f ∈ΦkC1(Y); K ⊂ Y a compact set. Then there exist an open neigh-
borhood �, K ⊂ �⊂ Y , and a finite-dimensional subspace E′n ⊂ E′such that

f −1(E′n
)∩�=Mn+k, (2.5)

where Mn+k is an n+ k dimensional manifold. Moreover, the restriction f|� is transversal to
E′n, that is, f ′(x)E+E′n = E′ for each x ∈ �.

We describe now some notions of the theory of multivalued maps that will be used in
the sequel (details can be found, e.g., in [1, 2, 9, 12]).

Let (X ,dX),(Z,dZ) be metric spaces.
Given a subset A and ε > 0, we denote by Oε(A) the ε-neighborhood of A. Let K(Z) de-

note the collection of all nonempty compact subsets of Z. Given a multivalued map (mul-
timap) Σ : X�K(Z), a continuous map, σε : X→Z, ε > 0, is said to be an ε-approximation
of Σ if for every x ∈ X , there exists x′ ∈Oε(x) such that σε(x)∈Oε(Σ(x′)).

It is clear that the notion can be equivalently expressed saying that

σε(x)∈Oε
(

Σ
(

Oε(x)
))

(2.6)

for all x ∈ X , or that

Γσε ⊂
(

ΓΣ
)

, (2.7)

where Γσε ,ΓΣ denote the graphs of σε and Σ, respectively, while the metric in X × Z is
defined in a natural way as

d
(

(x,z),(x′,z′)
)=max

{

dX(x,x′),dZ
(

z,z′)
}

. (2.8)

The fact that σε is an ε-approximation of the multimap Σ will be denoted by σε ∈ a(Σ,ε).
A multimap Σ : X � K(Z) is said to be upper semicontinuous (u.s.c.) if for every open

set V ⊂ Z, the set Σ−1
+ (V)= {x ∈ X : Σ(x)⊂V} is open in X .

An u.s.c. multimap Σ : X � K(Z) is closed if its graph ΓΣ is a closed subset of X ×Z.
We can summarize some properties of ε-approximations in the following statement

(see [9]).

Proposition 2.4. Let Σ : X � K(Z) be an u.s.c. multimap.
(i) Let X1 be a compact subset of X . Then, for every ε > 0, there exists δ > 0 such that

σ ∈ a(Σ,δ) implies σ|X1 ∈ a(Σ|X1 ,ε).
(ii) Let X be compact, Z1 a metric space, and ϕ : Z → Z1 a continuous map. Then, for

every ε > 0, there exists δ > 0 such that σ ∈ a(Σ,δ) implies ϕ ◦ σ ∈ a(ϕ◦Σ,ε).
(iii) Let X be compact, Σ∗ : X × [0,1]→ K(Z) an u.s.c. multimap. Then, for every λ ∈

[0,1] and ε > 0, there exists δ > 0 such that σ∗ ∈ a(Σ∗,δ) implies that σ∗(·,λ) ∈
a(Σ∗(·,λ),ε).

(iv) Let Z1 be a metric space, Σ1 : X � K(Z1) an u.s.c. multimap. Then for every ε > 0,
there exists δ > 0 such that σ ∈ a(Σ,δ) and σ1 ∈ a(Σ1,δ) imply that σ × σ1 ∈ a(Σ×
Σ1,ε), where (σ × σ1)(x)= σ(x)× σ1(x), (Σ×Σ1)(x)= Σ(x)×Σ1(x).

In the sequel, we will use the following important property of ε-approximations.
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Proposition 2.5. Let X , X ′, Z be metric spaces; f : X → X ′ a continuous map; Σ : X �
K(Z) an u.s.c. multimap; ϕ : Z → X ′ a continuous map. Suppose that X1 ⊆ X is a compact
subset such that

Coin( f ,ϕ◦Σ)∩X1 =∅, (2.9)

where Coin( f ,ϕ ◦ Σ) = {x ∈ X : f (x) ∈ ϕ ◦ Σ(x)} is the coincidence points set. If ε > 0 is
sufficiently small and σε ∈ a(Σ,ε), then

Coin
(

f ,ϕ◦ σε
)∩X1 =∅. (2.10)

Proof. Suppose, to the contrary, that there are sequences {xn} ⊂ X1 and εn → 0, εn > 0,
such that

f
(

xn
)= ϕσεn

(

xn
)

(2.11)

for a sequence σεn ∈ a(Σ,εn).
From Proposition 2.4(i) and (ii) we can deduce that, without loss of generality, the

maps ϕσεn|X1 form a sequence of δn-approximations of ϕΣ|X1 , with δn→ 0 and hence

(

xn,ϕσεn
(

xn
))∈Oδn

(

ΓϕΣ|X1

)

. (2.12)

The graph of the u.s.c. multimap ϕΣ|X1 is a compact set (see, e.g., [12, Theorem 1.1.7]),
hence we can assume, without loss of generality, that

(

xn,ϕσεn
(

xn
))−−−−→

n→∞
(

x0, y0
)∈ ΓϕΣ|X1

, (2.13)

that is, y0 ∈ ϕΣ(x0). Passing to the limit in (2.11), we obtain that f (x0) = y0 ∈ ϕΣ(x0),
that is, x0 ∈ Coin( f ,ϕΣ), giving the contradiction. �

To present the class of multimaps which will be considered, we recall some notions.

Definition 2.6 (see, e.g., [1, 9, 10, 15]). A nonempty compact subset A of a metric space Z
is said to be aspheric (or UV∞, or∞-proximally connected) if for every ε > 0, there exists
δ, 0 < δ < ε, such that for each n = 0,1,2, . . . , every continuous map g : Sn → Oδ(A) can
be extended to a continuous map g̃ : Bn+1→Oε(A), where Sn = {x ∈Rn+1 : ‖x‖ = 1} and
Bn+1 = {x ∈Rn+1 : ‖x‖ ≤ 1}.
Definition 2.7 (see [11]). A nonempty compact space A is said to be an Rδ-set if it can be
represented as the intersection of a decreasing sequence of compact, contractible spaces.

Definition 2.8 (see [9]). An u.s.c. multimap Σ : X → K(Z) is said to be a J-multimap
(Σ∈ J(X ,Z)) if every value Σ(x), x ∈ X , is an aspheric set.

We will use the notions of absolute retract (AR-space) and of absolute neighborhood
retract (ANR-space) (see, e.g., [5, 9]).
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Proposition 2.9 (see [9]). Let Z be an ANR-space. In each of the following cases, an u.s.c.
multimap Σ : X → K(Z) is a J-multimap: for each x ∈ X , the value Σ(x) is

(a) a convex set;
(b) a contractible set;
(c) an Rδ-set;
(d) an AR-space.

In particular, every continuous map σ : X → Z is a J-multimap.

The next statement describes the approximation properties of J-multimaps.

Proposition 2.10 (see [9, 10, 15]). Let X be a compact ANR-space; Z a metric space;
Σ∈ J(X ,Z). Then

(i) the multimap Σ is approximable; that is, for every ε > 0, there exists σε ∈ a(Σ,ε);
(ii) for each ε > 0, there exists δ0 > 0 such that for every δ (0 < δ < δ0) and for every

two δ-approximations σδ ,σ ′δ ∈ a(Σ,δ), there exists a continuous map (homotopy)
σ∗ : X × [0,1]→ Z such that
(a) σ∗(·,0)= σδ , σ∗(·,1)= σ ′δ ;
(b) σ∗(·,λ)∈ a(Σ,ε) for all λ∈ [0,1].

Definition 2.11. Denote by CJ(X ,X ′) the collection of all multimaps G : X → K(X ′) of the
form G = ϕ ◦Σ, where Σ ∈ J(X ,Z) for some metric space Z, ϕ : Z → X ′ is a continuous
map. The composition ϕ ◦Σ will be called the representation (or decomposition, cf. [9])
of G. Denote G= (ϕ◦Σ)∈ CJ(X ,X ′).

It has to be noted that a multimap can admit different representations (see [9]).

3. Oriented coincidence index for compact triplets

We will start from the following notion.

Definition 3.1. The map f : Y → E′, the multimap G= (ϕ◦Σ)∈ CJ(X ,X ′), and the space
Y form a compact triplet ( f ,G,Y)C if the following conditions are satisfied:

(h1) f is a continuous proper map, f|Y ∈ΦkC1(Y) with k = 0 in case (i), k = 1 in case
(ii), and the Fredholm structure on Y generated by f is oriented;

(h2) G is compact, that is, G(Y) is a relatively compact subset of E′;
(h3) Coin( f ,G)∩ ∂Y =∅.

Let us mention that from hypotheses (h1), (h2), it follows that the coincidence points
set Q= Coin( f ,G) is compact.

3.1. The case of a finite-dimensional triplet. Given a triplet ( f ,G,Y)C, from Proposition
2.3 we know that there exist an open neighborhood �⊂ Y of the set Q = Coin( f ,G) and
an n-dimensional subspace E′n ⊂ E′ such that f −1(E′n)∩� =M, a manifold which is n-
dimensional in case (i) and (n+ 1)-dimensional in case (ii).

Now, suppose that the multimap G = ϕ ◦ Σ is finite-dimensional, that is, that there
exists a finite-dimensional subspace E′m ⊂ E′ such that G(Y)⊂ E′m. We can assume, with-
out loss of generality, that E′m ⊂ E′n. Then clearly Q ⊂M. Let us mention also that the
orientation on Y induces the orientation on M.
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A compact triplet ( f ,G,Y)C such that G is finite-dimensional will be denoted by
( f ,G,Y)Cm and will be called finite-dimensional.

Lemma 3.2. For ( f ,G = (ϕ ◦ Σ),Y)Cm , let Oκ be a κ-neighborhood of Q. Then, Σ|Oκ

is
approximable provided that κ > 0 is sufficiently small.

Proof. Consider an open bounded set N satisfying the following conditions:
(i) Q⊂N ⊂N ⊂M;

(ii) N is a compact ANR-space.
Let us note that as N we can take a union of a finite collection of balls with centers in

Q.
Let us take κ > 0 so thatOκ ⊂N . Then the statement follows from Propositions 2.10(i)

and 2.4(i). �

Now, let the neighborhood Oκ be chosen so that Σ is approximable on Oκ . From
Proposition 2.5, we know that

Coin
(

f ,ϕ◦ σε
)∩ ∂Oκ =∅ (3.1)

provided that σε ∈ a(Σ|Oκ

,ε) and ε > 0 is sufficiently small.
So, we can consider the following map of pairs of spaces:

f −ϕ◦ σε :
(

Oκ ,∂Oκ

)−→ (E′n,E′n\0
)

. (3.2)

Now we are in position to give the following notion.

Definition 3.3. The oriented coincidence index of a finite-dimensional triplet ( f ,G =
(ϕ◦Σ),U)Cm is defined by the equality

(

f ,G= (ϕ◦Σ),U
)

Cm
:= deg

(

f −ϕ◦ σε,Oκ

)

, (3.3)

where κ > 0 and ε > 0 are taken small enough and the right-hand part of equality (3.3)
denotes the Brouwer topological degree.

Now we will demonstrate that the given definition is consistent, that is, the coincidence
index does not depend on the choice of an ε-approximation σε and the neighborhood Oκ .

Lemma 3.4. Let σε and σ ′ε ∈ a(Σ|Oκ .,ε) be two approximations. Then

deg
(

f −ϕ◦ σε,Oκ

)= deg
(

f −ϕ◦ σ ′ε ,Oκ

)

(3.4)

provided that ε > 0 is sufficiently small.

Proof. Let us take any neighborhood N ′ of Q such that Q ⊂N ′ ⊂N ′ ⊂Oκ and N ′ is an
ANR-space. Then, by Propositions 2.4(i) and 2.5, we know that we can take ε > 0 small
enough to provide that σε|N ′ and σ ′ε|N ′ are δ0-approximations of Σ|N ′ and

Coin
(

f ,ϕ◦ σε
)∩ (Oκ\N ′

)=∅,

Coin
(

f ,ϕ◦ σ ′ε
)∩ (Oκ\N ′

)=∅.
(3.5)
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Since Σ|N ′ is approximable, we can assume that ε > 0 is chosen so small that there exists a
map γ : N ′ × [0,1]→ Z with the following properties:

(i) γ(·,0)= σε|N ′ ,γ(·,1)= σ ′ε|N ′ ;
(ii) γ(λ,·)∈ a(Σ|N ′ ,δ1) for each λ∈ [0,1], where δ1 is arbitrary small;

(iii) Coin( f ,ϕ◦ γ(·,λ))∩ ∂N ′ =∅ for all λ∈[0,1] (see Propositions 2.10(ii) and 2.5).
Each map f − ϕ ◦ γ(·,λ), λ ∈ [0,1], transforms the pair (N ′,∂N ′) into the pair (En,

En\0) for each λ∈ [0,1], and by the homotopy property of the Brouwer degree we have
deg( f −ϕ◦ σε,N ′)= deg( f −ϕ◦ σ ′ε ,N ′). Further from (3.5) and the additive property of
the Brouwer degree, we have

deg
(

f −ϕ◦ σε,Oκ

)= deg
(

f −ϕ◦ σε,N ′
)

,

deg
(

f −ϕ◦ σ ′ε ,Oκ

)= deg
(

f −ϕ◦ σ ′ε ,N ′
) (3.6)

proving equality (3.4). �

Now, if Oκ
′ ⊂Oκ , the equality

deg
(

f −ϕ◦ σε,Oκ
′
)= deg

(

f −ϕ◦ σε,Oκ

)

, (3.7)

where ε > 0 is sufficiently small, follows easily from Propositions 2.4(i), 2.5, and the ad-
ditive property of the Brouwer degree.

At last, let us mention also the independence of the construction on the choice of the
transversal subspace E′n. In fact, if we take two subspaces E′n0

and E′n1
, we may assume,

without loss of generality, that E′n0
⊂ E′n1

. As earlier, we assume that G(U) ⊂ E′m ⊂ E′n0
⊂

E′n1
. Then, from the construction, we obtain two manifolds Mn0 , Mn1 , Mn0 ⊂Mn1 and

two neighborhoods On0
κ
⊂Mn0 , On1

κ
⊂Mn1 , On0

κ
⊂ On1

κ
for κ > 0 sufficiently small. Now,

take ε > 0 small enough to provide that the degrees deg( f −ϕ ◦ σε,On1
κ ) and deg( f −ϕ ◦

σε,O
n0
κ ) are well defined. Then the equality

deg
(

f −ϕ◦ σε,On1
κ

)= deg
(

f −ϕ◦ σε,On0
κ

)

(3.8)

follows from the map restriction property of Brouwer degree.
Now, let us mention the main properties of the defined characteristic. Directly from

Definition 3.3 and Proposition 2.5, we deduce the following statement.

Theorem 3.5 (the coincidence point property). If Ind( f ,G,U)Cm �=0, then ∅�=Coin( f ,
G)⊂U .

To formulate the topological invariance property of the coincidence index, we will give
the following definition.

Definition 3.6. Two finite-dimensional triplets ( f0,G0 = (ϕ0 ◦ Σ0),U0)Cm and ( f1,G1 =
(ϕ1 ◦Σ1),U1)Cm are said to be homotopic,

(

f0,G0 =
(

ϕ0 ◦Σ0
)

,U0
)

Cm
∼ ( f1,G1 =

(

ϕ1 ◦Σ1
)

,U1
)

Cm
, (3.9)
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if there exists a finite-dimensional triplet ( f∗,G∗,U∗)Cm , where U∗ ⊂ E× [0,1] is an open
set, such that

(a) Ui =U∗ ∩ (E×{i}), i= 0,1;
(b) f∗|Ui

= fi, i= 0,1;
(c) G∗ has the form

G∗(x,λ)= ϕ∗
(

Σ∗(x,λ),λ
)

, (3.10)

where Σ∗ ∈ J(U∗,Z), ϕ∗ : Z× [0,1]→ E′, is a continuous map, and

Σ∗|Ui
= Σi, ϕ∗|Z×{i} = ϕi, i= 0,1. (3.11)

Theorem 3.7 (the homotopy invariance property). If

(

f0,G0,U0
)

Cm
∼ ( f1,G1,U1

)

Cm
, (3.12)

then
∣

∣

∣Ind
(

f0,G0,U0
)

Cm

∣

∣

∣=
∣

∣

∣Ind
(

f1,G1,U1
)

Cm

∣

∣

∣. (3.13)

Proof. Let ( f∗,G∗,U∗)Cm be a finite-dimensional triplet connecting the triplets ( f0,G0,
U0)Cm and ( f1,G1,U1)Cm . Let O∗κ ⊂ U∗ be a κ-neighborhood of Q∗ = Coin( f∗,G∗),
where κ > 0 is sufficiently small.

Take σ∗ε ∈ a(Σ∗|O∗κ

,ε) for ε > 0 sufficiently small. Applying Propositions 2.4 and 2.5,
we can verify that the map ϕ∗ ◦ σ∗ε : O∗κ → E′, ϕ∗ ◦ σ∗ε(x,λ) = ϕ∗(σ∗ε(x,λ),λ) is a δ′-
approximation of G∗|O∗κ

for δ′ > 0 arbitrary small and, moreover,

Coin
(

f∗,ϕ∗ ◦ σ∗ε
)∩ ∂O∗κ =∅ (3.14)

and ϕ∗ ◦ σ∗ε|Oκi
, for Oκi = O∗κ ∩Ui, i = 0,1, are δ′′-approximations of Gi|Oκi

, i = 0,1,
where δ′′ > 0 is arbitrary small.

Denoting σ∗ε|Oκi
= σi, i= 0,1, we have

∣

∣deg
(

f0−ϕ0 ◦ σ0,Oκ0
)∣

∣= ∣∣deg
(

f1−ϕ1 ◦ σ1,Oκ1
)∣

∣ (3.15)

(see [22]), proving the theorem. �

Remark 3.8. If the Fredholm map f is constant under the homotopy, that is, U∗ has the
form U∗ = U × [0,1], where U ⊂ E is an open set and f∗(x,λ) = f (x) for all λ ∈ [0,1],
where f ∈Φ0C1(U), then

deg
(

f −ϕ0 ◦ σ0,U
)= deg

(

f −ϕ1 ◦ σ1,U
)

(3.16)

(see [21, 22]). Hence

Ind
(

f ,G0,U
)

Cm
= Ind

(

f ,G1,U
)

Cm
. (3.17)

From Definition 3.3 and the additive property of the Brouwer degree, we obtain the
following property of the oriented coincidence index.
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Theorem 3.9 (additive dependence on the domain property). Let U0 and U1 be disjoint
open subsets of an open bounded set U ⊂ E and let ( f ,G,U)Cm be a finite-dimensional triplet
such that

Coin( f ,G)∩ (U\(U0∪U1
))=∅. (3.18)

Then

Ind( f ,G,U)Cm =
(

f ,G,U0
)

Cm
+
(

f ,G,U1
)

Cm
. (3.19)

3.2. The case of a compact triplet. Now, we want to define the oriented coincidence
degree for the general case of a compact triplet ( f ,G= (ϕ◦Σ),U)C.

From the properness property of f and the compactness of G, one can easily deduce
the following statement.

Proposition 3.10. Let ( f ,G,U)C be a compact triplet; Λ : Y → K(E′) a multimap defined
as

Λ(y)= f (y)−G(y). (3.20)

Then, for every closed subset Y1 ⊂ Y , the set Λ(Y1) is closed.

From the above assertion, it follows that, given a compact triplet ( f ,G,U)C, there exists
δ > 0 such that

Bδ(0)∩Λ(∂U)=∅, (3.21)

where Bδ(0)⊂ E′ is a δ-neighborhood of the origin.

Let us take a continuous map iδ : G(U)→ Em, where Em ⊂ E is a finite-dimensional
subspace, with the property that

∥

∥iδ(v)− v
∥

∥ < δ (3.22)

for each v ∈G(U). As iδ , we can choose the Schauder projection (see, e.g., [14]).
Now, if G has the representation G= ϕ ◦Σ, consider the finite-dimensional multimap

Gm = iδ ◦ϕ◦Σ. From (3.21) and (3.22), it follows that f , Gm and U form a finite-dimen-
sional triplet ( f ,Gm,U)Cm .

We can now define the oriented coincidence index for a compact triplet in the follow-
ing way.

Definition 3.11. The oriented coincidence index for a compact triplet ( f ,G= (ϕ◦Σ),U)C
is defined by the equality

Ind( f ,G,U)C := Ind
(

f ,Gm,U
)

Cm
, (3.23)

where Gm = iδ ◦ϕ◦Σ and the map iδ satisfies condition (3.22).
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To prove the consistency of the given definition, it is sufficient to mention that, given

two different maps i0δ , i1δ : G(U)→ E′m satisfying property (3.22), we have the homotopy
of the corresponding finite-dimensional triplets

(

f ,G0
m,U

)

Cm
∼ ( f ,G1

m,U
)

Cm
, (3.24)

where Gk
m = ikδ ◦ ϕ ◦ Σ, i = 0,1. (It is clear that the finite-dimensional space E′m can be

taken the same for both maps i0δ , i1δ .)
In fact, the homotopy is realized by the multimap G∗ : U × [0,1]→ K(E′m), defined as

G∗(x,λ)= ϕ∗
(

Σ(x,λ)
)

, where ϕ∗(z,λ)= (1− λ)i0δϕ(z) + λi1δϕ(z). (3.25)

So, from Remark 3.8, it follows that

Ind
(

f ,G0
m,U

)

Cm
= Ind

(

f ,G1
m,U

)

Cm
. (3.26)

Applying Proposition 3.10 and Theorem 3.5, we can deduce the following coincidence
point property.

Theorem 3.12. If Ind( f ,G,U)C �= 0, then∅�= Coin( f ,G)⊂U .

The definition of homotopy for compact triplets ( f ,G0,U)C ∼ ( f ,G1,U)C has the
same form as in Definition 3.6 with the only difference that the connected triplet ( f∗,G∗,
U∗) is assumed to be compact.

Taking a finite-dimensional approximation of G∗ = ϕ∗ ◦Σ∗ as G∗m = iδ ◦ϕ∗ ◦Σ∗ and
applying Theorem 3.7 and Definition 3.11, we obtain the following homotopy invariance
property.

Theorem 3.13. If ( f ,G0,U)C ∼ ( f ,G1,U)C, then
∣

∣Ind
(

f0,G0,U0
)

C

∣

∣= ∣∣Ind
(

f1,G1,U1
)

C

∣

∣. (3.27)

Again, if f and U are constant, we have the equality

Ind
(

f ,G0,U
)

C = Ind
(

f ,G1,U
)

C. (3.28)

An analog of the additive dependence on the domain property (see Theorem 3.9) for
compact triplets also holds.

4. Oriented coincidence index for condensing triplets

In this section, we extend the notion of the oriented coincidence index to the case of
condensing triplets. At first we recall some notions (see, e.g., [12]). Denote by P(E′) the
collection of all nonempty subsets of a Banach space E′. Let (�,≥) be a partially ordered
set.

Definition 4.1. A map β : P(E′)→� is called a measure of noncompactness (MNC) in E′

if

β(coD)= β(D) for every D ∈ P(E′). (4.1)
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An MNC β is called
(i) monotone if D0,D1 ∈ P(E′), D0 ⊆D1, implies β(D0)≤ β(D1);

(ii) nonsingular if β({a}∪D)= β(D) for every a∈ E′, D ∈ P(E′);
(iii) real if A = R+ = [0,+∞] with the natural ordering, and β(D) < +∞ for every

bounded set D ∈ P(E′).

Among the known examples of MNC satisfying all the above properties we can con-
sider the Hausdorff MNC

χ(D)= inf
{

ε > 0 : D has a finite ε-net
}

, (4.2)

and the Kuratowski MNC

α(D)= inf
{

d > 0 : D has a finite partition with sets of diameter less than d
}

. (4.3)

Let again Y = U ⊂ E, or U∗ ⊂ E× [0,1], open bounded sets, f : Y → E′ a map; G :
Y → K(E′) a multimap, β an MNC in E′.

Definition 4.2. Maps f , G and the space Y form a β-condensing triplet ( f ,G,Y)β if they
satisfy conditions (h1) and (h3) in Definition 3.1, and (h2β) a multimap G = ϕ ◦ Σ ∈
CJ(Y ,E′) is β-condensing with respect to f , that is,

β
(

G(Ω)
)

� β
(

f (Ω)
)

(4.4)

for every Ω⊆ Y such that G(Ω) is not relatively compact.

Our target is to define the coincidence index for a β-condensing triplet ( f ,G,U)β. To
this aim, let us recall the following notion (see, e.g., [1, 7, 8, 12, 16]).

Definition 4.3. A convex, closed subset T ⊂ E′ is said to be fundamental for a triplet
( f ,G,Y)β if

(i) G( f −1(T))⊆ T ;
(ii) for any point y ∈ Y , the inclusion f (y)∈ co(G(y)∪T) implies that f (y)∈ T .

The entire space E′ and the set coG(Y) are natural examples of fundamental sets for
( f ,G,U)β.

It is easy to verify the following properties of a fundamental set.

Proposition 4.4. (a) The set Coin( f ,G) is included in f −1(T) for each fundamental set T
of ( f ,G,U)β.

(b) LetT be a fundamental set of ( f ,G,U)β, and P ⊂ T , then the set ˜T = co(G( f −1(T))∪
P) is also fundamental.

(c) Let {Tα} be a system of fundamental sets of ( f ,G,U)β. The set T = ∩αTα is also
fundamental.

Proposition 4.5. Each β-condensing triplet ( f ,G,U)β, where β is a monotone, nonsingular
MNC, admits a nonempty, compact fundamental set T .
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Proof. Consider the collection {Tα} of all fundamental sets of ( f ,G,U)β containing an
arbitrary point a ∈ E′. This collection is nonempty since it contains E′. Then, taking
T =∩αTα �=∅, we obviously have

T = co
(

G
(

f −1(T)
)∪{a}), (4.5)

and hence

β
(

f
(

f −1(T)
))≤ β(T)= β

(

G
(

f −1(T)
))

, (4.6)

so G( f −1(T)) is relatively compact and T is compact. �

Everywhere from now on, we assume that the MNC β is monotone and nonsingular.
Now, if T is a nonempty compact fundamental set of a β-condensing triplet ( f ,G =

(ϕ ◦ Σ),Y)β, let ρ : E′ → T be any retraction. Consider the multimap ˜G = ρ ◦ ϕ ◦ Σ ∈
CJ(Y ,E′). From Proposition 4.4(a), it follows that

Coin( f , ˜G)= Coin( f ,G). (4.7)

Hence, f , ˜G, and Y form a compact triplet ( f ,G,Y)C. We will say that ( f ,G,Y)C is a
compact approximation of the triplet ( f ,G,Y)β.

Definition 4.6. The oriented coincidence index of a β-condensing triplet ( f ,G,U)β is
defined by the equality

Ind( f ,G,U)β := Ind
(

f , ˜G,U
)

C, (4.8)

where ( f , ˜G,U)C is a compact approximation of ( f ,G,U)β.

To prove the consistency of the above definition, consider two nonempty, compact
fundamental sets T0 and T1 of the triplet ( f ,G= ϕ ◦Σ,U)β with retractions ρ0 : E′ → T0

and ρ1 : E
′ → T1, respectively.

If T0 ∩ T1 = ∅, then by Proposition 4.4(a) and (c), Coin( f , ˜G0) = Coin( f , ˜G1) =
Coin( f , ˜G)=∅, where ˜Gi = ρi ◦ϕ◦Σ, i= 0,1. Hence, by Theorem 3.12, Ind( f , ˜G0,U)C =
Ind( f , ˜G1,U)C = 0. Otherwise, we can assume, without loss of generality, that T0 ⊆ T1. In
this case, consider the map ϕ : Z× [0,1]→ E′, given by ϕ(z,λ)= ρ1 ◦ (λϕ(z) + (1− λ)ρ0 ◦
ϕ(z)) and the multimap G∈ CJ(U × [0,1],E′), G(x,λ)= ϕ(Σ(x),λ).

The compact triplet ( f ,G,U × [0,1])C realizes the homotopy

(

f , ˜G0,U
)

C ∼
(

f , ˜G1,U
)

C. (4.9)

Indeed, the only fact that we need to verify is that

Coin( f ,G)∩ (∂U × [0,1]
)=∅, (4.10)

where f (x,λ)≡ f (x) is the natural extension.
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To the contrary, suppose that there exists (x,λ)∈ ∂U × [0,1] such that

f (x)= ρ1 ◦
(

λϕ(z) + (1− λ)ρ0 ◦ϕ(z)
)

(4.11)

for some z ∈ Σ(x). But in this case, x ∈ f −1(T1) and hence ϕ(z) ∈ T1. Since also ρ0 ◦
ϕ(z)∈ T1, we have

λϕ(z) + (1− λ)ρ0 ◦ϕ(z)∈ T1 (4.12)

and so

f (x)= λϕ(z) + (1− λ)ρ0 ◦ϕ(z)∈ co
(

G(x)∪T0
)

(4.13)

and we obtain f (x)∈ T0 and x ∈ f −1(T0), implying ϕ(z)∈ T0 and ρ0 ◦ϕ(z)= ϕ(z). We
conclude that f (x)= ϕ(z)∈G(x) giving the contradiction.

Definition 4.7. Two β-condensing triplets ( f0,G0,U0)β and ( f1,G1,U1)β are said to be
homotopic:

(

f0,G0,U0
)

β ∼
(

f1,G1,U1
)

β, (4.14)

if there exists a β-condensing triplet ( f∗,G∗,U∗)β satisfying conditions (a), (b), (c) of
Definition 3.6.

Theorem 4.8 (the homotopy invariance property). If

(

f0,G0,U0
)

β ∼
(

f1,G1,U1
)

β, (4.15)

then

∣

∣Ind
(

f0,G0,U0
)

β

∣

∣= ∣∣Ind
(

f1,G1,U1
)

β

∣

∣. (4.16)

Proof. Let T∗ be a nonempty compact fundamental set of the triplet ( f∗,G∗ = (ϕ∗ ◦
Σ∗),U∗) connecting ( f0,G0,U0)β with ( f1,G1,U1)β. It is easy to see that T∗ is funda-
mental also for the triplets ( fk,Gk,Uk)β, k = 0,1. Let ρ∗ : E′ → T∗ be any retraction, and

( f∗, ˜G∗ = ρ∗ ◦ϕ∗ ◦ σ∗,U∗)C the corresponding compact approximation of ( f∗,G∗,U∗)β.

Then ( f∗, ˜G∗,U∗)C realizes a compact homotopy connecting the triplets ( fk,ρ∗ ◦ ϕk ◦
Σk,Uk)C, k=0,1 which are compact approximations of ( fk,Gk,Uk)β, k=0,1, respectively.

By Theorem 3.13, we have

∣

∣Ind
(

f0,ρ∗ ◦ϕ0 ◦Σ0,U0
)

C

∣

∣= ∣∣Ind
(

f1,ρ∗ ◦ϕ1 ◦Σ1,U1
)

C

∣

∣ (4.17)

giving the desired equality (4.16). �

Remark 4.9. Let us mention that in case of invariable f and U :

U∗ =U × [0,1]

f∗(x,λ)≡ f (x), ∀λ∈ [0,1],
(4.18)
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the condition of β-condensivity for a triplet ( f ,G∗,U × [0,1])β may be weakened: for the
existence of a nonempty, compact fundamental set T , it is sufficient to demand that

β
(

G∗
(

Ω× [0,1]
))

� β
(

f (Ω)
)

(4.19)

for every Ω⊆U such that G∗(Ω× [0,1]) is not relatively compact.
In fact, it is enough to notice that in this case f −1∗ (T)= f −1(T)× [0,1] and to follow

the line of reasoning of Proposition 4.5.
Taking into consideration the corresponding property of compact triplets, we can pre-

cise the above property of homotopy invariance.
If ( f ,G∗,U × [0,1])β is a β-condensing triplet, where G∗ has the form (c) of Definition

3.6, then

Ind
(

f ,G0,U
)

β = Ind
(

f ,G1,U
)

β, (4.20)

where Gk =G∗(·,{k}), k = 0,1.

From relation (4.7) and Theorem 3.12, the following theorem follows immediately.

Theorem 4.10 (coincidence point property). If Ind( f ,G,U)β �= 0, then ∅ �= Coin( f ,
G)⊂U .

As an example of application of Theorems 4.8 and 4.10, consider the following coin-
cidence point result.

Theorem 4.11. Let f ∈Φ0C1(E,E′) be odd; G∈ CJ(E,E′) β-condensing with respect to f
on bounded subsets of E, that is, β(G(Ω)) � β( f (Ω)) for every bounded set Ω⊂ E such that
G(Ω) is not relatively compact.

If the set of solutions of one-parameter family of operator inclusions

f (x)∈ λG(x) (4.21)

is a priori bounded, then Coin( f ,G) �=∅.

Proof. From the condition it follows that there exists a ball �⊂ E centered at the origin
whose boundary ∂� does not contain solutions of (4.21). Let ϕ◦Σ be a representation of
G. If G∗ : �× [0,1]→ K(E′) has the form

G∗(x,λ)= ϕ∗
(

Σ(x),λ
)

, ϕ∗(z,λ)= λϕ(z), (z,λ)∈�× [0,1], (4.22)

then f ,G∗, and �× [0,1] form a β-condensing triplet ( f ,G∗,�× [0,1])β.
In fact, suppose that β(G∗(Ω)) ≥ β( f (Ω)) for some Ω ⊂�. Since G∗(Ω× [0,1]) =

co(G(Ω)∪ {0}), we have β(G(Ω)) ≥ β( f (Ω)) implying that G(Ω), and hence G∗(Ω×
[0,1]), is relatively compact.

So the triplet ( f ,G∗,�× [0,1])β induces a homotopy connecting the triplets ( f ,G,
�)β and ( f ,0,�)β. Since the triplet ( f ,0,�)β is finite-dimensional, from the odd condi-
tion on f and the odd field property of the Brouwer degree, it follows that ( f ,0,�)β is an
odd number.
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Then, from the equality Ind( f ,G,�)β = Ind( f ,0,�)β, it follows that Ind( f ,G,�)β �=
0 and we can apply the coincidence point property. �

In conclusion of this section, let us formulate the additive dependence on the domain
property for β-condensing triplets.

Theorem 4.12. Let U0 and U1 be disjoint open subsets of an open bounded set U ⊂ E. If
( f ,G,U)β is a β-condensing triplet such that

Coin( f ,G)∩ (U\(U0∪U1
))=∅, (4.23)

then,

Ind( f ,G,U)β = Ind
(

f ,G,U0
)

β + Ind
(

f ,G,U1
)

β. (4.24)

5. Example

Consider a mixed problem of the following form:

A
(

t,x(t),x′(t)
)= B

(

t,x(t),x′(t), y(t)
)

, (5.1)

y′(t)∈ C
(

t,x(t), y(t)
)

, (5.2)

x(0)= x0, y(0)= y0, (5.3)

where A : [0,a]×Rn ×Rn → Rn, B : [0,a]×Rn ×Rn ×Rm → Rn are continuous maps;
C : [0,a]×Rn×Rm �Rm is a multimap, and x0 ∈Rn; y0 ∈Rm.

By a solution of problem (5.1)–(5.3), we mean a pair of functions (x, y), where x ∈
C1([0,a];Rn), y ∈ AC([0,a];Rm) satisfy initial conditions (5.1), (5.3) for all t ∈ [0,a]
and inclusion (5.2) for a.a. t ∈ [0,a].

It should be noted that problem (5.1)–(5.3) may be treated as the law of evolution
of a system x(t), whose dynamics is described by the implicit differential equation (5.1)
and the control y(t) is the subject of the feedback relation (5.2). Our aim is to show that,
under appropriate conditions, the problem of solving problem (5.1)–(5.3) can be reduced
to the study of a condensing triplet of the above-mentioned form (see Section 4).

Consider the following condition:
(A) for each (t,u,v)∈[0,a]×Rn×Rn, there exist continuous partial derivatives A′u(t,u,

v), A′v(t,u,v), and moreover, detA′v(t,u,v) �= 0.

Proposition 5.1. Under condition (A), a map f : C1([0,a];Rn)→ C([0,a];Rn)×Rn de-
fined as

f (x)(t)= (A(t,x(t),x′(t)
)

,x(0)
)

(5.4)

is a Fredholm map of index zero, whose restriction to each closed bounded set D ⊂ C1([0,a];
Rn) is proper.

Proof. (i) At first, let us prove that f is a Fredholm map of index zero. It is sufficient

to show that the map ˜f : C1([0,a];Rn)→ C([0,a];Rn), ˜f (x)(t)= A(t,x(t),x′(t)) is Fred-
holm of index n.
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Let us note that ˜f is a C1 map and, moreover, its derivative can be written explicitly:

(

˜f ′(x)h
)

(t)= A′u
(

t,x(t),x′(t)
)

h(t) +A′v
(

t,x(t),x′(t)
)

h′(t) (5.5)

for h∈ C1([0,a];Rn). The linear operator ˜f ′(x) : C1([0,a];Rn)→ C([0,a];Rn) is a Fred-
holm operator of index n. In fact, introducing the auxiliary operators

˜f ′u (x) : C1([0,a];Rn
)−→ C

(

[0,a];Rn
)

,

(

˜f ′u (x)h
)

(t)= A′u
(

t,x(t),x′(t)
)

h(t), t ∈ [0,a],

˜f ′v (x) : C1([0,a];Rn
)−→ C

(

[0,a];Rn
)

,

(

˜f ′v (x)h
)

(t)=A′v
(

t,x(t),x′(t)
)

h′(t), t ∈ [0,a],

(5.6)

we can write

˜f ′(x)h= ˜f ′u (x)h+ ˜f ′v (x)h. (5.7)

The operator ˜f ′u (x) is completely continuous since it can be represented as the composi-
tion of a completely continuous inclusion map i : C1([0,a];Rn)→ C([0,a];Rn) and a con-
tinuous linear operator M : C([0,a];Rn)→ C([0,a];Rn) (Mh)(t)= A′u(t,x(t),x′(t))h(t).

Now, it is sufficient to show that the operator ˜f ′v (x) is a Fredholm operator of index n.
Let us represent this operator as the composition of the differentiation operator d/dt :

C1([0,a];Rn)→ C([0,a];Rn) and the operator L : C([0,a];Rn)→ C([0,a];Rn), (Lz)(t)=
A′v(t,x(t),x′(t))z(t). It is well known that the operator d/dt is a Fredholm operator of
index n. Since the matrix A′v(t,x(t),x′(t)) is invertible, the operator L is invertible too.

Hence, the operators ˜f ′v (x) and, therefore, ˜f ′(x) are Fredholm of index n and f ′(x) is a
Fredholm map of index zero. So, f is a nonlinear Fredholm map of index zero.

(ii) Now, let D ⊂ C1([0,a];Rn) be a closed bounded set. Denoting the restriction of
˜f on D by the same symbol, let us demonstrate its properness. Let � ⊂ C([0,a];Rn)

be any compact set, and let {xn}n∈N ⊂ ˜f −1(�) be an arbitrary sequence. Without loss

of generality, we may assume that ˜f (xn)→ z ∈�. Since the sequence {xn} is bounded
in C1([0,a];Rn) we may also assume, without loss of generality, that the sequence {xn}
tends, in C([0,a];Rn), to some ω ∈ C([0,a];Rn). Further, from the representation

A
(

t,ω(t),x′n(t)
)=A

(

t,xn(t),x′n(t)
)

+
[

A
(

t,ω(t),x′n(t)
)−A

(

t,xn(t),x′n(t)
)]

(5.8)

it follows that the sequence zn = A(·,ω(·),x′n(·)) tends to z in C([0,a];Rn). From the in-
verse mapping theorem it follows that x′n =Ψ(zn), where Ψ : C([0,a];Rn)→ C([0,a];Rn)
is a continuous map, implying that x′n tends to Ψ(z) in C([0,a];Rn). So, the sequence

{xn}n∈N is convergent in the space C1([0,a];Rn) and, hence, the set ˜f −1(�) is compact.
The properness of f easily follows. �
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Now we will describe the assumptions on the map B and the multimap C.
Denoting by the symbol Kv(Rm) the collection of all nonempty compact convex sub-

sets of Rm, we suppose that the multimap C : [0,a]×Rn ×Rm → Kv(Rm) satisfies the
following conditions:

(C1) the multifunction C(·,u,w) : [0,a]→ Kv(Rm) has a measurable selection for all
(u,w)∈Rn×Rm;

(C2) the multimap C(t,·,·) : Rn ×Rm → Kv(Rm) is upper semicontinuous for a.a.
t ∈ [0,a];

(C3) the multimap C is uniformly continuous in the second argument, in the follow-
ing sense: for each ε > 0, there exists δ > 0 such that

C(t,u,w)⊂Wε
(

C(t,u,w)
) ∀(t,w)∈ [0,a]×Rm (5.9)

whenever ‖u−u‖ < δ (where Wε denotes the ε-neighborhood of a set);
(C4) there exists a function γ ∈ L1

+([0,a]) such that

∥

∥C(t,u,w)
∥

∥ := sup
{‖c‖ : c ∈ C(t,u,w)

}≤ γ(t)
(

1 +‖u‖+‖w‖). (5.10)

For a given function x ∈ C1([0,a];Rn) consider the multimap Cx : [0,a]×Rm→ Kv(Rm)
defined as Cx(t,w) = C(t,x(t),w). From [12, Theorem 1.3.5], it follows that for each
w ∈ Rm the multifunction Cx(·,w) admits a measurable selection. Furthermore, from
(C2) and (C3), it follows that for a.a. t ∈ [0,a] the multimap Cx(t,w) depends upper
semicontinuously on (x,w). Applying known results on existence, topological structure,
and continuous dependence of solutions for Carathéodory-type differential inclusions
(see, e.g., [2, 6, 12]) we conclude the following.

Proposition 5.2. For each given x ∈ C1([0,a];Rn), the set Πx of the Carathéodory solu-
tions of the Cauchy problem

y′(t)∈ C
(

t,x(t), y(t)
)

,

y(0)= y0
(5.11)

is an Rδ-set in C([0,a];Rm). Moreover, the multimap Π : C1([0,a];Rn)→ K(C([0,a];Rm)),
Π(x)=Πx is upper semicontinuous.

Now, we will assume that the maps A and B satisfy the following Lypschitz-type con-
dition:

(AB) there exists a constant q, 0≤ q < 1, such that

∣

∣B(t,u,v,w)−B(t,u,v,w)
∣

∣≤ q
∣

∣A(t,u,v)−A(t,u,v)
∣

∣ (5.12)

for all t ∈ [0,a], u,v,v ∈Rn, w ∈Rm.
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Consider the continuous map σ̃ : C1([0,a];Rn)×C([0,a];Rm)→ C([0,a];Rn) defined
as

σ̃(x, y)(t)= B
(

t,x(t),x′(t), y(t)
)

(5.13)

and the multimap ˜Σ :C1([0,a];Rn)→K(C1([0,a];Rn)×C([0,a];Rm)), ˜Σ(x)= {x}×Π(x).
From Propositions 5.2 and 2.9, it follows that ˜Σ is a J-multimap, and hence the com-

position ˜G= σ̃ ◦ ˜Σ : C1([0,a];Rn)→ K(C([0,a];Rn)) is a CJ-multimap. It is clear that the
set ˜G(x) consists of all functions of the form B(t,x(t),x′(t), y(t)), where y ∈Π(x).

Define now the CJ-multimap G : C1([0,a];Rn)→ K(C([0,a];Rn)×Rn) by

G(x)= ˜G(x)× {x0
}

. (5.14)

The solvability of problem (5.1)–(5.3) is equivalent to the existence of a coincidence point
x ∈ C1([0,a];Rn) for the pair ( f ,G).

If U ⊂ C1([0,a];Rn) is an open bounded set, then to show that ( f ,G,U) form a con-
densing triplet with respect to the Kuratowski MNC, it is sufficient to prove the following
statement.

Proposition 5.3. The triplet ( ˜f , ˜G,U) is α-condensing with respect to the Kuratowski MNC
α in the space C([0,a];Rn).

Proof. Take any subset Ω ⊂ U , and let α( ˜f (Ω)) = d. From the definition of Kuratowski

MNC, it follows that taking an arbitrary ε > 0 we may find a partition of the set ˜f (Ω) into

subsets ˜f (Ωi), i= 1, . . . ,s, such that diam( ˜f (Ωi))≤ d + ε. Since the embedding C1([0,a];
Rn)↩C([0,a];Rn) is completely continuous, the image ΩC of Ω under this embedding is
relatively compact. It is known (see, e.g., [2, 12]) that an u.s.c. compact-valued multimap
sends compact sets to compact sets, then we can conclude that the set Π(Ω) is relatively
compact. It means that taking a fixed δ > 0 and any Ωi, we may divide the sets ΩiC and
Π(Ω) into a finite number of subsets Ωi jC, j = 1, . . . , pi, and balls Dik(zik), k = 1, . . . ,ri,
centered at zik ∈ C([0,a];Rm), respectively, such that for each t ∈ [0,a]; u1(·),u2(·) ∈
Ωi jC, v ∈Rn; w1(·),w2(·)∈Dik(zik), we have

∣

∣A
(

t,u1(t),v
)−A

(

t,u2(t),v
)∣

∣ < δ,
∣

∣B
(

t,u1(t),v,w1(t)
)−B

(

t,u2(t),v,w2(t)
)∣

∣ < δ.
(5.15)

Now, the set ˜G(Ω) is covered by a finite number of sets Γi jk, i= 1, . . . ,s; j = 1, . . . , pi; k =
1, . . . ,ri of the form

Γi jk =
{

B
(·,x(·),x′(·), y(·)) : x ∈Ωi jC, y ∈Dik

(

zik
)}

. (5.16)
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Let us estimate the diameters of these sets. Taking arbitrary x1,x2 ∈Ωi jC and y1, y2 ∈
Dik(zik) and applying (5.15), and condition (AB), for any t ∈ [0,a], we have

∣

∣B
(

t,x1(t),x′1(t), y1(t)
)−B

(

t,x2(t),x′2(t), y2(t)
)∣

∣

<
∣

∣B
(

t,x1(t),x′1(t),zik(t)
)−B

(

t,x2(t),x′2(t),zik(t)
)∣

∣+ 2δ

≤ ∣∣B(t,x1(t),x′1(t),zik(t)
)−B

(

t,x1(t),x′2(t),zik(t)
)∣

∣

+
∣

∣B
(

t,x1(t),x′2(t),zik(t)
)−B

(

t,x2(t),x′2(t),zik(t)
)∣

∣+ 2δ

≤ q
∣

∣A
(

t,x1(t),x′1(t)
)−A(t,x1(t),x′2(t)

)∣

∣+ 3δ

≤ q
∣

∣A
(

t,x1(t),x′1(t)
)−A

(

t,x2(t),x′2(t)
)∣

∣

+ q
∣

∣A
(

t,x2(t),x′2(t)
)−A(t,x1(t),x′2(t)

)∣

∣+ 3δ

< q(d+ ε) + qδ + 3δ.

(5.17)

Now, if q = 0, it means, by the arbitrariness of the choice of δ > 0, that α( ˜G(Ω))= 0 and

then the triplet ( ˜f , ˜G,U), and therefore ( f ,G,U), is compact. Otherwise, let us take ε > 0
and δ > 0 so small that

qε+ (q+ 3)δ < (1− q)d. (5.18)

Then, q(d+ ε) + qδ + 3δ = μd, where 0 < μ < 1 and, hence diamΓi jk ≤ μd, implying that

α
(

˜G(Ω)
)≤ μα

(

˜f (Ω)
)

. (5.19)

�

The proved statement implies that the coincidence index theory, developed in the pre-
vious sections, can be applied to the study of the solvability of problem (5.1)–(5.3). More-
over, it is easy to see that the coincidence point set Coin( f ,G) of a condensing triplet
( f ,G,U)β is a compact set. In case when problem (5.1)–(5.3) is a model for a control
system, this approach can be used also to obtain the existence of optimal solutions. As an
example, we can consider the following statement.

Proposition 5.4. Under the above conditions, suppose that the mapA is odd:A(t,−u,−v)=
A(t,u,v) for all t ∈ [0,a]; u,v ∈Rn and the set of functions x ∈ C1([0,a];Rn) satisfying the
family of relations

A
(

t,x(t),x′(t)
)= λB

(

t,x(t),x′(t), y(t)
)

, λ∈ [0,1],

y′(t)∈ C
(

t,x(t), y(t)
)

,

x(0)= x0, y(0)= y0

(5.20)

is a priori bounded. Then, there exists a solution (x∗, y∗) of problem (5.1)–(5.3) minimizing
a given lower-semicontinuous functional

l : C1([0,a];Rn
)×C

(

[0,a];Rm
)−→R+. (5.21)
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Proof. The application of Theorem 4.11 yields that the set Q = Coin( f ,G) is nonempty
and compact. It remains only to notice that the set of solutions {(x, y)} of (5.1)–(5.3) is
closed and it is contained in the compact set Q×Π(Q) ⊂ C1([0,a];Rn)×C([0,a];Rm).

�
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We study a mathematical model describing flows of electrorheological fluids. A theorem
of existence of a weak solution is proved. For this purpose the approximating-topological
method is used.
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1. Introduction

Electrorheological fluids are smart materials that are concentrated suspensions of polar-
izable particles in a nonconducting dielectric liquid. In moderately large electric fields the
particles form chains along the field lines and these chains then aggregate into the form of
columns. These chainlike and columnar structures yield dramatic changes in the rheolog-
ical properties of the suspensions. The fluid becomes anisotropic, the apparent viscosity
(the resistance to flow) in the direction, orthogonal to that of the electric field, abruptly
increases, while the apparent viscosity in the direction of the electric field changes not so
drastically.

Let Ω⊂Rn be a bounded domain, in which a fluid flows, n∈ {2,3}. Let the boundary
S of Ω be Lipschitz continuous. As it is well known, the stationary movement of any fluid
is described by the equation in Cauchy form:

n
∑

j=1

uj
∂ui
∂xj
−

n
∑

j=1

∂σi j
∂xj

= Fi, (1.1)

where x ∈Ω, u= (u1, . . . ,un) is the velocity field of the fluid, {σi j}ni, j=1 is the stress tensor,
F = (F1, . . . ,Fn) is the volume force. We also add the condition of incompressibility to
(1.1):

divu=
n
∑

i=1

∂ui
∂xi
= 0. (1.2)
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2 ERF flow under slip boundary conditions

We will consider the following constitutive equation (see [2]):

σi j(p,u)=−pδi j + 2ϕ
(

I(u),|E|,μ(u,E)
)

εi j(u), (1.3)

where δi j are the components of the unit tensor, εi j(u) are the components of the rate of
strain tensor, εi j(u)= (1/2)(∂ui/∂xj + ∂uj/∂xi), p is the spherical part of the stress tensor,
ϕ is the viscosity function, I(u)=∑n

i, j=1(εi j(u))2,

μ(u,E)(x)=
(

αθ +u(x)
α
√
n+

∣

∣u(x)
∣

∣

,
E(x)
∣

∣E(x)
∣

∣

)2

Rn

, (1.4)

α is a small positive constant, and Rn � θ = (1, . . . ,1), E = (E1, . . . ,En) is the electric field
strength.

We consider the condition of slip on S (see [4, 6]). Let f = ( f1, . . . , fn) be an external
surface force acting on the fluid,

fi =
n
∑

j=1

[− pδi j + 2ϕ
(

I(u),|E|,μ(u,E)
)

εi j(u)
]

ηj|S, (1.5)

where η = (η1, . . . ,ηn) is the unit outward normal to S. We represent f in the form

f (s)= f η(s) + f τ(s) ∀s∈ S, (1.6)

where f η and f τ are the normal and the tangent vectors:

f η(s)= fη(s)η(s), fη(s)=
n
∑

i=1

fi(s)ηi(s),

f τ(s)= f (s)− f η(s)=
n
∑

i=1

fτi(s)ei, fτi(s)= fi(s)− fη(s)ηi(s),

(1.7)

{e1, . . . ,en} is an orthonormal basis in Rn.
For the field u, a similar decomposition is valid.
The slip conditions on the boundary are the following [4]:

uη(s)= 0 ∀s∈ S, (1.8)

f τ(s)=−χ
(

fη(s),
∣

∣uτ(s)
∣

∣

2
)

uτ(s) ∀s∈ S (1.9)
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(by | · | we denote the norm in Euclidian space Rn). Instead of (1.9) we will consider the
regularized condition

f τ(s)=−χ
(

frη(s),
∣

∣uτ(s)
∣

∣

2
)

uτ(s) ∀s∈ S, (1.10)

frη(p,u)=
[

−Pp+
n
∑

i, j=1

2ϕ
(

I(Pu),|E|,μ(Pu,E)
)

εi j(Pu)ηiηj

]∣

∣

∣

∣

∣

S

,

Pv(x)=
∫

Rn
ω
(|x− x́|)v(x́)dx́, x ∈Ω,

(1.11)

where ω ∈ C∞(R+), suppω∈ [0,a], a∈R+, ω(z) � 0 at z ∈R+,
∫

Rn ω(|x|)dx = 1.
Here R+ is the set of nonnegative numbers.
Equation (1.10) means that the model of slip is not local, this is natural from the

physical view point (see [1]).
We assume that

∫

Ω
p(x)dx = 0. (1.12)

Let us describe the concept of a weak solution of (1.1)–(1.3), (1.8), (1.10), (1.12). We
introduce some Hilbert spaces (see [4]):

Z =
{

v : v ∈H1(Ω)n, vη|S = 0,
∫

Ω
[divv](x)dx = 0

}

,

W = {v : v ∈ Z, divv = 0}.
(1.13)

The expression

(u,v)Z =
n
∑

i, j=1

∫

ω
εi j[u](x)εi j[v](x)dx+

n
∑

i=1

∫

S
uτi(s)vτi(s)ds (1.14)

defines a scalar product on Z (and in W).
Multiplying (1.1) by a function h in L2(Ω)n, and using Green’s formula and (1.3),

(1.8), (1.10), we see that

n
∑

i, j=1

∫

ω
2ϕ
(

I(u)(x),
∣

∣E(x)
∣

∣,μ(u,E)[x]
)

εi j[u](x)εi j[h](x)dx

+
n
∑

i=1

∫

S
χ
[

frn
(

p(s),u(s)
)

,
∣

∣uτ(s)
∣

∣

2]
uτi(s)hτi(s)ds

+
n
∑

i, j=1

∫

ω
uj(x)

∂ui
∂xj

(x)hi(x)dx−
∫

ω
p(x)[divh](x)dx =

n
∑

i=1

∫

ω
Fi(x)hi(x)dx

(1.15)

(here we suppose that F ∈ L2(Ω)n).



4 ERF flow under slip boundary conditions

Definition 1.1. A couple of functions (u, p) ∈W × L2(Ω) is a weak solution of problem
(1.1)–(1.3), (1.8), (1.10), (1.12) if it satisfies equality (1.15) for all h∈ Z.

The following conditions are imposed on the functions ϕ and χ.
(C1) There are positive constants a1 and a2 such that

a1 � ϕ
(

y1, y2, y3
)

� a2 ∀(y1, y2, y3
)∈R2

+× [0,1]. (1.16)

(C2) The function ϕ(y1,·, y3) : R+ → R is measurable in y2 for all specified (y1, y3) ∈
R+× [0,1].

(C3) The function ϕ(·, y2,·) : R+ × [0,1]→ R is jointly continuous in (y1, y3) for all
y2 ∈R+.

(C4) The function y1	→ ϕ(y2
1, y2, y3)y1 is not decreasing at nonnegative values of y1.

(C5) There are positive constants b1 and b2 such that

b1 � χ
(

z1,z2
)

� b2 ∀(z1,z2
)∈R×R+. (1.17)

(C6) The function χ :R×R+→R is continuous.
Note that conditions (C1)–(C6) have a physical meaning (see [2, 4]).

The main result of this paper is the following theorem.

Theorem 1.2. Suppose that conditions (C1)–(C6) are satisfied. Then there exists a weak
solution of problems (1.1)–(1.3), (1.8), (1.10), (1.12).

For the proof of Theorem 1.2 we use the approximating-topological method [8]. For
this purpose, in the beginning, we determine an equivalent operational treatment of the
problem under consideration. After that for the obtained operational equation, we in-
troduce an approximating family of equations depending on a parameter δ and by use
of Skrypnik’s version of the topological degree [7], on the basis of a priori estimates, we
prove existence of solutions of the approximating equations. As a result, making limiting
transition for δ→ 0, we obtain the solvability of problem (1.1)–(1.3), (1.8), (1.10), (1.12).

2. Operational treatment

Let us introduce some notations. By X∗ we denote the space, conjugate to some Banach
space X , 〈g, y〉 denotes the action of the functional g ∈ X∗ on the element y ∈ X , Xm is
the topological product of m copies of the space X .

Determine several mappings as follows:

A : Z −→ Z∗,
〈

A(u),h
〉=

n
∑

i, j=1

∫

ω
2ϕ
(

I(u),|E|,μ(u,E)
)

εi j(u)εi j(h)dx,

K : Z×L2(Ω)−→ Z∗,

〈

K(u, p),h
〉=

n
∑

i=1

∫

S
χ
[

frn
(

p(s),u(s)
)

,
∣

∣uτ(s)
∣

∣

2]
uτi(s)hτi(s)ds,

M : Z −→ Z∗,
〈

M(u),h
〉=

n
∑

i, j=1

∫

ω
uj(x)

∂ui
∂xj

(x)hi(x)dx.

(2.1)
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Take

D : Z −→ L2(Ω), D(u)= divu. (2.2)

Identifying L2(Ω)n and (L2(Ω)n)∗ we obtain

D∗ : L2(Ω)n ≡ (L2(Ω)n
)∗ −→ Z∗,

〈

D∗(p),h
〉=

∫

Ω
p(x)[divh](x)dx. (2.3)

It is obvious that the set of weak solutions of problem (1.1)–(1.3), (1.8), (1.10), (1.12)
coincides with the set of couples (u, p)∈W ×L2(Ω) that satisfy the following operational
equation:

A(u) +K(u, p) +M(u)−D∗(p)= F. (2.4)

3. Properties of operators

Everywhere below the expressions vk −−−→
k→∞

v0 and vk
k→∞

v0 will denote strong and

weak convergences, respectively, of the sequence {vk}∞k=1 to an element v0. The case when
the sequence {vk}∞k=1 does not converge to v0 in strong sense is denoted as vk

k→∞
v0 .

Lemma 3.1. The following statements hold.
(1) The operator A is bounded and demicontinuous (the latter means that if uk −−−→

k→∞
u0

in Z, then 〈A(uk),h〉 −−−→
k→∞

〈A(u0),h〉 ∀h∈ Z).

(2) For the operator

〈

�(u,v),h
〉=

n
∑

i, j=1

∫

ω
2ϕ
(

I(u),|E|,μ(v,E)
)

εi j(u)εi j(h)dx, (3.1)

the following inequality holds

〈

�
(

u1,v
)−�(u2,v),u1−u2

〉

� 0 ∀u1,u2,v ∈ Z. (3.2)

(3) Specify an element u∈ Z. Then from any bounded sequence {vk}∞k=1 in Z it is possible
to choose a subsequence {vkl}∞l=1 such that �(u,vkl)−−−→

l→∞
�(u,v0) in Z∗.

Proof. (a) Boundedness of the operator A is obvious. Let us show that it is demicontinu-
ous. So, let uk −−−→

k→∞
u0 in Z. Clearly, there is a subsequence {ukl}∞l=1, for which

I
(

ukl
)

[x]−−−→
l→∞

I
(

u0
)

[x], ukl[x]−−−→
l→∞

u0[x] for a.e. x ∈Ω. (3.3)

Assume that 〈A(uk), h̆〉
k→∞ 〈A(u0), h̆〉 for some h̆∈ Z. Without loss of generality for

a sequence {ukl}∞l=1 the following inequality holds with some ζ > 0:

∣

∣

〈

A
(

ukl
)

, h̆
〉− 〈A(u0

)

, h̆
〉∣

∣ > ζ. (3.4)



6 ERF flow under slip boundary conditions

We estimate
∣

∣

〈

A
(

ukl
)−A

(

u0
)

, h̆
〉∣

∣

�
∣

∣

∣

∣

∣

n
∑

i, j=1

2
∫

Ω
ϕ
(

I
(

ukl
)

,|E|,μ(ukl ,E
))

εi j
(

ukl −u0
)

εi j(h̆)dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

n
∑

i, j=1

2
∫

Ω

[

ϕ
(

I
(

ukl
)

,|E|,μ(ukl ,E
))−ϕ

(

I
(

u0
)

,|E|,μ(u0,E
))]

εi j
(

u0
)

εi j(h̆)dx

∣

∣

∣

∣

∣

� 2a2‖ukl−u0‖Z‖h̆‖Z

+ 2

{
∫

Ω

[

ϕ
(

I
(

ukl
)

,|E|,μ(ukl ,E
))−ϕ

(

I
(

u0
)

,|E|,μ(u0,E
))]2

I
(

u0
)

dx

}1/2

‖h̆‖Z.
(3.5)

The first component in the last part of inequality (3.5) tends to zero because of the conver-
gence of uk −−−→

k→∞
u0 in Z, the second component tends to zero by the Lebesgue theorem.

Hence, 〈A(ukl)−A(u0), h̆〉 −−−→
l→∞

0, that contradicts inequality (3.4).

(b) Introduce the notation φ(u,v)= ϕ(I(u),|E|,μ(v,E)). With the help of the Cauchy
inequality and condition (C4) we obtain that
〈

�
(

u1,v
)−�

(

u2,v
)

,u1−u2
〉

=
n
∑

i, j=1

2
∫

Ω

[

φ
(

u1,v
)

εi j
(

u1
)−φ

(

u2,v
)

εi j
(

u2
)][

εi j
(

u1−u2
)]

dx

= 2
∫

Ω

[

φ
(

u1,v
)

I
(

u1
)

+φ
(

u2,v
)

I
(

u2
)]

dx

−
n
∑

i, j=1

2
∫

Ω

[

φ
(

u1,v
)

εi j
(

u1
)

εi j
(

u2
)−φ

(

u2,v
)

εi j
(

u1
)

εi j
(

u2
)]

dx

� 2
∫

Ω

[

φ
(

v,u1
)

I1/2(u1
)−φ

(

u2,v
)

I1/2(u2
)](

I1/2(u1
)− I1/2(u2

))

dx � 0.

(3.6)

(c) Let {vk}∞k=1 be a bounded sequence in Z,u∈ Z. There is a subsequence {vkl}∞l=1 and
an element v0 ∈ Z such that

vkl(x)−−−→
l→∞

v0(x) for a.e. x ∈Ω. (3.7)

We have
∥

∥�
(

u,vkl
)−�

(

u,v0
)∥

∥

Z∗

= sup
‖h‖Z=1

n
∑

i, j=1

2
∫

ω

[

ϕ
(

I(u),E,μ
(

vkl ,E
))

εi j(u)−ϕ
(

I(u),E,μ
(

v0,E
))

εi j(u)
]

εi j(h)dx

� 2n
{∫

ω

[

ϕ
(

I(u),E,μ
(

vkl ,E
))−ϕ

(

I(u),E,μ
(

v0,E
))]2

I(u)dx
}1/2

.

(3.8)
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The last expression in inequality (3.8) tends to zero by conditions (C1)–(C3) and by the
Lebesgue theorem. �

Lemma 3.2. The operator K possesses the following properties.

(1) For any sequence {uk,hk, pk}∞k=1 from Z×Z×L2(Ω)n, for which (uk,hk, pk)
k→∞

(u0,h0, p0), there is a subsequence {ukl ,hkl , pkl}∞l=1 such that 〈K(ukl , pkl),hkl〉 −−−→
l→∞

〈K(u0, p0),h0〉 (from this property, in particular, it follows that the operator K is
bounded and demicontinuous).

(2) The operator K(·,T(·)) is compact for any operator T : Z → L2(Ω).

Proof. (a) So, let the limits from the condition take place. Using the fact that the embed-
ding Z↩L2(S)n is compact, we take a subsequence {ukl ,hkl}∞l=1 such that

(

ukl ,hkl
)−−−→

l→∞
(

u0,h0) in L2(S)n×L2(S)n, (3.9)
(

ukl[s],hkl[s]
)−−−→

l→∞
(

u0[s],h0[s]
)

in R2n for a.e. s∈ S. (3.10)

Extend the functions of the sequence {pk}∞k=1 (and the function p0) onto the entire space
Rn. For this purpose we take p̃k(x) = pk(x) if x ∈Ω, otherwise p̃k(x) = 0. It is obvious

that p̃kl
l→∞ p̃0 in L2(Rn). Thus we have

∫

Rn
ω
(|ξ − x́|) p̃kl(x́)dx́ = P

(

pkl
)

[ξ]−−−→
l→∞

P
(

p0)[ξ] ∀ξ ∈ S. (3.11)

Similarly

[

−Ppkl +
n
∑

i, j=1

2ϕ
(

I
(

Pukl
)

,|E|,μ(Pukl ,E))εi j
(

Pukl
)

ηiηj

]

(s)

= frη
(

pkl ,ukl
)

[s]−−−→
l→∞

frη
(

p0,u0)[s]

(3.12)

for all s∈ S.
We estimate
∣

∣

〈

K
(

ukl , pkl
)

,hkl
〉− 〈K(u0, p0),h0〉

∣

∣

�
n
∑

i=1

∣

∣

∣

∣

∫

S

{

χ
(

frη
(

pkl ,ukl
)

,
∣

∣uklτ
∣

∣

2
)

− χ
(

frη
(

p0,u0),
∣

∣u0
τ

∣

∣

2
)}

u0
τih

0
τids

∣

∣

∣

∣

+
n
∑

i=1

∣

∣

∣

∣

∫

S

{

χ
(

frη
(

pkl ,ukl
)

,
∣

∣uklτ
∣

∣

2
)}

(

u0
τi−uklτi

)

h0
τids

∣

∣

∣

∣

+
n
∑

i=1

∣

∣

∣

∣

∫

S

{

χ
(

frη
(

pkl ,ukl
)

,
∣

∣uklτ
∣

∣

2
)}

uklτi
(

h0
τi−hklτi

)

ds
∣

∣

∣

∣
.

(3.13)

Using condition (C5) and (3.11), (1.2) we conclude that the first summand in the right-
hand side of inequality (3.13) tends to zero by the Lebesgue theorem, the other summands
tend to zero by (3.9).
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(b) We will use Gelfand’s criterion, having reformulated it according to the following
lemma.

Lemma 3.3. The subset M of a separable Banach space � is relatively compact, if from any
sequence of functionals {fk}∞k=1 belonging to �∗ and such that

fk(y)−−−→
k→∞

0 ∀y ∈�, (3.14)

it is possible to take a subsequence {fkl}∞l=1 such that (3.14) is valid for it uniformly for all y
from M.

The proof of Lemma 3.3 is similar to that of [3, Theorem 3(1.IX), page 274], minor
changes are connected with transition to a subsequence in the formulation of the state-
ment.

Now, let T : Z → L2(Ω) be an operator, let M be some bounded set from Z, and let

hk
k→∞ 0 in the space (Z∗)∗ ≡ Z. For all u from M we have

〈

hk,K(u,Tu)
〉

� b2‖u‖L2(S)n
∥

∥hk
∥

∥

L2(S)n . (3.15)

However, the embedding Z↩L2(S)n is compact, therefore for some subsequence {hkl}∞l=1

we obtain that 〈hkl ,K(u,Tu)〉 −−−→
l→∞

0 uniformly for all u from M. Hence, the set K(M,

T(M)) is relatively compact as it was required to show. �

Lemma 3.4. Let Mδ , δ > 0, be an approximation of the operator M, that is

Mδ : Z −→ Z∗,
〈

Mδ(u),h
〉= 1

1 + δ1/4‖u‖L4(Ω)n

n
∑

i, j=1

∫

Ω
uj

∂ui
∂xj

hidx. (3.16)

(1) The operator Mδ is compact.

(2) Take any sequences {uk}∞k=1 and {hk}∞k=1 in the space Z such that uk
k→∞ u0 in

Z, hk
k→∞ h0 in Z. Then there are subsequences {ukl}∞l=1 and {hkl}∞l=1 such that

〈Mδ(ukl),hkl〉 −−−→
l→∞

〈Mδ(u0),h0〉.

Proof. (1) The proof of boundedness and continuity of the operator Mδ is standard. The
property of compactness is shown similarly to item (2) of Lemma 3.2. Here the following
inequality is in use:

〈

Mδ(u),h
〉

� ‖u‖L4(Ω)n‖u‖H1(Ω)n

1 + δ1/4‖u‖L4(Ω)n
‖h‖L4(Ω)n . (3.17)

(2) Let uk
k→∞ u0 and hk

k→∞ h0 in Z. It follows from here that there are the sub-

sequences {ukl}∞l=1 and {hkl}∞l=1 such that

(

ukl ,hkl
)−−−→

l→∞
(

u0,h0) in
(

L4(Ω)n
)2
. (3.18)



R. H. W. Hoppe et al. 9

Thus
∣

∣

〈

Mδ
(

u0),h0〉− 〈Mδ
(

ukl
)

,hkl
〉∣

∣

�
∣

∣

∣

∣

∣

1
1 + δ1/4

∥

∥u0
∥

∥

L4(Ω)n

n
∑

i, j=1

∫

ω
u0
j

(

∂u0
i

∂xj
− ∂ukli

∂xj

)

h0
i dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

1
1 + δ1/4

∥

∥u0
∥

∥

L4(Ω)n

n
∑

i, j=1

∫

ω

(

u0
j −uklj

)∂ukli
∂xj

h0
i dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

1
1 + δ1/4

∥

∥u0
∥

∥

L4(Ω)n

n
∑

i, j=1

∫

ω
uklj

∂ukli
∂xj

(

h0
i −hkli

)

dx

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

(

1
1 + δ1/4

∥

∥u0
∥

∥

L4(Ω)n
− 1

1 + δ1/4
∥

∥ukl
∥

∥

L4(Ω)n

) n
∑

i, j=1

∫

ω
uklj

∂ukli
∂xj

hkli dx

∣

∣

∣

∣

∣

.

(3.19)

The first summand on the right-hand side of (3.19) tends to zero since ukl
l→∞ u0 in

Z, the other summands tend to zero by (3.18). �

4. Approximation equation and an a priori estimate

For any δ > 0 we introduce an auxiliary equation in the unknown function uδ :

A+(uδ
)

+A
(

uδ
)

+Kδ
(

uδ
)

+Mδ
(

uδ
)

+ δ−1D∗D
(

uδ
)= F, (4.1)

where

〈

Kδ(u),h
〉=

n
∑

i=1

∫

S
χ
(

frn
(− δ−1Du,u

)

,
∣

∣uτ
∣

∣

2
)

uτihτids,

〈

A+(u),h
〉= δ

n
∑

i, j=1

∫

ω
εi j(u)εi j(h)dx.

(4.2)

Let 〈K+(u),h〉 = (b1/2)
∑n

i=1

∫

S uτihτids.

Lemma 4.1. For the following family of the operational equations, depending on the param-
eter t ∈ [0,1]:

Λδ
t

(

uδ
)=A+(uδ

)

+K+(uδ
)

+ t
(

A
(

uδ
)

+Kδ
(

uδ
)−K+(uδ

)

+Mδ
(

uδ
)

+ δ−1D∗D
(

uδ
)−F

)= 0,
(4.3)

the estimate

∥

∥uδ
∥

∥

Z � C
(‖F‖Z∗ ,a1,b1,n,Ω

)

(4.4)

holds for 0 < δ � c(a1,b1,n,Ω). Here c and C are variables that depend only on the specified
parameters.
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Proof. For t = 0 there is only a zero solution, in this case estimation (4.4) is obvious. Let
uδ be a solution of (4.3) for some t ∈ (0,1]. Apply both sides of (4.3) to uδ . We obtain

〈

A+(uδ
)

+K+(uδ
)

,uδ
〉

� 0, (4.5)

thus

〈

A
(

uδ
)

,uδ
〉

+
〈

Kδ
(

uδ
)

,uδ
〉− 〈K+(uδ

)

,uδ
〉

+
〈

Mδ
(

uδ
)

,uδ
〉

+ δ−1〈D∗D
(

uδ
)

,uδ
〉

�
〈

f ,uδ
〉

.
(4.6)

Notice that

〈

A
(

uδ
)

,uδ
〉

+
〈

Kδ
(

uδ
)

,uδ
〉− 〈K+(uδ

)

,uδ
〉

� min
(

2a1,b1/2
)∥

∥uδ
∥

∥

2
Z. (4.7)

At the same time

∣

∣

〈

Mδ
(

uδ
)

,uδ
〉∣

∣= 1
1 + δ1/4

∥

∥uδ
∥

∥

L4(Ω)n

∣

∣

∣

∣

∣

n
∑

i, j=1

∫

ω
uδj

∂uδi
∂xj

uδi dx

∣

∣

∣

∣

∣

= 1
1 + δ1/4

∥

∥uδ
∥

∥

L4(Ω)n

∣

∣

∣

∣

∣

(

− 1
2

∫

Ω
D
(

uδ
)|uδ|2dx+

1
2

n
∑

i=1

∫

S
uδτiηi

∣

∣uδ
∣

∣

2
ds

)∣

∣

∣

∣

∣

� n

2

∥

∥D
(

uδ
)∥

∥

L2(Ω)

∥

∥uδ
∥

∥

2
L4(Ω)n

1 + δ1/4
∥

∥uδ
∥

∥

L4(Ω)n
� n

2

∥

∥D
(

uδ
)∥

∥

L2(Ω)

∥

∥uδ
∥

∥

2
L4(Ω)n

δ1/4
∥

∥uδ
∥

∥

L4(Ω)n

�
∥

∥D
(

uδ
)∥

∥

L2(Ω)

δ1/2
δ1/4 n

2
ϑ
∥

∥uδ
∥

∥

Z �
∥

∥D
(

uδ
)∥

∥

2
L2(Ω)

2δ
+ δ1/2 n

2

8
ϑ2
∥

∥uδ
∥

∥

2
Z

(4.8)

(ϑ is the norm of the operator of embedding of the space Z into the space L4(Ω)n).
It is easy to see that

δ−1〈D∗D
(

uδ
)

,uδ
〉= δ−1〈D

(

uδ
)

,D
(

uδ
)〉= δ−1‖D(uδ)‖2

L2(Ω),

‖F‖Z∗
∥

∥uδ
∥

∥

Z � l2

2
‖F‖2

Z∗ +
1

2l2
∥

∥uδ
∥

∥

2
Z.

(4.9)

Now for sufficiently large l and small δ we obtain the required estimate (4.4). �

5. Existence of a solution of the approximation equation

For the proof of existence of a solution of the approximation equation we apply the
method of topological degree for generalized monotonous maps (see [7]). We show that
the family Λδ

t carries out homotopy of the maps Λδ
0 and Λδ

1. For this purpose, we will
notice first that from the a priori estimate (4.4) it follows that there is a sphere of nonzero
radius R, with the center at zero, such that on its boundary there are no solutions of the
equation Λδ

t (uδ)= 0(t ∈ [0,1]).



R. H. W. Hoppe et al. 11

For our purpose it is necessary to prove first the following statements.
(a) For any sequence {uk}∞k=1 on the border of the sphere ∂ΘR, and for any sequence

{tk}∞k=1 of points from the interval [0,1] such that uk
k→∞

u0 in Z, Λδ
tk (uk)

k→∞ 0

in Z∗, and 〈Λδ
tk (uk),uk −u0〉 −−−→

k→∞
0, the convergence uk −−−→

k→∞
u0 in Z also takes place.

(b) For any sequence {uk}∞k=1 from the closure of the sphere ΘR such that uk −−−→
k→∞

u0

in Z, for any sequence of points {tk}∞k=1 (tk ∈ [0,1]) such that tk −−−→
k→∞

t0, there is a limit

Λδ
tk (uk)

k→∞ Λδ
t0 (u0) in Z∗.

Proof. (a) Assume the contrary, that is, let uk
k→∞

u0 in Z. Then for some subsequence

{ukl}∞l=1 and some fixed number ε > 0 the following inequality:

∥

∥ukl −u0
∥

∥

Z > ε (5.1)

holds. We will show that this inequality is not valid.
From the hypothesis of statement (a) we have

lim
l→∞

〈

Λδ
tkl

(

ukl
)

,ukl −u0
〉= lim

l→∞
〈

Λδ
tkl

(

ukl
)−Λδ

t0

(

ukl
)

+Λδ
t0

(

ukl
)−Λδ

t0

(

u0
)

,ukl−u0
〉= 0.

(5.2)

Without loss of generality we may suppose that the subsequence {tkl}∞l=1 is such that
tkl −−−→

l→∞
t0 ∈ [0,1]. All operators, that we have determined, are bounded. Hence

lim
l→∞

〈

Λδ
tkl

(

ukl
)−Λδ

t0

(

ukl
)

,ukl −u0
〉

= lim
l→∞

〈(

tkl − t0
)[

A
(

ukl
)

+Kδ
(

ukl
)−K+(ukl

)

+Mδ
(

ukl
)

+ δ−1D∗D
(

ukl
)−F

]

,ukl −u0
〉= 0.

(5.3)

At the same time, from the properties of the operator, that we have proved, it follows that
from the sequence {ukl}∞l=1 it is possible to take a subsequence {uklm }∞m=1 such that

lim
m→∞

〈

A
(

uklm
)−�

(

uklm ,u0
)

,uklm −u0
〉= 0,

lim
m→∞

〈

�
(

uklm ,u0
)−A

(

u0
)

,uklm −u0
〉

� 0,

lim
m→∞

〈

Kδ
(

uklm
)−Kδ

(

u0
)

+K+(uklm
)−K+(u0

)

+Mδ
(

uklm
)−Mδ

(

u0
)

,uklm −u0
〉= 0.

(5.4)

Clearly,

lim
m→∞

〈

δ−1D∗D
(

uklm −u0
)

,uklm −u0
〉

� 0. (5.5)

From (5.3)–(5.5) it follows that

lim
m→∞

〈[

A+ +K+](uklm −u0
)

,uklm −u0
〉

� 0. (5.6)
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The limiting relation (5.6) contradicts (5.1), since the operator A+ +K+ is strictly mo-
notonous:

〈[

A+ +K+](u−w
)

,u−w
〉

� min
(

δ,
b1

2

)

‖u−w‖2
Z ∀u,w ∈ Z. (5.7)

Proof of statement (b). Obviously for any h∈ Z the equality

lim
k→∞

〈

Λδ
tk

(

uk
)−Λδ

t0

(

u0
)

,h
〉= lim

k→∞
〈

Λδ
tk

(

uk
)−Λδ

t0

(

uk
)

,h
〉

+ lim
k→∞

〈

Λδ
t0

(

uk
)−Λδ

t0

(

u0
)

,h
〉

(5.8)

holds. The first summand in equality (5.8) tends to zero since tk −−−→
k→∞

t0, the second

summand tends to zero since all operators in (5.8) are demicontinuous. �

Thus, the maps Λδ
0 and Λδ

1 are homotopic, at the same time the degree deg(Λδ
0,ΘR,0) is

an odd number, as Λδ
0 is an odd map. Therefore, the solutions of the equation Λδ

1(uδ)= 0
exist for sufficiently small δ, as it was required to show.

6. Limiting transition

Take a sequence δk −−−→
k→∞

0 and assign to every δk the solution uk ∈ Z of the equation

Λδk
1 (uk)= 0. We have

δ−1
k D∗D

(

uk
)= F −A+(uk

)−A
(

uk
)−Kδk

(

uk
)−Mδk

(

uk
)

. (6.1)

From the results of [5] it follows that the operator D∗ carries the out isomorphism of the
spaces

�0 =
{

ρ ∈ L2(Ω) :
∫

Ω
ρ(x)dx = 0

}

,

W0 =
{

f ∈ Z∗ : 〈f ,u〉 = 0∀u∈W
}

.
(6.2)

From the a priori estimate and (6.1) it follows that there are elements u0 ∈ Z, p0 ∈
L2(Ω) such that

uk
k→∞

u0 in Z,

uk −−−→
k→∞

u0 in norm of L2(Ω)n, a.e. in Ω,

uk −−−→
k→∞

u0 in norm of L2(S)n, a.e. on S,

D
(

uk
)−−−→

k→∞
0 in L2(Ω),

δ−1
k D

(

uk
)

k→∞
−p0 in �0.

(6.3)
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Let

Υ
(

uk,v
)= 〈A+(uk

)

+A
(

uk
)−�

(

v,uk
)

+Kδk

(

uk
)−K

(

u0, p0
)

+Mδk

(

uk
)−M

(

u0
)

+ δ−1
k D∗D

(

uk
)

+D∗
(

p0
)

,uk − v
〉

.
(6.4)

Taking into account Lemmas 3.1–3.4 and (6.3), we obtain

lim
k→∞

〈

A
(

uvk
)−�

(

v,uvk
)

,uvk − v
〉

� 0,

lim
k→∞

〈

Kδk

(

uvk
)−K

(

u0, p0
)

+Mδk

(

uvk
)−M

(

u0),uvk − v
〉= 0,

lim
k→∞

〈

δ−1
k D∗D

(

uvk
)

+D∗
(

p0
)

,uvk − v
〉= 0,

lim
k→∞

〈

A+(uvk
)

,uvk − v
〉= 0.

(6.5)

It follows from relations (6.5) that

lim
k→∞

Υ
(

uvk,v
)

� 0 ∀v ∈ Z. (6.6)

On the other hand,

lim
k→∞

Υ
(

uvk,v
)= lim

k→∞
〈

A+(uvk
)

,uvk − v
〉

+ lim
k→∞

〈

A
(

uvk
)

+Kδk

(

uvk
)

+Mδk

(

uvkbig) + δ−1
k D∗D

(

uvk
)

,uvk − v
〉

+ lim
k→∞

〈−�
(

v,uvk
)−K

(

u0, p0
)−M

(

u0
)

+D∗
(

p0
)

,uvk − v
〉

= 〈F −�
(

v,u0
)−K

(

u0, p0
)−M

(

u0
)

+D∗
(

p0
)

,u0− v
〉 ∀v ∈ Z.

(6.7)

Now, take v = u0− γh, where γ > 0, h∈ Z, and pass to the limit as γ→ 0. From relations
(6.6) and (6.7) we get the inequality

〈

F −A
(

u0
)−K

(

u0, p0
)−M

(

u0
)

+D∗
(

p0
)

,h
〉

� 0 ∀h∈ Z. (6.8)

Since h is arbitrary, after replacing h with −h, we obtain that (u = u0, p = p0) is the
solution of (2.4).
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The integral limit theorem as to the probability distribution of the random number νm of
summands in the sum

∑νm
k=1 ξk is proved. Here, ξ1,ξ2, . . . are some nonnegative, mutually

independent, lattice random variables being equally distributed and νm is defined by the
condition that the sum value exceeds at the first time the given level m ∈ N when the
number of terms is equal to νm.

Copyright © 2006 Y. P. Virchenko and M. I. Yastrubenko. This is an open access article
distributed under the Creative Commons Attribution License, which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is prop-
erly cited.

1. Introduction

The following problem arises in some applications of the theory of random processes.
Let {ξ(t); t ∈ R+ = [0,∞)} be a stationary ergodic random process such that it has

nonnegative trajectories with probability one. Consider the random process {J[t;ξ]; t ∈
[0,∞)},

J[t;ξ]=
∫ t

0
ξ(s)ds (1.1)

that is defined as a functional on the process {ξ(t); t ∈ [0,∞)}. It is naturally implied that
the process {ξ(t)} is measurable with probability one. Further, let each trajectory of the
process {ξ(t)} with probability one have no temporal interval, where it equals to zero. It
is required to calculate the probability distribution of the random time τ that is a solution
of

J[τ;ξ]= E (1.2)

for the given value E > 0. It is a well-posed random variable. First, if there exists a solution
of (1.1), then it is unique under restrictions pointed out. It is because the function J[t;ξ]
increases for each realization ξ(t) if the integral (1.1) is defined at t ∈ [0,∞) for it. Then

Hindawi Publishing Corporation
Abstract and Applied Analysis
Volume 2006, Article ID 56367, Pages 1–12
DOI 10.1155/AAA/2006/56367



2 The integral limit theorem in the first passage problem

its graph may cross the level E only once and the constancy interval is absent in this
situation. Second, due to the ergodicity of the stationary process {ξ(t); t ∈ [0,∞)}, the
following equality:

lim
t→∞ t

−1J[t;ξ]= Eξ(s), s∈ [0,∞), (1.3)

is fulfilled with probability one. Then, choosing an ε ∈ (0,Eξ(s)) (further, the symbol
E denotes the mathematical expectation everywhere), there exists almost surely such a
random number θ for this ε and for given realization ξ(t) when it is fulfilled t−1J[t;ξ] >
Eξ(s)− ε at t > θ. Then J[t;ξ] > t(Eξ(s)− ε) and, consequently, there exists a solution of
(1.2) with the probability one.

The calculation problem of probability distribution for the random variable τ defined
by (1.2) arises, for example, in the control theory of stochastic systems and in the relia-
bility theory (Homenko [4]), in the statistical theory of material destruction (Virchenko
[6, 7]), in the statistical radiophysics (Mazmanishvili [5]). Note, we may expect that the
probability distribution pointed out has a universal behaviour in some sense when E
tends to infinity. It is due to the ergodicity of the process {ξ(t); t ∈ [0,∞)} and if tending
to the limit (1.3) is sufficiently fast. In this case, the integral in (1.2) may be considered
as the sum of large number of weakly dependent, equally distributed random variables
approximately equal to TEξ(s) with overwhelming probability. This circumstance makes
the study of the probability distribution of the random variable τ a very important prob-
lem from the viewpoint of mentioned applications.

The problem, described above, admits some natural generalizations. This is important
for its study since, in frameworks of more general problem setting, this may find such
its particular cases that are more simple from the analytical viewpoint. The condition
of almost sure absence of the interval where ξ(t) = 0 for each process trajectory is not
optional. If we define the variable τ by

τ = inf
{

t;
∫ t

0
ξ(s)ds≥ E

}

, (1.4)

then we may ignore this condition. Arguments guaranteeing the nonemptiness of the set
where the inequality is fulfilled are the same as above in the proof of solution existence
for (1.2).

Moreover, it may set the analogous problem for random processes with discrete time,
that is, for random stationary ergodic sequences {ξk; k ∈ N} for which ξk ≥ 0. Such a
problem arises in the mathematical statistics, that is, in the so-called sequential statistical
analysis. In the case of sequences, it is necessary to introduce (Wald [9], Basharinov [1])
the process {Jn[ξ]; n∈N} with realizations

Jn[ξ]=
n
∑

k=1

ξk (1.5)

and the random variable νE defined as

νE =min
{

n; Jn[ξ]≥ E
}

. (1.6)
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In particular, such a problem makes sense in the case when the sequence {ξk, k ∈ N}
presents the collection of independent, equally distributed, nonnegative random vari-
ables. Just this case is investigated in our work under the additional condition. Namely,
we assume that random variables ξk are lattice.

2. The problem setting

As it was mentioned above, the calculation problem of the probability distribution
Pm(n) = Pr{νm = n} of a random variable νm was considered by A. Wald when he de-
veloped the sequential statistical analysis. The random variable νm is determined by the
formula

νm =min
{

l; ηl ≥m
}

, (2.1)

where m∈N, n∈N, ηl =
∑l

k=1 ξk, l ∈N and ξ1,ξ2, . . . is a sequence of independent values,
ξk ∈ {0,1}, k = 1,2, . . . with the success probability equal to p = Pr{ξ = 1} > 0.

Probabilities Pm(n) are approximated by the following way:

Pr
{

νm = n; np/m∈ [x,x+dx)
}∼ f (x)dx (2.2)

in the limit m→∞, n→∞. Here, x = np/m, dx = p/m, and

f (x)=
(

m

2π(1− p)x

)1/2

exp

[

− m

2(1− p)

(

x1/2− x−1/2)2
]

(2.3)

is the density of the probability distribution of a suitable continuous random variable.
Further, this result was spread (Virchenko [8]) for the general case of arbitrary se-

quences ξ1,ξ2, . . . of statistically independent and equally distributed, nonnegative, lattice
random variables under the following restrictions on the probability distribution pk =
Pr{ξ = k} of their typical representative ξ. First, it is nontriviality condition 1 > p0 > 0 for
the distribution pk. Second, the fast decrease limk→∞(pk)1/k = ρ−1 < 1 of the probabilities
must take place. If m,n→∞ and m= nEξ +O(n1/2), then the probability distribution of
the variable νm is approximated by the formula

Pr
{

νm = n; nEξ/m∈ [x,x+dx)
}∼ f (x)dx (2.4)

similar to (1.2) with the density

f (x)=
(

mEξ
2πxDξ

)1/2

exp
[

− mEξ
2Dξ

(

x1/2− x−1/2)2
]

. (2.5)

Equations (2.2) and (2.4) can be considered as some local limit theorems for proba-
bility distribution of the variable νm. They present some asymptotic formulas provided
m→∞ at the mentioned restrictions concerning the n variation. But these formulas are
defined only up to a factor ∼ 1 in this limit. In connection with this fact a natural further
step is to prove of the corresponding integral theorem at m,n→∞ relative to the distri-
bution of Pm(n). Such a theorem determines uniquely the limit probability distribution
unlike the local one.
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Here, we will prove the integral theorem of probability distribution for the random
variable

ζm =
(

νmEξ
m

− 1
)(

mEξ
Dξ

)1/2

(2.6)

centering the variable νm.

3. The integral representation

In this section we obtain the integral representation for the probability Pm(n)≡ Pr{νm =
n}. It will be used further for proving the integral theorem.

At first, we make use the following decomposition of the event {νm = n} on events
{ηn−1 = k}, k = 0, . . . ,m− 1 that are pairwise disjoint,

{

νm = n
}= {ηn−1 <m, ηn ≥m

}=
m−1
⋃

k=0

{

ηn−1 = k, ξn ≥m− k
}

=
m−1
⋃

k=0

{

ηn−1 = k
}∩ {ξn ≥m− k

}

.

(3.1)

We obtain the following formula for probability Pm(n):

Pm(n)=
m−1
∑

k=0

Pr
{

ηn−1 = k
}

Pr
{

ξn ≥m− k
}

, (3.2)

based on the decomposition and using the total probability formula with the indepen-
dence condition for variables ξ1,ξ2, . . . ,ξn.

Now, we introduce the generating function F(z) of probability distribution of the typ-
ical representative ξ of the sequence ξ1,ξ2, . . . :

F(z)=
∞
∑

k=0

zkPr{ξ = k}. (3.3)

Taking into account the independence condition for random variables ξ1,ξ2, . . . ,ξn, we
have

Fn(z)≡
∞
∑

k=0

zkPr
{

ηn = k
}= [F(z)

]n
, n∈N. (3.4)

Using this fact, we express the following generating function:

Gn(z)=
∞
∑

m=1

zmPm(n) (3.5)
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via the function F(z). For this, we multiply (3.2) by zm and sum all those equalities over
m∈N. As a result, we get

Gn(z)=
∞
∑

m=1

zm
m−1
∑

k=0

Pr
{

ηn−1 = k
}

Pr
{

ξn ≥m− k
}

=
∞
∑

k=0

zkPr
{

ηn−1 = k
}

∞
∑

m=k+1

zm−kPr
{

ξn ≥m− k
}

= z
[

F(z)
]n−1

∞
∑

l=1

Pr
{

ξn = l
}

l−1
∑

m=0

zm = z

1− z

(

1−F(z)
)[

F(z)
]n−1

.

(3.6)

The function Gn(z) is analytical into the unit disk {z : |z| < 1}. This follows from the
fact that the function F(z) is always analytical into the closed unit disk since the power
series defining F(z) converges uniformly in it,

∣

∣F(z)
∣

∣≤
∞
∑

k=0

|z|k pk ≤
∞
∑

k=0

pk = 1. (3.7)

The probability Pm(n) is defined as the mth coefficient of the Taylor series of the function
Gn(z). Therefore, the probability Pm(n) may be represented by the Cauchy formula

Pm(n)= 1
2πi

∮

C
z−(m+1)Gn(z)dz = 1

2πi

∮

C

(

1−F(z)
)

1− z

[

F(z)
]n−1 dz

zm
, (3.8)

where C = {z; |z| = r}, r < 1 is a closed countour with the positive going around.
We formulate the obtained result in the form of the separate statement.

Theorem 3.1. Let ξ1,ξ2, . . . be a sequence of statistically independent and equally distributed,
nonnegative, lattice random variables. Let pk, k = 1,2, . . . , be an arbitrary probability distri-
bution of its typical representative ξ. Then the probability Pm(n) is defined by (3.8).

4. The extremal property of the holomorphic function
H(z) with nonnegative coefficients

In this section we prove the theorem on the module maximum of the holomorphic func-
tion H(z) that has nonnegative coefficients in its expansion in the power series. This
property will be used hereinafter for the proof of the limit theorem.

Theorem 4.1 (Fedoryuk [2]). Let

H(z)=
∞
∑

k=0

akz
k, z ∈ C, (4.1)

be a holomorphic function in the circle Cρ = {z : |z| ≤ ρ} ⊂ C of the radius ρ having non-
negative coefficients {ak ≥ 0; k = 0,1,2, . . .}. If

(a) a0 > 0;
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(b) there exists an integer j ≥ 2, j ∈ N such that ak = 0 at k �= jn, n ∈ N, then the
module of function H(z) reaches the maximum on the positive part of real axe.

Consider the point z∗ ∈ {z : |z| = r∗} where max{|H(z)|; |z| = r∗} is reached on the
circle with the zero center and with the radius r∗ ∈ (0,ρ].

Prove that the point z∗ coincides with r∗ provided a0 > 0. Assume that z∗ �= |z∗| = r∗.
We will show that there exists such an integer j ≥ 2 for which the following formula:

H(z)=
∞
∑

k=0

ajkz
jk (4.2)

is valid in this case. Thus, we will come to the contradiction with the condition (b) of the
theorem formulation.

Due to the non-negativity of ak, we have the following inequality for any z = r∗eiϕ:

∣

∣H(z)
∣

∣=
∣

∣

∣

∣

∣

∞
∑

k=0

akr
k
∗e

ikϕ

∣

∣

∣

∣

∣

≤
∞
∑

k=0

akr
k
∗. (4.3)

On the other hand, since the maximum is reached at the point z∗ on the circle {z : |z| =
r∗}, then the equality is realized in the obtained inequality. Because of the fact that ak ≥ 0,
it is possible only if all the summands have the same argument, that is, einϕ = 1 at all
k = 0,1,2, . . . if ak �= 0. This follows from the condition a0 > 0. Let k1,k2, . . . be integers
corresponding to nonzero coefficients in the series of H(z), that is, 1 < k1 < k2 < ··· and
eiknϕ = 1, n ∈ N. Then there exist the integers ln ∈ N such that knϕ = 2πln, ln ≤ kn, n =
1,2, . . . . Therefore, we obtain kn = (k1/l1)ln for all n ∈ N. The rational number k1/l1 is
represented as irreducible fraction k1/l1 = j/l where j ≥ 2 and l ≥ 1 are relatively prime
numbers. The latter is valid since at j = 1 we have kn = ln and, consequently, ϕ= 2π that is
not true. Then kn = jln/l, that is, ln is divided by l, ln = lmn, mn ∈N. Therefore, kn = jmn,
that is, the function H(z) has form (4.2).

5. The integral limit theorem

Main Theorem 5.1. Let the probability distribution {pk; k ∈N+} satisfy the collection of
following conditions:

(a) p0 > 0, p0 �= 1;
(b) the number j ≥ 2, j ∈N, such that pk = 0 at k �= jl, l ∈N, is absent (this condition

indicates that the unit is the proper (minimal) step of the lattice probability distribu-
tion of the random variable ξ);

(c) the fast decrease takes place

lim
k→∞

(

pk
)1/k = ρ−1 < 1. (5.1)

Then the limit formula

lim
m→∞Pr

{

a≤ ζm < b
}= (2π)−1/2

∫ b

a
exp

{− x2/2
}

dx (5.2)
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for the probability distribution of random variable

ζm =
(

νmEξ
m

− 1
)(

mEξ
Dξ

)1/2

(5.3)

is valid provided m→∞ uniformly in a and b (−∞≤ a < b ≤ +∞).

Our proof of the theorem will be affected in several steps.
(A) We find the expression of the characteristic function of the variable ζm. The char-

acteristic function of the variable νm is expressed in the following form in terms of the
integral representation (3.8):

Eeitνm =
∞
∑

n=1

eitn Pm(n)= 1
2πi

∮

C

1−F(z)
zm(1− z)

dz
∞
∑

n=1

eitn
[

F(z)
]n−1

= eit

2πi

∮

C

1−F(z)
zm(1− z)

(

1− eitF(z)
)dz.

(5.4)

Then the formula

Eeitζm = exp

[

− it
(

mEξ
Dξ

)1/2
]

Eexp

⎡

⎣iνm

⎛

⎝

t(Eξ)3/2
√

mDξ

⎞

⎠

⎤

⎦= Km

∮

C
h(z)dz (5.5)

is valid. Here,

Km = 1
(2πi)

exp

[

− it
(

mEξ
Dξ

)1/2(

1−Eξ
m

)

]

,

h(z)= 1−F(z)
zm(1− z)

⎛

⎝1−F(z)exp

⎡

⎣it
(Eξ)3/2
√

mDξ

⎤

⎦

⎞

⎠

−1

.

(5.6)

(B) We calculate the limit value of the integral (5.5) provided m→∞. For this, we
introduce the auxiliary circumferential circuit C′ = {z : |z| = r′} having the negative go-
ing around. The value r′ meets the condition 1 < r′ < ρ. The latter is possible in view
of the condition (b) of the theorem. For a given small real number ε > 0, we draw di-
rected segments L+ = 〈(r2− ε2)1/2 + iε, (r′2− ε2)1/2 + iε〉 and L− = 〈(r′2− ε2)1/2− iε, (r2−
ε2)1/2 − iε〉. Here, they are characterized by ordered pairs representing their initial and
finish points. Further, we cut out small arcs from circuits C and C′ included between in-
tersection points of these circuits with segments L±. As a result, we get contours Cε and
C′ε with the preserved direction of going around on them, corresponding to going around
on contours C and C′.

We consider the closed circuit L that consists of the sequential passage of circuits Cε,
L−, C′ε, L+. It is negatively oriented. Therefore,

∮

L
h(z)dz =−2πi

∑

zk(m)

(

Resh(z)
)

z=zk(m), (5.7)
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where the summation is done on the set of poles {zk(m)} that are solutions of

F(z)= exp

⎡

⎣−it (Eξ)3/2
√

mDξ

⎤

⎦ , (5.8)

depending on parameter m.
Since the function F(z) is analytical in a small neighborhood of the point z = 1 and

(dF(z)/dz)z=1 = Eξ �= 0 in view of p0 �= 1, then the inverse analytical function y(z) ex-
ists when the variable z is being changed in this neighborhood. It is defined by F(z)= y
and the condition y(1)= 1 (it is clear that it is impossible to guarantee the uniqueness of
the solution in general case without the condition pointed out. For instance, if p2k+1 = 0,
k = 0,1,2, . . ., then there is a solution satisfying the condition y(1) = −1 together with
the mentioned solution). Further, in view of the condition (b) of the theorem formu-
lation and Theorem 4.1, we may state that, for any circle centered at zero, the function
F(z) reaches its module maximum on the positive part of real axe when it is varied on
the circle. Therefore, the solution z = 1 of F(z) = 1 is unique. It is valid due to the in-
equality |F(z)| ≤ F(|z|) ≤ F(1) = 1. Here, the equality is reached only if |z| = 1. But if
this condition holds, then F(1) > F(z) provided z �= 1.

Thus, in a sufficiently small neighborhood of the point z = 1, there exists the unique
inverse function y(z) of the function F(z). Therefore, since the right-hand side of (5.8)
tends to 1 provided m→∞, then, under sufficiently large value m, there exists the unique
solution z(m) of this equation. In this connection, formula (5.7) takes the form

∮

L
h(z)dz =−2πi

(

Resh(z)
)

z=z(m). (5.9)

The integral in the left-hand side of this equality is decomposed into the sum of four
integrals

∮

L
h(z)dz =

∮

Cε

h(z)dz+
∫

L+

h(z)dz+
∮

C′ε
h(z)dz+

∫

L−
h(z)dz. (5.10)

We go to the limit ε→ +0. Then integrals over segments L+ and L− compensate each other
due to the integration in opposite directions. Furthermore, circuits Cε and C′ε turn into
circuits C and C′ under such a passage to the limit. Further, the integral over the circuit
C′ tends to zero when m→∞,

lim
m→∞Km

∮

C′
h(z)dz = 0, (5.11)

because |z| = r′ > 1 on this circuit and, therefore, |h(z)| < constr′−m. Due to these facts,
we find from (5.9)

lim
m→∞ lim

ε+0
Km

∮

L
h(z)dz = lim

m→∞Km

∮

C
h(z)dz =−2πi lim

m→∞Km
(

Resh(z)
)

z=z(m). (5.12)
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Now we proceed to the limit m→∞ in formula (5.5) taking into account the limiting
relationship (5.12). As a result, we get

lim
m→∞Eeitζm = lim

m→∞
[

F′
(

z(m)
)]−1

exp

[

− it
(

mEξ
Dξ

)1/2
]

· 1−F(z(m))
z(m)m

(

1− z(m)
) . (5.13)

(Note that the obtained formula makes sense only if p0 < 1, otherwise, F(z)≡ 1 and F′ =
0.)

(C) We calculate the limit in (5.13). For this, we represent z(m) as the expansion in
half-integer powers

z(m)= 1 +
w1√
m

+
w2

m
+ o
(

m−1). (5.14)

Correspondingly, we represent the generating function F(z) with the same accuracy in
the following form taking into account that F(1)= 1, F′(1)= Eξ, and F′′(1)=Dξ −Eξ +
(Eξ)2,

F
(

z(m)
)= 1 + Eξ

(

w1√
m

+
w2

m

)

+
w2

1

2m

(

Dξ −Eξ + (Eξ)2)+ o
(

m−1). (5.15)

Using (5.8), we get

F
(

z(m)
)= 1− it

(Eξ)3/2
√

mDξ
− t2 (Eξ)3

2mDξ
+ o
(

m−1). (5.16)

Equating coefficients at powersm−1/2 andm−1 in (5.15) and (5.16), we find the expression
for w1,

w1 =−it
(

Eξ
Dξ

)1/2

(5.17)

and the equation for w2,

w2Eξ +
w2

1

2

(

Dξ −Eξ + (Eξ)2)=− t
2(Eξ)3

2Dξ
(5.18)

from which it follows

w2 =− t
2(Eξ)2

2Dξ
− w2

1

2Eξ

(

Dξ −Eξ + (Eξ)2)= t2

2

(

1− Eξ
Dξ

)

. (5.19)

The substitution of these expressions into (5.14) gives us the formula for z(m),

z(m)= 1− it
(

Eξ
mDξ

)1/2

+
t2

2mDξ
(Dξ −Eξ) + o

(

m−1). (5.20)
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Find an asymptotic formula for z(m)−m. Since

lnz(m)−m =m

(

it
(

Eξ
mDξ

)1/2

− t2

2mDξ
(Dξ −Eξ)− t2Eξ

2mDξ

)

+ o
(

m−1)

= it
(

mEξ
Dξ

)1/2

− t2

2
+ o
(

m−1),

(5.21)

then

z(m)−m = exp

[

it
(

mEξ
Dξ

)1/2

− t2

2
+ o
(

m−1)
]

. (5.22)

Passing to the limit in the expression (1− F(z(m)))/(1− z(m)), we can change it by
F′(z(m)) in accordance with L’Hospital rule. Then the direct substitution of this expres-
sion and expression (5.22) into (5.13) gives the limit of the characteristic function

lim
m→∞Eeitζm = exp

{− t2/2
}

. (5.23)

Using the theorem of the connection between the characteristic functions sequence con-
vergence and the convergence of corresponding sequence of probability distributions
(Gnedenko [3]), we obtain the theorem statement.

6. The Wald representation

Consider the random variable

ζm =
(

νmEξ
m

− 1
)(

mEξ
Dξ

)1/2

. (6.1)

Denote

ρm = νmEξ
m

= 1 + ζm

(

Dξ

mEξ

)1/2

. (6.2)

Since the sequence {ζm; m= 1,2, . . .} is bounded with probability one when m→∞, then

ρ±1/2
m = 1± 1

2
ζm

(

Dξ

mEξ

)1/2

+O
(

m−1). (6.3)

Consequently,

ρ1/2
m − ρ−1/2

m = ζm

(

Dξ

mEξ

)1/2

+O
(

m−1) (6.4)
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and, therefore, it follows that

ζm =
(

mEξ
Dξ

)1/2
(

ρ1/2
m − ρ−1/2

m

)

+O
(

m−1/2)≡ g
(

ρm
)

+O
(

m−1/2), (6.5)

where the function

g(x)=
(

mEξ
Dξ

)1/2
(

x1/2− x−1/2) (6.6)

has the inverse one.
From the formula (5.2) it follows that the limit distribution density fζ(x) of the ran-

dom variable ζm equals to

fζ(x)= (2π)−1/2 exp
(− x2/2

)

. (6.7)

Then we have

fρ(x)= g′(x) fζ
(

g(x)
)

. (6.8)

It is valid by the transformation of the probability distribution density of the continuous
random variable ζ to the probability distribution density of the random variable being
the function ρ = g(ζ). The density fρ(x) approximates asymptotically the probability dis-
tribution density of the variable ρm. We have the following formula for it:

fρ(x)=
(

mEξ
8πxDξ

)1/2
(

1 + x−1)exp
(

− mEξ
2Dξ

(

x1/2− x−1/2)2
)

. (6.9)
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Many analytical problems can be reduced to determining the number of roots of a poly-
nomial in a given disc. In turn, the latter problem admits further reduction to the gener-
alized Rauss-Hurwitz problem of determining the number of roots of a polynomial in a
semiplane. However, this procedure requires complicated coefficient transformations. In
the present paper we suggest a direct method to evaluate the number of roots of a poly-
nomial with complex coefficients in a disc, based on studying a certain equation in the
algebra of polynomials. An application for computing the rotation of plane polynomial
vector fields is also given.
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1. Functional equations: basic properties of solutions

Let

f (z)= a0 + a1z+ ···+ anz
n, an �= 0, (1.1)

F(z)= b0 + b1z+ ···+ bnz
n + bn+1z

n+1, b0 �= 0, bn+1 �= 0, (1.2)

be polynomials with complex coefficients a0,a1, . . . ,an and b0,b1, . . . ,bn+1 of degree n and
n+ 1, respectively. Assume the polynomials f and F to satisfy the functional equation

(a+ bz) f (z) + (c+dz) f ∗(z)= F(z), (1.3)

where a, b, c, d are certain complex numbers and the polynomial f ∗ is defined by

f ∗(z)= ā0z
n + ā1z

n−1 + ···+ ān = zn f
(

1
z̄

)

. (1.4)
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2 On a certain functional equation in the algebra of polynomials

Consider along with (1.3) the following functional equation:

g(z) · f (z)= (āz+ b̄)F(z)− (c+dz)F∗(z), (1.5)

where

g(z)= αz2 +βz+ ᾱ, α= āb− c̄d, β= |a|2 + |b|2−|c|2−|d|2, (1.6)

F∗(z)= b̄0z
n+1 + b̄1z

n + ···+ b̄n+1. (1.7)

Lemma 1.1. If the polynomials f and F satisfy the functional equation (1.3), then they also
satisfy the functional equation (1.5).

Conversely, if at least one of the numbers α, β is different from zero and f , F satisfy (1.5),
then they satisfy (1.3) as well.

Proof. Let polynomials (1.1) and (1.2) satisfy (1.3). By the definition of f ∗ and F∗, one
has

(āz+ b̄) f ∗(z) + (c̄z+ d̄) f (z)= F∗(z). (1.8)

Multiplying (1.3) (resp., (1.8)) by (āz+ b̄) (resp., by (c+dz)) and taking the difference
of the obtained expressions, one obtains (1.5), where the coefficients α and β are defined
by (1.6). Thus the first implication is established.

Conversely, assume that f and F satisfy (1.5), and at least one of α, β is different from
zero. Since the coefficient β of g is real (cf. [4]), one has

z2g
(

1
z̄

)

= g(z). (1.9)

Therefore, it follows from (1.5) that

g(z) f ∗(z)= (a+ bz)F∗(z)− (c̄z+ d̄)F(z). (1.10)

Multiplying (1.5) (resp., (1.10)) by (a+ bz) (resp., by (c + dz)) and summing up the
obtained expressions, one arrives at the following equality:

g(z)
[

(a+ bz) f (z) + (c+dz) f ∗(z)
]= g(z)F(z). (1.11)

Since g(z)�≡ 0 and the algebra of polynomials does not contain zero divisors, it follows
that f and F satisfy (1.3).

The lemma is completely proved. �

Assume that the polynomials f and F satisfy (1.3). It follows from (1.1)–(1.3) that
(1.3) is equivalent to the following system:

aak + cān−k + bak−1 +dān−k+1 = bk, k = 0,1, . . . ,n+ 1, (1.12)

where we put ak = 0 for k < 0 and k > n.
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Similarly, (1.5) is equivalent to the following system:

ᾱak +βak−1 +αak−2 = ābk−1−db̄n−k+2 + b̄bk − cb̄n−k+1, k = 0,1, . . . ,n+ 2, (1.13)

where ak = bk = 0 for k < 0 and ak = bk+1 = 0 for k > n.
Thus, under the assumption that a, b, c, and d satisfy the condition |α|+ |β| > 0, sys-

tem (1.3) is equivalent to (1.12) as well as to (1.13).
Below we will list some properties of solutions to (1.3).

(1) (a) The coefficients a, b, c, d along with the polynomial f determine the polyno-
mial F uniquely.
(b) If the polynomials f and F are defined by (1.1) and (1.2) and satisfy (1.3),
then the coefficients a, b, c, d satisfy the conditions

|a|+ |c| > 0, |b|+ |d| > 0. (1.14)

(c) If a collection (a,b,c,d, f ,F) of numbers a, b, c, d, and polynomials f , F sat-
isfy (1.3), then so is the collection (λa,λb, λ̄c, λ̄d, f /λ,F) for any complex number
λ�= 0.

(2) Given a polynomial F and numbers a, b, c, and d, satisfying |α|+ |β| > 0, there
exists a unique f satisfying (1.3). Indeed, if α�= 0, then the first n+ 1 equations
of system (1.13) completely determine the coefficients a0,a1, . . . ,an of the poly-
nomial f . If, however, α = 0 and β �= 0, then all the coefficients a0,a1, . . . ,an of
the polynomial f are completely determined by n+ 1 equations of system (1.13)
starting with the second one.

(3) It follows from (1.5) that the roots of g(z) turn out to be the roots of G(z) =
(āz + b̄)F(z)− (c + dz)F∗(z). Also, if α �= 0 and β2 �= 4|α|2, then z0,z1 = 1/z̄0,
where

z0 =
−β+

√

β2− 4|α|2
2α

, (1.15)

are the roots of g(z). Therefore, F and the coefficients a, b, c, d are connected by the
following relations:

(

āz j + b̄
)

F
(

zj
)− (c+dzj

)

F∗
(

zj
)= 0, j = 0,1. (1.16)

If α�= 0 and β2 = 4|α|2, then z1 = z0 is a multiple root of g(z), and, therefore,

(

āz0 + b̄
)

F
(

z0
)− (c+dz0

)

F∗
(

z0
)= 0,

(

āz0 + b̄
)

F′
(

z0
)

+ āF
(

z0
)− (c+dz0

)

F∗
′(
z0
)−dF∗

(

z0
)= 0.

(1.17)

Finally, if α= 0 and β �= 0, then the linear function g(z)= βz has the only root z0 = 0.
Hence it follows from (1.5) (see also (1.10)) that

b̄F(0)− cF∗(0)= 0,

d̄F(0)− aF∗(0)= 0.
(1.18)
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2. Functional equations: solubility conditions

Given the polynomial (1.2), consider the solubility problem for the functional equation
(1.3) with respect to unknown coefficients a, b, c, d and a polynomial f . To treat the
above problem, we will use the necessary conditions for the solubility of (1.3) given by
(3.1)–(3.8) (depending on whether the root z0 of g(z) satisfies 0 < |z0| < 1, |z0| = 1, or
z0 = 0).

Assume z0 and z1 to be given and consider system (1.16) with respect to unknown a,
b, c, d. We will try to find a solution to (1.16) in such a way that (1.3) will have a solution
with respect to f . Also, given z0, we will follow the same way regarding system (1.17).

To describe the solubility conditions for the functional equation (1.3), it is convenient
to introduce the notion of a regular point.

A point z is called regular with respect to the polynomial F if the following conditions
are satisfied:

F(z) ·F∗(z)�= 0,
∣

∣F(z)
∣

∣�= ∣∣F∗(z)
∣

∣, for |z| �= 1,

(n+ 1)
∣

∣F(z)
∣

∣

2 �= 2�[F(z)F
′
(z)z

]

, for |z| = 1.
(2.1)

Observe that the notion of a regular point is introduced with respect to the unit circle.
It follows immediately from the definition of a regular point that if z0 is regular, then so
is z1 = 1/z̄0 and vice versa.

According to the definition of polynomial F∗, the rational function

A(z)= F∗(z)
F(z)

(2.2)

satisfies the identity

A(z) ·A
(

1
z̄

)

≡ 1. (2.3)

In addition, |A(z)| �= 1 for all regular points z,|z| �= 1.
Assume that z0 is a regular point of F, A0 = A(z0), A1 = 1/Ā0, and σ0, σ1 are arbitrary

complex numbers. Consider the linear system

āz0 + b̄ = σ0A0, ā+ b̄z̄0 = σ1A1,

c+dz0 = σ0, cz̄0 +d = σ1,
(2.4)

with unknown a, b, c, and d. It should be pointed out that any solution to system (2.4) is
also a solution to (1.16) for z0 �= 0, as well as a solution to (1.18) for z0 = 0.

For |z0| < 1 system, (2.4) has the unique solution

ā
(

1−∣∣z0
∣

∣

2
)

= σ1A1− z̄0σ0A0, b̄
(

1−∣∣z0
∣

∣

2
)

= σ0A0− z̄0σ1A1,

c
(

1−∣∣z0
∣

∣

2
)

= σ0− z0σ1, d
(

1−∣∣z0
∣

∣

2
)

= σ1− z̄0σ0.
(2.5)
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With the above a, b, c, and d on hands, the coefficients α, β from formula (1.6) satisfy
the equalities

α
(

1−∣∣z0
∣

∣

2
)

= z̄0

(
∣

∣A1
∣

∣

2− 1
)(
∣

∣σ0A0
∣

∣

2−∣∣σ1
∣

∣

2
)

, (2.6)

β
(

1−∣∣z0
∣

∣

2
)

=−
(
∣

∣A1
∣

∣

2− 1
)(
∣

∣σ0A0
∣

∣

2−∣∣σ1
∣

∣

2
)

. (2.7)

Theorem 2.1. Let z0 with |z0| < 1 be a regular point of the polynomial F, and assume the
numbers σ0 and σ1 to satisfy the condition

∣

∣σ0A0
∣

∣�= ∣∣σ1
∣

∣. (2.8)

Let, further, a, b, c, and d be defined by (2.5). Then the functional equation (1.3) admits
a solution f (z).

Proof. To begin with, consider the case z0 �= 0. It follows from (2.8) and (2.6) that α�= 0.
Formulae (2.4) and (2.3) provide that z0 and z1 = 1/z̄0 are the roots of the polynomial
g(z) (1.6):

g
(

z0
)= (a+ bz0

)(

āz0 + b̄
)− (c+dz0

)(

c̄z0 + d̄
)= σ̄1Ā1σ0A0− σ0σ̄1 = σ̄1σ0− σ0σ̄1 = 0,

g
(

z1
)= z2

1g
(

z0
)= 0.

(2.9)

On the other hand, the numbers z0 and z1 are the roots of the polynomial

G(z)= (āz+ b̄)F(z)− (c+dz)F∗(z). (2.10)

Therefore, by the Bezout theorem, the rational function

f (z)= G(z)
g(z)

(2.11)

is, in fact, a polynomial satisfying the functional equation (1.5). Now the statement of the
theorem in the considered case follows from Lemma 1.1.

Assume now z0 = 0. The condition (2.8) and equalities (2.6), (2.7) yield α= 0 and β �=
0, that is, g(z)= βz is a linear function. In addition, z = 0 is a root of the polynomial G(z).
Therefore, f (z) = G(z)/g(z) is a polynomial satisfying (1.5), and again the statement of
the theorem in the considered case follows from Lemma 1.1.

Theorem 2.1 is completely proved. �

Assume now that a regular point z0 of the polynomial F belongs to the unit circle
|z| = 1. Given numbers c and d, consider system (1.18) with unknown a, b. By solving
system (1.18) one obtains

āF2 = Δ · c+
(

FF∗ + zΔ
)

d, b̄F2 = (FF∗ − zΔ
)

c− z2Δd, (2.12)
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where

Δ= znΔ0, Δ0 = (n+ 1)|F|2− 2�[F̄F′z],

F = F(z), F′ = F′(z), F∗ = F∗(z), z = z0.
(2.13)

Take the coefficients a, b, c, and d satisfying (2.12) and define the polynomial g(z) by
means of formula (1.6). Formula (2.12) provides the following relations for α and β:

zα|F|4 = Δ0
[|F|2(|c|2−|d|2)−Δ0|c+ zd|2], (2.14)

β|F|4 = 2Δ0
[

Δ0|c+ zd|2−|F|2(|c|2−|d|2)]. (2.15)

Theorem 2.2. Let z0,|z0| = 1 be a regular point of the polynomial F and let the numbers c,
d satisfy the condition:

Δ0
∣

∣c+ z0d
∣

∣

2 �= ∣∣F(z0
)∣

∣

2(|c|2−|d|2). (2.16)

If the coefficients a, b, c, and d satisfy relation (2.12), then the functional equation (1.3) has
the unique solution (a,b,c,d, f ).

Proof. It follows from (1.6) and (2.15)–(3.1) that β = −2αz0 �= 0. Since the coefficient β
is real and z0z̄0 = 1, one obtains the equality ᾱ = αz2

0, that is, g(z) ≡ α(z− z0)2. At the
same time, z0 is a multiple root to the polynomial G(z) = (āz + b̄)F(z)− (c + dz)F∗(z).
Therefore, the rational function f (z) = G(z)/g(z) is, in fact, a polynomial satisfying the
functional equation (1.5). To complete the proof of Theorem 2.1 it remains to apply
Lemma 1.1. The theorem follows. �

Combining Theorems 2.1 and 2.2 with property (2) of solutions to (1.3) one can effec-
tively compute the numbers a, b, c, d and the coefficients a0,a1, . . . ,an of the polynomial
f . Indeed, assume, for instance, that z = 0 is a regular point of the polynomial F. Then
the regularity condition for the point z = 0 along with condition (2.8) take the form

b0 · bn+1 �= 0,
∣

∣b0
∣

∣�= ∣∣bn+1
∣

∣,
∣

∣cbn+1
∣

∣�= ∣∣db0
∣

∣; (2.17)

also, the equalities (2.6) and (2.7) take the form

ābn+1 = db̄0, b̄b0 = cb̄n+1. (2.18)

In this case the leading coefficient α of the polynomial g(z), that is determined by a,
b, c, d, is equal to zero. Hence, in order to determine unknown coefficients a0,a1, . . . ,an
from system (1.13), one has

0= b̄b0− cb̄n+1,

βa0 = āb0−db̄n+1 + b̄b1− cb̄n,

βak−1 = ābk−1−db̄n−k+2 + b̄bk − cb̄n−k+1, k = 2, . . . ,n,

βan = ābn−db̄1 + b̄bn+1− cb̄0,

0= ābn+1−db̄0.

(2.19)
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Observe that the first and the last equations in (2.19) coincide with (2.18). According to
(2.17) and (2.18), one obtains the following relation for the coefficient β of the polyno-
mial g(z):

β=
(
∣

∣bn+1
∣

∣

2−∣∣b0
∣

∣

2
)

⎛

⎝

|c|2
∣

∣b0
∣

∣

2 −
|d|2

∣

∣bn+1
∣

∣

2

⎞

⎠�= 0. (2.20)

Thus the coefficients a0,a1, . . . ,an of the polynomial f can be uniquely determined from
system (2.19).

It follows from Theorems 2.1 and 2.2 that the existence of a regular point for the poly-
nomial F is a sufficient condition for the existence of a solution to the functional equation
(1.3).

It turns out that the existence of a regular point for the polynomial F is intimately
connected to the linear (in)dependence of the polynomials F and F∗ in the complex
linear space of (complex) polynomials. To be more precise, there exists a regular point for
F if and only if F and F∗ are linearly independent. This statement is a direct consequence
of the following lemma.

Lemma 2.3. The following conditions are equivalent:
(a) F and F∗ are linearly independent in the complex linear space of (complex) polyno-

mials;
(b) the identity |F(z)| ≡ |F∗(z)| is satisfied;
(c) the identity

2Re
[

F(w)F
′
(w)w

]≡ (n+ 1)
∣

∣F(w)
∣

∣

2 ∀|w| = 1 (2.21)

is satisfied.

Proof. Assume (a) is satisfied: F∗ = C ·F for some nonzero complex number C. Then, ac-
cording to the definition of the polynomial F∗, one has the following equality for the co-
efficients b0,bn+1 : b̄0 = Cbn+1, b̄n+1 = Cb0, from which it follows that |C| = 1, and there-
fore, |F∗(z)| ≡ |F(z)|.

Thus (a) implies (b).
Assume, further, |F(z)| ≡ |F∗(z)|. Applying to this identity the change of coordinates

z = rw, r ≥ 0, |w| = 1 and using the definition of F∗, one obtains

r2n+2F
(

r−1w
)

F
(

r−1w
)≡ F(rw)F(rw). (2.22)

Differentiating the last identity with respect to the real argument r at the point r = 1 we
obtain (c).

Thus (b) implies (c).
Finally, assume that (c) is satisfied and show that F and F∗ are linearly dependent.

Consider the function F(w)/F(w) on the unit circle |w| = 1, where F(w)�= 0, and show
that this function has a continuous extension over the unit circle. Assume that F vanishes
at some point w0 belonging to the unit circle. Then we have the following representation:
F(z)= (z−w0)kF1(z), where k ≥ 1 is an integer, F1(w0)�= 0.
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The conditions

lim
w→w0

w̄− w̄0

w−w0
=− 1

w2
0

, |w| = 1, (2.23)

yield

lim
w→w0

F(w)
F(w)

= (−1)kw−2k
0

F1
(

w0
)

F1
(

w0
) , |w| = 1, (2.24)

providing the continuity of the function F(w)/F(w).
Differentiating the function wn+1F(w)/F(w), w = exp(it) with respect to t at the points

where F(w)�= 0 and using condition (c), one obtains

d

dt

wn+1F(w)
F(w)

= iwn+1

{

(n+ 1)F(w)−F′(w)w
F(w)

− F(w)F′(w)w
F2(w)

}

= 0. (2.25)

The above equality along with the continuity of the function wn+1F(w)/F(w) on the unit
circle yield that the latter function is, in fact, constant, that is wn+1F(w) = C · F(w) or,
equivalently, F∗(w) = C · F(w), |w| = 1. Therefore, the coefficients of the polynomials
C ·F and F∗ coincide. The linear dependence of the polynomials F and F∗ is established
and the proof of Lemma 2.3 is complete. �

3. An algorithm for computing the number of roots in the unit circle

In what follows we will be interested in the case when the coefficients a, b, c, d satisfy the
following additional condition:

|a+ bw| ≥ |c+dw|, |w| = 1. (3.1)

Lemma 3.1. Linear functions a+ bz, c+dz satisfy condition (3.1) if and only if the numbers
α= āb− c̄d, β = |a|2 + |b|2−|c|2−|d|2 satisfy the inequality

2|α| ≤ β. (3.2)

Proof. The equality

|a+ bz|2−|c+dz|2 = |a|2 + 2�(ābz) + |b|2|z|2−|c|2− 2�(c̄dz)−|d|2|z|2 (3.3)

yields, for z = eit, t ∈ [0,2π],

|a+ bz|2−|c+dz|2 = β+ 2�[αeit]. (3.4)

Combining this with the equality

min
t
�[αeit]=−|α|, (3.5)

one obtains the equivalence of conditions (3.1) and (3.2). The lemma is proved. �
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Observe that Lemma 3.1 allows one to verify effectively the validity of condition (3.1)
for the coefficients a, b, c, d determined by regular points of the polynomial F.

Lemma 3.2. Let z0,|z0| ≤ 1, be a regular point of the polynomial F. Assume that the numbers
a, b, c, d are determined by equalities (2.5) with

(∣

∣A0
∣

∣− 1
)(∣

∣σ0A0
∣

∣−∣∣σ1
∣

∣

)

> 0,
∣

∣z0
∣

∣ < 1, (3.6)

or that they satisfy (2.12) with

Δ0

[

Δ0
∣

∣c+ z0d
∣

∣

2−∣∣F(z0
)∣

∣

2(|c|2−|d|2)
]

> 0,
∣

∣z0
∣

∣= 1. (3.7)

Then a, b, c, d satisfy (3.1).

The statement following below provides an important property of solution (a,b,c,d, f )
to the functional equation (1.3).

Theorem 3.3. Assume that the polynomial F does not contain roots on the unit circle |z| =
1. Suppose, further, that the coefficients a, b, c, d satisfy condition (3.1) and

|ad− bc|+β > 0, β= |a|2 + |b|2−|c|2−|d|2. (3.8)

Then the polynomial f as well as any polynomial of the parameterized family

Gλ(z)= (a+ bz) f (z) + λ(c+dz) f ∗(z), 0≤ λ≤ 1, (3.9)

does not contain roots on the unit circle |z| = 1.

Proof. Arguing indirectly, one obtains the existence of numbers w,|w| = 1, and λ∈ [0,1]
such that

Gλ(w)= (a+ bw) f (w) + λ(c+dw) f ∗(w)= 0. (3.10)

Since w̄w = 1, one has

f ∗(w)=wn f
(

1
w̄

)

=wn f (w), (3.11)

from which it follows that

(a+ bw) f (w) + λ(c+dw)wn f (w)= 0. (3.12)

By condition,

G1(w)= (a+ bw) f (w) + (c+dw)wn f (w)= F(w)�= 0, (3.13)

therefore, f (w)�= 0 and 0≤ λ < 1. Now, using the equality (3.12), we obtain

|a+ bw| = λ|c+dw|, (3.14)
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from which it follows (see Lemma 3.1) that |a+ bw| = 0, |c+ dw| = 0. The latter equal-
ities yield |a| = |b|, |c| = |d|, ad− bc = 0 that contradicts condition (3.8) and the result
follows. �

Denote by κ(F) the number of roots of the polynomial F (counted according to their
multiplicity) belonging to the open unit disc |z| < 1. As noted, the computing κ(F) maybe
a reduction to the generalized Rauss-Hurwitz problem of determining the number of
roots of a polynomial in a semiplane (see, for instance, [1–3]). The above results allow us
to construct an iterative process for computing κ(F), namely, the following theorem.

Theorem 3.4. Assume that the polynomial F does not have roots on the unit circle |z| = 1.
If the polynomials F and F∗ are linearly dependent, then

κ(F)= n+ 1
2

, (3.15)

otherwise

κ(F)= κ
(

G0
)

, (3.16)

where G0(z) = (a+ bz) f (z) and the collection (a,b,c,d, f ) satisfying (3.1), (3.8) is a solu-
tion to the functional equation (1.3).

Proof. Assume the polynomials F and F∗ to be linearly dependent, that is F∗(z)≡ CF(z).
Then the following presentation takes place:

F(z)= bn+1
(

z− z1
)α1 ···(z− zm

)αm
(

z− 1
z̄1

)α1

···
(

z− 1
z̄m

)αm

, (3.17)

where

∣

∣zs
∣

∣ < 1, s= 1, . . . ,m, 2
(

α1 + ···+αm
)= n+ 1. (3.18)

From this it follows that the number n+ 1 is even and

κ(F)= α1 + ···+αm = (n+ 1)
2

. (3.19)

Assume now the polynomials F and F∗ to be linearly independent. Then, by
Lemma 2.3, F admits a regular point z0,|z0| ≤ 1. Therefore, by Lemmas 1.1, 2.3, and 3.2,
there exists a collection (a,b,c,d, f ) satisfying conditions (3.1), (3.8) and being a solution
to the functional equation (1.3). Combining Theorem 3.3 and the Rouche theorem one
obtains κ(F)= κ(G0), where G0(z)= (a+ bz) f (z).

The proof of Theorem 3.4 is complete. �

It is easy to see that the number κ(G0) satisfies the equality

κ
(

G0
)= κ( f ) + ε, (3.20)

where ε= 1 for |a| < |b| and ε = 0, otherwise. A simple argument shows that if the num-
bers a, b, c, d are determined by a regular point z0, then ε can be evaluated according to
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the formulae

ε = 1 + sign
(∣

∣F∗
(

z0
)∣

∣−∣∣F(z0
)∣

∣

)

2
,

∣

∣z0
∣

∣ < 1, ε = 1− sign
(

Δ0
)

2
,

∣

∣z0
∣

∣= 1.

(3.21)

Thus, under the assumptions of Theorems 2.1 and 2.2, one has

κ(F)= 1 + sign
(∣

∣F∗
(

z0
)∣

∣−∣∣F(z0
)∣

∣

)

2
+ κ( f ),

∣

∣z0
∣

∣ < 1, (3.22)

κ(F)= 1− sign
(

Δ0
)

2
+ κ( f ),

∣

∣z0
∣

∣= 1. (3.23)

Formulae (3.22) and (3.23) give rise to a recurrent procedure for the computation of κ.
Indeed, they allow one to compute κ(F), where F is a polynomial of degree n+ 1, based on
κ( f ), where f is a polynomial of degree n and its coefficients are completely determined
by coefficients of F.

Observe that if z0 = 0, then formula (3.22) takes the form

κ(F)= 1 + sign
(∣

∣bn+1
∣

∣−∣∣b0
∣

∣

)

2
+ κ( f ). (3.24)

Here the coefficients of f can be determined from system (2.19).

4. Criterion for the absence of roots on the unit circle

Given the coefficients of the polynomials F and F∗, one can construct the following (2n+
2)× (2n+ 2) matrix:

MF =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

b0 b1 · bn+1 · 0
b̄n+1 b̄n · b̄0 · 0

0 b0 · bn · 0
0 b̄n+1 · b̄0 · 0
· · · · · ·
0 0 · b1 · bn+1

0 0 · b̄n+1 · b̄0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (4.1)

The matrix MF coincides with the Sylvester matrix of F and F∗ (up to a permutation
of its lines). Therefore, det(MF) coincides (up to a sign) with the resultant R(F,F∗) of
the polynomials F and F∗. Let zs, s= 1, . . . ,n+ 1 be all the roots of F (counted according
to their multiplicities). By condition, F(0) = b0 �= 0, therefore, all the roots are different
from zero. By definition of the polynomial F∗, the numbers z̄−1

s , s= 1, . . . ,n+ 1, are roots
of F∗. Hence (cf. [5]), R(F,F∗) can be represented as follows:

R
(

F,F∗
)= b̄n+1

0 bn+1
n+1

∏

s,t

(

zs− 1
z̄t

)

. (4.2)

Formula (4.2) gives rise to the following criteria for the polynomial F to have no roots
on the unit circle.
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Theorem 4.1. Let det(MF) be different from zero. Then F does not have roots on the unit
circle |z| = 1.

Assume that a collection (a,b,1,1, f ) of the numbers a,b,c = d = 1 and a polynomial
f satisfy the functional equation (1.3) and the condition α≡ āb− 1= 0. Using a, b define
the following square matrix of order 2n+ 2:

P =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 0 · 0 0 0 0
−b̄ 1 −ā 1 · 0 0 0 0
1 −a 1 −b · 0 0 0 0
0 0 −b̄ 1 · 0 0 0 0
0 0 1 −a · 0 0 0 0
· · · · · · · · ·
0 0 0 0 · −b̄ 1 −ā 1
0 0 0 0 · 1 −a 1 −b
0 0 0 0 · 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (4.3)

It is easy to see that det(P) satisfies the following condition:

detP = (−1)n−1βn−1(1−|a|2), (4.4)

where β= |a|2 + |b|2− 2.
Let Mf be a square matrix of order 2n determined by the polynomial f . Using the

matrices MF , Mf , and P one can express a connection between the coefficients of poly-
nomials F and f , given in system (2.19), by the following matrix equality:

PMF =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

b0 b1 b2 · 0
0 0
0 βMf 0
· ·
0 · b̄2 b̄1 b̄0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (4.5)

Consider the matrix written in the right-hand side of (4.5) more intently: (i) its first
and last lines coincide with the corresponding lines of the matrix MF ; (ii) the remaining
entries (except for zeros related to the first and the last column) are filled out by the
elements of the matrix β ·MF . Therefore, equality (4.5) connects det(MF) and det(Mf )
as follows.

Theorem 4.2. Let c = d = 1 and assume that the numbers a, b along with coefficients
a0, . . . ,an of the polynomial f satisfy (2.19), β �= 0. Then one has

detMF = (−1)n+1
(
∣

∣bn+1
∣

∣

2−∣∣b0
∣

∣

2
)

βn detMf . (4.6)

Proof. Combining equality (4.5), the above formula for det(P) with the standard deter-
minant properties yields

detMF =
∣

∣b0
∣

∣

2
det

(

βMf
)

detP
= (−1)n+1

(
∣

∣bn+1
∣

∣

2−∣∣b0
∣

∣

2
)

βn detMf . (4.7)



E. Muhamadiev 13

Assume a collection (a,b,1,1, f ,F) of the numbers a,b,c = d = 1 and polynomials f , F
to satisfy the functional equation (1.3) and the condition α≡ āb− 1= 0. Consider a se-
quence of collections (ak,bk,1,1,Fk) of numbers ak,bk,ck = dk = 1 and polynomials

Fk(z)= b0k + b1kz+ ···+ bkkz
k, b0k �= 0, bkk �= 0, (4.8)

of degree k, satisfying the functional equation

(

ak + bkz
)

Fk(z) + (1 + z)
(

Fk
)∗

(z)= Fk+1(z), k = n,n− 1, . . . ,1, (4.9)

and the condition

αk ≡ akbk − 1= 0, (4.10)

where an = a, bn = b Fn = f , Fn+1 = F. By Theorem 2.1, if z = 0 is a regular point of the
polynomial

Fk+1(z)= b0k+1 + b1k+1z+ ···+ bk+1,k+1z
k+1, (4.11)

that is,

b0k+1 · bk+1,k+1 �= 0,
∣

∣b0k+1
∣

∣�= ∣∣bk+1,k+1
∣

∣, (4.12)

then the system of (4.9), (4.10) has the unique solution (ak,bk,Fk). Moreover,

ak = b0k+1

bk+1,k+1
, bk = 1

ak
. (4.13)

This along with formula (3.24) justify the following relation:

κ(F)=
n+1
∑

k=1

1 + sign
(∣

∣bkk
∣

∣−∣∣b0k
∣

∣

)

2
. (4.14)

�

5. Application for computing the rotation of a plane vector field

(1) Consider a vector field Φ(x, y)= {p(x, y),q(x, y)}, where

p(x, y)=
∑

k, j

ak jx
k y j , q(x, y)=

∑

k, j

bk jx
k y j (5.1)

are polynomials in real variables x and y with real coefficients. Assume that Φ(x, y)�= 0,
(x, y)∈ S= {(x, y) : x2 + y2 = 1}. We are interested in computing the rotation γ(Φ,S).

Recall the definition of rotation. Consider the complex presentation of the field Φ:

p+ iq = exp
(

iθ(t)
)∣

∣p+ iq
∣

∣, p+ iq = p(cot t, sin t) + iq(cos t, sin t), t ∈ [0,2π],
(5.2)
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where θ(t) is a continuous function. Then (cf. [4])

γ(Φ,S) := 1
2π

(

θ(2π)− θ(0)
)

. (5.3)

The following statement reduces the computation of rotation of a plane vector field to
the computation of the number of roots in the unit disc of some polynomial.

Lemma 5.1. Given a (polynomial) plane vector field Φ, there exists a unique pair (m,F),
where m is an integer and F is a polynomial in complex variable with complex coefficients,
F(0)�= 0, satisfying the following condition:

F(z)= zm
(

p(x, y) + iq(x, y)
)

, z = x+ iy, |z| = 1. (5.4)

Proof. Take a polynomial P(x, y)= p(x, y) + iq(x, y) in real variables x, y. The change of
variables

(x, y)−→
(

1 + z2

2z
,
i
(

1− z2
)

2z

)

(5.5)

determines the rational function in complex variable z:

R(z)= P

(

1 + z2

2z
,
i
(

1− z2
)

2z

)

. (5.6)

The function R(z) can be represented in the form

R(z)= F(z)
zm

, (5.7)

where F(z) is a polynomial satisfying the condition F(0)�= 0 and m is an integer. Since

x = 1 + z2

2z
, y = i

(

1− z2
)

2z
, z = x+ iy, |z| = 1, (5.8)

the pair (m,F) satisfies (5.4).
To complete the proof of Lemma 5.1, it remains to establish the uniqueness of the pair

satisfying (5.4). Suppose that (m1,F1) is another pair satisfying

F1(z)= zm1
(

p(x, y) + iq(x, y)
)

, z = x+ iy, |z| = 1, (5.9)

and F1(0)�= 0. Assuming, without loss of generality, that m1 ≥m, one obtains the follow-
ing equalities for F1 and zm1−mF:

F1(z)= zm1P(x, y)= zm1−mzmP(x, y)= zm1−mF(z) (5.10)

for z = x + iy, |z| = 1. From this it follows that F1 and zm1−mF coincide. Further, by as-
sumption, F(0)�= 0, F1(0)�= 0, hence m1 =m. Thus F1 = F and Lemma 5.1 is completely
proved. �
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Let Φ and F be as in Lemma 5.1. Then γ(Φ,S) and κ(F) satisfy the following relation:

κ(F)=m+ γ(Φ,S). (5.11)

(2) Assume a field Φ to be given in a parametric form: Φ(t)= {p(t),q(t)}, where p(t),
q(t) are real continuous 2π-periodic functions. Suppose Φ(t)�= 0, t ∈ [0,2π]. The field Φ
may be considered as the one defined on the unit circle S, by assigning to each point x =
cos t, y = sin t the vector {p(t),q(t)}. Therefore, the rotation γ(Φ,S) is correctly defined
on S. Assuming the functions p(t), q(t) to be smooth enough, one can assign to the field
Φ the Fourier series of the complex function P(t)= p(t) + iq(t):

P(t)=
∞
∑

k=−∞
ck exp(ikt). (5.12)

Since the series (5.12) converges uniformly and Φ does not vanish, there exists an integer
N such that for all t ∈ [0,2π] the following estimate is true:

∣

∣

∣

∣

∣

P(t)−
N
∑

k=−N
ck exp(ikt)

∣

∣

∣

∣

∣

<
∣

∣P(t)
∣

∣. (5.13)

Set m :=max{−k : |ck| > 0, |k| ≤N} and consider the polynomial

F(z)=
N+m
∑

k=0

ck−mzk. (5.14)

Using the same arguments as in Section 1 it is easy to check that γ(Φ,S) and κ(F), where
F is defined by (5.14), satisfy (5.11).
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The maps of the form f (x) =∑n
i=1 ai · x · bi, called 1-degree maps, are introduced and

investigated. For noncommutative algebras and modules over them 1-degree maps give
an analogy of linear maps and differentials. Under some conditions on the algebra �,
contractibility of the group of 1-degree isomorphisms is proved for the module l2(�).
It is shown that these conditions are fulfilled for the algebra of linear maps of a finite-
dimensional linear space. The notion of 1-degree map gives a possibility to define a non-
linear Fredholm map of l2(�) and a Fredholm manifold modelled by l2(�). 1-degree
maps are also applied to some problems of Markov chains.
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1. Motivation

For the last several decades various algebras and algebra modules have been intensively
investigated. Module maps are traditionally called linear if they preserve addition and
multiplication by elements of the algebra (for noncommutative algebra—left or right
multiplication). For nonlinear maps of modules it is easy to give a definition of the deriv-
ative similar to Freche derivative in linear spaces. In the case of noncommutative algebra,
even simplest nonlinear maps, for example, power maps of the algebra (i.e., here a “one-
dimensional” module) do not have such derivatives, however there exists analogue of the
differential, containing only first power of the “argument increment.” Namely,

(x+Δx)2− x2 = x ·Δx+Δx · x+ (Δx)2,

(x+Δx)3− x3 = x2 ·Δx+ x ·Δx · x+Δx · x2 + (Δx)2 · x+Δx · x ·Δx+ x · (Δx)2 + (Δx)3,
(1.1)

and so forth.
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This was the reason for the author to introduce and investigate the maps as f1(Δx)=
x ·Δx+Δx · x and f2(Δx)= x2 ·Δx+ x ·Δx · x+Δx · x2.

2. 1-degree maps of algebras

Let � be an algebra.

Definition 2.1 [2–10]. The map f : �→� is called a mapping of degree 1 (1-degree map
for short) if f (x)=∑n

i=1 ai · x · bi for some n∈N and a1,a2, . . . ,an,b1,b2, . . . ,bn ∈�.

By d1(�) denote the set of 1-degree maps.
Obviously, for a commutative algebra � a 1-degree map is a trivial multiplication by

a specified element. That is why � will denote further a noncommutative algebra.
Let Map(�) be the algebra of all maps from � to � with usual addition and multipli-

cation by number and with map composition as element’s multiplication.
Let A be � without the element’s multiplication. A is a linear space over some number

field F. Let L(A) denote the algebra of its linear operators. It is obvious that d1(�) ⊂
L(A)⊂Map(�).

Definition 2.2. We say that � is 1-algebra if d1(�)= L(A).

Theorem 2.3. If �= L(Fn) for some field F, then � is a 1-algebra.

Proof. It is sufficient to prove that L(A)⊂ d1(�). Let X ∈�. Since �= L(Fn), then � is
isomorphic to the algebra of square F-matrices, that is, A is n2-dimensional linear space
with matrices

Pi j =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 ··· 0 ··· 0
...

...
...

0 ··· 1 ··· 0
...

...
...

0 ··· 0 ··· 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(2.1)

as a basis. (Matrix Pi j consists of zeroes except 1 at the intersection of ith row and jth
column.) If

X =

⎛

⎜

⎜

⎝

x11 ··· x1n
...

...
xn1 ··· xnn

⎞

⎟

⎟

⎠

, (2.2)

X =∑n
i=1

∑n
j=1 xi jPi j and f (X)=∑n

i=1

∑n
j=1 xi j f (Pi j) for f ∈ L(A). If xi j �= 0, then Pi j =

(1/xi j)PiiXPj j = ((1/xi j)Pii)XPj j = PiiX((1/xi j)Pj j). (Pi j can be obtained from X in an-
other way as well.)
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Let

f (Pi j)=

⎛

⎜

⎜

⎜

⎝

a
i j
11 ··· a

i j
1n

...
...

a
i j
n1 ··· a

i j
nn

⎞

⎟

⎟

⎟

⎠

=
n
∑

k=1

n
∑

l=1

a
i j
klPkl. (2.3)

For any i, j ∈ {1,2, . . . ,n} we have Pkl = PkiPi jPjl. Hence

f (X)=
n
∑

i=1

n
∑

j=1

xi j

n
∑

k=1

n
∑

l=1

a
i j
klPkiPi jPjl

=
∑

xi j�=0

n
∑

k=1

n
∑

l=1

a
i j
klPkixi j

1
xi j

PiiXPj jPjl

=
∑

xi j�=0

n
∑

k=1

n
∑

l=1

a
i j
klPkiPiiXPj jPjl.

(2.4)

If xi j = 0, then PiiXPj j is a nil-matrix. So,

f (X)=
n
∑

i=1

n
∑

j=1

n
∑

k=1

n
∑

l=1

(

a
i j
klPkiPii

)

X
(

Pj jPjl
)=

n
∑

i=1

n
∑

j=1

n
∑

k=1

n
∑

l=1

(

a
i j
klPki

)

X
(

Pjl
)

, (2.5)

that is, f ∈ d1(�). Therefore d1(�)= L(A). The theorem follows. �

Replace the multiplication xy in � by x � y = yx and denote the new algebra by
˜� . There is an algebra homomorphism (epimorphism) h : �⊗˜� → d1(�),h(

∑n
i=1 ai⊗

bi) = f , where f (x) =∑n
i=1 ai · x · bi. Kerh is not trivial. Some conditions, under which

∑n
i=1 ai⊗ bi ∈ Kerh, are stated below.

Theorem 2.4. If �= L(E) for some linear space E over any field F, then
(1) a⊗ b∈ Kerh if and only if a= 0 or b = 0;
(2) for a,b,c,d�= 0 one gets a⊗ b− c⊗d ∈ Kerh if and only if ∃λ∈ F is such that a= λc

and b = (1/λ)d.

Proof. (1) If a = 0 or b = 0, then, obviously, for any x ∈� one gets axb = 0, that is,
a⊗ b∈ Kerh. If a�= 0 and b�= 0, then there exist e1,e2 ∈ E such that b(e1)�= 0 and a(e2)�=
0. Since � is the algebra of all linear maps from E to E, there is x ∈� such that x(b(e1))=
e2. So, (axb)(e1) = (ax)(b(e1)) = a(x(b(e1))) = a(e2)�= 0. Therefore, axb�= 0 ∈�, thus
a⊗ b�∈ Kerh.

(2) Suppose that a,b,c,d�= 0 but there is no λ∈ F with properties formulated in this
theorem. (If such λ exists, then, evidently, a⊗ b− c⊗ d ∈ Kerh.) Consider the following
cases.

(2.1) There exists α ∈ F such that α�= 0, a = αc, b�= (1/α)d. As b�= (1/α)d, b, d�= 0,
we can find e1 ∈ E such that e1 �= 0, b(e1)�= (1/α)d(e1), and at least one element b(e1)
or d(e1) is not equal to zero. As a,c �= 0, a = αc, we can find e2 ∈ E such that e2 �= 0,
a(e2)= αc(e2)�= 0.
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If b(e1) = 0, then for any x ∈ �(axb)(e1) = 0. But again as far as � = L(E) is the
algebra of all linear maps from E to E, there exists x ∈� such that x(d(e1)) = e2 and
(cxd)(e1)= c(x(d(e1)))= c(e2)�= 0. So, (axb)(e1)�= (cxd)(e1) and axb�= cxd, that is, a⊗
b− c⊗d�∈ Kerh.

If d(e1)= 0, then for any x ∈�(cxd)(e1)= 0 and we take x ∈� such that x(b(e1))=
e2. We obtain (axb)(e1) = a(x(b(e1))) = a(e2)�= 0, that is, (axb)(e1)�= (cxd)(e1), axb�=
cxd, a⊗ b− c⊗d�∈ Kerh.

If b(e1)�= 0, d(e1)�= 0, we take x ∈� such that x(b(e1)) = e2, x(d(e1)) = βe2, where
β�= 0, α�= β. Therefore (axb)(e1) = a(x(b(e1))) = a(e2) = αc(e2) = αc((1/β)x(d(e1))) =
(α/β)c(x(d(e1))) = (α/β)(cxd)(e1) �= (cxd)(e1) and axb �= cxd, that is, a⊗ b − c ⊗ d �∈
Kerh.

(2.2) There exists α ∈ F such that α�= 0, a�= αc, b = (1/α)d. As b = (1/α)d�= 0, there
exists e1 ∈ E such that e1 �= 0, b(e1)= (1/α)d(e1)�= 0. As a,c�= 0, a�= αc, there exists e2 ∈
E such that e2 �= 0, a(e2)�= αc(e2), and at least one element a(e2) or c(e2) is not equal to
zero. Let us take x ∈� such that x(b(e1))= e2.

If one element, either a(e2), or c(e2) is equal to zero, then, obviously, (axb)(e1)�=
(cxd)(e1) because only one of these elements is equal to zero.

If a(e2)�= 0, c(e2)�= 0, then (axb)(e1)= a(x(b(e1)))= a(e2)�= αc(e2)= αc(x(b(e1)))=
αc(x((1/α)d(e1))) = α(1/α)c(x(d(e1))) = (cxd)(e1), hence axb �= cxd. Thus a⊗ b − c ⊗
d�∈ Kerh.

(2.3) a�= αc, b�= (1/α)d for each α ∈ F, α�= 0. As b�= 0, there exists e1 ∈ E such that
e1�= 0, b(e1)�= 0.

If d(e1)= 0, then take e2 ∈ E such that e2 �= 0, a(e2)�= 0 that exists because a�= 0 and
x ∈� is such that x(b(e1))= e2. Then (axb)(e1)= a(e2)�= 0= (bxd)(e1), therefore axb�=
cxd and a⊗ b− c⊗d�∈ Kerh.

If d(e1)�= 0 and there exists γ ∈ F such that γ�= 0, b(e1)= γd(e1), then take e2 ∈ E and
x ∈� such that e2 �= 0, a(e2)�= (1/γ)c(e2), x(b(e1)) = e2. We obtain (axb)(e1) = a(e2)�=
(1/γ)c(e2)= (1/γ)c(x(b(e1)))= (1/γ)c(x(γd(e1)))= (1/γ)γc(x(d(e1)))= (cxd)(e1). Thus
axb�= cxd and a⊗ b− c⊗d�∈ Kerh.

If b(e1) and d(e1) are linearly independent (therefore b(e1)�= 0 and d(e1)�= 0), then
take e2 ∈ E, x ∈� such that e2�= 0, x(b(e1))= e2. If a(x(b(e1)))�= c(x(d(e1))), then axb�=
cxd and a⊗ b− c⊗ d�∈ Kerh. If it appears to be a(x(b(e1))) = c(x(d(e1))), then replace
x by x̃ such that x̃(b(e1))= x(b(e1)), x̃(d(e1))= δx(d(e1)) where δ�= 0, δ�= 1. Thus we ob-
tain (ax̃b)(e1)= a(x̃(b(e1)))= a(x(b(e1)))= c(x(d(e1)))= c((1/δ)x̃(d(e1)))= (1/δ)c(x̃(d
(e1)))�= c(x̃(d(e1))). This yields ax̃b�= cx̃d, that is, a⊗ b− c⊗ d�∈ Kerh. The theorem is
proved. �

Let � be an involutive algebra.

Definition 2.5 [8, 9]. The elements f , f ∗ ∈ d1(�) are called conjugate if

f (x)=
n
∑

i=1

ai · x · bi, f ∗(x)=
n
∑

i=1

b∗i · x · a∗i . (2.6)

Operation f ↔ f ∗ is an involution for d1(�). It is clear that f ∗(x∗)= ( f (x))∗ for all
x ∈�.
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Definition 2.6 [8, 9]. An element f ∈ d1(�) is called self-conjugate if f = f ∗.
Obviously, for self-conjugate f ∈ d1(�) and for all x ∈� one gets f (x∗) = ( f (x))∗.

In addition f ∈ d1(�) is self-conjugate if and only if for all i∈ {1,2, . . . ,n} either bi = a∗i
or there exists j ∈ {1,2, . . . ,n}, j �= i such that aj = b∗i , bj = a∗i .

Definition 2.7 [8, 9]. Self-conjugate f ∈ d1(�) is called positive if

f (x)=
n
∑

i=1

ai · x · a∗i , for some a1,a2, . . . ,an ∈�. (2.7)

This notation is chosen since for C∗-algebra � a positive map sends positive elements
of algebra � to positive ones. Indeed, for C∗-algebra � one of definitions of positive
elements is x = yy∗ for a certain y ∈�. If f ∈ d1(�) is positive and x ∈� is positive,
then

f (x)=
n
∑

i=1

ai · x · a∗i =
n
∑

i=1

ai ·
(

yy∗
) · a∗i =

n
∑

i=1

(

ai y
) · (y∗a∗i

)=
n
∑

i=1

(

ai y
) · (ai y

)∗
.

(2.8)

Since for C∗-algebra the cone P of positive elements is convex, then f (x)∈ P.
Now consider some properties of eigenvalues and eigenelements for self-conjugate and

positive 1-degree maps. It is useful to note that characteristic values of self-conjugate
maps are real. The next three theorems were announced in [9].

Theorem 2.8. If � is a C∗-algebra, f ∈ d1(�) is a positive map, λ∈ R is a characteristic
value of f , and there exists a positive characteristic element x ∈�, corresponding to the
characteristic value λ, then λ≥ 0.

Proof. Suppose that � is a C∗-algebra, f ∈ d1(�) is a positive map, x ∈� is a posi-
tive element (x �= 0), λ ∈ R, f (x) = λx. If λ < 0, then −λ > 0 and −λx is positive, that
is, λx ∈ (−P), where P is the cone of positive elements. But λx = f (x) ∈ P. Hence λx ∈
P∩ (−P)= {0}. It is impossible since for λ�= 0, x�= 0, λx�= 0. Therefore the assumption
λ < 0 is false and λ≥ 0. �

Theorem 2.9. If � is an involutive algebra, f ∈ d1(�) is a self-conjugate map, λ∈ R is a
characteristic value of f , then there exists a self-conjugate characteristic element x ∈�(x�=
0) corresponding to the characteristic value λ.

Proof. For any x ∈� there exists a unique representation as the sum of “real” and “imag-
inary” parts x = x1 + ix2, where x1,x2 ∈� are self-conjugate elements (x1 = (1/2)(x +
x∗),x2 = (1/2i)(x− x∗)). Therefore f (x)=λx⇔ f (x1 + ix2)=λ(x1 + ix2)⇔ f (x1) + i f (x2)=
λx1 + iλx2.

The elements λx1, λx2 are self-conjugate. As f , x1, x2 are self-conjugate, f (x1), f (x2)
are self-conjugate as well. Since the representation as the sum of “real” and “imaginary”
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parts is unique, then f (x1)= λx1, f (x2)= λx2. For x�= 0 at least one element x1 or x2 is
not equal to zero. This completes the proof. �

Theorem 2.10. If � is a C∗-algebra, f ∈ d1(�) is a positive map, and there is a character-
istic value λ < 0 of f , then there exist positive elements x1, x2, a∈� such that f (x1)− λx1 =
f (x2)− λx2 = a.

Proof. A positive map is self-conjugate. From Theorem 2.9 it follows that there is a self-
conjugate element x ∈� such that x�= 0 and f (x) = λx. If � is C∗-algebra and x ∈�
is a self-conjugate element, then there exists unique couple of positive or equal to zero
elements x1, x2 ∈� such that x = x1− x2, x1x2 = x2x1 = 0.

We have f (x)= f (x1− x2)= λ(x1− x2)= λx1− λx2. Therefore f (x1)− λx1 = f (x2)−
λx2. Denote this element by a. It follows from Theorem 2.8 that x1 �= 0, x2 �= 0. Hence
both x1 and x2 are positive. As x1, x2, f , (−λ) are positive, then f (x1), f (x2), (−λx1),
(−λx2), and a are positive. This completes the proof. �

If � is a normed algebra, then the standard norm on d1(�) is also given, since d1(�)⊂
L(A), that is, for f ∈ d1(�),

‖ f ‖ = sup
x�=0

∥

∥ f (x)
∥

∥

‖x‖ . (2.9)

Obviously, ‖ f ∗‖ = ‖ f ‖ and if f (x)=∑n
i=1 ai · x · bi, then ‖ f ‖ ≤∑n

i=1‖ai‖ · ‖bi‖.
As far as L(A) is closed, d1(�)⊂ L(A), where d1(�) is the closure of d1(�).

Definition 2.11. A normed algebra � is 1-algebra if d1(�) = L(A). Obviously, if � is a
normed 1-algebra, then � is a 1-algebra.

Definition 2.12. If � is an involutive algebra, then the maps f , f ∗ ∈ d1(�) are called con-
jugate if f (x)= limn→∞ fn(x), f ∗(x)= limn→∞ f ∗n (x) for some f1, f2, . . . , fn, . . .∈ d1(�).

3. 1-degree maps of modules

(A) Let �1, �2 be free finitely generated �-modules,

�1 =�n, �2 =�m, F : �1 −→�2, F =

⎛

⎜

⎜

⎜

⎜

⎝

f1
f2
...
fm

⎞

⎟

⎟

⎟

⎟

⎠

, fi = Pi ◦F : �1 −→�,

(3.1)

where Pi : �2→� is the projection of �2 =�⊕�⊕···⊕� onto ith term.

Definition 3.1. F : �1 →�2 is called 1-degree (1-degree) map if for each i∈ {1,2, . . . ,m}
the relation fi(x1,x2, . . . ,xn)= fi1(x1) + fi2(x2) +···+ fin(xn) holds, where fi1, fi2, . . . , fin ∈
d1(�)(∈ d1(�)).
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Assign the following matrix to a 1-degree or a 1-degree map:

F ←→

⎛

⎜

⎜

⎜

⎜

⎝

f11 f12 ··· f1n
f21 f22 ··· f2n
...

...
...

fm1 fm2 ··· fmn

⎞

⎟

⎟

⎟

⎟

⎠

. (3.2)

Definition 3.2. If � is an involutive algebra, then the 1-degree or 1-degree maps F =
( fi j)m×n, F∗ = ( f ∗i j )m×n are called conjugate.

As well as it is for algebra maps, F∗(x∗)= (F(x))∗.
If the modules �1,�2 are normed (e.g., for a normed algebra � the norm can be

defined as ‖x‖ =
√

∑

i‖xi‖2 ), then ‖F‖ is defined in the standard way

‖F‖ = sup
x�=0

∥

∥F(x)
∥

∥

‖x‖ . (3.3)

The straightforward computation gives

‖F‖ ≤
√

√

√

√

√

m
∑

i=1

( n
∑

j=1

∥

∥ fi j
∥

∥

)2

≤
√

√

√

√

√

m
∑

i=1

n
∑

j=1

∥

∥ fi j
∥

∥

2
(3.4)

and ‖F‖ = ‖F∗‖.
(B) Let � be a C∗-algebra and let l2(�) be a Hilbert �-module,

F : l2(�)−→ l2(�), F =

⎛

⎜

⎜

⎝

f1
f2
...

⎞

⎟

⎟

⎠

, (3.5)

where fi = Pi ◦ F, as above. Since F(x)∈ l2(�) it has to be ‖F(x)‖2 =∑∞i=1‖ fi(x)‖2 <∞
for any x ∈ l2(�). This is fulfilled, in particular, if

∑∞
i=1‖ fi‖2 <∞. In this case

∥

∥F(x)
∥

∥

2 ≤
∞
∑

i=1

∥

∥ fi
∥

∥

2 · ‖x‖2 , (3.6)

therefore

‖F‖ ≤
√

√

√

√

∞
∑

i=1

∥

∥ fi
∥

∥

2
<∞ for ‖F‖ = sup

x�=0

∥

∥F(x)
∥

∥

‖x‖ . (3.7)

Definition 3.3. A bounded map F : l2(�)→ l2(�) is called 1-degree map if for each i ∈
N fi(x)= fi(x1,x2, . . .)=∑∞j=1 fi j(xj), where fi j ∈ d1(�) for any j ∈N ,

F ←→

⎛

⎜

⎜

⎝

f11 f12 ···
f21 f22 ···
...

...
. . .

⎞

⎟

⎟

⎠

. (3.8)
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Since limn→∞
∑n

j=1 fi j(xj) must exist for all x = (x1,x2, . . .)∈ l2(�), we assume that for
each i∈N there exists a constant MF,i > 0 such that ‖ fi j‖ ≤MF,i for each j ∈N . Then

∥

∥ fi(x)
∥

∥

2 =
∥

∥

∥

∥

∥

∞
∑

j=1

fi j(xj)

∥

∥

∥

∥

∥

2

≤
∞
∑

j=1

∥

∥ fi j
∥

∥

2 ·∥∥xj
∥

∥

2

≤
∞
∑

j=1

M2
F,i ·

∥

∥xj
∥

∥

2 =M2
F,i

∞
∑

j=1

∥

∥xj
∥

∥

2

(3.9)

and ‖ fi‖ ≤MF,i. Assume that
∑∞

i=1M
2
F,i <∞ for each 1-degree map F. Then for each 1-

degree map F‖F‖ <∞.
By d1(l2(�)) denote the set of all 1-degree maps from l2(�) to l2(�) and by d1(l2(�))

denote its closure. We say that F : l2(�)→ l2(�) is a 1-degree map if F ∈ d1(l2(�)). Ob-
viously, F ∈ d1(l2(�))↔ fi j ∈ d1(�) for all i, j ∈N .

Let e1 = (1,0,0, . . .), e2 = (0,1,0, . . .), e3 = (0,0,1, . . .), and so forth be basic elements in
l2(�) and let L⊥n,� be a submodule of the module l2(�) generated by elements en+1,en+2, . . ..

Definition 3.4. Following [14], we say that a map F ∈ d1(l2(�)) is compact if limn→∞
‖F|L⊥n,�

‖ = 0.

Definition 3.5. A map F ∈ d1(l2(�)) is called Fredholm 1-map if F =H +C, where H ,C ∈
d1(l2(�)), H is an isomorphism, and C is a compact map.

The set C1(l2(�)) of all compact 1-degree maps from l2(�) to l2(�) is an ideal in the
algebra d1(l2(�)).

Definition 3.6. A manifold M modelled by l2(�) is called Fredholm 1-manifold if M has
an atlas with transformation functions having the “derivatives” in the form I +C, where
I is the identity map, C ∈ C1(l2(�)).

By GL1(l2(�)) denote the group of 1-degree isomorphisms of l2(�).

Theorem 3.7. If � is C∗-1-algebra, then GL1(l2(�)) is contractible.

Proof. Let E be the Banach space obtained from l2(�) by ignoring the element multipli-
cation in �, where ‖ · ‖E = ‖·‖l2(�).

For C∗-1-algebra � we get d1(l2(�)) = B(E) and GL1(l2(�)) = GL(E). Hence GL1

(l2(�)) is an open subset of Banach space B(E). Therefore, by Milnor’s theorem [13]
GL1(l2(�)) has the homotopy type of a CW-complex and by Whitehead’s theorem [16]
the strong and weak homotopy trivialities of GL1(l2(�)) are equivalent. So, it is sufficient
to prove the weak homotopy triviality.

The proof technique repeats that for GL(H) in [11] or for GL(l2(�)) in [12]. First we
use Atiyah’s theorem on small balls: if f is a continuous map from n-dimensional sphere
Sn to GL1(l2(�)), then f is homotopic to f ′ so that f ′(Sn) is a finite polyhedron lying in
GL1(l2(�)) together with the homotopy.

Then we use from [11, Lemma 3]: there exist a decomposition l2(�) in H′ ⊕H1, where
H′ ∼=H1

∼= l2(�), and a continuous map f ′′ : Sn→GL1(l2(�)) homotopic to f ′ such that
f ′′(s)(x)= x for all s∈ Sn, x ∈H′.
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Next we prove the statement similar to [11, Lemma 7], and [12, Lemma 7.1.4]: V =
{g ∈ GL1(l2(�)) |g|H′ = IdH′ , g(H1) =H1} is contractible to 1 in GL1(l2(�)). Here we
use the condition from the hypothesis of our theorem that � is C∗-1-algebra. If so,
then for any u ∈ GL1(l2(�)), u−1 and all linear combinations of u and u−1 belong to
GL1(l2(�)) as well. The construction of homotopy is the same as in [11, 12].

Since H′ ∼= l2(�), we can decompose H′ into the sum H′ =H2⊕H3⊕···Hi
∼= l2(�),

then we get l2(�)=H1⊕H2⊕H3⊕··· .
Let g ∈V on, then the matrix of g related to the above decomposition is g = diag(u,1,

1,1, . . .)= diag(u,u−1u,1,u−1u,1, . . .), where u= g|H1 .
For t ∈ [0,π/2] we get gt|H1 = g|H1 = u and for each i∈N ,

gt|H2i⊕H2i+1 =
(

cos t −sin t
sin t cos t

)(

u 0
0 1

)(

cos t sin t
−sin t cos t

)(

u−1 0
0 1

)

=
(

1 · cos2 t+u−1 sin2 t (u− 1)sin t cos t
(1−u−1)sin t cos t usin2 t+ 1 · cos2 t

)

.

(3.10)

For t ∈ [π/2,π] and for each i∈N

gt|H2i−1⊕H2i =
(

cos t −sin t
sin t cos t

)(

u−1 0
0 1

)(

cos t sin t
−sin t cos t

)(

u 0
0 1

)

=
(

1 · cos2 t+usin2 t (u−1− 1)sin t cos t
(1−u)sin t cos t u−1 sin2 t+ 1 · cos2 t

)

,

(3.11)

g0 = g,gπ/2 = diag(u,u−1,u,u−1,u, . . .) by both formulas of homotopies, and gπ = diag(1,
1,1,1, . . .).

Since all these maps are linear isomorphisms in L(E), then by the hypothesis of the
theorem they are 1-degree isomorphisms.

At last we repeat [12, Lemma 7.1.5]: the set

W = {g ∈GL1
(

l2(�)
) |g|H′ = IdH′

}

(3.12)

is contractible to V . (In [12] this is proved for GL(l2(�)).) This concludes the proof. �

4. Polynomials over a noncommutative algebra and nonlinear Fredholm maps

Let � be a noncommutative algebra, x�∈�, x1 = x, xk · xl = xk+l for all k, l ∈ N . Let us
give the recurrent definition of a monomial in x.

Definition 4.1. (1) Every element of � is a 0-degree monomial.
(2) x is a 1-degree monomial.
(3) If m1 is a k-degree monomial for any k ∈ N and m2 is an l-degree monomial for

any l ∈N , then m1 ·m2 is a (k+ l)-degree monomial.
(4) The other monomials do not exist.

Definition 4.2. A finite sum of n-degree monomials is called a homogeneous n-degree poly-
nomial.
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Definition 4.3. A finite sum of homogeneous polynomials is called an all linearn-degree
polynomial, where n is the maximal degree of the terms.

The set P of all polynomials forms a graded algebra P =⊕∞n=1Pn, where Pn is the set of

homogeneous n-degree polynomials. Obviously, P0
∼=�,P1

∼=�⊗˜� .

Definition 4.4. The map corresponding to the homogeneous n-degree polynomial is call-
ed an n-degree map and the map corresponding to any polynomial is called a polynomial
map.

The set d(�) of all polynomial maps forms a graded algebra as well: d(�)=⊕∞n=1dn(�),
where dn(�) is the set of n-degree maps. There is a natural map of graded algebras
h : P→ d(�) assigning to the polynomial its corresponding map. For n= 1 it was shown

in Section 2 that h |P1 : P1
∼=�⊗˜� → d1(�) is not injective. Polynomial maps defined

above are maps that have 1-degree “derivatives.”
We will obtain the definition of a monomial in several variables x1,x2, . . . ,xn, . . . if in

Definition 4.1 we replace (2) by “xi is a 1-degree monomial for every i∈N .” Then Defini-
tions 4.2 and 4.3 give the notions of polynomials in x1,x2, . . . ,xn, . . . and of corresponding
polynomial maps from l2(�) to �.

Definition 4.5. The map F : U → l2(�) is called polynomial if fi are polynomial maps for
all i∈N , where U ⊂ l2(�) is an open domain and

F =

⎛

⎜

⎜

⎝

f1
f2
...

⎞

⎟

⎟

⎠

. (4.1)

The “derivative”

F′(x)=

⎛

⎜

⎜

⎜

⎝

df1

df2
...

⎞

⎟

⎟

⎟

⎠

(4.2)

of a polynomial map F is a 1-degree map for every x ∈U .

Definition 4.6. The polynomial map F : U → l2(�) is called a Fredholm map if F′(x) is a
Fredholm 1-degree map for each x ∈U .

5. A certain application of 1-degree maps

In probability theory a discrete Markov chain is described by the transition matrix con-
sisting of elements from [0,1]. Markov’s theorem proclaims that if some power of this
matrix does not contain zeroes, then limit transition probabilities exist. We assume that
kth power of the transition matrix does not contain zeroes and so the question is aris-
ing: how the elements of transition matrix that can be changed for kth power of matrix
remain without zeroes.

Assume that the transition matrix is an n× n-matrix and consider the set of the real
n× n-matrices as a normed involutive algebra with transposition as the involution and
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the norm ‖A‖ = n ·max1≤i, j≤n |ai j|, (equivalent to the norm ‖A‖ = supx�=0‖Ax‖/‖x‖ but
more suitable for the calculation). The inequality ‖AB‖ ≤ ‖A‖ · ‖B‖ for the normed al-
gebra is fulfilled.

Let P = (pi j)n×n be a transition matrix, let Pk =
(

p(k)
i j

)

n×n be the kth power of P and

f (P) = Pk. Using the equality f (P +ΔP)− f (P) = (P +ΔP)k − Pk = df + o(ΔP) we ap-
proximate the difference at the left-hand side by the “differential” df and instead of the
inequality ‖Δ f ‖ = ‖ f (P +ΔP)− f (P)‖ < ε we solve the inequality ‖df ‖ < ε. Here

df = Pk−1 ·ΔP +Pk−2 ·ΔP ·P + ···+P ·ΔP ·Pk−2 +ΔP ·Pk−1 (5.1)

is a d1-map of ΔP,

o(ΔP)= [Pk−2 · (ΔP)2 +Pk−3 · (ΔP)2 ·P + ···+P · (ΔP)2 ·Pk−3

+Pk−3 ·ΔP ·P ·ΔP + ···+ΔP ·P ·ΔP ·Pk−3]

+
[

Pk−3 · (ΔP)3 + ···]+ ···+ (ΔP)k.

(5.2)

Taking into account the estimate

‖df ‖ ≤ ∥∥Pk−1
∥

∥ · ‖ΔP‖+
∥

∥Pk−2
∥

∥ · ‖ΔP‖ · ‖P‖
+ ···+‖P‖ · ‖ΔP‖ ·∥∥Pk−2

∥

∥+‖ΔP‖ ·∥∥Pk−1
∥

∥

≤ ‖P‖k−1 · ‖ΔP‖+‖P‖k−2 · ‖ΔP‖ · ‖P‖
+ ···+‖P‖ · ‖ΔP‖ ·∥∥Pk−2

∥

∥+‖ΔP‖ ·∥∥Pk−1
∥

∥= k · ‖P‖k−1 · ‖ΔP‖,

(5.3)

it is sufficient to solve the inequality k · ‖P‖k−1 · ‖ΔP‖ < ε. Thus we get

‖ΔP‖ < δ1(ε)= ε

k · ‖P‖k−1
, (5.4)

therefore for all i, j ∈ {1,2, . . . ,n},

|Δpi j| < ε

n · k · ‖P‖k−1
. (5.5)

Further we will not reject o(ΔP) and obtain more exact estimate:

‖o(ΔP)‖ ≤ [‖P‖k−2 · ‖ΔP‖2 +‖P‖k−3 · ‖ΔP‖2 · ‖P‖+ ···
+‖P‖ · ‖ΔP‖2 · ‖P‖k−3 +‖ΔP‖2 · ‖P‖k−2

+‖P‖k−3 · ‖ΔP‖ · ‖P‖ · ‖ΔP‖+ ···+‖ΔP‖ · ‖P‖ · ‖ΔP‖ · ‖P‖k−3]

+
[‖P‖k−3 · ‖ΔP‖3 + ···]+ ···+‖ΔP‖k

= C2
k · ‖Pk−2 · ‖ΔP‖2 +C3

k · ‖P‖k−3 · ‖ΔP‖3 + ···+Cs
k · ‖P‖k−s · ‖ΔP‖s

+ ···+‖ΔP‖k = (‖P‖+‖ΔP‖)k −‖P‖k − k · ‖P‖k−1 · ‖ΔP‖.
(5.6)
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Let ϕ(x)= xk be a real function. Then for x = ‖P‖, Δx = ‖ΔP‖ we get

Δϕ= ϕ(x+Δx)−ϕ(x)= ϕ
(‖P‖+‖ΔP‖)−ϕ

(‖P‖)= (‖P‖+‖ΔP‖)k −‖P‖k,

dϕ= ϕ′(x)Δx = kxk−1Δx = k · ‖P‖k−1 · ‖ΔP‖,
(‖P‖+‖ΔP‖)k −‖P‖k − k · ‖P‖k−1 · ‖ΔP‖ = Δϕ−dϕ= o(Δx)= o

(‖ΔP‖).
(5.7)

Consider o(Δx) in the form (ϕ′′(x+ t ·Δx)/2)(Δx)2, where 0 < t < 1. For ϕ′′(x) = k(k−
1)xk−2, we obtain ϕ′′(x+ t ·Δx)= k(k− 1)(x+ t ·Δx)k−2.

Since P and P + ΔP are transition matrices, that is, their elements are probabilities,
then |Δpi j| ≤ 1 for all i, j ∈ {1,2, . . . ,n} and ‖ΔP‖ ≤ n. Thus for x = ‖P‖, Δx = ‖ΔP‖
we get x ≥ 0, 0 < Δx ≤ n, x + t · Δx ≤ x + Δx ≤ x + n, and (x + t · Δx)k−2 ≤ (x + n)k−2.
Therefore ‖o(ΔP)‖ ≤ (k(k− 1)/2)(‖P‖+n)k−2‖ΔP‖2 and

‖(P +ΔP)k −Pk‖ ≤ ‖df ‖+
∥

∥o(ΔP)
∥

∥≤ k · ‖P‖k−1 · ‖ΔP‖+
k(k− 1)

2

(‖P‖+n
)k−2‖ΔP‖2.

(5.8)

Now we have to solve the square inequality

k · ‖P‖k−1 · ‖ΔP‖+
k(k− 1)

2

(‖P‖+n
)k−2‖ΔP‖2 < ε (5.9)

for ‖ΔP‖. Taking into account ‖ΔP‖ ≥ 0 we obtain

‖ΔP‖ < δ2(ε)=
√

(

k‖P‖k−1
)2

+ 2εk(k− 1)
(‖P‖+n

)k−2− k‖P‖k−1

k(k− 1)
(‖P‖+n

)k−2 . (5.10)

Since ‖ΔP‖ = n ·max1≤i, j≤n |Δpi j|, we get for all i, j ∈ {1,2, . . . ,n},

|Δpi j| <
√

(

k‖P‖k−1
)2

+ 2εk(k− 1)
(‖P‖+n

)k−2− k‖P‖k−1

nk(k− 1)
(‖P‖+n

)k−2 . (5.11)

This is a sufficient condition for ‖Δ f ‖ < ε.
The number ε must be chosen so that all elements of the matrix (P +ΔP)k are strictly

positive, that is, they differ from the corresponding elements of Pk less than by m =
min1≤i, j≤n p

(k)
i j > 0. Hence it must be ‖df ‖ = ‖(P +ΔP)k − Pk‖ < nm, therefore ε has to

be chosen so that ε ≤ nm, for example, ε = nm.
In this case the first formula yields |Δpi j| <m/k‖P‖k−1 and the second formula yields

∣

∣Δpi j
∣

∣ <

√

(

k‖P‖k−1
)2

+ 2nmk(k− 1)
(‖P‖+n

)k−2− k‖P‖k−1

nk(k− 1)
(‖P‖+n

)k−2 (5.12)

for all i, j ∈ {1,2, . . . ,n}. The formulae (5.5) and (5.12) were announced in [10].
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6. Conclusion

Let us ascertain the interdependence between the notions defined in this paper and some
other ones.

(1) Let f be a polynomial in x with coefficients from �, then df is a 1-degree poly-
nomial in Δx, where the coefficients are also polynomials in x. So, d : P → P ⊗ ˜P (see

Section 2 for the description of what ˜� with respect to � is). Let g : P ⊗ ˜P → P be an
algebra homomorphism defined as g( f1⊗ f2)= f1 · f2. Then δ = g ◦d : P→ P is a deriva-
tion of the algebra P, that is, δ( f1 · f2)= δ( f1) · f2 + f1 · δ( f2) for all f1, f2 ∈ P. If f is an
n-degree polynomial, then δ( f ) is also an (n− 1)-degree polynomial.

(2) For a noncommutative operator algebra � consider the algebra homomorphisms

μA : �1 →� and μ 1
A1,...,

n
An

: �n →� that are defined, for example, in [15]. Here A,
1
A1, . . . ,

n
An ∈� are called generators, �1 is a space of one-place symbols, �n is a space of n-
place symbols, numbers over letters are called Feynman numbers, and the set of letters
with numbers over them is called Feynman set. The one-place or n-place symbols are
real or complex functions of one or n variables, respectively. These homomorphisms μA
and μ 1

A1,...,
n
An

may be called “evaluation homomorphisms” because they give a possibility

to find in � the values f (A) or f
( 1
A1, . . . ,

n
An
)

for different f and specified A or
1
A1, . . . ,

n
An.

For example, if f is a polynomial in one or several variables, it is necessary to substitute

A or
1
A1, . . . ,

n
An for variables of f .

If f is a polynomial in 2n+ 1 variables, f = f (y1, . . . , yn,z,x1, . . . ,xn) =∑n
i=1 yi · z · xi,

then for a1, . . . ,an,c,b1, . . . ,bn ∈� we can evaluate f
(

1
b1, . . . ,

n

bn,
n+1
c ,

n+2
a 1, . . . ,

2n+1
a n

)

. Speci-
fying a1, . . . ,an,b1, . . . ,bn and replacing c by �, we obtain the 1-degree map correspond-
ing to the 1-degree polynomial in x of the form

∑n
i=1 ai · x · bi. Obviously, for another

polynomial it is necessary to use another homomorphism and the quantity of generators
depends on the quantity of polynomial terms.
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1. Introduction

This is a survey article intended as an elementary introduction to the general index local-
ity principle introduced in [17]. We discuss it and give some examples of its consequences
and applications showing that this principle often proves to be a powerful tool for obtain-
ing index formulas in various situations. Having in mind the introductory character of
the article, we try to keep the exposition at a level as elementary as possible and often give
only the simplest versions of results. Proofs can be found elsewhere; we provide only ref-
erences. A lack of reference usually means that more detailed explanations can be found
in [17].

A detailed account of the history of the problem is also contained in [17]. Here we
only cite papers where this is specifically needed in the text.

1.1. Elliptic operators. We start by recalling elementary notions of elliptic theory. Let
M be a smooth compact manifold, and let D be a differential operator on M. In local
coordinates, one has

D =
∑

|α|≤m
aα(x)

(

− i
∂

∂x

)α

. (1.1)
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2 Surgery and the relative index in elliptic theory

The principal symbol (characteristic polynomial) of D, defined in local coordinates by the
formula

σ(D)=
∑

|α|=m
aα(x)ξα, (1.2)

is an invariantly defined function on the cotangent bundle T∗M.

Definition 1.1. The operator D is said to be elliptic if σ(D) is everywhere invertible on
T∗0 M (i.e., for ξ �= 0).

The following theorem is the main assertion concerning the analytic properties of el-
liptic operators.

Theorem 1.2 (finiteness theorem). If the operator D is elliptic, then it is Fredholm in the
Sobolev spaces:

D : Hs(M)−→Hs−m(M). (1.3)

Recall that D is said to be Fredholm if the following properties hold:
(i) ImD is closed;

(ii) dimkerD <∞;
(iii) dimkerD∗ <∞.

1.2. The index. Suppose that D is an elliptic operator on M. Then dimkerD and dimker
D∗ are not invariant under homotopies of D in the class of elliptic operators, but their
difference indD is already a homotopy invariant and hence is of interest.

The famous Atiyah-Singer theorem expresses the “infinite-dimensional” homotopy
invariant indD in terms of topological invariants of the principal symbol σ(D).

However, things become far more complicated if we abandon the smooth compact
setting and consider operators on singular or noncompact manifolds.

In this connection, a natural task is to give methods that can help one to solve the
index problem (possibly reducing it to the Atiyah-Singer case) in situations not covered
by the Atiyah-Singer theorem. The list of such situations includes

(i) boundary value problems (for which the index formula was obtained by Atiyah
and Bott [5]);

(ii) elliptic operators on noncompact manifolds;
(iii) elliptic operators on manifolds with singularities;
(iv) quantized canonical transformations (Fourier integral operators);

and possibly many other situations as well.

2. Surgery and the superposition principle

There are numerous methods that can be applied in index problems. However, we fo-
cus our attention only on one method, namely, surgery, that is, cutting and pasting of
manifolds and elliptic operators, together with the associated superposition principle valid
for the relative index (or index increment) resulting from surgeries.
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Surgery on B
Surgery on A

Surgery
on A∪ B

Surgery on A
Su

rg
er

y on
BA B

M

Figure 2.1. Commuting surgeries.

We will
(i) explain the superposition principle using a simple example;

(ii) give the general statement of the superposition principle;
(iii) provide some further examples and applications.

2.1. Example: operators on compact closed manifolds. Let D be an elliptic differential
operator on a compact closed manifold M, and let A,B ⊂M be disjoint closed subsets of
M (see Figure 2.1). Let us modify the operator D on A via some surgery. Namely, we cut
away the piece A from M and replace it by some other (smooth) piece and continue the
operator from the rest of M into the new piece in such a way that the resulting operator
is elliptic. (Of course, we need to assume that this is possible.) Let us denote this new
operator by DA. The index of the new operator does not necessarily coincide with the
index of D, and hence we see that our surgery at A results in the index increment (relative
index)

	A
def= indDA− indD. (2.1)

In a similar way, we can modify the operator over B with the help of some surgery, thus
obtaining a new operator DB and the index increment

	B
def= indDB − indD. (2.2)

These processes are completely independent: when we modify the operator over A, we do
not touch anything away from A (in particular, on B) and vice versa. Hence we can apply
both modifications (surgeries) simultaneously, and the result for the operator will be the
same as if we applied first one surgery and then the other, their order being irrelevant (see
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Figure 2.1). The resulting operator will be denoted by DA∪B and the index increment by

	A∪B
def= indDA∪B − indD. (2.3)

It is natural to ask how this “total” increment is related to the “partial” increments 	A

and	B. The answer is exactly as it should be.

Lemma 2.1 (superposition principle).

	A∪B =	A +	B. (2.4)

Proof. This follows from the local index formula

indD =
∫

M
α(x), (2.5)

where the local index density α(x) at a point x depends only on σ(D) and its derivatives in
the fiber T∗x M. Indeed, it suffices to note that, say,

	A =
∫

A

(

α(x)−α′(x)
)

, (2.6)

where α′ is the local index density corresponding to DA, since α = α′ outside A. The
desired formula follows since the integral is an additive set function. �

Remark 2.2. The superposition principle means that index increments stemming from
independent surgeries behave additively.

2.2. General elliptic operators. Beautiful as it is, the superposition principle on smooth
closed manifolds is generally not of much help when computing the index for two rea-
sons.

(1) The index formula for the case of smooth closed manifold is already known (the
Atiyah-Singer formula).

(2) The proof given above is hardly satisfactory, since it relies on the fact that we
already know the (local) index formula.

Hence we wish to generalize this principle to cases beyond the Atiyah-Singer theorem
and, moreover, invent a proof that does not rely on the presence of any a priori known
index formula.

Thus the problem is as follows: describe a sufficiently general framework in which the
superposition principle for index increments is valid.

One possible solution to this problem is to consider the class of general elliptic operators
introduced by Atiyah [4]. Let us recall the relevant definitions.

Definition of general elliptic operators. Let X be a Hausdorff compactum, and let C(X) be
the algebra of continuous functions on X . Further, let H1 and H2 be Hilbert ∗-modules
over C(X), that is, Hilbert spaces equipped with a ∗-action of the C∗-algebra C(X).
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Definition 2.3. An operator

A : H1 −→H2 (2.7)

is called a general elliptic operator if the following two conditions are satisfied:
(i) A is Fredholm;

(ii) A almost commutes with the action of C(X):

ϕA−Aϕ∈�
(

H1,H2
) ∀ϕ∈ C(X), (2.8)

where �(H1,H2) is the set of compact linear operators from H1 to H2.

Surgery and the superposition principle. To state the superposition principle, we should
first define the notion of surgery for general elliptic operators. This is however intuitively
clear. Let D1 and D2 be two general elliptic operators (with the same underlying com-
pactum X). Next, let A⊂ X be a closed set.

Definition 2.4. We say that D1 and D2 are obtained from each other by a modification
(or surgery) on A if for each function ϕ ∈ C(X) whose support does not meet A (i.e.,
supp ϕ∩A=∅) one has

ϕD1ϕ≡ ϕD2ϕ modulo compact operators. (2.9)

In this case, we write D1
A−→D2 or D2

A−→D1.

This definition, however, needs further clarification: we did not assume that D1 and
D2 act in the same spaces, so how can we compare ϕD1ϕ and ϕD2ϕ? Let us give necessary
explanations (which prove to be a bit technical).

If H is a Hilbert ∗-module over C(X), then the notion of support supp u⊂ X is well
defined for all u ∈ H in a natural way: a point x does not belong to the support of u if
ϕu= 0 for all ϕ∈ C(X) supported in a sufficiently small neighborhood of x.

We introduce the following notation: by HK ⊂H we denote the closure of the set of
elements u∈H supported in K . Now if

D1 : H1 −→G1, D2 : H2 −→G2 (2.10)

are general elliptic operators, then it makes sense to say that they are obtained from each
other by a surgery on A if some isomorphisms

H1U −→H2U , G1U −→G2U (2.11)

of ∗-modules over C(X), where U = X \A is the complement of A, are given and fixed.

Definition 2.5 (definition of surgery on A revisited). We write

D1
A−−→D2 (2.12)
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if the diagram

H1U
ϕD1ϕ

G1U

H2U
ϕD1ϕ

H2U

(2.13)

commutes modulo compact operators for each ϕ∈ C(X) such that

supp ϕ∩A=∅. (2.14)

With this definition of surgery for general elliptic operators, the following superposi-
tion theorem holds for the index increments.

Theorem 2.6. Let

D
A

B

DA

B

DB
A

DAB

(2.15)

be a commutative diagram (A diagram of surgeries is said to be commutative if the under-
lying isomorphisms of Hilbert spaces over X \ (A∩ B) form a commutative diagram.) of
independent surgeries (A∩B =∅) of general elliptic operators over C(X). Then

	AB =	A +	B. (2.16)

2.3. Operators in collar spaces. The theorem given in the preceding subsections does
not cover applications related to Fourier integral operators (which do not almost com-
mute with multiplication by functions). Furthermore, strictly speaking, it applies only to
zero-order operators, since operators of positive order (in particular, any differential op-
erators) do not compactly (or even boundedly) commute with continuous functions. So
it is a good idea to devise a slightly different framework for the superposition principle,
including the preceding as a special case.

This was done in [17], and we describe the corresponding results very briefly. The
main ideas of the approach are as follows.

(1) We actually do not need arbitrary spaces X in applications of the superposition
principle. If X is a compactum and A,B ⊂ X are closed disjoint subsets, then there
always exists a continuous mapping

f : X −→ [− 1,1
]

(2.17)

such that A⊂ f −1(−1) and B ⊂ f −1(1). The mapping f induces the structure of
a C([−1,1])-module on every C(X)-module, and so we can always assume that
X = [−1,1], A= {−1}, and B = {1}.
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(2) Instead of C([−1,1])-modules one considers C∞([−1,1])-modules (for brevity
referred to as collar spaces), which permit one to cover the case of positive-order
operators (in particular, differential operators).

(3) Finally, instead of single operators one considers families of operators depending
on a small parameter such that the “support of the kernel” for these operators
tends to the diagonal as the parameter tends to zero. Thus for each given param-
eter value the operators need not be local; they are only “local in the limit.” This
permits one to consider a wider class of operators, including Fourier integral op-
erators on manifolds with singularities, while the superposition principle remains
true.

Let us give some more details; the reader uninterested in these details can skip the
remaining part of the section and proceed to examples and applications.

Collar spaces. Collar spaces are a natural framework in which one can deal with surgeries
and prove a rather general relative index theorem. They were introduced in [14, 16–18].

Consider the algebra C∞([−1,1]) of smooth functions ϕ(t), t ∈ [−1,1], on the interval
[−1,1] with topology given by the standard system of seminorms

‖ϕ‖k = sup
t∈[−1,1]

∣

∣ϕ(k)(t)
∣

∣. (2.18)

The multiplication in C∞([−1,1]) is defined pointwise. Obviously, this is a unital topo-
logical algebra with unit 1 being the function identically equal to 1 for all t ∈ [−1,1].

Definition 2.7. A collar space is a separable Hilbert space H equipped with the structure
of a module over the commutative algebra C∞([−1,1]) (the action is continuous, and the
unit function 111∈ C∞([−1,1]) acts as the identity operator in H).

Elliptic operators in collar spaces. For operators in function spaces for which the Schwartz
kernel theorem holds, there is an important notion of the support of the kernel, which is
a closed subset of the direct product of the set where the functions are defined by itself.
Although operators in collar spaces cannot be described as integral operators in general,
the notion of the support of an operator defined as a subset of the square [−1,1]× [−1,1]
is meaningful and proves useful in studying various questions pertaining to the relative
index.

Definition 2.8. Let A : H1 →H2 be a continuous linear operator in collar spaces and K ⊂
[−1,1]× [−1,1] a closed subset. One says that the support of A is contained in K if

supp Ah⊂ K(supp h) (2.19)

for every h ∈ H . In formula (2.19), K is treated as a self-multimapping of the interval
[−1,1]:

Kx
def= {y ∈ [−1,1] | (x, y)∈ K

}

. (2.20)

The intersection of all closed sets K with property (2.19) is called the support of A and
denoted by supp A.
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Let Δ⊂ [−1,1]× [−1,1] be the diagonal

Δ= {(x,x) | x ∈ [−1,1]
}

, (2.21)

and let

Δε =
{

(x, y)∈ [−1,1]× [−1,1] | |x− y| < ε
}

(2.22)

be the ε-neighborhood of Δ.

Definition 2.9. A proper operator in collar spaces H1 and H2 is a family of continuous
linear operators

Aδ : H1 −→H2 (2.23)

with parameter δ > 0 such that
(i) Aδ continuously depends on δ in the uniform operator topology;

(ii) for each ε > 0 there is a δ0 > 0 such that

supp Aδ ⊂ Δε for δ < δ0. (2.24)

Remark 2.10. Condition (2.24) can be restated as follows: for δ < δ0, one has

supp Aδh⊂Uε(supp h) (2.25)

for every h∈H1, where Uε(F) is the ε-neighborhood of a set F.

Now we can give the definition of elliptic operators in collar spaces.

Definition 2.11. An elliptic operator in collar spaces H and G is a proper operator

Dδ : H −→G (2.26)

such that Dδ is Fredholm for each δ and has an almost inverse D[−1]
δ such that the family

D[−1]
δ is also a proper operator.

Here, as usual, the almost inverse of a bounded operator A is defined as an operator
A[−1] such that the products AA[−1] and A[−1]A differ from the identity operators by
compact operators in the corresponding spaces.

Definition 2.12. Let F ⊂ [−1,1] be an open subset. One says that proper operators A1 and
A2 coincide on F if for each compact subset K ⊂ F the following condition is satisfied:
there is a number δ0 = δ0(K) > 0 such that

A1δh=A2δh, (2.27)

whenever δ < δ0 and supp h⊂ K .

We note that for (2.27) to be well defined one has to assume that some isomorphisms
of parts of the underlying Hilbert spaces where the operators act are given.

In the conditions of Definition 2.12, we say that A1 is obtained from A2 by a modifica-

tion on [−1,1]\F (or A1 coincides with A2 on F) and write A1
F= A2 or A1

[−1,1]\F
A2 .
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Superposition principle. Now we are in a position to state the main theorem of this sub-
section.

Theorem 2.13 [15, 17]. Suppose that the following commutative diagram of modifications
of elliptic operators in collar spaces holds:

D
−1

1

D−

1

D+
−1

D±

(2.28)

Then

ind(D)− ind
(

D−
)= ind

(

D+
)− ind

(

D±
)

. (2.29)

A detailed proof of this theorem (which however occupies less than two pages) can be
found in [15].

3. Examples and applications

We consider examples from the following areas:
(i) elliptic operators on manifolds with singularities;

(ii) elliptic operators on noncompact manifolds;
(iii) boundary value problems;

(iiii) Fourier integral operators.

3.1. Elliptic operators on manifolds with conical singularities.

Cone-degenerate operators. Let M be a manifold with conical point a and base Λ of the
cone (Figure 3.1; for definitions, e.g., see [6] or [13]).

Cone-degenerate differential operators on M near the conical point have the form of
finite sums:

D =
∑

aαj(ω,r)

(

− i
∂

∂ω

)α(

ir
∂

∂r

) j

, (3.1)

where r is the distance from the conical point and ω is a coordinate on the base of the
cone. The operator family

σc(D)=
∑

aαj(ω,0)

(

− i
∂

∂ω

)α

p j (3.2)

on Ω is called the conormal symbol of D. Cone-degenerate operators are considered in
weighted Sobolev spaces Hs,γ(M) (for the definition, e.g., see [6]), and the ellipticity con-
dition for cone-degenerate operators is that the interior principal symbol is invertible
outside the zero section of the (“compressed” [11]) cotangent bundle of M minus the
zero section and the conormal symbol is invertible on the weight line Im p = γ. (In what
follows, we for simplicity always assume that γ = 0.)
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a

M

Λ

Figure 3.1. A manifold with conical singularities.

The index formula. Let M be a manifold with conical point a, and let D be an elliptic op-
erator on M. Consider the problem of finding indD. This problem can be solved with the
help of the index increment superposition principle under certain symmetry conditions
on the interior principal symbol of D. Namely, the following theorem holds.

Theorem 3.1. Suppose that the interior principal symbol of D satisfies the symmetry condi-
tion

σ(D)(ω,r,q,−p)= f1σ(D)(ω,r,q, p) f2, (3.3)

where f1 and f2 are bundle isomorphisms on M. Then

indD = 1
2

(

ind2D+ indDc
)

, (3.4)

where 2D is the elliptic operator on the double of M whose principal symbol is obtained
by clutching with the use of symmetry conditions and Dc is an operator on the spindle SΛ
explicitly constructed from the conormal symbol of D.

Thus the index of D is represented as the sum of two terms, one of which depends
only on the interior principal symbol and can be expressed by the Atiyah-Singer index
theorem (applied to the operator 2D on the compact closed manifold 2M) and the other
depends only on the conormal symbol.

This theorem was first obtained in [19] under the slightly stronger symmetry condi-
tion

σc(D)(p)= f1σc(D)
(

p0− p
)

f2, (3.5)

(where f1 and f2 are bundle automorphisms) imposed on the conormal rather than in-
terior symbol. In this case, the second term in the index formula can be represented as
a sum of multiplicities of poles of the operator family σc(D)(p)−1 in a certain strip in
the complex plane. For the general case, for example, see [17]; here the second term is
expressed as the spectral flow of some homotopy of σc(D)(p) to f1σc(D)(p0− p) f2.

The proof of this index formula is given by surgery in conjunction with the superpo-
sition principle; the nontrivial part of the surgery diagram is shown in Figure 3.2.

3.2. Elliptic operators on noncompact manifolds. Let X0 and X1 be noncompact man-
ifolds, and let D0 and D1 be Fredholm elliptic operators in certain L2 spaces on these
manifolds. Suppose that these manifolds coincide at infinity. Namely, there are compact
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2M

M

M

SΛ

Figure 3.2. A surgery proving the index theorem for manifolds with conical singularities.

sets Kj ⊂ Xj and a measure-preserving diffeomorphism

X0 \K0
a� X1 \K1 (3.6)

such that

D1 =ΦD0Ψ
−1, (3.7)

where Φ and Ψ are vector bundle isomorphisms over a.
We can compactify both manifolds by cutting the noncompact ends away along some

compact hypersurface H and then glueing the same compact “cap” to both manifolds and
continuing the operators in the same way to the cap.

The new elliptic operators on the new compact manifolds ˜X1 and ˜X2 thus obtained
will be denoted by D0 and D1.

The superposition theorem implies the following assertion.

Theorem 3.2. One has

indD1− indD0 = ind ˜D1− ind ˜D0. (3.8)

This theorem was proved for the special case of Dirac operators on complete Riemann-
ian manifolds by Gromov and Lawson [8] and later extended to a more general class of
operators by Anghel [3].

3.3. Boundary value problems. The index increment superposition principle has also
well-known manifestations in boundary value problems.
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Let M be a compact manifold with boundary ∂M, and let D be an elliptic operator on
M; in local coordinates near the boundary,

D =
∑

|α|+β≤m
aαβ(x, t)

(

− i
∂

∂x

)α(

− i
∂

∂t

)β

, (3.9)

where we assume that the boundary is given by the equation ∂M = {t = 0} and the inte-
rior of the manifold corresponds to positive t.

We consider classical boundary value problems of the form

Du= f ,

Bu|∂M = g.
(3.10)

For short, we denote such a problem by (D,B). Recall the ellipticity conditions for the
problem (D,B). To obtain these conditions, one freezes the coefficients of the equation
at some point (x,0) ∈ ∂M, drops away lower-order terms, and makes the Fourier trans-
form with respect to the variables tangent to the boundary. Thus we obtain the ordinary
differential operator

˜D(x,ξ)=
∑

|α|+β=m
aαβ(x,0)ξα

(

− i
∂

∂t

)β

(3.11)

on the half-line R+. This operator depends on the parameters (x,ξ)∈ T∗0 ∂M.
Let L+ ≡ L+(x,ξ) be the subspace of initial data at t = 0 for solutions of ˜Dv = 0 decay-

ing as t→∞.

Condition 3.3 (Shapiro-Lopatinskii). We require that σ(B) |L+ be an isomorphism for
ξ �= 0.

The main analytic theorem of the theory of boundary value problems is as follows.

Theorem 3.4. If the boundary value problem (D,B) satisfies the Shapiro-Lopatinskii con-
dition, then it is Fredholm.

Now we are in a position to state two relative index theorems for boundary value prob-
lems.

Let D1 and D2 be two elliptic operators coinciding near ∂M, and let B be a boundary
operator satisfying the Shapiro-Lopatinskii conditions with respect to one (and hence
both) of the operators.

The superposition principle implies the following assertion.

Theorem 3.5. One has

ind
(

D1,B
)− ind

(

D2,B
)= indD, (3.12)
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r M t

Λ

M

Λ

Figure 3.3. Cylindrical coordinates.

where D is an elliptic operator on M such that

σ(D)= σ
(

D1
)

σ
(

D2
)−1

(3.13)

and D acts as a system bundle isomorphism near ∂M.

Another relative index theorem deals, on the opposite, with the case of one operator
and two boundary conditions.

Let D be an elliptic operator on M, and let B1 and B2 be two boundary operators
satisfying the Shapiro-Lopatinskii condition.

Then it follows from the superposition principle that the theorem below holds.

Theorem 3.6. One has

ind
(

D,B1
)− ind

(

D,B2
)= indC, (3.14)

where C is an elliptic operator on ∂M with

σ(C)= σ
(

B1
)|L+

(

σ
(

B2
)|L+

)−1
. (3.15)

These two theorems are known as Agranovich and Agranovich-Dynin theorems (see
[1, 2]). Surgery, in conjunction with the superposition principle, provides new, elemen-
tary proofs.

3.4. Quantized canonical transformations. The index problem for quantized canonical
transformations (Fourier integral operators) was posed by Weinstein [20, 21], and its
solution was obtained for smooth manifolds by Epstein and Melrose [7] in a particular
case and by Leichtnam et al. [9] in the general case.

The superposition principle permits one to derive an index formula for quantized
contact transformations on singular manifolds.

Let us briefly describe the construction of Fourier integral operators on a manifold
with conical singularities.

LetM be a manifold with a conical singular point α and baseΛ of the cone. (We assume
for simplicity that there is only one conical point.) We will use the cylindrical model, that
is, pass to from the coordinate r to the cylindrical coordinate t by the formula r = e−t (see
Figure 3.3).

Quantized canonical transformations are obtained by the quantization of classical
transformations, so let us say a few words about the latter.
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Classical transformations. We will quantize homogeneous canonical (contact) transfor-
mations:

g : T∗0 M −→ T∗0 M. (3.16)

Transformations associated with the conical structure should be continuous up to r = 0.
In the t-coordinate, this corresponds to “exponential stabilization of the coefficients” as
t →∞. For simplicity, we impose an even stronger condition that the coefficients “are
independent of t for sufficiently large t.” Stated precisely, this means the following.

Condition 3.7 (stabilization). The transformation g commutes with translations for
along the t-axis for t� 0.

In other words,

g|t�0 = g∞ : T∗0 C −→ T∗0 C, (3.17)

where C =R×Λ is the infinite cylinder with base Λ and g∞ commutes with translations.

Quantization. The quantized transformation is given by the Fourier integral operator
associated with the graph Lg ⊂ T∗0 M×T∗0 M of the classical transformation g . This graph
is a Lagrangian manifold, and we make the following assumption.

Assumption 3.8. The quantization condition (e.g., see [10, 12]) is satisfied for Lg (i.e., the
Maslov index is zero on Lg).

Then the quantized canonical transformation

Tg : L2(M)−→ L2(M) (3.18)

is defined in the usual manner as the Fourier integral operator with amplitude 1 associ-
ated with the Lagrangian manifold Lg . To ensure appropriate behavior near the conical
point, we require that Tg commutes with translations along the t-axis for large t. This can
be done in view of the similar condition imposed on g . We will assume that Tg is elliptic.

The index theorem. We impose the simplest symmetry condition on the classical trans-
formation.

Condition 3.9. The transformation g∞ commutes with the inversion (t, p)�→ (−t,−p).

Then (in fact, after some homotopies) two copies of g can be glued into a canonical
transformation 2g : T∗0 2M→ T∗0 2M of the double of the cotangent bundle T∗0 M.

Surgery and the superposition principle give the following formula for the index of
the quantized canonical transformation.

Theorem 3.10. The index of an elliptic quantized canonical transformation is given by the
formula

indTg = 1
2

(

indT2g + indTg∞
)

, (3.19)
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where
(i) T2g is a quantized canonical transformation on the smooth closed manifold 2M;

(ii) Tg∞ is a quantized canonical transformation on the cylinder C.

Remark 3.11. (1) The index indT2g is computable by Epstein-Melrose theorem.
(2) In special cases indTg∞ can be computed as the sum of multiplicities of poles of an

operator family (called the conormal symbol) associated with Tg .
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