
Computational and Mathematical Methods in Medicine

Machine Learning and Network
Methods for Biology and Medicine
2020

Lead Guest Editor: Lei Chen
Guest Editors: Tao Huang, Chuan Lu, Lin Lu, and Dandan Li

 



Machine Learning and Network Methods for
Biology and Medicine 2020



Computational and Mathematical Methods in Medicine

Machine Learning and Network
Methods for Biology and Medicine 2020

Lead Guest Editor: Lei Chen
Guest Editors: Tao Huang, Chuan Lu, Lin Lu, and
Dandan Li



Copyright © 2023 Hindawi Limited. All rights reserved.

is is a special issue published in “Computational and Mathematical Methods in Medicine.” All articles are open access articles
distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.



Associate Editors
Ahmed Albahri, Iraq
Konstantin Blyuss  , United Kingdom
Chuangyin Dang, Hong Kong
Farai Nyabadza  , South Africa
Kathiravan Srinivasan  , India

Academic Editors
Laith Abualigah  , Jordan
Yaser Ahangari Nanehkaran  , China
Mubashir Ahmad, Pakistan
Sultan Ahmad  , Saudi Arabia
Akif Akgul  , Turkey
Karthick Alagar, India
Shadab Alam, Saudi Arabia
Raul Alcaraz  , Spain
Emil Alexov, USA
Enrique Baca-Garcia  , Spain
Sweta Bhattacharya  , India
Junguo Bian, USA
Elia Biganzoli  , Italy
Antonio Boccaccio, Italy
Hans A. Braun  , Germany
Zhicheng Cao, China
Guy Carrault, France
Sadaruddin Chachar  , Pakistan
Prem Chapagain  , USA
Huiling Chen  , China
Mengxin Chen  , China
Haruna Chiroma, Saudi Arabia
Watcharaporn Cholamjiak  , ailand
Maria N. D.S. Cordeiro  , Portugal
Cristiana Corsi  , Italy
Qi Dai  , China
Nagarajan DeivanayagamPillai, India
Didier Delignières  , France
omas Desaive  , Belgium
David Diller  , USA
Qamar Din, Pakistan
Irini Doytchinova, Bulgaria
Sheng Du  , China
D. Easwaramoorthy  , India

Esmaeil Ebrahimie  , Australia
Issam El Naqa  , USA
Ilias Elmouki  , Morocco
Angelo Facchiano  , Italy
Luca Faes  , Italy
Maria E. Fantacci  , Italy
Giancarlo Ferrigno  , Italy
Marc ilo Figge  , Germany
Giulia Fiscon  , Italy
Bapan Ghosh  , India
Igor I. Goryanin, Japan
Marko Gosak  , Slovenia
Damien Hall, Australia
Abdulsattar Hamad, Iraq
Khalid Hattaf  , Morocco
Tingjun Hou  , China
Seiya Imoto  , Japan
Martti Juhola  , Finland
Rajesh Kaluri  , India
Karthick Kanagarathinam, India
Rafik Karaman  , Palestinian Authority
Chandan Karmakar  , Australia
Kwang Gi Kim  , Republic of Korea
Andrzej Kloczkowski, USA
Andrei Korobeinikov  , China
Sakthidasan Sankaran Krishnan, India
Rajesh Kumar, India
Kuruva Lakshmanna  , India
Peng Li  , USA
Chung-Min Liao  , Taiwan
Pinyi Lu  , USA
Reinoud Maex, United Kingdom
Valeri Makarov  , Spain
Juan Pablo Martínez  , Spain
Richard J. Maude, ailand
Zahid Mehmood  , Pakistan
John Mitchell  , United Kingdom
Fazal Ijaz Muhammad  , Republic of Korea
Vishal Nayak  , USA
Tongguang Ni, China
Michele Nichelatti, Italy
Kazuhisa Nishizawa  , Japan
Bing Niu  , China

https://orcid.org/0000-0003-3542-1908
https://orcid.org/0000-0003-3468-5581
https://orcid.org/0000-0002-9352-0237
https://orcid.org/0000-0002-2203-4549
https://orcid.org/0000-0002-8055-3195
https://orcid.org/0000-0002-3198-7974
https://orcid.org/0000-0001-9151-3052
https://orcid.org/0000-0002-0942-3638
https://orcid.org/0000-0002-6963-6555
https://orcid.org/0000-0002-6082-164X
https://orcid.org/0000-0003-1202-5873
https://orcid.org/0000-0002-9643-3518
https://orcid.org/0000-0002-9714-7775
https://orcid.org/0000-0002-0999-4975
https://orcid.org/0000-0002-7714-9693
https://orcid.org/0000-0002-9122-4493
https://orcid.org/0000-0002-8563-017X
https://orcid.org/0000-0003-3375-8670
https://orcid.org/0000-0002-0289-9174
https://orcid.org/0000-0003-2675-6511
https://orcid.org/0000-0002-7204-2272
https://orcid.org/0000-0003-0011-6022
https://orcid.org/0000-0003-4998-8374
https://orcid.org/0000-0001-8396-7388
https://orcid.org/0000-0002-6145-0676
https://orcid.org/0000-0002-4431-2861
https://orcid.org/0000-0001-6023-1132
https://orcid.org/0000-0002-4826-5601
https://orcid.org/0000-0002-7077-4912
https://orcid.org/0000-0002-3271-5348
https://orcid.org/0000-0003-2130-4372
https://orcid.org/0000-0001-5913-9451
https://orcid.org/0000-0001-7677-1459
https://orcid.org/0000-0002-3354-8203
https://orcid.org/0000-0002-5006-2440
https://orcid.org/0000-0001-9735-0485
https://orcid.org/0000-0002-5032-3639
https://orcid.org/0000-0001-7227-2580
https://orcid.org/0000-0002-2989-308X
https://orcid.org/0000-0003-2298-9553
https://orcid.org/0000-0003-2073-9833
https://orcid.org/0000-0001-5526-4490
https://orcid.org/0000-0003-1814-0856
https://orcid.org/0000-0001-9714-6038
https://orcid.org/0000-0002-4868-1082
https://orcid.org/0000-0003-3480-4851
https://orcid.org/0000-0002-4684-4909
https://orcid.org/0000-0002-8360-7996
https://orcid.org/0000-0003-1962-5783
https://orcid.org/0000-0001-8789-7532
https://orcid.org/0000-0002-7503-3339
https://orcid.org/0000-0003-4888-2594
https://orcid.org/0000-0002-0379-6097
https://orcid.org/0000-0001-5206-272X
https://orcid.org/0000-0002-6211-2767
https://orcid.org/0000-0002-7642-6054
https://orcid.org/0000-0001-7528-9855


Hyuntae Park  , Japan
Jovana Paunovic  , Serbia
Manuel F. G. Penedo  , Spain
Riccardo Pernice  , Italy
Kemal Polat  , Turkey
Alberto Policriti, Italy
Giuseppe Pontrelli  , Italy
Jesús Poza  , Spain
Maciej Przybyłek  , Poland
Bhanwar Lal Puniya  , USA
Mihai V. Putz  , Romania
Suresh Rasappan, Oman
Jose Joaquin Rieta  , Spain
Fathalla Rihan  , United Arab Emirates
Sidheswar Routray, India
Sudipta Roy  , India
Jan Rychtar  , USA
Mario Sansone  , Italy
Murat Sari  , Turkey
Shahzad Sarwar, Saudi Arabia
Kamal Shah, Saudi Arabia
Bhisham Sharma  , India
Simon A. Sherman, USA
Mingsong Shi, China
Mohammed Shuaib  , Malaysia
Prabhishek Singh  , India
Neelakandan Subramani, India
Junwei Sun, China
Yung-Shin Sun  , Taiwan
Min Tang  , China
Hongxun Tao, China
Alireza Tavakkoli  , USA
João M. Tavares  , Portugal
Jlenia Toppi  , Italy
Anna Tsantili-Kakoulidou  , Greece
Markos G. Tsipouras, North Macedonia
Po-Hsiang Tsui  , Taiwan
Sathishkumar V E  , Republic of Korea
Durai Raj Vincent P M  , India
Gajendra Kumar Vishwakarma, India
Liangjiang Wang, USA
Ruisheng Wang  , USA
Zhouchao Wei, China
Gabriel Wittum, Germany
Xiang Wu, China

KI Yanover  , Israel
Xiaojun Yao  , China
Kaan Yetilmezsoy, Turkey
Hiro Yoshida, USA
Yuhai Zhao  , China

https://orcid.org/0000-0002-1976-0005
https://orcid.org/0000-0003-2232-6485
https://orcid.org/0000-0002-6881-0865
https://orcid.org/0000-0002-9992-3221
https://orcid.org/0000-0003-1840-9958
https://orcid.org/0000-0003-0659-210X
https://orcid.org/0000-0001-8577-9559
https://orcid.org/0000-0002-3399-6129
https://orcid.org/0000-0001-7528-3568
https://orcid.org/0000-0002-9781-1541
https://orcid.org/0000-0002-3364-6380
https://orcid.org/0000-0003-3855-5944
https://orcid.org/0000-0001-5161-9311
https://orcid.org/0000-0001-6600-2939
https://orcid.org/0000-0003-3556-7771
https://orcid.org/0000-0003-0508-2917
https://orcid.org/0000-0002-3400-3504
https://orcid.org/0000-0001-6657-2587
https://orcid.org/0000-0002-9338-0932
https://orcid.org/0000-0002-7513-0251
https://orcid.org/0000-0001-9990-0292
https://orcid.org/0000-0001-9460-1269
https://orcid.org/0000-0001-7603-6526
https://orcid.org/0000-0002-8279-1699
https://orcid.org/0000-0002-1001-1243
https://orcid.org/0000-0002-5604-1800
https://orcid.org/0000-0002-8271-2022
https://orcid.org/0000-0002-7598-1363
https://orcid.org/0000-0003-4920-4357
https://orcid.org/0000-0003-3663-4286
https://orcid.org/0000-0002-8974-0173
https://orcid.org/0000-0002-1080-0859


Contents

Retracted: circFAT1(e2) Promotes Papillary �yroid Cancer Proliferation, Migration, and Invasion
via the miRNA-873/ZEB1 Axis
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9820923, Volume 2023 (2023)

Retracted: mir-152-3p Affects the Progression of Colon Cancer via the KLF4/IFITM3 Axis
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9895645, Volume 2023 (2023)

Retracted: miR-139-5p Inhibits Lung Adenocarcinoma Cell Proliferation, Migration, and Invasion by
Targeting MAD2L1
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9789647, Volume 2023 (2023)

Retracted: lncRNA-SNHG14 Promotes Atherosclerosis by Regulating RORα Expression through
Sponge miR-19a-3p
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9894214, Volume 2023 (2023)

Retracted: Development and Application of One Separation-Free Safety Tube on the Disposable
Infusion Needle
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9875915, Volume 2023 (2023)

Retracted: Long Noncoding RNA HAGLROS Promotes Cell Invasion and Metastasis by Sponging
miR-152 and Upregulating ROCK1 Expression in Osteosarcoma
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9870132, Volume 2023 (2023)

Retracted: Circular RNA CircITGA7 Promotes Tumorigenesis of Osteosarcoma via miR-370/PIM1
Axis
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9826041, Volume 2023 (2023)

Retracted: miR-215 Inhibits Colorectal Cancer Cell Migration and Invasion via Targeting Stearoyl-
CoA Desaturase
Computational and Mathematical Methods in Medicine
Retraction (1 page), Article ID 9765408, Volume 2023 (2023)

Deep Learning-Based Acute Ischemic Stroke Lesion Segmentation Method on Multimodal MR Images
Using a Few Fully Labeled Subjects
Bin Zhao  , Zhiyang Liu  , Guohua Liu, Chen Cao, Song Jin, Hong Wu  , and Shuxue Ding 

Research Article (13 pages), Article ID 3628179, Volume 2021 (2021)

https://orcid.org/0000-0001-9018-906X
https://orcid.org/0000-0003-1057-8706
https://orcid.org/0000-0003-0100-3142
https://orcid.org/0000-0002-4963-3883


[Retracted] miR-139-5p Inhibits Lung Adenocarcinoma Cell Proliferation, Migration, and Invasion by
Targeting MAD2L1
Jianfeng Li, Xi He, Xiaotang Wu, Xiaohui Liu, Yixiong Huang  , and Yuchen Gong 

Research Article (10 pages), Article ID 2953598, Volume 2020 (2020)

Comprehensive Analysis of Differently Expressed and Methylated Genes in Preeclampsia
Wenyi Xu, Ping Ru, Zhuorong Gu, Ruoxi Zhang, Xixia Pang, Yi Huang, Zhou Liu  , and Ming Liu 

Research Article (10 pages), Article ID 2139270, Volume 2020 (2020)

Gene Expression Profiling of Type 2 Diabetes Mellitus by Bioinformatics Analysis
Huijing Zhu, Xin Zhu, Yuhong Liu, Fusong Jiang  , Miao Chen, Lin Cheng, and Xingbo Cheng 

Research Article (10 pages), Article ID 9602016, Volume 2020 (2020)

[Retracted] circFAT1(e2) Promotes Papillary �yroid Cancer Proliferation, Migration, and Invasion via
the miRNA-873/ZEB1 Axis
Jiazhe Liu, Hongchang Li, Chuanchao Wei, Junbin Ding, Jingfeng Lu, Gaofeng Pan  , and Anwei Mao 

Research Article (9 pages), Article ID 1459368, Volume 2020 (2020)

Imrecoxib Inhibits Paraquat-Induced Pulmonary Fibrosis through the NF-κB/Snail Signaling Pathway
Haihao Jin 

Research Article (9 pages), Article ID 6374014, Volume 2020 (2020)

Effects of Bronchoalveolar Lavage with Ambroxol Hydrochloride on Treating Pulmonary Infection in
Patients with Cerebral Infarction and on Serum Proinflammatory Cytokines, MDA and SOD
Fanhua Meng, Jing Cheng, Peng Sang, and Jianhui Wang 

Research Article (6 pages), Article ID 7984565, Volume 2020 (2020)

Wavelet Scattering Transform for ECG Beat Classification
Zhishuai Liu, Guihua Yao, Qing Zhang  , Junpu Zhang, and Xueying Zeng 

Research Article (11 pages), Article ID 3215681, Volume 2020 (2020)

Texture Feature-Based Classification on Transrectal Ultrasound Image for Prostatic Cancer Detection
Xiaofu Huang, Ming Chen  , Peizhong Liu  , and Yongzhao Du 

Research Article (9 pages), Article ID 7359375, Volume 2020 (2020)

Transcriptome Analysis Identifies Novel Prognostic Genes in Osteosarcoma
Junfeng Chen, Xiaojun Guo, Guangjun Zeng, Jianhua Liu, and Bin Zhao 

Research Article (8 pages), Article ID 8081973, Volume 2020 (2020)

A Medical Decision Support System to Assess Risk Factors for Gastric Cancer Based on Fuzzy Cognitive
Map
Seyed Abbas Mahmoodi  , Kamal Mirzaie  , Maryam Sadat Mahmoodi, and Seyed Mostafa Mahmoudi
Research Article (13 pages), Article ID 1016284, Volume 2020 (2020)

https://orcid.org/0000-0001-5001-4556
https://orcid.org/0000-0002-9385-2186
https://orcid.org/0000-0002-4864-4142
https://orcid.org/0000-0002-1427-207X
https://orcid.org/0000-0002-2765-0041
https://orcid.org/0000-0001-8697-4655
https://orcid.org/0000-0002-7013-590X
https://orcid.org/0000-0001-6351-4891
https://orcid.org/0000-0002-1925-2326
https://orcid.org/0000-0002-4575-6210
https://orcid.org/0000-0002-6996-353X
https://orcid.org/0000-0001-6346-365X
https://orcid.org/0000-0001-7072-861X
https://orcid.org/0000-0003-2619-1629
https://orcid.org/0000-0003-4261-9648
https://orcid.org/0000-0001-5133-7365
https://orcid.org/0000-0002-0643-1528
https://orcid.org/0000-0002-7221-5030


Contents

A Benign and Malignant Breast Tumor Classification Method via Efficiently Combining Texture and
Morphological Features on Ultrasound Images
Mengwan Wei, Yongzhao Du  , Xiuming Wu, Qichen Su, Jianqing Zhu, Lixin Zheng, Guorong Lv  , and
Jiafu Zhuang
Research Article (12 pages), Article ID 5894010, Volume 2020 (2020)

Comprehensive Analysis of Immunoinhibitors Identifies LGALS9 and TGFBR1 as Potential
Prognostic Biomarkers for Pancreatic Cancer
Yue Fan, Tianyu Li, Lili Xu, and Tiantao Kuang 

Research Article (13 pages), Article ID 6138039, Volume 2020 (2020)

Review on Diagnosis of COVID-19 from Chest CT Images Using Artificial Intelligence
Ilker Ozsahin  , Boran Sekeroglu  , Musa Sani Musa  , Mubarak Taiwo Mustapha, and Dilber Uzun
Ozsahin 

Research Article (10 pages), Article ID 9756518, Volume 2020 (2020)

Identification of the Key Genes Involved in the Effect of Folic Acid on Endothelial Progenitor Cell
Transcriptome of Patients with Type 1 Diabetes
Yi Lu, Qianhong Yang, Wei Hu  , and Jian Dong 

Research Article (7 pages), Article ID 4542689, Volume 2020 (2020)

[Retracted] Circular RNA CircITGA7 Promotes Tumorigenesis of Osteosarcoma via miR-370/PIM1
Axis
Chuanwu Fang, Xiaohong Wang, Dongliang Guo, Run Fang, and Ting Zhu 

Research Article (10 pages), Article ID 1367576, Volume 2020 (2020)

[Retracted] Long Noncoding RNA HAGLROS Promotes Cell Invasion and Metastasis by Sponging
miR-152 and Upregulating ROCK1 Expression in Osteosarcoma
Kaifeng Zhou, Jun Xu, Xiaofan Yin  , and Jiangni Xia 

Research Article (9 pages), Article ID 7236245, Volume 2020 (2020)

Comprehensive Analysis of Differentially Expressed circRNAs Reveals a Colorectal Cancer-Related
ceRNA Network
Feng Que, Hua Wang, Yi Luo  , Li Cui, Lanfu Wei, Zhaohong Xi, Qiu Lin, Yongsheng Ge, and Wei
Wang 

Research Article (14 pages), Article ID 7159340, Volume 2020 (2020)

A Semantic Analysis and Community Detection-Based Artificial Intelligence Model for Core Herb
Discovery from the Literature: Taking Chronic Glomerulonephritis Treatment as a Case Study
Yun Zhang, Yongguo Liu  , Jiajing Zhu, Shuangqing Zhai, Rongjiang Jin, and Chuanbiao Wen 

Research Article (23 pages), Article ID 1862168, Volume 2020 (2020)

[Retracted] miR-152-3p Affects the Progression of Colon Cancer via the KLF4/IFITM3 Axis
Xiaoyi Zhu, Zhan Shen, Da Man, Hang Ruan, and Sha Huang 

Research Article (10 pages), Article ID 8209504, Volume 2020 (2020)

https://orcid.org/0000-0003-4261-9648
https://orcid.org/0000-0003-3123-1138
https://orcid.org/0000-0002-6894-4839
https://orcid.org/0000-0002-3141-6805
https://orcid.org/0000-0001-7284-1173
https://orcid.org/0000-0003-0068-074X
https://orcid.org/0000-0002-3873-1410
https://orcid.org/0000-0003-4160-6597
https://orcid.org/0000-0002-2883-9081
https://orcid.org/0000-0001-5619-4121
https://orcid.org/0000-0002-4038-6417
https://orcid.org/0000-0002-5842-141X
https://orcid.org/0000-0002-5374-7162
https://orcid.org/0000-0003-1951-0310
https://orcid.org/0000-0002-4906-7025
https://orcid.org/0000-0003-2279-932X
https://orcid.org/0000-0002-3587-4045


Construction of circRNA-Associated ceRNA Network Reveals Novel Biomarkers for Esophageal Cancer
Yunhao Sun, Limin Qiu, Jinjin Chen, Yao Wang, Jun Qian, Lirong Huang, and Haitao Ma 

Research Article (12 pages), Article ID 7958362, Volume 2020 (2020)

Discovery of Prognostic Signature Genes for Overall Survival Prediction in Gastric Cancer
Changyuan Meng, Shusen Xia  , Yi He, Xiaolong Tang, Guangjun Zhang, and Tong Zhou 

Research Article (9 pages), Article ID 5479279, Volume 2020 (2020)

[Retracted] lncRNA-SNHG14 Promotes Atherosclerosis by Regulating RORα Expression through Sponge
miR-19a-3p
Baoliang Zhu, Jing Liu, Ying Zhao, and Jing Yan 

Research Article (10 pages), Article ID 3128053, Volume 2020 (2020)

Identification of Key mRNAs and lncRNAs in Neonatal Sepsis by Gene Expression Profiling
Lin Bu, Zi-wen Wang, Shu-qun Hu  , Wen-jing Zhao, Xiao-juan Geng, Ting Zhou, Luo Zhuo  , Xiao-bing
Chen, Yan Sun, Yan-li Wang, and Xiao-min Li 

Research Article (13 pages), Article ID 8741739, Volume 2020 (2020)

Comparison of the �erapeutic Effects of Tension Band with Cannulated Screw and Tension Band with
Kirschner Wire on Patella Fracture
Chengwu Liu  , Haitao Ren  , Chunyan Wan  , and Jianlin Ma 

Research Article (7 pages), Article ID 4065978, Volume 2020 (2020)

Application of Deep Learning for Early Screening of Colorectal Precancerous Lesions under White Light
Endoscopy
Junbo Gao  , Yuanhao Guo  , Yingxue Sun  , and Guoqiang Qu 

Research Article (8 pages), Article ID 8374317, Volume 2020 (2020)

Functional Modular Network Identifies the Key Genes of Preoperative Inhalation Anesthesia and
Intravenous Anesthesia in Off-Pump Coronary Artery Bypass GraHing
Hongfei Zhao, Weitian Wang, Liping Liu, Junlong Wang, and Quanzhang Yan 

Research Article (12 pages), Article ID 4574792, Volume 2020 (2020)

Integrated Genome-Wide Methylation and Expression Analyses Reveal Key Regulators in Osteosarcoma
Fei Wang, Guoqing Qin, Junzhi Liu, Xiunan Wang, and Baoguo Ye 

Research Article (11 pages), Article ID 7067649, Volume 2020 (2020)

A Comparative Analysis of Visual Encoding Models Based on Classification and Segmentation Task-
Driven CNNs
Ziya Yu  , Chi Zhang  , Linyuan Wang  , Li Tong  , and Bin Yan 

Research Article (15 pages), Article ID 5408942, Volume 2020 (2020)

A Simple Method to Train the AI Diagnosis Model of Pulmonary Nodules
Zhehao He  , Wang Lv, and Jian Hu 

Research Article (6 pages), Article ID 2812874, Volume 2020 (2020)

https://orcid.org/0000-0002-9107-2928
https://orcid.org/0000-0003-3521-6971
https://orcid.org/0000-0003-1872-806X
https://orcid.org/0000-0002-5202-3146
https://orcid.org/0000-0001-8991-0569
https://orcid.org/0000-0003-2394-5712
https://orcid.org/0000-0002-0051-3354
https://orcid.org/0000-0002-6151-9389
https://orcid.org/0000-0001-5224-6123
https://orcid.org/0000-0003-4316-4155
https://orcid.org/0000-0003-3302-7931
https://orcid.org/0000-0001-7370-9780
https://orcid.org/0000-0003-0370-4428
https://orcid.org/0000-0002-9439-2484
https://orcid.org/0000-0001-5562-7204
https://orcid.org/0000-0002-8952-1181
https://orcid.org/0000-0003-4355-1518
https://orcid.org/0000-0001-5851-6534
https://orcid.org/0000-0002-4899-2745
https://orcid.org/0000-0003-1087-5911
https://orcid.org/0000-0002-4197-7999
https://orcid.org/0000-0001-8268-559X
https://orcid.org/0000-0001-6860-2030
https://orcid.org/0000-0002-9494-9828


Contents

Comparison of Common Methods for Precision Volume Measurement of Hematoma
Minhong Chen, Zhong Li  , Jianping Ding, Xingqi Lu, Yinan Cheng, and Jiayun Lin 

Research Article (11 pages), Article ID 6930836, Volume 2020 (2020)

CT-TEE Image Registration for Surgical Navigation of Congenital Heart Disease Based on a Cycle
Adversarial Network
Yunfei Lu, Bing Li, Ningtao Liu, Jia-Wei Chen  , Li Xiao, Shuiping Gou  , Linlin Chen, Meiping
Huang  , and Jian Zhuang
Research Article (8 pages), Article ID 4942121, Volume 2020 (2020)

Systematic Identification of lncRNA-Associated ceRNA Networks in Immune �rombocytopenia
Zhenwei Fan, Xuan Wang  , Peng Li  , Chunli Mei, Min Zhang  , Chunshan Zhao, and Yan Song
Research Article (8 pages), Article ID 6193593, Volume 2020 (2020)

[Retracted] miR-215 Inhibits Colorectal Cancer Cell Migration and Invasion via Targeting Stearoyl-
CoA Desaturase
Xinhua Xu, Yan Ding, Jun Yao, Zhiping Wei, Haipeng Jin, Chen Chen, Jun Feng  , and Rongbiao Ying 

Research Article (10 pages), Article ID 5807836, Volume 2020 (2020)

Prediction of High-Risk Types of Human Papillomaviruses Using Reduced Amino Acid Modes
Xinnan Xu, Rui Kong, Xiaoqing Liu, Pingan He  , and Qi Dai 

Research Article (10 pages), Article ID 5325304, Volume 2020 (2020)

Construction and Comprehensive Analysis of Dysregulated Long Noncoding RNA-Associated
Competing Endogenous RNA Network in Moyamoya Disease
Xuefeng Gu  , Dongyang Jiang, Yue Yang, Peng Zhang  , Guoqing Wan, Wangxian Gu, Junfeng Shi,
Liying Jiang, Bing Chen, Yanjun Zheng, Dingsheng Liu  , Sufen Guo  , and Changlian Lu 

Research Article (12 pages), Article ID 2018214, Volume 2020 (2020)

Influences of Daily Life Habits on Risk Factors of Stroke Based on Decision Tree and Correlation
Matrix
Zeguo Shao, Yuhong Xiang, Yingchao Zhu, Aiqin Fan, and Peng Zhang 

Research Article (12 pages), Article ID 3217356, Volume 2020 (2020)

CUL1-Mediated Organelle Fission Pathway Inhibits the Development of Chronic Obstructive
Pulmonary Disease
Ran Li, Feng Xu, Xiao Wu, Shaoping Ji, and Ruixue Xia 

Research Article (11 pages), Article ID 5390107, Volume 2020 (2020)

Interpretable Learning Approaches in Resting-State Functional Connectivity Analysis: �e Case of
Autism Spectrum Disorder
Jinlong Hu  , Lijie Cao  , Tenghui Li  , Bin Liao  , Shoubin Dong  , and Ping Li
Research Article (12 pages), Article ID 1394830, Volume 2020 (2020)

https://orcid.org/0000-0002-2730-6427
https://orcid.org/0000-0002-3382-2014
https://orcid.org/0000-0002-8195-1582
https://orcid.org/0000-0002-2619-6481
https://orcid.org/0000-0002-0745-852X
https://orcid.org/0000-0003-0743-543X
https://orcid.org/0000-0002-2329-932X
https://orcid.org/0000-0002-1644-3012
https://orcid.org/0000-0003-1944-1271
https://orcid.org/0000-0001-9776-7483
https://orcid.org/0000-0003-3749-1483
https://orcid.org/0000-0003-2675-6511
https://orcid.org/0000-0002-8718-2067
https://orcid.org/0000-0002-9997-2576
https://orcid.org/0000-0003-2712-0988
https://orcid.org/0000-0003-2828-5266
https://orcid.org/0000-0002-0812-9162
https://orcid.org/0000-0002-9997-2576
https://orcid.org/0000-0003-1187-9324
https://orcid.org/0000-0003-3602-7603
https://orcid.org/0000-0002-6763-8768
https://orcid.org/0000-0002-8810-962X
https://orcid.org/0000-0003-3422-9092
https://orcid.org/0000-0003-0153-850X


[Retracted] Development and Application of One Separation-Free Safety Tube on the Disposable
Infusion Needle
Weifen Lu, Qianli Pan, Yinxin Zhou, Wenyu Chen, Hongyan Zhang, and Weibo Qi 

Research Article (4 pages), Article ID 6896517, Volume 2020 (2020)

Prediction of Drug Side Effects with a Refined Negative Sample Selection Strategy
Haiyan Liang, Lei Chen  , Xian Zhao, and Xiaolin Zhang
Research Article (16 pages), Article ID 1573543, Volume 2020 (2020)

Fusion of FDG-PET Image and Clinical Features for Prediction of Lung Metastasis in SoH Tissue
Sarcomas
Jin Deng  , Weiming Zeng  , Yuhu Shi  , Wei Kong  , and Shunjie Guo 

Research Article (11 pages), Article ID 8153295, Volume 2020 (2020)

In Silico Analysis Identifies Differently Expressed lncRNAs as Novel Biomarkers for the Prognosis of
�yroid Cancer
Yuansheng Rao, Haiying Liu, Xiaojuan Yan, and Jianhong Wang 

Research Article (10 pages), Article ID 3651051, Volume 2020 (2020)

ACNNT3: Attention-CNN Framework for Prediction of Sequence-Based Bacterial Type III Secreted
Effectors
Jie Li  , Zhong Li  , Jiesi Luo, and Yuhua Yao 

Research Article (7 pages), Article ID 3974598, Volume 2020 (2020)

HMMPred: Accurate Prediction of DNA-Binding Proteins Based on HMM Profiles and XGBoost Feature
Selection
Xiuzhi Sang  , Wanyue Xiao  , Huiwen Zheng  , Yang Yang  , and Taigang Liu 

Research Article (10 pages), Article ID 1384749, Volume 2020 (2020)

https://orcid.org/0000-0002-1408-9283
https://orcid.org/0000-0003-3068-1583
https://orcid.org/0000-0002-6842-8340
https://orcid.org/0000-0002-9035-8078
https://orcid.org/0000-0002-4009-2849
https://orcid.org/0000-0002-6554-4338
https://orcid.org/0000-0002-1448-0266
https://orcid.org/0000-0001-9695-6215
https://orcid.org/0000-0001-9770-7982
https://orcid.org/0000-0002-2730-6427
https://orcid.org/0000-0003-4811-646X
https://orcid.org/0000-0002-4232-1959
https://orcid.org/0000-0002-1854-6584
https://orcid.org/0000-0001-5522-355X
https://orcid.org/0000-0002-8325-0050
https://orcid.org/0000-0002-8449-9667


Retraction
Retracted: circFAT1(e2) Promotes Papillary Thyroid Cancer
Proliferation, Migration, and Invasion via the miRNA-873/
ZEB1 Axis

Computational and Mathematical Methods in Medicine

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Liu, H. Li, C. Wei et al., “circFAT1(e2) Promotes Papillary
Thyroid Cancer Proliferation, Migration, and Invasion via the
miRNA-873/ZEB1 Axis,” Computational and Mathematical
Methods in Medicine, vol. 2020, Article ID 1459368, 9 pages,
2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9820923, 1 page
https://doi.org/10.1155/2023/9820923

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9820923


Retraction
Retracted: mir-152-3p Affects the Progression of Colon Cancer via
the KLF4/IFITM3 Axis

Computational and Mathematical Methods in Medicine

Received 26 September 2023; Accepted 26 September 2023; Published 27 September 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] X. Zhu, Z. Shen, D. Man, H. Ruan, and S. Huang, “miR-152-3p
Affects the Progression of Colon Cancer via the KLF4/IFITM3
Axis,” Computational and Mathematical Methods in Medicine,
vol. 2020, Article ID 8209504, 10 pages, 2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9895645, 1 page
https://doi.org/10.1155/2023/9895645

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9895645


Retraction
Retracted: miR-139-5p Inhibits Lung Adenocarcinoma Cell
Proliferation, Migration, and Invasion by Targeting MAD2L1

Computational and Mathematical Methods in Medicine

Received 26 September 2023; Accepted 26 September 2023; Published 27 September 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting require-
ments has not been met in this article: ethical approval by
an Institutional Review Board (IRB) committee or equiva-
lent, patient/participant consent to participate, and/or agree-
ment to publish patient/participant details (where relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Li, X. He, X. Wu, X. Liu, Y. Huang, and Y. Gong, “miR-139-5p
Inhibits Lung Adenocarcinoma Cell Proliferation, Migration,
and Invasion by Targeting MAD2L1,” Computational and
Mathematical Methods in Medicine, vol. 2020, Article ID
2953598, 10 pages, 2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9789647, 1 page
https://doi.org/10.1155/2023/9789647

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9789647


Retraction
Retracted: lncRNA-SNHG14 Promotes Atherosclerosis by
Regulating RORα Expression through Sponge miR-19a-3p

Computational and Mathematical Methods in Medicine

Received 19 September 2023; Accepted 19 September 2023; Published 20 September 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] B. Zhu, J. Liu, Y. Zhao, and J. Yan, “lncRNA-SNHG14 Promotes
Atherosclerosis by Regulating RORα Expression through
Sponge miR-19a-3p,” Computational and Mathematical
Methods in Medicine, vol. 2020, Article ID 3128053, 10 pages,
2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9894214, 1 page
https://doi.org/10.1155/2023/9894214

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9894214


Retraction
Retracted: Development and Application of One Separation-Free
Safety Tube on the Disposable Infusion Needle

Computational and Mathematical Methods in Medicine

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] W. Lu, Q. Pan, Y. Zhou,W. Chen, H. Zhang, andW. Qi, “Devel-
opment and Application of One Separation-Free Safety Tube on
the Disposable Infusion Needle,” Computational and Mathe-
matical Methods in Medicine, vol. 2020, Article ID 6896517, 4
pages, 2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9875915, 1 page
https://doi.org/10.1155/2023/9875915

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9875915


Retraction
Retracted: Long Noncoding RNA HAGLROS Promotes Cell
Invasion and Metastasis by Sponging miR-152 and Upregulating
ROCK1 Expression in Osteosarcoma

Computational and Mathematical Methods in Medicine

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation
has uncovered evidence of one or more of the following indi-
cators of systematic manipulation of the publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] K. Zhou, J. Xu, X. Yin, and J. Xia, “Long Noncoding RNA
HAGLROS Promotes Cell Invasion andMetastasis by Sponging
miR-152 and Upregulating ROCK1 Expression in Osteosar-
coma,” Computational and Mathematical Methods in Medicine,
vol. 2020, Article ID 7236245, 9 pages, 2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9870132, 1 page
https://doi.org/10.1155/2023/9870132

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9870132


Retraction
Retracted: Circular RNA CircITGA7 Promotes Tumorigenesis of
Osteosarcoma via miR-370/PIM1 Axis

Computational and Mathematical Methods in Medicine

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] C. Fang, X. Wang, D. Guo, R. Fang, and T. Zhu, “Circular RNA
CircITGA7 Promotes Tumorigenesis of Osteosarcoma via miR-
370/PIM1 Axis,” Computational and Mathematical Methods in
Medicine, vol. 2020, Article ID 1367576, 10 pages, 2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9826041, 1 page
https://doi.org/10.1155/2023/9826041

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9826041


Retraction
Retracted: miR-215 Inhibits Colorectal Cancer Cell Migration and
Invasion via Targeting Stearoyl-CoA Desaturase

Computational and Mathematical Methods in Medicine

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational and Mathematical Methods in Medicine. This is an open access article distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] X. Xu, Y. Ding, J. Yao et al., “miR-215 Inhibits Colorectal Can-
cer Cell Migration and Invasion via Targeting Stearoyl-CoA
Desaturase,” Computational and Mathematical Methods in
Medicine, vol. 2020, Article ID 5807836, 10 pages, 2020.

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2023, Article ID 9765408, 1 page
https://doi.org/10.1155/2023/9765408

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9765408


Research Article
Deep Learning-Based Acute Ischemic Stroke Lesion Segmentation
Method on Multimodal MR Images Using a Few Fully
Labeled Subjects

Bin Zhao ,1 Zhiyang Liu ,1 Guohua Liu,1 Chen Cao,2 Song Jin,2 Hong Wu ,1

and Shuxue Ding 1,3

1Tianjin Key Laboratory of Optoelectronic Sensor and Sensing Network Technology, College of Electronic Information and
Optical Engineering, Nankai University, Tianjin 300350, China
2Key Laboratory for Cerebral Artery and Neural Degeneration of Tianjin, Department of Medical Imaging,
Tianjin Huanhu Hospital, Tianjin 300350, China
3School of Artificial Intelligence, Guilin University of Electronic Technology, Guilin Guangxi 541004, China

Correspondence should be addressed to Hong Wu; wuhong@nankai.edu.cn and Shuxue Ding; sding@guet.edu.cn

Received 18 June 2020; Revised 17 December 2020; Accepted 10 January 2021; Published 30 January 2021

Academic Editor: Lei Chen

Copyright © 2021 Bin Zhao et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Acute ischemic stroke (AIS) has been a common threat to human health and may lead to severe outcomes without proper and
prompt treatment. To precisely diagnose AIS, it is of paramount importance to quantitatively evaluate the AIS lesions. By
adopting a convolutional neural network (CNN), many automatic methods for ischemic stroke lesion segmentation on magnetic
resonance imaging (MRI) have been proposed. However, most CNN-based methods should be trained on a large amount of
fully labeled subjects, and the label annotation is a labor-intensive and time-consuming task. Therefore, in this paper, we
propose to use a mixture of many weakly labeled and a few fully labeled subjects to relieve the thirst of fully labeled subjects. In
particular, a multifeature map fusion network (MFMF-Network) with two branches is proposed, where hundreds of weakly
labeled subjects are used to train the classification branch, and several fully labeled subjects are adopted to tune the
segmentation branch. By training on 398 weakly labeled and 5 fully labeled subjects, the proposed method is able to achieve a
mean dice coefficient of 0:699 ± 0:128 on a test set with 179 subjects. The lesion-wise and subject-wise metrics are also
evaluated, where a lesion-wise F1 score of 0.886 and a subject-wise detection rate of 1 are achieved.

1. Introduction

Stroke has been one of the most serious threats to human
health, which can lead to long-term disability or even death
[1]. In general, stroke can be divided into ischemia and hem-
orrhage based on the types of cerebrovascular accidents,
where ischemic stroke accounts for 87% [2]. In clinical prac-
tice, multimodal magnetic resonance images (MRIs), includ-
ing the diffusion-weighted imaging (DWI) and the apparent
diffusion coefficient (ADC) maps derived from multiple
DWI images with different b values, have been used in diag-
nosing acute ischemic stroke (AIS), thanks to the short acqui-

sition time and high sensitivity [3]. As AIS progresses rapidly
and may lead to severe outcomes, it is of paramount impor-
tance to quickly diagnose and quantitatively evaluate the
AIS lesions from the multimodal MRIs, which is, however,
time-consuming and requires experienced medical imaging
clinicians. Therefore, it is quite necessary to develop auto-
matic methods in analyzing the images.

Many automatic stroke lesion segmentation methods
have been developed in the literature. For instance, Nabiza-
deh et al. [4] proposed a gravitational histogram optimiza-
tion by identifying the abnormal intensity. To reduce the
false positive rate, Mitra et al. [5] used the random forest to
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extract features and identify the lesions based on multimodal
MRIs. Maier et al. [6] adopted the support vector machine
based on the local features extracted from multimodal MRIs.
Although such methods achieved high performance on
ischemic stroke lesion segmentation, their modeling capabil-
ities were significantly limited due to their heavy dependence
on handcrafted features.

A convolutional neural network (CNN) has recently pre-
sented an exceptional performance in computer vision. By
training on a large number of fully labeled subjects where the
stroke lesions were annotated in a pixel-by-pixel manner, the
CNN-based methods have shown their great potentials in seg-
menting ischemic stroke lesions on the MRIs [7–11]. As a
CNN typically has millions of parameters, such methods
require hundreds of fully labeled subjects to train the CNN.
Figure 1 presents some examples of fully labeled subjects. It is
obvious that annotating pixel-by-pixel labels is a tedious task
and would take a significant amount of time to establish a large
dataset with fully labeled subjects, which makes it impossible to
establish a medical imaging dataset with a comparable size to
the commonly used datasets in computer vision. This moti-
vates us to develop segmentation methods while reducing the
annotation burden for medical imaging clinicians.

Few-shot learning has recently been adopted in image
semantic segmentation [12–15]. By fine-tuning the network
parameters with a few samples, the CNN can achieve high
segmentation accuracy in many tasks. Typically, the few-
shot learning methods require ImageNet [16] pretrained
parameters to help extract features. In the medical image seg-
mentation task, however, it is not possible to find a dataset as
large as ImageNet to obtain pretrained parameters. There-
fore, it is necessary to design an auxiliary task with easily
obtained labels to pretrain the network.

In particular, we make use of many weakly labeled sub-
jects and propose to use weakly supervised learning method
to facilitate the AIS lesion segmentation. Different from the
other AIS lesion segmentation methods [17–21], the weakly
labeled subjects are annotated as whether each slice of a sub-
ject incorporates lesion or not, as shown in Figure 1, which
significantly reduces the cost on annotation.

Our proposed method consists of three processes: clas-
sification, segmentation, and inference. In the classification
process, the network is trained on the weakly labeled sub-
jects as a classifier to obtain a set of pretrained parameters.
In the segmentation process, the network freezes the pre-
trained parameter and is further trained on the fully
labeled subjects. In the inference process, the classification
branch generates class activation mapping (CAM) [22]
and the segmentation branch predicts the segmentation
result. A postprocessing algorithm is adopted to combine
the CAM with the segmentation result to generate a final
prediction. By using 398 weakly labeled subjects and 5
fully labeled ones, the proposed method is able to achieve
a dice coefficient of 0:699 ± 0:128. The lesion-wise and
subject-wise performances are also evaluated, where a
lesion-wise F1 score of 0.886 and a subject-wise detection
rate of 1 are achieved.

2. Materials and Methods

In this section, we propose a deep learning-based method
using a few fully labeled subjects for AIS segmentation on
two-modal MR images, and the pipeline is presented in
Figure 2. In particular, our proposedmethod consists of three
processes: classification, segmentation, and inference. In the
classification process, the network is trained on the weakly

ADC

DWI

Annotation NoYes

Figure 1: Examples of fully labeled and weakly labeled subjects. The first two columns show fully labeled examples, and the last two are
weakly labeled ones, where the label “yes” indicates that the slice has a lesion and “no” indicates the opposite. Best viewed in color.

2 Computational and Mathematical Methods in Medicine



labeled subjects as a classifier. This process obtains a set of
pretrained parameters. In the segmentation process, the net-
work is trained end-to-end on the fully labeled subjects by
freezing the pretrained parameters. That is to say, in order
to avoid overfitting, only the decoder is trained using a few

fully labeled subjects. In the inference process, the classifica-
tion branch generates class activation mapping (CAM) [22]
and the segmentation branch predicts the segmentation
result. Then, a postprocessing method is adopted to combine
the CAM with the segmentation result to generate a final
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prediction. As we will show in this paper, only 5 fully labeled
subjects are adequate to achieve accurate segmentation.

2.1. Multifeature Map Fusion Network. Different from the
few-shot semantic segmentation on natural images where
the ImageNet pretrained parameters were easily obtained,
there is no available large dataset for brain MRIs. A multi-
feature map fusion network (MFMF-Network) is proposed
and trained on the weakly labeled subjects to extract fea-
tures whose architecture is presented in Figure 3. The pro-
posed MFMF-Network is a two-branch CNN, where the
backbone CNN is a VGG16 [23] truncated before the
5th MaxPooling layer.

As Figure 2 shows, we add a global average pooling
(GAP) followed by a fully connected (FC) layer at the top
of the main-pathway CNN as the classification branch, which
is trained by the weakly labeled subjects at the classifica-
tion process. On the other hand, the segmentation branch
fuses the upsampled feature maps from convolutional
blocks 4, 7, and 10, which is used to generate a pixel-
wise segmentation map.

Intuitively, the feature maps of the deeper convolutional
block have much lower spatial resolution than the original
input images but with better semantic information. We fur-
ther incorporate the squeeze-and-excitation (SE) module
[24] into the upsample layer as depicted in Figure 3(b), such
that the network can focus on the feature maps that contrib-
ute most to AIS segmentation.

The training of the MFMF-Network takes two steps. In
the classification process, the backbone CNN, together with
the classification branch, is trained on the weakly labeled sub-
jects as a classifier. In the segmentation process, the segmen-
tation branch is trained on a few fully labeled subjects, while
the parameters of the backbone CNN are frozen.

2.2. Postprocessing. In the inference process, as Figure 2
shows, the classification branch generates CAM [22] as

Mc x, yð Þ =〠
k

wc
k∙f k x, yð Þ, ð1Þ

where f kðx, yÞ represents the activation of unit k in the last
convolutional layer of main-pathway CNN at the spatial
location ðx, yÞ andwk is the weight corresponding to the class
c for unit k. Note that as the AIS lesion segmentation is a
binary segmentation task, that is, c = 2, therefore, we only
consider the CAM of the lesion class. The CAM is nor-
malized to generate a segmentation probability map, and
a binary segmentation result Mcðx, y ; δÞ is further
obtained by using a threshold of δ = 0:5. Simultaneously,
the segmentation branch predicts the segmentation proba-
bility map. The binary segmentation result Scðx, y ; δÞ at
the spatial location ðx, yÞ is also obtained by using the
same threshold δ.

Nevertheless, since few fully labeled subjects are used to
train the segmentation branch, it is inevitable to generate
some false positives. To fully utilize the rich semantic infor-
mation from the weakly labeled data, we further fuse the
CAM generated from the classification branch with the seg-

mentation branch output to reduce the FPs, which is com-
puted as

Pc x, yð Þ =Mc x, y ; δð Þ∙Sc x, y ; δð Þ: ð2Þ

2.3. Evaluation Metrics. In this subsection, we introduce a
number of metrics to evaluate our proposed method. First,
the dice coefficient (DC) is used to evaluate the pixel-level
segmentation performance. It measures the overlap between
the predicted segmentation P and the ground truth G and is
formulated as

DC =
2 G ∩ Pj j
Gj j + Pj j , ð3Þ

where ∣∙ ∣ denotes the number of pixels in the set.
In addition, we further propose the lesion-wise precision

rate PL, the lesion-wise recall rate RL, and the lesion-wise F1
score as metrics, which are defined as

PL =
m#TP

m#TP +m#FP
, ð4Þ

RL =
m#TP

m#TP +m#FN
, ð5Þ

F1 =
2PL∙RL
PL + RL

, ð6Þ

where m#TP, m#FP, and m#FN are the mean number of
true positives (TPs), false positives (FPs), and false negatives
(FNs), respectively, which are calculated in a lesion-wise
manner. In this paper, a 3D connected component is per-
formed on both the ground truth and the predicted segmen-
tation map. A TP is defined as a connected region on the
predicted segmentation map that overlaps with that on the
ground truth. The number of TPs is counted on each subject,
and the mean number of TPs (m#TP) is then obtained by
averaging the number of TPs over all subjects. A FP is
counted if a region on the predicted segmentation has no
overlap with any region on the ground truth. While a FN is
counted if a region on the ground truth has no overlap with
any region on the predicted segmentation.

We further use the detection rate (DR) to measure missed
subjects as a subject-wise metric, which is defined as

DR = NTP
N

, ð7Þ

where N denotes the number of all subjects and NTP denotes
the number of subjects with any TP lesion detection.

3. Experiments

In this section, we will introduce the experimental data, the
implementation details, and the results.

3.1. Data and Preprocessing. The experimental data includes
582 subjects with AIS lesions, which were collected from a
retrospective database of Tianjin Huanhu Hospital (Tianjin,
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Figure 3: Our proposed network architecture. (a) Unit parameter description. (b) SE module. (c) Multifeature map fusion network (MFMF-
Network). Best viewed in color.
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China) and anonymized prior to the use of researchers. Eth-
ical approval was granted by the Tianjin Huanhu Hospital
Medical Ethics Committee. MR images were acquired from
three MR scanners, with two 3T MR scanners (Skyra, Sie-
mens, and Trio, Siemens) and one 1.5TMR scanner (Avanto,
Siemens). DWIs were acquired using a spin echo-type echo
planner imaging (SE-EPI) sequence with b values of 0 and
1000 s/mm2. The parameters used in DWI acquisition are
shown in Table 1. ADC maps were calculated from the scan
raw data in a pixel-by-pixel manner as

ADC =
ln S1 − ln S0

b1 − b0
, ð8Þ

where b characterizes the diffusion-sensitizing gradient
pulses, with b1 = 1000 s/mm2 and b0 = 0 s/mm2 in our data.
S1 is the diffusion-weighted signal intensity with b1 = 1000
s/mm2. S0 is the signal with no diffusion gradient applied,
i.e., with b0 = 0 s/mm2.

The AIS lesions were manually annotated by two experi-
enced experts (Dr. Song Jin and Dr. Chen Cao) from Tianjin
Huanhu Hospital. The entire dataset includes 398 weakly
labeled subjects and 184 fully labeled subjects, and they are
divided into the training set and test set. The training set
includes 398 weakly labeled subjects and 5 fully labeled sub-
jects, which are used to train the network parameters. The
test set includes the remaining 179 fully labeled subjects to
evaluate the generalization capacities on unknown samples.
For the sake of simplicity, we name the weakly labeled and
fully labeled subjects in the training set as cla-data and seg-
data, respectively.

As the MR images were acquired on the three different
MR scanners, their matrix sizes are different, as shown in
Table 1. Therefore, we resample all the MR images to the
same size of 192 × 192 using linear interpolation. The pixel
intensity of each MR image is normalized into that of zero
mean and unit variance, and the DWI and ADC slices are
channel-wise concatenated as dual-channel images and fed
into the MFMF-Network. Data augmentation technique is
adopted in both the classification process and the segmenta-
tion process. In particular, each input image is randomly
rotated by a degree ranging from 1 to 360 degrees, flipped

vertically and horizontally on the fly, so as to augment the
dataset and reduce memory footprint.

3.2. Implementation Details. The parameters of the proposed
MFMF-Network are shown in Figure 3. In the classification
process, we initialize the main-pathway CNN using the pre-
trained parameters of VGG16 on ImageNet [16]. The FC
layer parameters are initialized from zero-mean Gaussian
distributions with a standard deviation of 0.1. After training
the classification branch, we freeze the main-pathway CNN
and initialize the other parameters in the segmentation
branch, as suggested in [25]. In both the classification and
segmentation processes, the RAdam method [26] with β1 =
0:9 and β2 = 0:999 is used as the optimizer and the initial
learning rate is set as 10−3. The loss function used in this
paper is binary cross-entropy (BCELoss).

We randomly select 0.1 of the cla-data as the validation
set, which is used to fine-tune the hyperparameters in the
classification process. During training, the learning rate is
scaled down by a factor of 0.1 if no progress is made for 15
epochs on validation loss, and the training stops after 30
epochs with no progress on the validation loss. For the seg-
mentation process, we pick all slices with lesions from the
seg-data to train the segmentation branch. Dynamic learning
rate scheduling is also adopted, where the learning rate is
scaled down by a factor of 0.1 if no progress is made for 15
epochs on training loss. We stop the training of the segmen-
tation process if the learning rate is 10−9 or no progress after
30 epochs on the training loss.

The experiments are performed on a computer with an
Intel Core i7-6800K CPU, 64GB RAM, and Nvidia GeForce
1080Ti GPU with 11GB memory. The network is imple-
mented in PyTorch. The MR image files are stored as Neuro-
imaging Informatics Technology Initiative (NIfTI) format
and processed using Simple Insight ToolKit (SimpleITK)
[27]. We use ITK-SNAP [28] for visualization.

3.3. Results. The proposed method is evaluated on the test set
with 179 fully labeled subjects. For the sake of comparison,
we also train and evaluate U-Net [29], FCN-8s [30], Res-
UNet [21], and the method proposed in [31] on our dataset.
For fairness consideration, the encoder parts of these
methods are also pretrained as a classifier on our weakly
labeled data. In particular, for the few-shot segmentation
method proposed in [31], we split the slices of the seg-data
with AIS lesions into the support set and query set. Other
experimental details are the same as our proposed method
except for freezing the pretrained parameters.

Figure 4 visualizes some examples of AIS segmentation.
As Figure 4 shows, our proposed method, i.e., column (h),
is accurate on both the large and small AIS lesions. Even
though U-Net and Res-UNet have more multifeature fusion,
they overestimate the lesion but ignore the details of adjacent
lesions. On the other hand, FCN-8s uses three-scale feature
fusion, which is the same as our method, but the outputs of
its last convolutional layer resampled to the size of input
images require interpolation of 32 times, which inevitably
leads to an overestimated lesion region. For the few-shot seg-
mentation method proposed in [31], the multifeature fusion

Table 1: Parameters used in DWI acquisition.

MR scanners Skyra Trio Avanto

Repetition time (ms) 5200 3100 3800

Echo time (ms) 80 99 102

Flip angle (°) 150 120 150

Number of excitations 1 1 3

Field of view (mm2) 240 × 240 200 × 200 240 × 240

Matrix size 130 × 130 132 × 132 192 × 192
Slice thickness (mm) 5 6 5

Slice spacing (mm) 1.5 1.8 1.5

Number of slices 21 17 21
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combines the support set with the query set to train the
parameters. Nevertheless, the proportion of positive pixels
in the medical slice is typically smaller than that of the natu-

ral image, making the few-shot segmentation method in [31]
tend to ignore small lesions or misclassify the artifact regions
as lesions, as shown in Figure 4.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4: Visualization examples of the MRI slices and lesion segmentation results. (a–c) The original ADC map, DWI, and ground truth,
respectively. (d–h) The segmentation results of U-Net, FCN-8s, Res-UNet, the method in [31], and the proposed method, respectively.
The segmentation results are overlaid on the DWIs and highlighted in red.
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The quantitative evaluation results are summarized in
Table 2. As Table 2 shows, our proposed method achieves
the best results on all of the metrics except for the recall rate.
Specifically, our proposed method achieves a mean dice coef-
ficient of 0:699 ± 0:128 from the aspect of the pixel-level met-
ric, which is much higher than the results obtained by FCN-
8s [30] and the few-shot segmentation method [31] and is
also higher than that of U-Net [29] and Res-UNet [21]. For
the lesion-wise metrics, our proposed method achieves the
highest precision rate of 0.852 and the highest F1 score of
0.886 over the competitors. The recall rate of 0.923, however,
is slightly worse than U-Net and FCN-8s due to the fact that
they tend to cover a larger area than the real lesion size, which
reduces the number of FNs when many small lesions gath-
ered together. Furthermore, for the subject-wise metric, all
of the methods achieve a detection rate of 1 except for the
few-shot segmentation method in [31] and Res-UNet.

Figure 5 further plots the scatter map between the vol-
umes of the manual annotation and the predicted segmenta-
tion, where the purple line indicates a perfect match between
the predicted volumes and the ground truth volumes. As
Figure 5 shows, the predicted volumes of our proposed
method are closer to the true volumes than the competitors.

4. Discussions

4.1. How Many Weakly Labeled Subjects Do We Need? So far,
we have shown that our proposed method can achieve high
segmentation accuracy by using 398 weakly labeled and 5
fully labeled subjects. It is worth investigating whether we
can further reduce the number of weakly labeled subjects.
In particular, we randomly select proportions of 0.8, 0.6,
0.4, and 0.2 from the 398 subjects to train the classifica-
tion branch.

Table 3 summarizes the evaluation results with different
numbers of weakly labeled subjects. As we can see from
Table 3, we can achieve a DR of 1 when more than 238 sub-
jects are used to train the classification branch; besides, we
can also achieve a higher mean dice coefficient and recall rate
as the number of weakly labeled subjects increased. The other
metrics, including the precision rate and F1 score, generally
rise accompanied by small fluctuations.

4.2. Effect of Postprocessing. From Table 3, we can also see
that our proposed method uses 159 subjects to obtain the
pretrained parameters achieving a detection rate of 0.966,
which means that it fails to detect 6 subjects in the test set.

In fact, the detection rate is 1 when the segmentation branch
directly predicts the segmentation results without using post-
processing. However, the precision rate and the F1 score are
much lower than those using postprocessing. To investigate
the importance of postprocessing, we summarize the com-
parison results with different numbers of weakly labeled sub-
jects, as shown in Table 4. As Table 4 shows, postprocessing
greatly improves the dice coefficient, precision rate, and F1
score but reduces the detection rate, which is because of the
CAM generated by the classification branch. Figure 6 pre-
sents some samples of CAM. As Figure 6 shows, the CAM
shows a higher probability in the suspected lesion region with
the increasing number of weakly labeled subjects used in the
classification branch. In particular, the CAM shows a proba-
bility of 0 or a probability below the threshold of δ = 0:5 in
some subjects when less than 159 weakly labeled subjects
are used to train the classification branch, which leads to
missed diagnosis when postprocessing is used in the infer-
ence process. In a word, our postprocessing is critical for
AIS lesion segmentation in this research.

4.3. Single Modal vs. Multimodal. In this subsection, we
explore the effect of different modalities of MR images on
our results. We use single-modal and multimodal subjects
to train and test our proposed method. The dataset for train-
ing the classification branch includes all the 398 subjects
regardless of the modal combination. As Table 5 shows, the
multimodal subjects achieve the best results. The DWI also
achieves competitive results compared with the multimodal.
The DWI achieves competitive results due to the fact that
the AIS lesions appear as hyperintense on the DWIs, which
is more prominent to be recognized than that on the ADC
maps. The combinational use of the DWI and ADC map,
on the other hand, helps in reducing the FPs and FNs, which
largely improves the segmentation results.

4.4. Impact of Using Lesion Slices Only. Note that we only
extract slices with AIS lesions from the 5 fully labeled subjects
in the seg-data to train the segmentation branch. In this sub-
section, we would like to further discuss whether the slices
without any lesion should be included. Table 6 summarizes
the evaluation results after training on all subjects and only
lesion slices. As Table 6 shows, the network trained on lesion
slices shows superior performance over that trained on all
slices on all metrics except the recall rate, which means that
training on both the normal and lesion slices will reduce
the number of FNs but increase the number of FPs. Intui-
tively, including the normal slices will make the class imbal-
ance problem more severe, leading to inadequate learning on
the lesion features. In fact, as the AIS lesion volume is much
smaller than the normal tissues in most cases, the lesion slices
have included much information about the normal tissue
appearance. We can then conclude that to improve the seg-
mentation accuracy, it is necessary to only include the lesion
slices when training the segmentation branch.

4.5. Performance on Large and Small Lesions. Clinically, an
AIS lesion is classified as a lacunar infarction (LI) lesion if
its diameter is smaller than 1.5 cm [32]. LI is much difficult

Table 2: Evaluation results on the test set. In particular, the mean
DC is presented in the way of mean ± standard deviation. The best
result has been highlighted in italic.

Method DC PL RL F1 DR

U-Net [29] 0:629 ± 0:152 0.285 0.942 0.437 1.000

FCN-8s [30] 0:289 ± 0:222 0.234 0.938 0.374 1.000

Res-UNet [21] 0:557 ± 0:227 0.494 0.901 0.638 0.972

Few-shot [31] 0:239 ± 0:253 0.191 0.591 0.288 0.642

Ours 0.699± 0.128 0.852 0.923 0.886 1.000
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to be diagnosed in clinical practice, especially when it is too
small to be noticed. Therefore, it is very necessary to evaluate
the performance on LI.

In this subsection, we divide the test set into the small
lesion set and large lesion set. A subject is categorized into
a small lesion subject only if all of the lesions are LI lesions.
Otherwise, it will be included in the large lesion set. In the test
set, there are 118 subjects and 61 subjects included in the
small lesion set and the large lesion set, respectively. As
Table 7 shows, we achieve a mean dice coefficient of 0:718
± 0:120 on the large lesion set, while a mean dice coefficient
of 0:689 ± 0:222 on the small lesion set. On other metrics, our
proposed method achieves higher performance on the small
lesion set.

In clinical diagnosis, large lesions are more easily diag-
nosed, while small lesions are not. Our proposed method
achieves high performance not only on large lesions but also
on small lesions.

4.6. Performance on the Public Dataset. To demonstrate the
effectiveness of the proposed method, the performance on
an external public dataset is further evaluated. In particular,
we choose to use the training set of SPES in the ISLES2015
challenge [33]. Even though the SPES task is originally
designed for ischemic stroke outcome prediction, the train-
ing set includes the ADC maps (known as DWI in SPES)
and the corresponding AIS lesion annotations. We randomly
split the subjects in the SPES training set into three sets, i.e.,
training set, validation set, and test set, with 5, 5, and 20 sub-
jects, respectively.

The classification branch is trained on our institutional
weakly labeled images with 398 weakly labeled ADC subjects,
and the segmentation branch is trained on the new training
set and the validation set. By noting that the public dataset
and our institutional dataset were acquired from various
MRI scanners with different parameters, the statistical prop-
erty varies, which is known as domain adaption. As the clas-
sification branch is trained on our institutional data, the
threshold of CAM has to be further tuned by using the vali-
dation set to adapt the SPES data.

For the sake of comparison, we also train and evaluate the
methods used in Section 3.3. For fairness consideration, the
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Figure 5: Predicted lesion volume versus ground truth volume.

Table 3: Evaluation results obtained by using different numbers of
weakly labeled subjects on the training set. The mean DC is
presented in the way of mean ± standard deviation. The best result
has been highlighted in italic.

Scale of the dataset DC PL RL F1 DR

79 subjects 0:557 ± 0:250 0.793 0.741 0.766 0.922

159 subjects 0:665 ± 0:181 0.854 0.872 0.863 0.966

238 subjects 0:675 ± 0:138 0.843 0.901 0.871 1.000

318 subjects 0.700± 0.134 0.821 0.920 0.867 1.000

398 subjects 0:699 ± 0:128 0.852 0.923 0.886 1.000
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encoder parts of these methods are also pretrained as a clas-
sifier on our 398 weakly labeled ADC subjects. In particular,
for the few-shot segmentation method proposed in [31], we
split the slices of the new training set with AIS lesions into
the support set and query set. Other experimental details
are the same as used in Section 3.3 except that the validation
loss determines when to stop the training.

Figure 7 plots some visualized examples on the test set.
Similar to the results obtained on our institutional data, the
proposed method achieves the best segmentation accuracy.
As Figure 8 shows, the proposed method is able to achieve
a mean dice coefficient of 0:651 ± 0:183, which highlights
the better capacity of our proposed method even in the
cross-domain case.

Table 4: Evaluation results by using different numbers of weakly labeled subjects with and without postprocessing. In particular, the mean
dice coefficient is presented in the way of mean ± standard deviation.

Scale of the dataset Postprocessing DC PL RL F1 DR

398 subjects

No

0:651 ± 0:158 0.403 0.956 0.567 1.000

318 subjects 0:649 ± 0:157 0.391 0.949 0.554 1.000

238 subjects 0:630 ± 0:165 0.383 0.949 0.546 1.000

159 subjects 0:593 ± 0:184 0.297 0.949 0.452 1.000

79 subjects 0:620 ± 0:209 0.487 0.898 0.632 0.979

398 subjects

Yes

0:699 ± 0:128 0.852 0.923 0.886 1.000

318 subjects 0:700 ± 0:134 0.821 0.920 0.867 1.000

238 subjects 0:675 ± 0:138 0.843 0.901 0.871 1.000

159 subjects 0:665 ± 0:181 0.854 0.872 0.863 0.966

79 subjects 0:557 ± 0:250 0.793 0.741 0.766 0.922

(a) (b) (c) (d)

(e) (f) (g)

1.0

0.5

0.0

(h)

Figure 6: Examples of CAM. (a) ADC slice. (b) DWI slice. (c) Ground truth. (d) 398 subjects. (e) 318 subjects. (f) 238 subjects. (g) 159
subjects. (h) 79 subjects. The CAM and ground truth are depicted on the DWI. Best viewed in color.

Table 5: Evaluation results of single-modal and multimodal MR
images. The mean DC is presented in the way of mean ± standard
deviation.

Modality DC PL RL F1 DR

ADC+DWI 0:699 ± 0:128 0.852 0.923 0.886 1.000

DWI 0:665 ± 0:166 0.743 0.876 0.804 0.989

ADC 0:451 ± 0:278 0.599 0.600 0.570 0.804

Table 6: Evaluation results of the MFMF-Network whose
segmentation branch is trained on different data, where “all slices”
means both the normal and lesion slices are used, and “lesion
slices” means that only lesion slices are used. The best result has
been highlighted in italic.

DC PL RL F1 DR

All slices 0:659 ± 0:124 0.702 0.931 0.801 1.000

Lesion slices 0.699± 0.128 0.852 0.923 0.886 1.000

Table 7: Evaluation results on large and small lesions. The best
result has been highlighted in italic.

DC PL RL F1 DR

Large lesion set 0.718± 0.120 0.846 0.887 0.866 1.000

Small lesion set 0:689 ± 0:222 0.858 0.962 0.907 1.000
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(a) (b) (c) (d)

(e) (f) (g)

Figure 7: Visualization examples of the MRI slices and lesion segmentation results. (a, b) The original ADC map and ground truth,
respectively. (c–g) The segmentation results of U-Net, FCN-8s, Res-UNet, the method in [31], and the proposed method, respectively. The
segmentation results are overlaid on the ADCs and highlighted in red.
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Figure 8: Bar plots of the dice coefficient for different methods.
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5. Conclusion

In this paper, we proposed a deep learning-based method
using a few fully labeled subjects for AIS lesion segmentation.
Our proposed method consists of three processes: classifica-
tion, segmentation, and inference. Since there are no pre-
trained parameters available for processing medical images
using CNN, some weakly labeled subjects are used to train
the MFMF-Network to obtain a set of pretrained parameters
in the classification process. Then, only 5 fully labeled sub-
jects are used to train the segmentation branch.

The proposed method presents high performance on the
clinical MR images with a mean dice coefficient of 0:699 ±
0:128 from the aspect of the pixel-level metric. More impor-
tantly, it presents a very high precision rate of 0.852 and
recall rate of 0.923 from the lesion-wise metrics. Therefore,
the proposed method can greatly reduce the expense of
obtaining a large number of fully labeled subjects in a super-
vised setting, which is more meaningful in terms of engineer-
ing maneuverability.
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Background. miR-139-5p is lowly expressed in various human cancers and exerts its antitumor effect through different molecular
mechanisms, yet the molecular mechanism of miR-139-5p in lung adenocarcinoma (LUAD) remains to be further elucidated. The
study is aimed at investigating the role and the regulatory mechanism of miR-139-5p in LUAD progression.Methods. Differential
analysis was performed on miRNA expression data in the TCGA-LUAD dataset. qRT-PCR was employed to detect the
transcription levels of miR-139-5p and MAD2L1 in LUAD cells, while western blot was carried out for the detection of MAD2L1
protein expression. CCK-8 and Transwell assays were implemented to assess LUAD cell proliferation, migration, and invasion. A
dual-luciferase reporter gene assay was conducted to verify the direct targeting relationship between miR-139-5p and MAD2L1.
Results. miR-139-5p was significantly downregulated in LUAD cells in comparison with that in human normal bronchial
epithelial cells. Overexpressing miR-139-5p inhibited LUAD cell proliferation, migration, and invasion, while opposite results
could be observed when miR-139-5p was inhibited. MAD2L1 was identified as a direct target of miR-139-5p in LUAD. Besides,
the inhibitory effect of miR-139-5p overexpression on LUAD cell proliferation, migration, and invasion was attenuated by
overexpressing MAD2L1. Conclusion. Our study suggests that miR-139-5p is lowly expressed in LUAD cells and inhibits LUAD
cell proliferation, migration, and invasion by targeted suppressing MAD2L1 expression. It is of potential significance for the
prognosis and treatment of LUAD.

1. Introduction

Lung adenocarcinoma (LUAD), the most common type of
nonsmall cell lung cancer (NSCLC), is characterized by dense
lymphocyte infiltration and is prone to metastasize at early
stages [1]. Different medical interventions, such as chemo-
therapy, surgical removal, and radiotherapy, are the conven-
tional treatments for LUAD. However, these treatments lack
specificity and will also do harm to adjacent normal cells [2],
which make the treatment for LUAD evolve from cytotoxic
chemotherapy to personalized treatment based on molecular
alterations [3]. In recent years, the identification of onco-
genes and the use of immunotherapy have already changed
the treatment strategies for LUAD, but the survival rate still
remains low [4]. Therefore, it is of paramount importance

to find a novel therapeutic target to improve the treatment
for LUAD.

Noncoding RNAs have always been a hot topic in the can-
cer field for years, especially microRNAs (miRNAs). The rea-
son is that they are key players in mediating different
molecular processes and they participate in tumorigenesis
more often than protein-coding genes [5]. miRNAs are
involved in the control of several cancer-related processes,
such as proliferation, apoptosis, migration, and invasion.
Additionally, miRNAs are also involved in many other
diseases, such as metabolic disorders [6]. miR-197-3p, as
reported, serves as an oncogene in LUAD to promote LUAD
cell proliferation and inhibit cell apoptosis by downregulating
lysine 63 deubiquitinase (CYLD) [7]. miR-938 exerts its
cancer-promoting role in LUAD by targeting RBM5 [8]. As
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a tumor suppressor, miR-144-3p inhibits LUAD cell prolifer-
ation and invasion by increasing the EZH2 expression [9].
These findings indicate that miRNAs have a great potential
in the diagnosis and targeted therapy of LUAD.

It is reported that miR-139-5p is downregulated in
various cancers and exerts its antitumor role by different
molecular mechanisms. For example, miR-139-5p plays an
antitumor role in cervical cancer and inhibits Wnt/β-catenin
signal transduction by targeting transcription factor 4
(TCF4) [10]. In oral squamous cell carcinoma, miR-139-5p
inhibits cell proliferation and metastasis by suppressing
HOXA9 expression [11]. Moreover, miR-139-5p acts as a
tumor suppressor by regulating SOX5 in prostate cancer cells
[12]. However, the mechanism of miR-139-5p underlying
LUAD cell proliferation, migration, and invasion remains
to be improved and supplemented.

In this study, we made an attempt to explore the expres-
sion and role of miR-139-5p in LUAD and the underlying
molecular mechanism of miR-139-5p in regulating LUAD
cell proliferation, migration, and invasion. Our study may
bring additional insights into the molecular mechanism
underlying LUAD progression and provide potential indica-
tors for the diagnosis and prognosis of LUAD.

2. Materials and Methods

2.1. Bioinformatics Analysis. Expression data of miRNAs and
mRNAs of the TCGA-LUAD dataset were downloaded from
the TCGA database (https://portal.gdc.cancer.gov/), of which
miRNA expression data were obtained from 46 normal tissue
samples and 521 tumor tissue samples, and mRNA expres-
sion data were obtained from 59 normal tissue samples and
535 tumor tissue samples. Expression analysis was performed
on miR-139-5p according to the obtained data. Differential
analysis was carried out using “edgeR” package with thresh-
old set as ∣logFC ∣ >2:0, p < 0:01, and then differentially
expressed mRNAs (DEmRNAs) were obtained. Three data-
bases miRDB (http://mirdb.org/), miDIP (http://ophid
.utoronto.ca/mirDIP/index.jsp#r), and starBase (http://
starbase.sysu.edu.cn/) were employed to predict the target
genes of miR-139-5p. Candidate genes obtained from the
intersection of DEmRNAs and predicted target genes of
miR-139-5p were subjected to Pearson correlation analysis,
and themRNA showing the highest negative correlation coef-
ficient was selected as the object of the study.

2.2. Cell Culture. LUAD cell lines A549 (BNCC337696),
PC-9 (BNCC340767), H1975 (BNCC340345), H1650
(BNCC100260), and human normal bronchial epithelial
cell line BEAS-2B (BNCC338205) were all purchased from
BeNa Culture Collection (Beijing, China). All cell lines were
cultured in 100U RPMI-1640 mediums supplemented with
10% fetal bovine serum (FBS), 100U/ml penicillin (Invitro-
gen, Grand Island, NY, USA), and 100μg/ml streptomycin
(Invitrogen, Grand Island, NY, USA), and maintained in an
incubator with 5% CO2 at 37

°C.

2.3. Cell Transfection.miR-139-5pmimic, miR-139-5p inhib-
itor, oe-MAD2L1, and their corresponding negative controls

(NC) were accessed from RiboBio (Guangzhou, China). Cells
were grown in antibiotic-free complete mediums 24 h before
transfection. Lipofectamine 2000 (Thermo Fisher Scientific,
Inc.) was employed to transfect cells at a concentration of
50 nM according to the manufacturer’s protocol.

2.4. qRT-PCR. After 48 h of transfection, total RNA was
extracted from LUAD cells using a Trizol kit (Invitrogen Life
Technologies, Carlsbad, CA, USA). miRNA and mRNA were
reversely transcribed into cDNA by the PrimeScript RT kit
(Takara, Japan). qRT-PCR was performed by SYBR Premix
Ex Taq (Takara) under the Applied Biosystems ABI 7500
Real-Time PCR System (Thermo Fisher Scientific, Inc.).
Primers were shown in Table 1. U6 and GAPDH were
applied as endogenous references of miRNA and mRNA,
respectively. The relative expression was analyzed by the 2-
ΔΔCt method.

2.5. Western Blot. Transfected cells were washed with
phosphate-buffered saline (PBS) twice and then were lysed
on ice with RIPA loading buffer (Thermo Fisher Scientific,
MA, USA) containing protease and phosphatase inhibitor
(Solarbio). Protein concentration was assayed by the BCA
kit (Beyotime). The protein samples were separated by 10%
sodium dodecyl sulfate-polyacrylamide gel electrophoresis
(SDS-PAGE; 50μg/lane) and then transferred onto polyviny-
lidene fluoride (PVDF)membranes (ZY-160FP, Zeye Bio Co.,
Ltd., Shanghai, China). After being blocked with 5% skim
milk for 2 h at 37°C and washed with Tris-Buffered Saline
Tween (TBST) three times, the membranes were incubated
with rabbit polyclonal anti-MAD2L1 antibody (1 : 1000,
ab97777, Abcam, Cambridge, UK) at 4°C overnight. Rabbit
monoclonal anti-GAPDH antibody (1 : 2500, ab9485, Abcam,
Cambridge, UK) was taken as control. After being washed
with TBST, the membranes were incubated with goat anti-
rabbit IgG H&L (1 : 2000, ab205718, Abcam, Cambridge,
UK) for 2 h. Finally, protein bands were visualized using an
electrochemiluminescence kit (ECL; Pierce Biotechnology)
and analyzed by imaging system (ZG11SCIBRIGHTCL, Bio-
Rad, CA, USA).

2.6. CCK-8. Cell-counting kit-8 (CCK-8) assay was used for
detection of cell proliferation in different transfection groups.
Cells (2 × 103) were seeded into 96-well plates (Corning
Costar, Corning, NY), and then 10μl of CCK-8 solution
(Beyotime, Nanjing, Jiangsu, China) was added into plates
at 0 h, 24 h, 48 h, and 72h for 2 h of incubation, respectively.
The absorbance at 450 nm was measured by an enzyme-
labeled instrument (BioTek Company, Winooski, VT, USA)
to evaluate cell viability.

2.7. Colony Formation Assay. After 24 h of transfection, A549
cells were inoculated into a 6-well plate with 1 × 103 cells/-
well, and each treatment group was made in triplicate. Cells
were cultured in a complete medium for one week until clear
colonies were formed. Cell colonies were fixed with 70%
methanol for 5min and stained with 0.5% crystal violet
(Thermo Fisher, USA). Each well was washed with sterile
water to remove residual crystal violet. Colonies with more
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than 50 cells were identified, and the number of colonies per
well was calculated.

2.8. Transwell Migration and Invasion Assays. Transwell
assay was applied to evaluate cell migration and invasion.
Trypsinized cells were collected after 48 h of transfection.
For cell invasion assay, 88μm pore size inserts (Transwell;
Costar, High Wycombe, UK) were placed into 24-well plates
to separate the upper chambers from the lower chambers. A
total of 200μl cell suspension containing (3–5) ×104 cells was
added into the upper chambers precoated with Matrigel (BD
Biosciences, San Jose, CA, USA). 500μl RPMI-1640 medium
supplemented with 20% FBS was added into the lower cham-
bers. Cells invading the lower chambers were then fixed with
70% methanol and treated by 0.5% crystal violet after 24 h.
The invaded cells were counted under an inverted micro-
scope (Olympus IX83; Olympus Corporation, Tokyo, Japan).
The procedure of cell migration assay was similar to the
invasion assay, except that the upper chambers were not
precoated with Matrigel.

2.9. Dual-Luciferase Reporter Gene Assay. Amplified wild
type (WT) and mutant (MUT) MAD2L1 3′UTR were
accessed from Shanghai GenePharma Co., Ltd. and inserted
into luciferase vector PmirGLO. PmirGLO-MAD2L1-
Wt/PmirGLO-MAD2L1-Mut and miR-139-5p mimic/NC
mimic were cotransfected into LUAD cell lines by using
Lipofectamine™2000 kit (Invitrogen). After 48 h of transfec-
tion, the relative activity of luciferase was assayed by dual-
luciferase reporter gene system (Promega Corporation)
according to the manufacturer’s instructions.

2.10. Statistical Analysis. All data were analyzed by Graph-
Pad Prism 6.0 (La Jolla, CA). Each experiment was repeated
three times. The results were presented by means ±
standard deviation (SD). Student’s t-test was used for
comparison between two groups. p < 0:05 was considered
statistically significant.

3. Results

3.1. miR-139-5p Is Downregulated in LUAD Cells. miR-139-
5p expression was searched in the TCGA-LUAD dataset,
and it was found that miR-139-5p was significantly downreg-
ulated in LUAD tissues (Figure 1(a)). qRT-PCR was
employed to detect the expression of miR-139-5p in LUAD
cell lines A549, PC-9, H1975, H1650, and human normal
bronchial epithelial cell line BEAS-2B, exhibiting that the
expression of miR-139-5p was remarkably downregulated
in LUAD cell lines relative to that in human normal bron-
chial epithelial cell line (Figure 1(b)). A549 cell line with
the lowest expression level of miR-139-5p was selected for
subsequent experiments.

3.2. miR-139-5p Inhibits LUAD Cell Proliferation, Migration,
and Invasion. To verify the biological function of miR-139-
5p in LUAD, miR-139-5p mimic or miR-139-5p inhibitor
and their corresponding NC were transfected into A549 cells
for evaluation of cell proliferation, migration, and invasion.
First of all, qRT-PCR was used to detect the expression level
of miR-139-5p in different groups, and the results displayed
that the expression of miR-139-5p after transfection met
the requirements (Figure 2(a)), and the successfully trans-
fected cells could be used in subsequent experiments. Cell

Table 1: Primer sequences in qRT-PCR.

Gene Forward Reverse

miR-139-5p 5′-TCTACAGTGCACGTGTCTCCA G-3′ 5′-GTGCAGGGTCCGAGGT-3′
U6 5′-TGCGGG TGCTCGCTTCGGCAG C-3′ 5′-GTGCAGGGTCCGAGGT-3′
MAD2L1 5′-GTTCTTCTCATTCGGCATCAACA-3′ 5′-GAGTCCGTATTTCTGCACTCG-3′
GAPDH 5′-GGAGCGAGATCCCTCCAAAAT-3′ 5′-GGCTGTTGTCATACTTCTCATGG-3′
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Figure 1: miR-139-5p is downregulated in LUAD cells. (a) Box plots of miR-139-5p expression in the TCGA-LUAD dataset; (b) The
expression level of miR-139-5p in LUAD cell lines A549, PC-9, H1975, H1650, and human normal bronchial epithelial cell line BEAS-2B
was detected by qRT-PCR; ∗p < 0:05.
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Figure 2: Continued.
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biological behaviors in each group were sequentially assayed.
As revealed by CCK-8, we found that the viability of A549
cells transfected with miR-139-5p mimic was markedly lower
than that of A549 cells transfected with NC mimic, while the
cell proliferative ability was significantly increased in the
miR-139-5p inhibitor than that in the NC inhibitor group
(Figure 2(b)). The results of colony formation assay indicated
that the colony formation ability of miR-139-5p overex-
pressed cells was significantly inhibited, while that of LUAD
cells was remarkably improved after miR-139-5p was inhib-
ited (Figure 2(c)). Next, the Transwell assay illustrated that
the migration and invasion of A549 cells transfected with
miR-139-5p mimic were considerably inhibited, while those
of A549 cells transfected with miR-139-5p inhibitor were
increased (Figures 2(d) and 2(e)). Collectively, these findings
suggested that miR-139-5p inhibited A549 cell proliferation,
migration, and invasion as a tumor suppressor in LUAD.

3.3. MAD2L1 Is a Direct Target of miR-139-5p. We then
explored the underlying molecular mechanism of miR-139-
5p in LUAD. Databases including miRDB, miDIP, and star-
Base were firstly implemented for target prediction for
miR-139-5p, and five candidate genes (NPTX1, ELAVL2,
FBN2, GPR37, and MAD2L1) obtained from the intersection
of predicted genes and upregulated DEmRNAs were sub-
jected to Pearson correlation analysis with miR-139-5p. The
result showed that MAD2L1 had the highest negative corre-
lation coefficient with miR-139-5p (Figures 3(a)–3(c)).
Expression analysis was performed on MAD2L1 in the

TCGA-LUAD dataset, which discovered that MAD2L1 was
noticeably highly expressed in LUAD tissue, and LUAD
patients with high MAD2L1 expression had relatively low
overall survival (OS) (Figures 3(d) and 3(e)). We speculated
that MAD2L1 might be a direct target of miR-139-5p based
on the result of bioinformatics analysis.

To validate our speculation, miR-139-5p mimic or miR-
139-5p inhibitor and their corresponding NC were firstly
transfected into A549 cells, and then qRT-PCR and western
blot were conducted to determine the transcription level
and protein expression level of MAD2L1. The results
indicated that the mRNA and protein expression levels of
MAD2L1 were significantly downregulated after miR-139-
5p was overexpressed, whereas opposite results were
observed when miR-139-5p was suppressed (Figures 3(f)
and 3(g)). Furthermore, the binding sites of miR-139-5p on
MAD2L1 3′UTR were predicted by the starBase database
(Figure 3(h)) and then verified by dual-luciferase assay. We
found that the luciferase activity of A549 cells transfected
with miR-139-5p mimic and MAD2L1-Wt was decreased,
while that of A549 cells cotransfected with miR-139-5p
mimic and MAD2L1-Mut exhibited no marked change
(Figure 3(i)). Taken together, these findings elucidated that
MAD2L1 was a direct target of miR-139-5p and was nega-
tively regulated by miR-139-5p.

3.4. MAD2L1 Mediates the Effect of miR-139-5p on LUAD
Cells. To investigate whether miR-139-5p inhibited LUAD
cell proliferation, migration, and invasion by regulating
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Figure 2: miR-139-5p inhibits LUAD cell proliferation, migration, and invasion. (a) qRT-PCRwas used to detect the transfection efficiency of
miR-139-5p in A549 cells; (b) CCK-8 was performed for the detection of cell viability in different transfection groups; (c) Colony formation
assay was performed to detect the colony formation ability of A549 cells in different transfection groups; (d, e) Transwell assay (100×) was
carried out for assessment of cell (d) migration and (e) invasion in each transfection group; ∗p < 0:05.
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MAD2L1, we designed three groups: NC mimic+oe-NC,
miR-139-5p mimic+oe-NC, and miR-139-5p mimic+oe-
MAD2L1. We found that the inhibitory effect of miR-139-
5p overexpression on MAD2L1 expression could be reversed
by overexpressing MAD2L1 (Figures 4(a) and 4(b)). CCK-8
and colony formation assays suggested that the overexpres-
sion of miR-139-5p significantly inhibited the proliferation
of LUAD cells, while the overexpression of MAD2L1
reversed the inhibitory effect of miR-139-5p on cell prolifer-
ation (Figures 4(c) and 4(d)). Transwell assay was conducted
for testing cell migration and invasion. The results illustrated
that overexpressing miR-139-5p markedly inhibited cell
migration and invasion, whereas overexpressing MAD2L1
reversed the inhibitory effect of miR-139-5p on cell behaviors
(Figures 4(e) and 4(f)). Therefore, miR-139-5p inhibited
LUAD cell proliferation, migration, and invasion by regulat-
ing MAD2L1.

4. Discussion

miRNAs are capable of interfering transcriptional signal
transduction and regulating the key processes of cells, thus
playing vital roles in the occurrence and development of can-
cers [13]. It has been reported that the differential expression
of miRNAs between normal lung and cancerous lung leads to
the emergence of novel biomarkers, which is conducive to the
screening of high-risk groups and helps the diagnosis and
treatment of lung cancer [14]. Up to now, the potential miR-
NAs that regulate the progression of LUAD have not been
fully identified.

In this study, miR-139-5p expression was searched in the
TCGA-LUAD dataset, finding that miR-139-5p was down-
regulated in LUAD tissue. miR-139-5p was lowly expressed
in LUAD cell lines as evidenced by qRT-PCR, and the result
was consistent with the expression of miR-139-5p in
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Figure 3: miR-139-5p targeted binds to MAD2L1 and negatively regulates MAD2L1 expression. (a) Venn diagram of target genes of miR-
139-5p predicted by miRDB, miDIP, and starBase databases and upregulated DEmRNAs in the TCGA-LUAD; (b) Pearson correlation of
miR-139-5p and five candidate genes NPTX1, ELAVL2, FBN2, GPR37, and MAD2L1; (c) Pearson correlation of miR-139-5p and
MAD2L1; (d) Box plots of MAD2L1 expression in LUAD tissue and normal tissue in the TCGA-LUAD dataset; (e) Survival curves of
patients with high expression of MAD2L1 (red) and low expression of MAD2L1 (blue). The abscissa refers to the time (in years) and the
ordinate refers to survival rate; (f) qRT-PCR was used to detect the mRNA expression level of MAD2L1 after transfection of miR-139-5p
mimic or miR-139-5p inhibitor; (g) Western blot was employed to examine the protein expression of MAD2L1 after transfection; (h)
starBase database was used to predict the binding sites of miR-139-5p on MAD2L1 3′UTR; (i) Dual-luciferase reporter gene assay was
used for verification of the targeted binding relationship between miR-139-5p and MAD2L1; ∗p < 0:05.
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Figure 4: MAD2L1 mediates the effect of miR-139-5p on LUAD cells. (a, b) qRT-PCR and western blot were carried out to assess the mRNA
and protein expression of MAD2L1 in each treatment group; (c, d) CCK-8 and colony formation assays were conducted for the assessment of
cell proliferation in different treatment groups; (e, f) Transwell assay (100×) was performed to assess (e) cell migration and (f) invasion in
different treatment groups; ∗p < 0:05.
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hepatocellular carcinoma (HCC) [15], endometrial carci-
noma [16], and gallbladder carcinoma [17]. In osteosarcoma,
overexpressing miR-139-5p inhibits cell proliferation, migra-
tion, and invasion, while loss of miR-139-5p facilitates cell
proliferation,migration, and invasion [18], and similar trends
could be observed in LUAD in this study. These findings indi-
cate that miR-139-5p acts as a tumor suppressor in LUAD.

Due to the fact that miRNAs can regulate the growth and
metastasis of tumor by various molecular mechanisms [19],
we performed bioinformatics analysis to predict the target
gene of miR-139-5p, and MAD2L1 was identified as a poten-
tial target of miR-139-5p. A dual-luciferase reporter gene
assay was conducted and confirmed the targeting relation-
ship between the two genes. Besides, MAD2L1 was found
to be highly expressed in LUAD tissue, and LUAD patients
with high MAD2L1 expression had relatively low OS, which
were consistent with the results of the study made by Li et al.
regarding to MAD2L1 expression in HCC [20]. MAD2L1 is
reported to be a key player in maintaining the function of
spindle assemble checkpoint. The overexpression ofMAD2L1
in spindle assemble checkpoint can result in the instability and
aneuploidy of chromosome, and the genetic variation of
MAD2L1 can lead to lung cancer susceptibility [21, 22].
Therefore, we further confirmed whether miR-139-5p exerted
its antitumor role in LUAD by suppressing MAD2L1. miR-
139-5p and MAD2L1 were simultaneously overexpressed in
LUAD cells, and we found that the inhibitory effect of miR-
139-5p overexpression on cell proliferation, migration, and
invasion was reversed by MAD2L1 overexpression. Hence,
we believed that miR-139-5p regulated LUAD cell prolifera-
tion, migration, and invasion by targeting MAD2L1.

Generally speaking, we elucidated that miR-139-5p was
lowly expressed in LUAD and inhibited LUAD cell prolifera-
tion, migration, and invasion. Besides, MAD2L1 was
identified as a direct target of miR-139-5p in LUAD, and
miR-139-5p exerted its antitumor role by inhibitingMAD2L1
expression. Our discovery not only lays a molecular founda-
tion for exploration of the mechanism of miR-139-5p in
LUAD but also provides a potential target for the treatment
of LUAD.
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Preeclampsia (PE) is one of the mainly caused maternal and infant incidences and mortalities worldwide. However, the
mechanisms underlying PE remained largely unclear. The present study identified 1716 high expressions of gene and 2705 low
expressions of gene using GSE60438 database, and identified 7087 hypermethylated and 15120 hypomethylated genes in
preeclampsia using GSE100197. Finally, 536 upregulated genes with hypomethylation and 322 downregulated genes with
hypermethylation were for the first time revealed in PE. Gene Ontology (GO) analysis revealed that these genes were associated
with peptidyl-tyrosine phosphorylation, skeletal system development, leukocyte migration, transcription regulation, T cell
receptor and IFN-γ-involved pathways, innate immune response, signal transduction, cell adhesion, angiogenesis, and
hemopoiesis. Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis demonstrated that aberrantly methylated
differentially expressed genes were involved in regulating adherens junction, pluripotency of stem cell regulation, immune
processing, T cell receptor and NF-κB pathways, HTLV-I and HSV infections, leishmaniasis, and NK-induced cytotoxicity.
Protein-protein interaction (PPI) network analysis identified several hub networks and key genes, including MAPK8, CCNF,
CDC23, ABL1, NF1, UBE2E3, CD44, and PIK3R1. We hope these findings will draw more attention to these hub genes in
future PE studies.

1. Background

As a kind of pregnancy-induced hypertension, preeclampsia
(PE) is one of the mainly caused maternal and infant inci-
dences and mortalities worldwide [1, 2]. Numerous body
organs and functional systems could be affected by PE,
followed by emerging renal failure, ischemic heart, type II
diabetes, etc. [1–3]. Several researches have shown a part of
external and internal factors that had been identified to
induce PE [4]. Currently, trophoblast invasion and failure
of spiral artery transformation have been considered to be
one inducer of PE [5]. Even though perinatal care was
improved, the ratio occurrence of PE has not been reduced

[6, 7]. Up to date, the inherent mechanism of PE taken part
in many physiological disorders stayed elusive.

Many studies have identified a large number of differen-
tially expressed genes (DEGs) and differentially methylated
genes (DMGs) in PE based on advanced technologies [8–
12]. Liu et al. reported that 268 dysfunctional genes were
identified in PE, which were related to hormone activity
and immune response. Besides, this study revealed TLR2,
GSTO1, and mapk13 functioned importantly in the progres-
sion of PE [10, 11]. Presently, no studies to investigate the
regulated role of gene expression implicated in PE.

Epigenetics indicated that the change of gene expression
was heritable, but did not turn out to be in DNA [13, 14].
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Among them, DNA methylation was the mostly generated
modification in biological metabolism [15]. DNA methyl-
transferases (DNMTs) were responsible for transmitting
DNA methylation to target sites [16]. Nevertheless, the
details towards the methylation are not fully understood.

Here, we wanted to explore the association of gene
expression with DNA methylation and potential signal path-
way in PE development. Therefore, we evaluated the
unknown interaction and related signaling pathways of
DEG and DMGs in PE by gene expression microarray data
(GSE60438) [12] and gene methylation microarray data
(GSE100197) [17]. To this end, we attempted to uncover
the potential indicator for early diagnosis and prognosis of
PE, and also give a hint of probing the involved pathways
of DEG/DMGs in PE.

2. Materials and Methods

2.1. Microarray Data. Differently expressed genes (DEGs)/-
differently methylated genes (DMGs) were individually ana-
lyzed by GSE60438 [12] (including 47 preeclampsia and 48
normal samples) and GSE100197 (including 22 preeclampsia
and 51 normal samples) [17]. The details could be seen in the
website https://www.ncbi.nlm.nih.gov/geo/.

2.2. Data Processing. GEO2R is an online tool that allows
users to perform comparisons between different groups in
GEO series, which depends on the GEOquery and the Linear
Models for Microarray Analysis (LIMMA) R packages [18,
19]. The raw data in TXT format were checked in Venn soft-
ware online to detect the commonly DEGs among the three
datasets. The cutoff standards of DEGs were defined as P <
0:05 and fold change > 2, while those of DMGs were indi-
cated as FDR < 0:05 and a fold change > 2.

2.3. The Gene Ontology (GO) and Kyoto Encyclopedia of
Genes and Genomes (KEGG) Pathway Analysis. DAVID
[20] was conducted to do bioinformatics analysis. Significant
difference was indicated as P < 0:01.

2.4. Construction of Protein-Protein Interaction (PPI)
Network. PPI network, including highly methylated and
lowly methylated genes, was constructed by STRING data-
base. Interaction score of 0.4 was regarded as cutoff. Cytos-
cape and the Molecular Complex Detection (MCODE)
algorithm were separately applied to visualize PPI network
and screen modules. The Molecular Complex Detection
(MCODE) app was used to analyze PPI network modules
[21], and MCODE scores > 3 and the number of nodes > 5
were set as cutoff criteria with the default parameters
(degree cutoff ≥ 2, node score cutoff ≥ 2, K‐core ≥ 2, and
max depth = 100). DAVID was utilized to perform pathway
enrichment analysis of gene modules. Finally, cytoHubba, a
Cytoscape plugin, was utilized to explore PPI network hub
genes; it provides a user-friendly interface to explore impor-
tant nodes in biological networks and computes using eleven
methods, of which MCC has a better performance in the PPI
network [22].

3. Results

3.1. Identification of Aberrantly Methylated DEGs in PE.
After microarray analysis, our data have shown upregulated
and downregulated 3378 DEGs which were 1663 and 1715,
respectively. We identified 7087 highly methylated and
15120 lowly methylated genes in PE after relative to normal
samples. 829 highly methylated genes (Figure 1(c)) with
enhanced level and 408 lowly methylated genes
(Figure 1(d)) with weak level were classified after overlapping
DEGs and aberrantly methylated genes. Figure 1(a) shows
DEGs in GSE60438 and Figure 1(b) illustrates DMGs of PE
and normal tissue. The top 10 upregulated and downregu-
lated genes in PE are shown in Tables 1 and 2.

3.2. Functional Analysis. GO analysis indicated that high
methylation of genes with increasing expression was gener-
ally concentrated in peptidyl-tyrosine phosphorylation, skel-
etal system development, regulation of bone resorption,
mitotic cell cycle, peptidyl-serine phosphorylation pathway,
movement of cell or subcellular component, axonogenesis,
retina layer formation, calcium ion homeostasis, and cell pro-
liferation (Figure 2(a)).

Low methylation of genes with reduced expression was
abounded in leukocyte migration, transcription regulation,
T cell receptor and IFN-γ-involved pathways, innate
immune response, signal transduction, cell adhesion, angio-
genesis, and hemopoiesis (Figure 2(b)).

3.3. Analysis of Pathway. Upregulated genes with high meth-
ylation were dramatically enriched in adherens junction,
pluripotency of stem cell regulation, proteoglycans in cancer,
the ErbB and sphingolipid signaling pathways, actin cyto-
skeleton process, ovarian steroidogenesis, carbon metabo-
lism, renal carcinoma, and metabolic pathways (Figure 3(a)).

Downregulated genes with hypermethylation were
enriched in cell adhesion, immune processing, T cell receptor
and NF-κB pathways, HTLV-I and HSV infection, leishman-
iasis, and NK-induced cytotoxicity (Figure 3(b)).

3.4. PPI Network Establishment and cytoHubba Analysis. For
strong expression of genes with hypomethylation, 264 nodes
and 456 edges were elected. For weak expression of genes
with hypermethylation, 159 nodes and 290 edges were
obtained (Figure 4). For upregulated oncogenes with hypo-
methylation, 380 nodes and 1170 edges are shown in
Figures 4 and 5. Downregulated TSGs with hypermethyla-
tion are indicated in (Figure 5). Totally, 212 nodes and 458
edges were included in TSGs. MCODE plugin detection
revealed that FLNA and PRKCB were reduced with hyper-
methylation, and AKT1, PRDM10, CCND1, and FASN 4
were heightened with hypomethylation.

3.5. Key Module and Gene Analysis. There is obvious differ-
ence between three modules with hypomethylation of upreg-
ulated genes and three modules with hypermethylation of
downregulated genes (Figure 4). The hub network 1 of over-
expressed hypomethylated genes included CCNF, RNF14,
UBE2B, SH3RF1, UBE2V1, FBXO30, FBXW7, FBXO17,
PJA2, UBE2M, TRIM36, HECW2, UBE2E3, SOCS1, MYLIP,
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Figure 1: Identification of aberrantly methylated differentially expressed genes in PC. (a) Identification of differently expressed genes in PC
using GSE60438. (b) Identification of differently methylated genes in PC using GSE100197. (c) A total of 829 upregulated hypomethylated
genes were identified in PC. (d) A total of 409 downregulated hypermethylated genes were identified in PC.
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and CDC23. The hub network 2 of overexpressed hypo-
methylated genes included GPER1, OPN4, GPR17, PLCB4,
MCHR2, MCHR1, TAS2R14, PTGER3, CCL4, NPS, KISS1,
and ADCY8. The hub network 3 of overexpressed hypo-
methylated genes included SEC22B, LHB, CGA, HNRNPA3,
NEIL3, TAAR6, SLC30A5, GOLIM4, BAG4, ABCB1,
GOLGA5, MAN1A2, CRH, PTPN6, PREB, SEC24B, FOLR1,
DEPDC1B, TPX2, SLC30A2, CEP152, FGFR1, SGOL2,
LIMK1, PSG3, CDC25C, KHSRP, DHX9, SYNCRIP, PAK4,
ERBB2, SDC3, SDC1, PSG6, JUP, DCTN3, RPL22L1,
KRT19, NUF2, PSG11, NCAPG, QPCT, RHOBTB1,
RPL34, SRP19, YWHAE, MATR3, NTF3, LMAN1, PSG4,
ERBB3, SPCS3, SEC11A, ARHGEF11, SLC30A1, SLC39A1,
TROAP, MAN1C1, MAP2K1, RRAS2, AKT3, SLC39A8,
PSG9, TRIP13, TIMP2, TRIM24, and PSG1.

The hub network 1 of downregulated hypermethylated
genes included ATG7, UBA7, RNF213, ARIH2, FBXL19,
FBXO44, HERC4, and ASB15. The hub network 2 of down-
regulated hypermethylated genes included SRSF4, RBM5,
PRPF3, SF3B1, HNRNPU, CPSF2, and CSTF3. The hub net-
work 3 of downregulated hypermethylated genes included
ADCY7, ZAP70, GPR18, LY9, NPBWR1, CD4, ITGA4,
CD44, FPR3, SSTR1, GABBR1, GNB4, CCR3, and SLAMF1
(Figure 5).

Among these genes, MAPK8, CCNF, CDC23, ABL1,
NF1, UBE2E3, CD44, and PIK3R1 were identified as key reg-

ulators in PE by connecting with more than 20 different
genes in the network.

4. Discussion

Preeclampsia was reported to be largely related to increasing
incidence and death of maternal organ, dysfunction of
maternal organ, or restricted growth of foetal organ [23].
However, the mechanisms related to this disease remained
largely unclear. Emerging studies demonstrated that the
aberrant changes in DNA methylation contributed to the
abnormal expression of key genes in multiple diseases, such
as preeclampsia [24]. Therefore, conclusive delineation of
gene level and methylation could provide novel insights to
identify novel predictive and therapeutic targets for pre-
eclampsia. The present study identified 1716 high expres-
sions of gene and 2705 low expressions of gene using
GSE60438 database, and identified 7087 hypermethylated
and 15120 hypomethylated genes in preeclampsia using
GSE100197 database. Finally, 536 upregulated genes with
hypomethylation and 322 downregulated genes with hyper-
methylation were for the first time revealed in PE.

Furthermore, bioinformatics analysis was performed to
reveal the potential functions of these aberrantly methyl-
ated DEGs in preeclampsia. Meanwhile, we identified aber-
rantly methylated DEGs in preeclampsia that were

Table 1: The top 10 upregulated genes in PE compared to normal samples.

Gene AVE NC AVE PE FC P value

CGB5 7.140694905 8.555772571 2.666740913 0.000524413

CRH 7.35786819 8.743007971 2.611972633 0.00019934

CGB1 7.330520262 8.540119829 2.312734358 0.00097466

KISS1 7.882624452 9.119308971 2.356563438 0.00381749

ADAM12 8.732927738 10.04238443 2.478481844 0.002319055

DLK1 7.393902548 8.500453743 2.153302782 0.010929138

CGA 8.495501333 9.765370743 2.41139737 0.003638636

PSG6 8.514054476 9.723809743 2.312983969 0.007442872

CGB8 7.176896333 8.174694886 1.996950473 0.001320154

PAGE4 7.430149214 8.450650829 2.028624174 0.009079707

Table 2: The top 10 downregulated genes in PE compared to normal samples.

Gene AVE NC AVE PE FC P value

LOC647169 8.7158875 8.070096229 0.639142146 0.012472714

FCN1 10.84868995 10.03952706 0.570712911 0.023728745

LYZ 12.23783017 11.29681926 0.520867776 0.002834118

CCL2 10.03269452 9.2354408 0.575443535 0.000263349

CX3CR1 8.787585643 8.068285229 0.607391905 0.007852246

CCL18 8.994379333 8.217637057 0.583683311 0.000247839

GSTA1 8.678950238 7.926187143 0.593465844 0.006579547

PI3 8.461040238 7.713865943 0.595769307 0.013088748

LTB 9.728131619 8.857907943 0.547062027 0.00330664

GSTA1 8.871995429 8.0231716 0.555237214 0.004279029
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associated with transcription level, cell defense, cell immu-
nity response, IFN-γ-involved pathway, and T cell receptor
pathway. These findings were consistent with previous
reports that abnormal regulation of immune functions
was related to preeclampsia progression [25]. Our results
showed that hypomethylated highly expressed genes were
related to the regulation of multiple key signalings in cell
biology, such as cell mitosis, axonogenesis, Ca2+ homeosta-

sis, cell proliferation, the ErbB signaling pathway, ovarian
steroidogenesis, and the sphingolipid signaling pathway.
As a second messenger, Ca2+ acts as a primary role in cell
growth, cell death, etc. [26]. Downstream pathway was acti-
vated by Ca2+ via exporting intracellular organelles or
importing extracellular depots [27–29]. As the foremost
form of Ca2+ pathway, downstream effectors of intracellular
Ca2+ oscillations included transcription factors, kinases, and
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Figure 2: GO analysis of aberrantly methylated differentially expressed genes in PC. GO analysis of upregulated hypomethylated genes (a)
and downregulated hypermethylated genes (b) in PC.
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other functional proteins [30–32]. Our data suggests that
the imbalance of Ca2+ in homeostatic cells may be linked
to the progression of PE. A very interesting finding is that
a recent study showed that Ca2+ signaling is related to the
activation of the ErbB pathway, involving lots of tyrosine
kinases, and is resistant to radiation and chemotherapy in
many tumors. Two tyrosine residues were dimerized and
phosphorylated by EGFR after conjugating to ligands [33,

34]. Conversely, these phosphorylated tyrosines could be
regarded as binding sites for some signal transmitters which
participated in biological pathways.

Moreover, we revealed that hypermethylated genes with
low expression were associated with cell adhesion, angiogen-
esis, hemopoiesis, and the NF-kappa B signaling pathway. A
recent study showed that the genes of cell adhesion signaling
in the preeclamptic placentas were observed to be
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Figure 3: KEGG pathway analysis of aberrantly methylated differentially expressed genes in PC. KEGG pathway analysis of upregulated
hypomethylated genes (a) and downregulated hypermethylated genes (b) in PC.
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differentially methylated [35]. Endothelial cells have been
confirmed to be acted as the key inducer to angiogenesis via
cell-promoting cell metastasis [36]. Notedly, EPCs (endothe-
lial progenitor cells) functioned importantly in the genera-
tion of the postnatal blood vessel and vascular homeostasis
[37]. The endothelial dysfunction in PE probably led to the
destructive fetoplacental angiogenesis and neovasculogenesis
[38]. The decreasing level of some proangiogenic factors in
the placenta was observed in the early-stage PE not the
late-stage PE [38]. There were more than 2 angiogenesis-
related genes with the reduced level in the early-stage PE after
comparison with the late-stage PE or control [39]. Currently,
our data revealed that the growth/migration of human
umbilical vein endothelial cells was suppressed in the early-
stage PE compared to that in the late-stage PE or control,
suggesting negative regulation of angiogenesis in PE.

In order to identify the hub genes and networks in PE, we
conducted a PPI network analysis. The upregulated hypo-
methylated PPI network was composed of 380 nodes and

1170 edges, while the downregulated hypermethylated PPI
network consisted 380 nodes and 1170 edges. Furthermore,
we identified 6 hub networks using MCODE plugin in Cytos-
cape software. Among these genes, MAPK8, CCNF, CDC23,
ABL1, NF1, UBE2E3, CD44, and PIK3R1 were identified as
key regulators in PE. MAPK8 belonged to mitogen-
activated protein kinase (MAPK) family which is critical for
cellular function through regulating numerous signaling
pathways [40]. A recent study showed that MAPK8, which
is necessary for epithelial-mesenchymal transition, is respon-
sible for regulating transcription [41]. CDC23 is a cell cycle
regulator, exhibiting importantly in both initiation and elon-
gation of DNA replication [42, 43]. Loss of NF1 results in
dysregulation of MAPK, PI3K, and other signaling cascades,
to promote cell proliferation and to inhibit cell apoptosis.
UBE2E3 have a key role in regulation of cell aging which
was essential for homeostasis of tissues. Cells’ absence of
UBE2E3 will be senescent even though without DNA damage
[44]; meanwhile, accumulated mitochondrial and lysosomal

Figure 4: Protein-protein interaction network analysis of upregulated hypomethylated genes in PC. We constructed PPI networks of
upregulated hypomethylated genes in PC.
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mass and raised basal autophagic flux were shown in
UBE2E3 absent cells. CD44 as a member of CAM family
mostly takes part in cell movement and proliferation [45].
PIK3R1-encoded PI3K, p85α, could conjugate, maintain,
and suppress catalytic subunit of PI3K p110 [46]. Not only
did mutated PIK3R1 reduce the subtype of P110 inhibition
but also destroyed the new regulatory effect of p85α on PTEN
or activated a new signal pathway.

Nevertheless, our studies still had some limitations.
Firstly, our researches concentrated on the classification of
DEG with different methylations. Secondly, our researches
should broaden the analysis datasets so as to acquire com-

prehensive data. Thirdly, we needed to conduct qRT-PCR
or western blot to further ensure the selected gene level in
PE samples. Finally, the function and mechanism of bio-
markers in PE need to be further studied in vivo and
in vitro.

5. Conclusion

Collectively, we identified some oncogene expression pat-
terns and their links with corresponding pathways in PE,
providing a hint of exploring the mechanisms implicated in
PE onset and development.

Figure 5: Protein-protein interaction network analysis of downregulated hypermethylated genes in PC. We constructed PPI networks of
downregulated hypermethylated genes in PC.
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Objective. The aim of this study was to identify the candidate genes in type 2 diabetes mellitus (T2DM) and explore their potential
mechanisms. Methods. The gene expression profile GSE26168 was downloaded from the Gene Expression Omnibus (GEO)
database. The online tool GEO2R was used to obtain differentially expressed genes (DEGs). Gene Ontology (GO) term
enrichment analysis and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis were performed by using
Metascape for annotation, visualization, and comprehensive discovery. The protein-protein interaction (PPI) network of DEGs
was constructed by using Cytoscape software to find the candidate genes and key pathways. Results. A total of 981 DEGs were
found in T2DM, including 301 upregulated genes and 680 downregulated genes. GO analyses from Metascape revealed that
DEGs were significantly enriched in cell differentiation, cell adhesion, intracellular signal transduction, and regulation of protein
kinase activity. KEGG pathway analysis revealed that DEGs were mainly enriched in the cAMP signaling pathway, Rap1
signaling pathway, regulation of lipolysis in adipocytes, PI3K-Akt signaling pathway, MAPK signaling pathway, and so on. On
the basis of the PPI network of the DEGs, the following 6 candidate genes were identified: PIK3R1, RAC1, GNG3, GNAI1,
CDC42, and ITGB1. Conclusion. Our data provide a comprehensive bioinformatics analysis of genes, functions, and pathways,
which may be related to the pathogenesis of T2DM.

1. Introduction

Type 2 diabetes mellitus (T2DM), a disease with significant
morbidity, disability, and mortality, has affected increasing
numbers of people worldwide. The World Health Organiza-
tion (WHO) projected that diabetes would be the 7th leading
cause of death in 2030. In addition, it has been predicted that
by 2030, developing countries would account for 77.6% of all
diabetic patients [1]. Although diabetes is a chronic disease
that often causes various complications, in terms of financial
burden, the cost of diabetes is 2-4 times more than that of the
average patient in all medical systems [2]. Early detection and
diagnosis of diabetes to prevent diabetes-associated compli-

cations and to reduce the economic costs on medical care
are therefore of significant importance.

T2DM, which is characterized by hyperglycemia in the
case of insulin resistance and impaired insulin secretion, is
also a multigene heterogeneous disease that is the result of
the interaction of genetic and environmental factors [3].
Although genetic factors play an important role in the occur-
rence and development of T2DM, the elaboration of its exact
mechanism depends on the identification of susceptibility
genes for T2DM.

At present, most of the gene research on T2DM mainly
uses gene chip technology to detect and analyze model ani-
mals or clinical patient samples alone. Through this single
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analysis method, some valuable genes can be screened out for
research and analysis. Gene expression analysis based on
microarray technology is a powerful and high-throughput
research method. Through gene expression profiling, some
studies have found that hundreds of differentially expressed
genes (DEGs) are involved in multiple molecular functions,
biological processes, and signaling pathways [4], which
played an important role in the occurrence and development
of diseases and could be used as a potential molecular target
and diagnostic marker. In the current study, the GSE26168
dataset [5] was downloaded from the Gene Expression Omni-
bus (GEO) database to identify T2DM-associated DEGs
between T2DM and normal samples. Subsequently, GO term
enrichment analysis, Kyoto Encyclopedia of Genes and
Genomes (KEGG) pathway analysis, and PPI network analysis
were performed to discover candidate genes as T2DM bio-
markers and therapeutic targets worthy of further progress.

2. Methods

2.1. Microarray Data. The dataset GSE26168 based on the
GPL6883 platform (Illumina HumanRef-8 v3.0 expression
bead chip) was downloaded from GEO. A total of 9 T2DM
samples and 8 normal samples were analyzed.

2.2. Identification of DEGs. GEO2R (http://www.ncbi.nlm
.nih.gov/geo/geo2r/) is an interactive web tool for comparing
two sets of data under the same experimental conditions and
can analyze any geo series [6]. GEO2R was applied to explore
DEGs between T2DM and normal blood samples. Statisti-
cally significant DEGs were defined with ∣logFC ∣ ≥2, and
the P value < 0.05 was the cut-off criterion.

2.3. Functional and Pathway Enrichment Analysis of DEGs.
GO is a common way to annotate genes, gene products,
and sequences as potential biological phenomena, mainly
including biological process (BP), cellular component (CC),
and molecular function (MF); the Kyoto Encyclopedia of
Genes and Genomes (KEGG) is a comprehensive data-
base resource for the biological interpretation of genomic
sequences and other high-throughput data. GO and KEGG
analyses were performed using the Metascape database to
analyze the DEGs at the functional level. A P value < 0.01
and min overlap > 3 were set as the cut-off criterion.

2.4. Integration of the Protein-Protein Interaction (PPI)
Network. The PPI network of DEGs was constructed by
STRING. A confidence score ≥ 0:9was set as significant. Sub-
sequently, the PPI networks were visualized using Cytoscape
software (3.7.1). MCODE was used to screen out the core
genes that constitute the stable structure of the PPI network
with degree cut‐off = 3, haircut on, node score cut‐off = 0:2,
k‐core = 4, and maximum depth = 100. Moreover, the Cen-
tiScape plug-in was used to calculate the centrality index
and topological properties for the identification of the
most important nodes of a network, including undirected,
directed, and weighted networks. The key (hub) genes were
defined with degree value ≥mean + 2SD, while the bottle-
neck genes were defined with betweenness value ≥mean + 2
SD. Then, using Venn diagram analysis, the genes in the

Figure 1: Cluster analysis of DEGs. The abscissa represents different
samples; the vertical axis represents clusters of DEGs. Red indicates
that expression of the gene is relatively upregulated while green
indicates that expression of the gene is relatively downregulated;
black indicates no significant changes in gene expression.
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Figure 2: Enriched GO functions of DEGs. DEGs: differentially expressed genes; GO: Gene Ontology; BP: biological process; CC: cellular
component; MF: molecular function.
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intersection of the above three datasets were selected as can-
didate genes for the diagnosis of T2DM.

3. Results

3.1. Identification of DEGs. Based on the aforementioned
threshold (∣logFC ∣ ≥2 and P < 0:05), a total of 981 DEGs
including 301 upregulated DEGs and 680 downregulated
DEGs were filtered with GEO2R (Figure 1).

3.2. Functional and Pathway Enrichment Analysis. Three GO
category results are presented in Figures 2(a)–2(c). As to the
biological process (BP), DEGs were significantly enriched in
cell morphogenesis involved in differentiation, chemotaxis,
and regulation of cell adhesion (Figure 2(a)). For the cell
component (CC), DEGs were enriched in the microtubule
organizing center, dendrite, and anchored component of
the membrane (Figure 2(b)). In terms of the molecular func-
tion (MF), DEGs were enriched in protein domain-specific
binding, ubiquitin protein ligase binding, and anion trans-
membrane transporter activity (Figure 2(c)). The KEGG
pathway analysis revealed that DEGs were highly associated
with the cAMP signaling pathway, Rap1 signaling pathway,
and bacterial invasion of epithelial cells (Figure 3).

3.3. PPI Network Construction and Analysis of Modules. The
PPI network consisted of 945 nodes and 835 edges after hid-
ing nodes which could not interact with other nodes
(Figure 4(a)). Then, we used MCODE to perform K kernel
analysis of the string network, a total of 9 clusters were gen-
erated, and 90 core genes were screened out (Table 1,
Figures 4(b)–4(j)). Besides, the topology characteristics of
the string network and each node were computed with Cen-
tiScape. 12 hub genes and 14 bottleneck genes were obtained
(Table 1). Moreover, using Venn diagram analysis, 6 candi-
date genes in the intersection of the above three datasets were
selected for further analysis, including phosphoinositide-3-
kinase regulatory subunit 1 (PIK3R1), ras-related C3 botuli-
num toxin substrate 1 (rho family, small GTP-binding pro-
tein Rac1) (RAC1), G protein subunit gamma 3 (GNG3), G

protein subunit alpha i1 (GNAI1), cell division cycle 42
(CDC42), and integrin subunit beta 1 (ITGB1) (Figure 5).

4. Discussion

In this study, we identified a total of 981 significant DEGs
between T2DM and normal samples, including 301 upregu-
lated genes and 680 downregulated genes, and conducted a
series of bioinformatics analysis to screen candidate genes
and pathways related to T2DM. DEGs were investigated in
both GO term enrichment analysis and KEGG pathway anal-
ysis for functional annotation. As the outcomes of GO term
enrichment analysis, DEGs might play critical roles in
T2DM through cell differentiation, cell adhesion, intracellu-
lar signal transduction, and regulation of protein kinase
activity. Meanwhile, KEGG pathway analysis revealed that
DEGs were mainly enriched in the cAMP signaling pathway,
Rap1 signaling pathway, regulation of lipolysis in adipocytes,
PI3K-Akt signaling pathway, and MAPK signaling pathway.
Moreover, by constructing the PPI, 6 candidate genes were
identified, which exerted a momentous effect on the T2DM
initiation, progression, and intervention strategy from differ-
ent sides, including PIK3R1, RAC1, GNG3, GNAI1, CDC42,
and ITGB1. The regulatory network consisting of micro-
RNAs (miRNAs), long noncoding RNA (lncRNA), and
mRNAs has attracted increasing attention to elucidate the
mechanism of action in various diseases. In this study, mir-
DIP and starBase were used to analyze and predict the
upstream miRNA interacting with candidate genes and the
upstream lncRNA interacting with miRNA. A total of 22
miRNAs and 5 lncRNA were screened, which may play cru-
cial parts in the development of T2DM.

PIK3R1 encodes the p85α regulatory subunit of the
phosphatidylinositol-3-kinase (PI3K), which connects firmly
with the p110 catalytic subunit, and together, they form the
PI3K protein. PI3K plays a key role in insulin signaling by
binding to phosphorylated insulin receptor substrates (IRS),
producing phosphatidylinositol-4,5-trisphosphate (PIP3),
which then activates several downstream targets such as
AKT serine-threonine kinase [7]. AKT regulates cell survival,

876543210
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Figure 3: KEGG pathway analysis of differentially expressed genes. KEGG: Kyoto Encyclopedia of Genes and Genomes.
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growth, differentiation, glucose transporter type 4 (GLUT-4)
trafficking, and glucose utilization [8]. Mouse studies have
shown that mice lacking PIK3R1 display enhanced insulin
sensitivity and glucose tolerance, due to an improved stoi-
chiometry of the p85α/p110 complex for binding to IRS
and enhanced insulin-stimulated Akt activity [9, 10]. The
overexpression of p85α weakens signal transmission and
causes insulin resistance by disrupting the activity of the
p85α/p110 complex and the connection between PI3K and
IRS [11, 12], which indicates that p85α subunits play a nega-
tive role in PI3K signaling downstream of the insulin recep-
tor. Thus, PIK3R1 is a logical candidate gene involved in

the development of T2DM. Regulation of p85α expression
in insulin-sensitive tissues may be a new strategy to increase
insulin sensitivity and may also become a new target for the
treatment of T2DM.

CDC42 and RAC1 are members of the Rho GTPase fam-
ily, which regulate signaling pathways that control a variety
of cellular functions, including cell morphology, migration,
endocytosis, and cell cycle progression. Both CDC42 and
RAC1 regulate the second phase of glucose-stimulated insulin
secretion (GSIS), and the circulation of these proteins between
the activated state (GTP-bound) and the inactive state (GDP-
bound) is important for insulin secretion [13, 14].
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Figure 4: Protein-protein interaction (PPI) networks constructed by STRING and modular analysis.
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CDC42 plays critical roles in the process of insulin syn-
thesis by regulating granule fusion and cytoskeletal rear-
rangement [15, 16] and also regulates mobilization and cell
membrane exocytosis and endocytosis of insulin granules
via activating a series of downstream factors [17–20]. One
study showed that upregulation of miR-330-3p reduces the
expression of CDC42 and E2F1 in patients with gestational
diabetes (GDM), resulting in impaired β-cell proliferation
[21]. P21-activated kinase 1 (PAK1) is a downstream factor
of CDC42 and an important promoter of cell proliferation.
Another study showed an 80% reduction in PAK1 in
patients with T2DM [2]. Thus, CDC42 is an important
member in the progress of T2DM, and targeted therapy for
CDC42 may be one of the effective methods for treating
T2DM and related diseases.

RAC1, which can stimulate actin cytoskeleton reorgani-
zation [22], is required for insulin-stimulated translocation
of glucose transporter 4 (GLUT-4) in muscle cells [23].
RAC1 also can activate PAK [24]. The study indicated that
RAC1 and its downstream target protein PAK were reduced
in insulin-resistant mice and human skeletal muscle [25]. In
addition, RAC1 can activate NADPH oxygenase (NOX),

which produces reactive oxygen species (ROS) and activates
p38MAPK under high glucose conditions, leading to mito-
chondrial disorders and islet β-cell apoptosis [26, 27]. This
mechanism also plays a crucial role in diabetes-induced vas-
cular injuries, such as diabetic retinopathy [28] and diabetic
cardiomyopathy [29]. Thus, RAC1 can be a novel molecular
candidate of T2DM and provide new insight to improve ther-
apeutic strategies for T2DM and diabetic complications.

GNG3, a member of signal-transducing molecules, a sig-
nal transduction molecule encoding the G protein gamma 3
subunit, plays a variety of roles during signal transduction,
from membrane targeting of the α subunit [30] to receptor
recognition [31], to activation of effectors [32], and then to
effect signaling regulation of various proteins of intensity or
duration [33]. The research found that inhibition of G-
protein βγ signaling produces the changes in the cytokine
mRNA levels, which can benefit the autoimmune diseases
[34]. In addition, the mice lacking the G protein γ3 subtype
show decreased weight gain, reduced fat intake, and defective
Oprm1 signaling [35], when maintained on a high-fat diet.
These results suggest that GNG3 may be involved in the
pathogenesis of T2DM, and further research on GNG3 may
provide new targets for the development of drugs to treat
obesity and relevant diseases.

GNAI1, also known as Gi, an adenylate cyclase inhibitor
that inhibits the conversion of ATP to cAMP [36], can inter-
act with other proteins. T cell differentiation may change its
structure [37]. Studies showed that altered expression of
GNAI1 was associated with the progression of inflammation
and immune disease [38, 39]. Thus, GNAII may be consid-
ered to be a novel biomarker for T2DM.

ITGB1, a member of the integrin family, consists of 18
α and 8 β transmembrane subunits that form at least 24
different heterodimeric receptors allowing cells to adhere
to extracellular matrix (ECM) proteins [40]. Integrins play
an important role in mediating cell-to-cell and cell-to-
ECM adhesion [41], especially between the extracellular
environment and platelets, inflammatory cells, and the

Table 1: The candidate genes selected from the protein-protein interaction network.

Core genes
Gene IDs

Cluster Nodes Edges

1 15 104
AVPR1B CYSLTR2 EDN3 GHSR GNG3 GRM5 KALRN LTB4R2 MLN NMBR NPFFR2

PIK3R1 PTGFR SAA1 TBXA2R

2 13 78 ASB11 FBXL18 FBXL7 FBXO17 FBXO7 GLMN KLHL41 RNF7 UBE2H UBE2L6 UBE2V1 ZNF645 ZNRF1

3 8 28 CCL20 CXCL3 DRD2 GNAI1 HRH4 NPY2R PTGER3 TAS2R46

4 8 28 ARMC8 CYFIP1 DEFA4 DNASE1L1 HP LTF OLFM4 VCL

5 8 28 CEACAM5 GP2 LY6G6C LY6H LY6K LYPD4 LYPD5 PRSS21

6 6 14 COL19A1 COL25A1 COL4A6 COL9A1 PLOD2 PPIB

7 5 10 CGA FSHB GLP2R GPR45 HTR4

8 10 22 APOA2 BCAR1 BMP4 EVA1A ITGB1 ITGB3 MEN1 MET TMEM132A TNC

9 17 35
ARF6 BDNF CDC42 CFTR FZD4 GBP6 GNAZ HLA-C HLA-DRB1 HLA-DRB5 ITSN2 NGFR

NTRK2 RAC1 SNX9 SYT9 TRIM62

Hub genes AKT1 CDC42 CREBBP GNAI1 GNG3 GRM5 ITGB1 KALRN PIK3R1 RAC1 SAA1 TBXA2R

Bottleneck genes
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RFC2 UBE2L6 UBE2V1

Candidate genes are shown in bold.
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Figure 5: Venn diagram analysis of candidate genes. The blue circle
represents core genes, the red circle represents hub genes, and the
green circle represents bottleneck genes.
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vasculature [42]. The previous study has confirmed that
integrin-mediated adhesion was preferentially mediated by
ITGB1. Integrins have been shown to be involved in angio-
genesis [43], which is a key pathological characteristic of
diabetic microvascular complications and also is essential
for homeostasis of adipose tissues. ITGB1 may be a thera-
peutic target for obesity [44]. Consistently, as a significant
membrane gene identified in our study, ITGB1 was expressed
differentially between T2DM and normal groups. ITGB1
may play central roles in all DEGs and have a close relation-
ship with the development of obesity, T2DM, and its
complications.

5. Conclusion

Our study tried to identify some candidate genes and path-
way regulatory network closely related to T2DM by a series
of bioinformatics analysis on DEGs between T2DM samples
and normal samples. The findings in the current work may
help us understand the underlying molecular mechanisms
of T2DM. DEGs such as PIK3R1, RAC1, GNG3, GNAI1,
CDC42, and ITGB1 have the potential to be used as targets
for T2DM diagnosis and treatments. However, the lack of
experimental validation is a limitation of this study. In the
future, these prediction results obtained through bioinfor-
matics analysis can be verified by further experimental stud-
ies such as qRT-PCR and Western blot.
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Circular RNAs (circRNAs) play an extremely important regulatory role in the occurrence and development of various malignant
tumors including papillary thyroid cancer (PTC). circFAT1(e2) is a new type of circRNA derived from exon 2 of the FAT1 gene,
which is distributed in the cytoplasm and nucleus of PTC cells. However, so far, the role of circFAT1(e2) in PTC is still unclear.
In this study, circFAT1(e2) was found to be highly expressed in PTC cell lines and tissues. circFAT1(e2) knockdown suppressed
PTC cell growth, migration, and invasion. Also, circFAT1(e2) acted as a sponge for potential microRNAs (miRNAs) to
modulate cancer progression. A potential miRNA target was discovered to be miR-873 which was targeted by circFAT1(e2) in
PTC. The dual-luciferase assay conducted later also confirmed that there was indeed a direct interaction between circFAT1(e2)
and miR-873. This study also confirmed that circFAT1(e2) inhibited the miR-873 expression and thus promoted the ZEB1
expression, thus affecting the proliferation, metastasis, and invasion of PTC cells. In conclusion, the results of this study
indicated that circFAT1(e2) played a carcinogenic role by targeting the miR-873/ZEB1 axis to promote PTC invasion and
metastasis, which might become a potential novel target for therapy of PTC.

1. Introduction

Circular RNA (circRNA) is a special type of alternative
splicing (called reverse splicing) that produces a specifically
and covalently closed-loop structural RNA [1]. Recently,
several studies have shown that circRNAs are differentially
expressed in various diseases [2], including cancer, athero-
sclerotic vascular diseases, and neurological diseases. This
may suggest that circRNA could play a potential regulatory
role in the progression of some diseases [3]. For example,
circRNAs could bind to RNA polymerase II in a variety of
ways to form complexes that could regulate the activity of
RNA polymerase II and then affect parental gene transcrip-
tion thereby [4]. According to the study of Abdelmohsen
et al., circular PABPN1 (polyadenylate-binding nuclear
protein 1) and HuR (human antigen R) can be extensively
bound to form the HuR-circRNA complex, which competi-
tively inhibits the binding of HuR and PABPN1mRNA, lead-

ing to a decrease in the PABPN1 translation, thus disrupting
the normal metabolism of cells [5]. Studies have also shown
that the binding of circRNA UBAP2 to miR-143 can abolish
the inhibition of Bcl-2 and the caspase apoptosis pathway [6].

Papillary thyroid cancer (PTC) is one of the most popular
cancers in females [7]. The global incidence of PTC ranks 9th
among all cancers [8]. The factors contributing to the
progression of PTC are unclear. Despite several pieces of
evidence have indicated that obesity, smoking, hormonal
exposure, and certain environmental contaminants may be
related to PTC [9–12], the only risk factor validated in PTC
is ionizing radiation [13]. Therefore, there was an urgent
need to identify novel regulators for the understanding of
molecular mechanisms and biomarkers for the prognosis of
this cancer [14]. circRNA plays an important role in thyroid
cancer. For example, circRNA circZFR promotes the expres-
sion of C8orf4 by acting as a sponge on miR-1261 and
facilitates the growth of PTC cells [15]. circRNA circRNA_
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102171 regulates CTNNBIP1-dependent activation through
the β-catenin pathway to promote PTC progression [16].
circRNA circ-ITCH inhibits the progression of PTC via the
miR-22-3p/CBL/β-catenin pathway.

circFAT1(e2) is a type of circRNA derived from exon 2 of
the FAT1 gene and mainly exists in the cytoplasm of gastric
cancer cells. Studies have shown that circFAT1(e2) is reduced
in tissues and cell lines in gastric cancer (GC). Furthermore,
mechanism analysis indicated overexpressed circFAT1(e2)
could hinder the proliferation and metastasis of GC cells
[17]. In this study, we focused on the role of circFAT1(e2)
in PTC, and this finding might promote the prognosis and
treatment of PTC.

2. Materials and Methods

2.1. Cell Lines and Cell Culture. The human thyroid normal
cell line Nthy-ori 3-1 and the PTC cell lines CAL-62, TPC-
1, and K1 were all from ATCC (Manassas, VA, USA). All
cells were placed in an incubator at 37°C containing 5%
CO2 and cultured using DMEM (BI, Israel) supplemented
with 10% FBS (Invitrogen).

2.2. Cell Fractionation Assay. The cell fractionation assay was
conducted according to a previous report [18]. Approxi-
mately 3 × 106 cells were grown on 10 cm dishes (Corning),
trypsinised, washed in cold 1x PBS, and centrifuged
(1200 rpm, 5min). Pellets were lysed in 1mL hypotonic lysis
buffer (10mM HEPES pH7.9, 10mM KCl, 1.5mM MgCl2,
1mM β-mercaptoethanol, 0.075% NP-40, 1x murine RNase
inhibitor, 1x protease/phosphatase inhibitor cocktails,
Roche) and incubated for 15min at 4°C with rotation. Nuclei
were pelleted by centrifugation (1200 rpm, 4°C) for 15min.
The cytoplasm was collected from the supernatant. Nuclei
were washed three times in 800μL PBS and collected as the
pelleted nuclear fraction. Fractionated cytoplasmic and
nuclear lysates were confirmed by localization of GAPDH
and histone 3.1, respectively.

2.3. Dual-Luciferase Reporter Assay. For the sake of con-
structing luciferase reporter vectors, the whole circFAT1(e2)
or the 3′UTR fragment of ZEB1 that contained the expected
latent binding sites was cloned into the pmiR-RB-REPORT™
luciferase reporter vector (RiboBio, Guangzhou, China) at
the Xhol and Notl sites; the same was true for the construc-
tion of a mutant sequence of circFAT1(e2) or ZEB1 at the
3′UTR.

For the dual-luciferase activity assay, we applied Lipofecta-
mine 2000 (Invitrogen) to cotransfect each construct with
marked miRNAs (RiboBio) in PTC cells for 48h. The Dual-
Luciferase Reporter Assay System (Promega, WI, USA) was
performed under the instructions of the manufacturer.
Besides, the BioTek Synergy HTX multimode reader was used
to obtain the luminescent signals, and the luciferase activities
were displayed according to the relative hRluc/hluc ratio.

2.4. qRT-PCR. Total RNA was extracted with the TRIzol
reagent (Invitrogen, USA). For circRNA and mRNA, the
reverse transcription of total RNA to cDNA was performed

by reverse transcriptase (Vazyme, Nanjing, China). And then,
we conducted qPCR with a SYBR Green PCR Kit (Vazyme,
Nanjing, China). The fluorescence quantitative PCR instru-
ment was QuantStudio™ 6 Flex manufactured by Thermo
Fisher Scientific (USA). Besides, Sangon (Shanghai, China)
was used to construct all the primer sequences. GAPDH was
selected as the reference gene for circRNA and mRNA, and
the internal control for miRNA was set as U6. We also used
the 2-ΔΔCt method to quantify the gene expression.

2.5. CCK-8 Assay. According to the instruction of the manu-
facturer (Dojindo Laboratories, Kumamoto, Japan), the pro-
liferative ability of PTC cells was assessed with a CCK-8
assay. Next, we plated the CAL-62 and TPC-1 cells (1 × 103
cell/well) in 96-well plates, treated them with 10μL of
CCK-8 solution for 2 hours, and then analyzed spectrophoto-
metrically at 450nm by an automatic microplate reader.

2.6. Transwell Migration and Invasion Assays. The transwell
chamber (Corning, NY, USA) was used to conduct the assays
of cell migration and invasion. It could be directly used for
migration assay, or with Matrigel mix (BD Biosciences, San
Jose, CA, USA) for invasion assay. After incubation for
48 h, we used cotton swabs to scrape the cells which settled
on the upper layers of the transwell chambers and fixed the
cells settled on the lower surfaces. Next, we observed the
number of cells in the transwell chambers under a fluorescent
inverted microscope and took a photo.

2.7. Statistical Analysis.We used the form average value ± SD
to present a continuous variable. We used one-way ANOVA
[19] and Student’s t-test [20] for multiple comparisons. All
the analyses were performed in the software GraphPad
Prism, v5.0 (GraphPad, La Jolla, CA, USA). In this paper, a
significant difference was identified by a p value < 0.05.

3. Results

3.1. circFAT1(e2) Increased Abnormally in PTC Samples and
Cell Lines. Compared with Nthy-ori 3-1 cells, the expression
levels of circFAT1(e2) in K1, TPC-1, and CAL-62 cells were
increased by onefold, twofold, and fourfold, respectively
(Figure 1(a)). Furthermore, the circFAT1(e2) expression
levels in 12 pairs of PTC tissues were also detected using
qRT-PCR. The results indicated that the circFAT1(e2)
expression in PTC tissues was higher than that in matched
normal tissues remarkably (Figure 1(b)).

3.2. Silencing circFAT1(e2) Suppressed PTC Cell Proliferation.
To determine the biological roles of circFAT1(e2) in TC, we
firstly detected its subcellular location in CAL-62 and TPC-1
cells. Our results indicated that circFAT1(e2) is mainly
located in the cytoplasm of TC cells (Figure 2(c)). Mean-
while, nuclear-located U6 and cytoplasm-located GAPDH
were also detected as a positive control (Figures 2(a) and
2(b)). Next, we knocked down the expression levels of
circFAT1(e2) in TC cells using a specific siRNA targeting of
this circRNA (Figures 2(d) and 2(f)). In order to search the
function of circFAT1(e2) knockdown on cell proliferation
in TC cells, CCK-8 assays were performed. Our results
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showed that the proliferation rate of cells with si-cir-
cFAT1(e2) was remarkably downregulated compared to the
control group in both CAL-62 (Figure 2(e)) and TPC-1 cells
(Figure 2(g)).

3.3. circFAT1(e2) Suppressed PTC Cell Metastasis In Vitro
after Knockdown. Furthermore, we then tested whether
circFAT1(e2) would affect the metastatic abilities of PTC
cells. Migration assay results indicated that circFAT1(e2)
knockdown remarkably weakened the migratory capability
of CAL-62 (Figures 3(a) and 3(b)) and TPC-1 cells
(Figures 3(c) and 3(d)). Besides, we detected the invasion
ability of PTC cells by estimating the penetration of cells
through Matrigel in a transwell chamber. As illustrated in
Figure 4, we found that circFAT1(e2) knockdown inhibited
cell invasion. The numbers of invading cells were, respec-
tively, decreased by 80 percent and 85 percent in CAL-62
(Figures 4(a) and 4(b)) and TPC-1 (Figures 4(c) and 4(d))
cells transfected with si-circFAT1(e2) compared with the
negative control group. Altogether, these results reveal that
circFAT1(e2) is a positive regulator of TC metastasis.

3.4. circFAT1(e2) Served as a Sponge of miR-873 to Promote
ZEB1. Previous studies have shown that circRNA could serve
as sponges for miRNAs. In this study, we proposed that
circFAT1(e2) might also serve as a miRNA sponge in TC.
circFAT1(e2) is mainly located in the cytoplasm of TC cells.
circFAT1(e2) may regulate the expression of target proteins
at the posttranscriptional level, indicating that circFAT1(e2)
may be the ceRNA of miRNAs. To test this hypothesis, we
used miRanda (https://www.microrna.org/microrna/home
.do) to predict the potential interaction between miRNAs
and circFAT1(e2)1. We found that circFAT1(e2) and miR-
873 had binding sites. Using HumanTargetScan, ZEB1 was
predicted by bioinformatics as a potential target of miR-873
(http://www.targetscan.org/cgi-bin/targetscan/vert_71/).
Previous studies have found that miR-873 is involved in the

disease by targeting ZEB1 progress [21, 22]. ZEB1 was
reported to be an oncogene in human cancers. qRT-PCR
assay indicated that circFAT1(e2) knockdown significantly
suppressed the expression levels of ZEB1 in both TPC-1
and CAL-62 (Figures 5(a) and 5(b)).

In order to further validate these findings, we detected the
expression levels of circFAT1(e2) and ZEB1 after overex-
pressing miR-873 in PTC cells and found that overexpression
of miR-873 remarkably suppressed the RNA levels of
circFAT1(e2) and ZEB1 in TC cells (Figures 5(c)–5(f)).
Dual-luciferase assays were performed to verify whether
miR-873 could straightly interact with circFAT1(e2) and
ZEB1. Luciferase reporters were cotransfected with miR-873
into PTC cells. The pmiR-RB-Report vector containing 3′
-UTR regions of ZEB1 or circFAT1(e2) cotransfected with
miR-873 mimic significantly reduced the Renilla/firefly ratio
in contrast to the control vector (Figures 5(g) and 5(i)). How-
ever, overexpression of miR-873 did not significantly influence
the luciferase activity of the pmiR-RB-Report vector, which
contained 3′-UTR-mut regions of ZEB1 or circFAT1(e2)-
mut (Figures 5(h) and 5(j)). These results indicated that
miR-873 could directly target circFAT1(e2) and ZEB1.

4. Discussion

In this study, circFAT1(e2) was found to be higher in
papillary thyroid tumors and cell lines than that in normal
thyroid tissues and cells. Interestingly, the downregulation
of circFAT1(e2) modulated miRNA-873/ZEB1 signaling
pathways. More importantly, circFAT1(e2) knockdown
inhibited some physiological functions of PTC cells.

Many studies also indicated that circRNA played a
crucial role in multiple types of human cancers, such as
breast cancer, liver cancer, gastric cancer, and thyroid cancer.
For instance, in Wei et al.’s study, it is showed that circZFR
contributes to the growth of PTC cells by the miR-
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Figure 1: circFAT1(e2) increased abnormally in PTC samples and cells. (a) The circFAT1(e2) was more expressed in PTC cells. (b) PTC
tissues had higher expression level of circFAT1(e2). ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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Figure 2: Silencing circFAT1(e2) suppressed PTC cell proliferation. (a–c) circFAT1(e2) mainly located in the cytoplasm of TC cells. The
efficiency of circFAT1(e2) knockdown was detected by qRT-PCR in CAL-62 (d) and TPC-1 (f) cells. CCK-8 experiments showed that
circFAT1(e2) knockdown attenuated the proliferation capacity of CAL-62 (e) and TPC-1 (g) cells. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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Figure 3: circFAT1(e2) knockdown remarkably weakened the migratory capability of CAL-62 (a, b) and TPC-1 (c, d) cells. (a) Representative
images of transwell migration assays in CAL-62 cells (scale bar, 45 μm). (b) The quantification of transwell migration assays in CAL-62 cell.
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1261/C8orf4 axis [15]. By using the microarray analysis of
circRNA in thyroid cancer, 98 circRNAs were found to be
dysregulated. It was also found that circRNA-100395 had a
significant potential for interaction with cancer-associated
miRNAs [23]. Wang et al. revealed that circ-ITCH could
inhibit the progression of PTC by regulating miR-22-
3p/CBL/β-catenin cascade [24]. While it was unclear how
circFAT1(e2) functions in PTC. This study showed elevated
levels of circFAT1 (e2) in PTC. And it displayed that
circFAT1(e2) promoted the development of PTC cells by
affecting proliferation, invasion, and migration. The results
in our study also suggested that circFAT1(e2) played a carci-
nogenic role in thyroid cancer, suggesting that circFAT1(e2)
might be a potential therapeutic target.

In gastric cancer (GC), a novel circRNA circFAT1(e2) has
been identified. circFAT1(e2) is significantly downregulated in
GC tissue and is related to the overall survival rate of GC
patients. circFAT1(e2) is distributed in the cytoplasm and
nucleus of GC cells. circFAT1(e2) in the nucleus can directly
interact with Y-box-binding protein 1 (YBX1) and inhibit its
function. circFAT1 (e2) in the cytoplasm exerts a tumor
suppressor effect by regulating the miR-548g/RUNX1 axis.
Moreover, this study also demonstrates that overexpressed

circFAT1(e2) induces the proliferation, migration, and invasion
of GC cells, and it plays a tumor-suppressive role in GC [17].
Through our research, circFAT1(e2) is upregulated in PTC cells
and tissues and may participate in cell proliferation, cell metas-
tasis, cell invasion, and other biological processes. Also, we
proved that the knockdown of circFAT1(e2) could inhibit the
expression of ZEB1. miR-873 overexpression strongly sup-
pressed the expression levels of ZEB1 and circFAT1(e2). Lucif-
erase assay showed that miR-873 could reduce the activity of
pmiR-RB-Report vector containing 3′-UTR regions of ZEB1
or circFAT1(e2). These results demonstrated that both ZEB1
and circFAT1(e2) were the direct targets of miR-873.

It has been demonstrated that miR-873 played different
roles in different cancers [25]. It has been identified as an
oncogene in lung adenocarcinoma [26], however, as a
suppressor in breast cancer, ovarian cancer, and glioblastoma
[27]. In glioma cells, overexpression of miR-873 leads to a
decrease in Bcl-2, which in turn inhibits cell proliferation, cell
metastasis, and cell invasion [28, 29]. In breast cancer cells,
miR-873 not only depresses breast cancer cell proliferation
but also enhances tamoxifen resistance [30]. Similarly, miR-
873 has been shown to bind to IGF2BP1 in glioblastoma cells
and depress the growth and metastasis of glioblastoma cells
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Figure 4: circFAT1(e2) silenced inhibited invasive capability of CAL-62 (a, b) and TPC-1 (c, d) cells. (a) Representative images of transwell
invasion assays in CAL-62 cells (scale bar, 45 μm). (b) The quantification of transwell invasion assays in CAL-62 cell. (c) Representative
images of transwell invasion assays in TPC-1 cells (scale bar, 45 μm). (d) The quantification of transwell invasion assays in TPC-1 cell. ∗p
< 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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[31]. The functions of miR-873 in different cancer types
could be different relying on the particular cellular environ-
ment. Consistently, it was revealed that miR-873 was down-
regulated in PTC cells according to our qRT-PCR results.
ZEB1 is a transcription factor known for its ability to induce
EMT carcinogenesis, which plays a role in cells through var-
ious mechanisms including Wnt, NF-κB, and miRNAs [32].
In breast cancer cells, the transfection of miR-873 mimics
decreased ZEB1 expression. ZEB1 can act as a transcriptional
activator to activate YAP1 target genes, including the expres-
sion of AXL, CTGF, and CYR61, and also as a transcriptional
repressor to inhibit the expression of the target gene (E-cad-
herin) consistently [33]. This study also confirmed that cir-
cFAT1(e2) inhibited the miR-873 expression and thus
promoted the ZEB1 expression, thus affecting the prolifera-
tion, metastasis, and invasion of PTC cells.

In conclusion, we have proved that circFAT1(e2) pro-
motes the tumorigenesis and invasiveness of PTC. It partici-
pates in the regulation of PTC by competitively binding with
miR-873 and upregulating the expression of its target gene
ZEB1. These findings suggest that the circFAT1(e2)-miR-
873-ZEB1 axis may be a promising target for the prognosis
and therapy of PTC.
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Objective. In recent years, pulmonary fibrosis caused by paraquat poisoning is still concerned. However, no effective drugs have
been developed yet to treat paraquat-induced pulmonary fibrosis. The aim of our research is to investigate whether imrecoxib
can inhibit paraquat-induced pulmonary fibrosis and its possible mechanism. Methods. Extraction of primary pulmonary
fibrosis cells (PPF cells) in vitro by the method of trypsin digestion. RT-qPCR and western blot were employed to measure the
transcription level and protein expression of EMT related markers in paraquat-induced A549 cells. MTT, wound-healing, and
Transwell experiments were used to verify the effect of imrecoxib on the proliferation, migration, and invasion of PPF and
HFL1 cells. Results. Firstly, our results confirmed that paraquat can induce EMT and activate the NF-κB/snail signal pathway in
lung epithelial cell A549. Furthermore, experimental results showed that imrecoxib could repress the proliferation, migration,
and invasion of PPF and HFL1 cells. Finally, our study found that imrecoxib can inhibit EMT of paraquat-induced A549 cells
by the NF-κB/snail signal pathway. Conclusion. Imrecoxib can inhibit EMT of paraquat-induced A549 cells and alleviate
paraquat-caused pulmonary fibrosis through the NF-κB/snail signal pathway. Therefore, imrecoxib is a drug worthy of study in
the treatment of paraquat-induced pulmonary fibrosis.

1. Introduction

Human pulmonary fibrosis (PF), especially idiopathic pul-
monary fibrosis (IPF), is a fatal and chronic disease that
causes fibroblast proliferation and excessive deposition of rel-
ative protein, which in turn disrupts the lung structure and
function and eventually leads to respiratory failure [1–3]. In
recent years, the mortality of pulmonary fibrosis is increas-
ing, but the current drugs have no obvious therapeutic effect
[4, 5]. At present, the drugs used to treat pulmonary fibrosis
are either ineffective or have too many side effects. For exam-
ple, the drug nintedanib can be used to treat IPF, but it can
cause great hepatotoxicity to patients. Clinically, pirfenidone
can be used to treat mild or moderate idiopathic pulmonary
fibrosis, but it has many side effects, such as skin photosen-
sitivity, liver injury, vomiting, and gastrointestinal reaction.
Using glucocorticoids, such as dexamethasone, to treat pul-
monary fibrosis through anti-inflammation is a classic
treatment, but it can cause serious side effects such as the

liver and kidney dysfunction and osteoporosis [6–10].
Therefore, it is urgent to find a drug that can not only effec-
tively treat pulmonary fibrosis but also produce fewer side
effects on patients.

Paraquat is a nonselective, contact, low pollution, low
residue, broad-spectrum, and efficient herbicide, which is
widely used in agricultural production. Pulmonary fibrosis
is the main cause of death of paraquat poisoning. In recent
years, pulmonary fibrosis caused by paraquat poisoning is
still concerned. Many studies have proved that EMT is one
of the main causes of paraquat induced pulmonary fibrosis
and paraquat poisoning in humans and animals. Epithelial-
mesenchymal transition (EMT) is a specific procedure, caus-
ing cells phenotypes transformed. It plays an indispensable
function in embryonic, tissue reconstruction, cancer metas-
tasis, inflammation, and many fibrotic diseases. Its obvious
characteristics are the decrease of the expression of E-cad-
herin, the increase of vimentin, and the change of cells
morphology. During fibrosis, an EMT-like process occurs
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[11, 12]. As a very important factor of EMT, NF-κB can
promote the release of a large number of inflammatory
related factors, such as TNF-α, IL, and TGF-β. Many stud-
ies have shown that TGF-β is related to pulmonary fibrosis.
For example, some studies have confirmed that doxycycline
can regulate the balance between epithelial cells and mesen-
chymal cells and affect the TGF-β signal pathway to
achieve the purpose of treating paraquat-induced pulmo-
nary fibrosis [13]. The epithelial-to-mesenchymal transition
of pulmonary fibrosis is induced through the TGF-β/smad
signaling pathway [14]. Parthenolide is able to influence
the level of EMT-related proteins and to treat pulmonary
fibrosis by affecting the progression of pulmonary fibrosis
through the NF-κB/Snail signaling pathway [15]. Therefore,
EMT, NF-κB, and related inflammatory factors (TGF-β,
TNF-α, and IL) are very important in the evaluation of pul-
monary fibrosis.

Imrecoxib is a cyclooxygenase-2 (COX-2) inhibitor with
anti-inflammatory effect, mainly used in the treatment of
arthritis pain [16]. The drug was approved for marketing
by the State Food and Drug Administration (SFDA) on
May 20, 2011. Imrecoxib can not only inhibit inflammation
and pain but also reduce the risk of gastrointestinal tract
stimulation and cardiovascular injury [17]. The therapeutic
effect of imrecoxib arthritis has been confirmed, but there
are few studies on the effect of imrecoxib on pulmonary dis-
ease. There are research reports that cyclooxygenase-2
(COX-2) is associated with angiogenesis and lymphatic
metastasis of NSCLC [18]. For example, celecoxib and nime-
sulide, as COX-2 inhibitors, can repress the progression of
lung cancer [19, 20]. Only studies have shown that at the ani-
mal level, imrecoxib has a certain effect on lung adenocarci-
noma cells by affecting the invasion and metastasis.
However, there is no study on the effect of imrecoxib on pul-
monary fibrosis. The purpose of this research is to study the
effect of imrecoxib on pulmonary fibrosis and further study
the mechanism.

2. Materials and Methods

2.1. Reagents. Imrecoxib was acquired from Biofount Bio-
technology Co., Ltd. (Beijing, China). The antibodies were
all obtained from Abcam.

2.2. Isolation of Primary Pulmonary Fibrosis Cells. Mice
treated with paraquat were killed, and their lungs were taken
out and cut into small pieces. Then, we digested the lung
samples with pancreatin and isolated the pulmonary fibrosis
cells. Then, we cultured them and screened the primary pul-
monary fibrosis (PPF) cells which can proliferate stably
in vitro.

2.3. Cell Culture. HFL1 cells were originated from Shanghai
Sixin Biotechnology Co., Ltd. HFL1 cells and isolated pri-
mary pulmonary fibrosis cells were cultured in DMEM
medium containing 10% fetal bovine serum (FBS) in a sterile
incubator at 37°C and in a 5% CO2 atmosphere. Human lung
adenocarcinoma epithelial cell line A549 was cultured in
RPMI-1640 medium.

2.4. Paraquat-Induced Lung Epithelial Cell A549 Assay. Lung
adenocarcinoma epithelial cell A549 was inoculated in a 6-
well plate and set to the control group and paraquat-
induced group. The control group was cultured with normal
RPMI-1640 medium, but the paraquat-induced group was
cultured in RPMI-1640 medium with 20μmol/L paraquat.
A549 cells were cultured for 5 days at 37°C and in a 5%
CO2 condition. On the third day, the medium of the control
group was substituted with fresh medium, and the medium
of the paraquat-induced group was substituted with fresh
culture medium with 20μmol/L paraquat. A549 cells were
cultured until the 5th day.

2.5. MTT Assay. HFL1 cells and PPF cells with imrecoxib or
without imrecoxib were inoculated in 96-well plates and cul-
tured certain time at 37°C and in a 5% CO2 condition. After
24 or 48 hours, MTT reagent was put in, and then the cells
were maintained for another 4-6 hours in dark. Thereafter,
DMSO was added to react for 10 minutes, and the 96-well
plates were shaken sufficiently to dissolve the crystal in the
cells. Then, at the wavelength of 570 nm, the light absorption
value of each well was measured by Microplate Reader. The
cell viability of the control group and the imrecoxib-treated
group was calculated by graphpad prism 5 software.

2.6. Wound-Healing Assays. Mark with a marker pen at the
bottom of sterile 6-well plate. Then, HFL1 or PPF cells were
added in a sterile 6-well plate and cultured overnight in an
incubator. When the cell confluency was close to 100%, a
straight line was scraped on the cell surface with a sterile
pipette tips. Then, the cells were cultured in serum-free
medium with or without imrecoxib for 24 hours, and the 6-
well plate were taken at 0, 6, 12, and 24 hours, respectively,
and the migration distance of cells in different groups at dif-
ferent time points was recorded.

2.7. Transwell Assay. Prepare Matrigel diluted with serum-
free medium in advance, put it into the upper chamber of
Transwell, and then add the cell suspension with imrecoxib
or without imrecoxib after the coagulation of Matrigel.
Serum-free medium was put into the upper part, and
medium containing serum was put into the lower chamber.
Culture the cells in the condition of 37°C, 5% CO2 for 24
hours. Transwell chamber was removed and fixed with glu-
taraldehyde, and then the excess glutaraldehyde solution
was washed by PBS. Thereafter, cells were stained by hexam-
ethylpararosaniline and wiped off the upper cells with cotton
swabs. Finally, the invading cells were photographed under a
microscope, and the number of invading cells in different
group was recorded.

2.8. Real-Time Quantitative PCR Assay. Prepare treated or
untreated cell samples and extract RNA with Trizol reagent.
After the RNA concentration was determined, the PCR reac-
tion system was formulated based on the protocol of the fluo-
rescent RT-qPCR kit, and the PCR cycle was carried out. The
sequences of snail are F: 5′-TCGGAAGCCTAACTACAGC
GA′, R: 5′-AGATAGCATTGGCAGCGAG-3′. The primer
sequences of β-actin are F: 5′-CCTGTACGCCAACACA
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GTGC-3′, R: 5′-ATACTCCTGCTTGCTGATCC-3′; the
primer sequences of E-cadherin are F: 5′-TGGACAGGG
AGGATTTTGAG-3′, R: 5′-ACCTGAGGCTTTGGATTCC
T-3′. The primer sequences of vimentin are F: 5′-GAGA
ACTTTGCCGTTGAAGC-3′, R: 5′-CTCAATGTCAAGGG
CCATCT-3′. The reaction conditions were as follows: 95°C
predenaturation for 10min, 95°C for 10 s, 60°C for 60 s, and
40 cycles were performed. Three replicate wells were set for
each gene, and the gene expression was calculated using the
2–ΔΔCt method. The experiment was repeated three times.

2.9. Western Blot Assay. The treated or untreated cells were
placed on ice and treated with RIPA lysate for 20 minutes.
And the cells were collected in EP tubes and centrifuged to
obtain protein samples. All protein samples were adjusted
to the same concentration, and the polyacrylamide gel elec-
trophoresis step was performed to separate the proteins with
different molecular weights. Then, the protein on the gel was
transferred to the nitrocellulose (NC) film. The hydrophobic
binding sites on the nitrocellulose film were blocked with 5%
BSA. After blocking, the membrane was added with primary
antibody NF-κB (Abcam, 1: 1000), snail (Abcam, 1: 500), and
GAPDH (Abcam, 1: 2000) and incubate at 4°C overnight.
Then, added the corresponding horseradish peroxidase
labeled secondary antibody to react in the dark for 1 hour.
Finally, the protein was detected and photographed accord-
ing to the operation of the BeyoECL Plus chemiluminescence
kit (Beyotime).

2.10. Statistical Analysis. All the recorded data are analyzed
by SPSS19.0 software, and all the data are recorded by means
of mean ± SD. A P value less than 0.05 is considered statisti-
cally significant.

3. Results

3.1. Paraquat Can Induce EMT in A549 Cells. To investigate
the effect of paraquat on epithelial-mesenchymal transitions
of A549 cells, we divided the cells of A549 into the control
group and paraquat-induced group. The RNA of two
groups of A549 cells was extracted for the RT-qPCR assay,
and the content of E-cadherin and vimentin in the two
groups of A549 cells was determined by western blot.
The data demonstrated that the expression of E-cadherin
in the paraquat-induced group was much lower, but on the
contrary, the expression of vimentin was significantly higher
(Figures 1(a)–1(c)). These results indicated that paraquat can
inhibit the expression of E-cadherin in A549 cells, while pro-
mote the vimentin expression, that is paraquat can induce
the epithelial-mesenchymal transitions of A549 cells.

3.2. Paraquat Can Induced the NF-κB/Snail Signaling
Pathway in Lung Epithelial Cell A549. NF-κB/snail is a very
important signaling pathway in the EMT process. In order
to study the efficacy of paraquat on the NF-κB/snail signaling
pathway in A549 cells, we extracted mRNA and protein from
the control group and the paraquat-induced group of A549
cells, respectively, and performed RT-qPCR and western blot
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Figure 1: mRNA and protein expression of EMT markers in paraquat-induced lung epithelial cell A549. (a). The mRNA level of E-cadherin
in A549 cells of the control group and paraquat-induced group was measured by the RT-qPCR method. (b). The mRNA level of vimentin in
A549 cells of the control group and paraquat-induced group was measured by the RT-qPCR method.(c). The protein expression of E-
cadherin and vimentin in A549 cells of the control group and paraquat-induced group was measured by western blot. ∗∗∗P < 0:001.
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assay to study the effects of paraquat on mRNA and protein
of NF-κB and snail in A549 cells. Our data showed that the
level of mRNA of NF-κB and snail in A549 cells of the
paraquat-treated group was significantly higher than that of
the control group (Figures 2(a) and 2(b)). Furthermore, the
results of western blot also demonstrated that the protein
expression is a consistent trend with mRNA (Figure 2(c)).
The above results all confirmed that paraquat could induce
the NF-κB/snail signaling pathway in A549 cells.

3.3. Imrecoxib Can Inhibit the Proliferation and Migration of
PPF Cells. Primary pulmonary fibrosis cells (PPF cells) are a
kind of cells with mesenchymal phenotype, which are
extracted from the lungs of paraquat-treated mice. PPF cells
were set into two groups: control group and imrecoxib-
treated group. According to the results of MTT, the cell via-
bility of PPF cells treated with imrecoxib was lower than that
without imrecoxib (Figure 3(a)). The results showed that
imrecoxib could inhibit the proliferation of PPF cells.
Besides, the findings of cell wound-healing assays and trans-
well revealed that the invasion and migration ability of PPF
cells in the imrecoxib-treated group was much weaker when
compared with THE control group. In other words, imre-
coxib can significantly inhibit the invasion and migration
ability of PPF cells (Figure 3(b)). The above experiments
showed that imrecoxib can suppressed the proliferation,
migration, and invasion functions of PPF cells.

3.4. Imrecoxib Can Inhibit the Proliferation and Migration of
HFL1 Cells.HFL1 cell is a human fetal pulmonary fibrosis cell
with mesenchymal phenotype. Similar to the result of imre-

coxib on PPF cells, MTT test showed that imrecoxib could
inhibit the proliferation of HFL1 cells (Figure 4(a)), and the
wound-healing test showed that imrecoxib could inhibit the
migration of HFL1 cells (Figure 4(b)). These results indicated
that the drug imrecoxib can also inhibit the proliferation and
migration HFL1 cells.

3.5. Imrecoxib Can Inhibit Paraquat-Induced EMT in Lung
Epithelial Cell A549. We further studied the effect of
imrecoxib on EMT of A549 cells induced by paraquat. We
set three groups: control group (untreated A549 cells),
imrecoxib-treated group (paraquat-induced A549 cells were
treated with imrecoxib), paraquat-induced group (para-
quat-induced A549 cells).We measured the content of E-
cadherin and vimentin by western blot in three groups,
respectively. The results displayed that the E-cadherin level
of A549 cells in the control group was the highest, followed
by that in the imrecoxib-treated group and the lowest in the
paraquat-induced group. In contrast to the E-cadherin
expression, the vimentin expression of A549 cells in the con-
trol group was the lowest, the imrecoxib-treated group was
the second highest, and the vimentin expression of A549 cells
in the paraquat-induced group was the highest (Figure 5(a)).
The above experimental results show that imrecoxib can
affect the expression of EMT-related proteins; specifically,
imrecoxib can inhibit paraquat-induced EMT in lung epithe-
lial cell A549.

3.6. Imrecoxib Can Inhibit Paraquat-Induced the NF-
κB/Snail Signaling Pathway in Lung Epithelial Cell A549.
Our experiments have confirmed that paraquat can induce
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Figure 2: mRNA and protein expression of NF-κB and snail in paraquat-induced lung epithelial cell A549. (a). The mRNA level of NF-κB in
A549 cells of the control group and paraquat-induced group was measured by the RT-qPCR method. (b). The mRNA level of snail in A549
cells of the control group and paraquat induced group was measured by the RT-qPCRmethod. (c). The protein expression of NF-κB and snail
in A549 cells of the control group and paraquat-induced group was measured by the western blot method. ∗∗P < 0:01.
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the NF-κB/snail signal pathway of A549 cells. What we need
to study next is the relationship between imrecoxib and the
signal pathway. We divided A549 cells into three groups:
control group (untreated A549 cells), imrecoxib-treated
group (paraquat-induced A549 cells were treated with imre-
coxib), paraquat-induced group (paraquat-induced A549
cells). First, we measured the miRNA transcription level of
NF-κB and snail of A549 cells in three groups by RT-qPCR.
The results displayed the mRNA level of NF-κB and snail
in paraquat-induced group was the highest, that of the
mRNA level of the control group was the lowest, and that

of the mRNA level in the imrecoxib-treated group was
between that of the control group and paraquat-induced
group. The above results confirmed that imrecoxib could
suppress the mRNA level of NF-κB and snail in paraquat-
induced A549 cells (Figure 6(a)). We further studied the
effect of imrecoxib on NF-κB and snail protein in paraquat-
induced A549 cells by western blot, which showed that the
two protein content was the highest in the paraquat-
induced A549 cell group and the lowest in A549 cells of the
control group. The two protein levels in the imrecoxib-
treated group were between the control group and
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Figure 3: Effects of imrecoxib on the proliferation and migration and of PPF cells in vitro. (a) The effect of imrecoxib on the proliferation
ability of PPF cells was measured by the MTT assay. (b). The effect of imrecoxib on the migration ability of PPF cells was measured by the
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paraquat-induced group. Our data showed that imrecoxib
could affect the expression of NF-κB and snail protein in
paraquat-induced A549 cells; specifically, imrecoxib could
inhibit the expression of NF-κB and snail protein in
paraquat-induced A549 cells (Figure 6(b)). The above exper-
imental results confirmed that imrecoxib can not only
inhibit the transcription levels of NF-κB and snail in
paraquat-induced A549 cells but also can inhibit the protein
expression levels.

4. Discussion

Imrecoxib is a kind of drug that can moderately inhibit COX-
2 to play an anti-inflammatory role. It has a good inhibition
of inflammation and pain, but also reduces the chance of gas-
trointestinal tract stimulation and cardiovascular damage
[16]. At present, only a few studies have confirmed that imre-
coxib can repress the invasion and metastasis of NSCLC, but
the mechanism is not clear. It is only speculated that the pos-
sible mechanism is to inhibit the inactivation of PTEN pro-

tein, interfere with PI3K/Akt signal transduction, block cell
cycle in the G1 phase, or promote apoptosis [21]. But at pres-
ent, there is almost no research on imrecoxib in the pulmo-
nary fibrosis field. For the sake of research on the effect of
imrecoxib on pulmonary fibrosis cells, we carried out MTT
and wound-healing assays. The current experimental results
demonstrated that imrecoxib can inhibit the proliferation,
migration, and invasion of PPF and HFL1 cells.

The main cause of paraquat poisoning is that it can cause
pulmonary fibrosis. There are many studies on the mecha-
nism of paraquat inducing pulmonary fibrosis. EMT plays
an important role in paraquat-induced pulmonary fibrosis
[22]. It has been confirmed that paraquat can activate the
Wnt/β-Catenin signal pathway and then induce EMT of type
II alveolar epithelial cells, which is mainly manifested as the
decrease of the E-cadherin expression and the increase of
the vimentin expression [23]. More and more evidence
showed that cytokines play an essential role in EMT. For
example, transforming growth factor β (TGF-β) is consid-
ered to be one of the main cytokines in paraquat-induced
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pulmonary fibrosis, and it is also a research hotspot of
scholars at home and abroad. Paraquat can induce EMT
and active TGF-β/Smad signal pathway [24, 25]. Our results
showed that paraquat can activate EMT by inhibiting E-
cadherin mRNA and protein expression of A549 cells and
promoting vimentin mRNA and protein expression. And
our experimental results indicated that imrecoxib can reduce
the inhibition on E-cadherin and promotion on vimentin in
paraquat-induced A549 cells and then inhibit the EMT
activated by paraquat, so as to treat paraquat-induced pul-
monary fibrosis.

Moreover, studies have shown that paraquat can activate
inflammatory related factors including TNFα, NF-κB, inter-
leukin 1β, and IL-6, which in turn contribute to the develop-
ment of pulmonary fibrosis [26]. NF-κB is a crucial
transcription regulator, which plays an extremely important
function in the process of inflammation, immunity, and apo-
ptosis. In addition, NF-κB is also involved in the occurrence
and development of fibrosis by regulating transcription fac-
tors related to fiber growth, such as PDGF and TGF-β1.
The expression product of the snail gene is a transcription
factor that plays an important effect in the process of EMT.
We evaluated the expression of NF-κB and snail mRNA
and protein in paraquat-induced A549 cells. The results

showed that paraquat could activate the transcription of
NF-κB and snail mRNA and protein in A549 cells. Moreover,
we further evaluated the effect of imrecoxib on NF-κB and
snail in paraquat-induced A549 cells. The results proved that
the level of miRNA transcription and protein expression of
NF-κB and snail in A549 cells activated by paraquat was
alleviated after treatment with imrecoxib. These results sug-
gest that imrecoxib can attenuate the activation of NF-κB
and snail induced by paraquat and thus play a role in the
treatment of pulmonary fibrosis. The NF-κB pathway acti-
vates the snail expression through transcriptional and post-
translational mechanisms. Moreover, NF-κB can be bind to
the promoter of snail, further to increase the transcription
of the snail. Therefore, imrecoxib can inhibit paraquat-
induced pulmonary fibrosis by inhibiting the NF-κB/snail
signal pathway.

To sum up, we first established the A549 cell model
induced by paraquat and confirmed that paraquat can
change the transcription and protein expression ability of
E-cadherin and vimentin in A549 cells at the level of gene
transcription and protein expression, indicating that para-
quat can activate the EMT of A549 cells. Then, by measuring
the mRNA and protein expression of NF-κB and snail in
A549 cells induced by paraquat, we proved that paraquat
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Figure 6: The effect of imrecoxib on NF-κB and snail mRNA transcription and protein expression in paraquat-induced A549 cells. (a, b) The
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activated the NF-κB/snail signal pathway in A549 cells. Next,
we assessed the influence of imrecoxib on PPF and HFL1
cells. The results showed that imrecoxib could suppress the
proliferation and migration of PPF and HFL1 cells. Finally,
we found that imrecoxib can activate the EMT in A549 cells
induced by paraquat, accompanied by the activation of the
NF-κB/snail signal pathway. Our study shows that imrecoxib
are expected to be an effective drug for paraquat-induced
pulmonary fibrosis. Therefore, our research not only pro-
vides a new idea to treat paraquat-induced pulmonary fibro-
sis but also intends the treatment methods of imrecoxib.
However, the effect or mechanism of imrecoxib in treating
pulmonary fibrosis needs further study.

5. Conclusion

Our results confirm that imrecoxib can inhibit EMT of
paraquat-induced A549 cells and alleviate paraquat-induced
pulmonary fibrosis through the NF-κB/snail signal pathway.
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Objective. This paper was aimed at investigating the effects of bronchoalveolar lavage (BAL) with ambroxol hydrochloride (AH) on
treating pulmonary infection and on serum proinflammatory cytokines and oxidative stress responses in patients with cerebral
infarction (CI). Methods. One hundred and two patients with cerebral infarction complicated with pulmonary infection (CIPI)
who were treated in our hospital were enrolled as research objects, divided into an observation group (52 cases; AH combined
with BAL) and a control group (50 cases; single AH) based on therapeutic schemes. They were compared in terms of the
therapeutic effect and pre- and posttreatment serum inflammatory cytokines, pulmonary function, and serum indices of
oxidative stress. Their adverse reactions during treatment were also recorded and compared. Results. The therapeutic effect in
the observation group was remarkably better than that in the control group (P < 0:05). After treatment, the serum inflammatory
cytokines, pulmonary function, and serum indices of oxidative stress were remarkably improved in the two groups (P < 0:05),
but the improvement was remarkably better in the observation group (P < 0:05). The differences were not significant in
intratreatment adverse reactions between the two groups (P > 0:05). Conclusion. For CIPI patients, BAL with AH has a better
therapeutic effect and higher safety and can control the patients’ systemic inflammatory responses and oxidative stress
responses, so it is worthy of further promotion in clinical practice.

1. Introduction

As a disease with a high incidence among the elderly, cerebral
infarction (CI) is affected by many factors, with its clinical
symptoms mostly accompanied by dysphagia and pharyn-
geal secretions that cannot be excluded [1, 2]. Many CI
patients have low immunity, prone to be complicated with
pulmonary infection [3]. Easy to cause further damages to
the body, the complicated diseases affect the therapeutic
effect on and the rehabilitation speed of the patients [4].
Moreover, due to the abuse of antibiotics and the emergence
of drug-resistant strains, it is more difficult to treat CI com-
plicated with pulmonary infection (CIPI) [5]. Therefore, it

is of great clinical significance to seek effective therapeutic
methods for CIPI patients.

At present, anti-infection treatment is mainly used for
pulmonary infection, and the airway of patients should be
kept unobstructed in order to improve pulmonary function
[6]. CIPI patients experience expectoration disorders after
pulmonary infection, and the viscous sputum in the lung is
not easy to cough out, which easily results in pulmonary
retention and even death in serious cases. Therefore, the
rapid and effective control of pulmonary infection is crucial
to treat CI patients [7]. Ambroxol hydrochloride (AH) is an
expectorant, which is effective in dissolving viscous phlegm
and lubricating the respiratory tract [8]. Having been widely
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used in the clinical treatment of pulmonary infection at
present, bronchoalveolar lavage (BAL) is a therapeutic
method to improve respiratory function and infection
control via directly infusing drugs into diseased regions of
pulmonary segments through a bronchoscope [9]. According
to a previous study, AH combined with BAL has a better
curative effect on patients with severe pneumonia and can
improve their pulmonary function [10].

For seeking active and effective therapeutic methods for
CIPI patients, we have explored the therapeutic effect of
AH combined with BAL on the patients and obtained posi-
tive clinical results.

2. Materials and Methods

2.1. Clinical Data. A prospective analysis was made on 102
CIPI patients admitted to our hospital from February 2016
to October 2018, with an average age of 55:21 ± 2:62 years.
Fifty cases in the control group received single AH, while
52 cases in the observation group received AH combined
with BAL. All treatments were performed on the basis of con-
ventional anti-infection treatment. Inclusion criteria include
patients who were confirmed with CI by head CT orMRI and
confirmed with pulmonary infection based on clinical mani-
festations, signs, laboratory examinations, and chest X-rays.
Exclusion criteria include patients who were allergic to AH;
patients who had used glucocorticoids for a long time;
patients with severe hepatic and renal insufficiency; patients
complicated with other malignant tumors; and patients
who did not cooperate in treatment. All patients have con-
sented to participation in the experiment and signed the
informed consent. The Hospital Ethics Committee has
agreed with this experiment.

2.2. Therapeutic Methods. All patients received conventional
oxygen inhalation and anti-infection treatment. On this
basis, those in the control group were intravenously dripped
with 30mg of AH (Sinopharm Group Guorui Pharmaceuti-
cal Co., Ltd., SFDA Approval Number: H20143385) twice
per day. On the basis of the control group, those in the obser-
vation group were given BAL by an electronic bronchoscope
once/day. Specific steps were as follows: before the operation,
2% lidocaine was atomized and inhaled to perform local
anesthesia on the throat. After the flexible bronchofiberscope
was connected with a negative pressure aspirator, high-
concentration oxygen was inhaled for approximately 5min
under ECG monitoring. After blood oxygen saturation was
≥95%, the electronic bronchoscope was inserted through the
nose, mouth, or artificial airway, with secretions in the airway
sucked. Then, 0.9% sodium chloride solution (100mL) +
ambroxol hydrochloride injection (90mg) was prepared for
BAL, 10-20mL once. During the operation, the negative pres-
sure was controlled at ≤100mmHg (1mmHg = 0:133kPa),
and the actions should be gentle and rapid. Additionally,
parameters of the ECGmonitoring should be closely observed.
The operation should be immediately stopped with the
bronchoscope exited and oxygen inhaled, if the blood oxygen
saturation was <85%. The operation should be continued if
the blood oxygen saturation was ≥95%. Repeated lavage was

carried out on each diseased pulmonary segment until the
bronchoalveolar lavage fluid was clean. The lavage was con-
ducted for ≤3 times, and the lobes on each side were lavaged
with approximately 50mL of the fluid. The patients in both
groups were consecutively treated for 1 week.

2.3. Outcome Measures. (1) After treatment, the therapeutic
effects on the patients were evaluated, which were divided into
cured (the patients’ clinical signs, laboratory examinations,
and pathogen examinations showed recovery), markedly
effective (the clinical symptoms were obviously relieved, but
laboratory or pathogen examinations showed incomplete
recovery), effective (the clinical symptoms were relieved but
the relief was not very obvious), and ineffective (the clinical
symptoms were not obviously relieved). Total effective rate =
ðnumber of cured cases + number of markedly effective casesÞ
/total number of cases x 100%. (2) The patients’ pulmonary
function before and after treatment was assessed and com-
pared between the two groups. MasterScreen PFT System
was used to evaluate pulmonary function indices, which
included forced vital capacity (FVC), forced expiratory vol-
ume in 1 s (FEV1), and FEV1 to FVC (FEV1/FVC). (3) ELISA
was used to detect and compare levels of TNF-α, IL-8, and IL-
6 before and after treatment between the two groups. (4)
ELISAwas also used to detect contents of serum indices of oxi-
dative stress malondialdehyde (MDA) and superoxide dis-
mutase (SOD) before and after treatment between the two
groups. (5) The adverse reactions of the patients during treat-
ment were recorded and compared, including increased heart
rate, small amount of hemoptysis, decreased blood oxygen,
and decreased heart rate

2.4. Statistical Methods. In this study, SPSS19.0 was applied
to analyze the experimental data statistically. We use the
chi-squared test to count data. Measurement data were
expressed by mean ± standard deviation, and t-test was
applied for the comparison between two groups and paired
t-test for the comparison between before and after treatment.
GraphPad Prism 6 was used for plotting figures in this
experiment. P value < 0.05 was recognized as statistically
significant.

3. Results

3.1. General Information. The differences were not significant
in gender, age, body mass index (BMI), and history of smok-
ing between the observation and control groups (P > 0:05)
(see Table 1).

3.1.1. Comparison of Therapeutic Effects. After treatment, the
therapeutic effects were compared between the observation
and control groups. There were 22 cured cases, 20 markedly
effective cases, 7 effective cases, and 3 ineffective cases in the
observation group, with a total effective rate of 80.77%. There
were 15 cured cases, 12 markedly effective cases, 15 effective
cases, and 8 ineffective cases in the control group, with a total
effective rate of 56.86%. The effective rate of treatment in the
observation group was remarkably higher than that in the
control group (P < 0:05) (see Table 2).
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3.2. Comparison of Pulmonary Function Indices before and
after Treatment. Before treatment, the differences were not
significant in FVC, FEV1, and FEV1/FVC between the obser-
vation and control groups (P > 0:05). After treatment, the
three indices in the two groups were remarkably improved
(P < 0:05), but the improvement was remarkably better in
the observation group (P < 0:05) (see Figure 1).

3.3. Comparison of Serum Inflammatory Cytokines before and
after Treatment. Before treatment, the difference was not sig-
nificant in the expression of serum TNF-α, IL-8, and IL-6
between the observation and control groups (P > 0:05). After
treatment, the expression in the two groups was remarkably
improved (P < 0:05), but the improvement was remarkably
better in the observation group (P < 0:05) (see Figure 2).

3.4. Comparison of Indices of Oxidative Stress before and after
Treatment. We compared contents of serum MDA and SOD
before and after treatment between the observation and
control groups. Before treatment, the differences were not
statistically significant in the contents between the two
groups (P > 0:05). At one week after treatment, MDA con-
tent reduced but SOD content rose in the two groups;
MDA content was lower but SOD content was higher in
the observation group (P < 0:05) (see Figure 3).

3.5. Comparison of Adverse Reactions. The adverse reactions
of the patients during treatment were recorded and com-
pared. In the observation group, the number of patients
suffering from increased heart rate, small amount of hemop-
tysis, decreased blood oxygen, and decreased heart rate was 2,
2, 4, and 2, respectively, with the incidence of adverse reac-

tions of 18.51%. In the control group, the number of patients
suffering from the four adverse reactions was 2, 3, 1, and 3,
respectively, with the incidence of 17.64%. The difference
was not significant in the incidence of adverse reactions
between the two groups (P > 0:05) (see Table 3).

4. Discussion

In recent years, with the improvement of social environment
and living standards, the incidence of CI has been rising, and
many CI patients usually suffer from some complications
among which pulmonary infection is one of the most com-
mon ones [1, 11]. CI patients have poor respiratory and
expectoration abilities, which makes their treatment more
difficult when pulmonary infection occurs, so more active
therapeutic methods need to be sought urgently in clinical
practice [12].

In our study, the therapeutic effects of AH combined with
BAL on CIPI patients were deeply analyzed. In recent years,
BAL has been gradually applied to the clinical treatment of
pulmonary infection, and a positive therapeutic effect of it
has been achieved [13]. AH as a mucolytic can dissolve vis-
cous phlegm and promote the secretion of pulmonary surfac-
tant, thereby promoting sputum excretion and relieving
dyspnea symptoms [14]. In this study, the combined applica-
tion of AH and BAL effectively increased the effective rate of
treatment and relieved the clinical symptoms of the patients.
According to previous studies, the application of high-dose
AH significantly improves the therapeutic effect on pulmo-
nary infection without obvious adverse reactions [15]. BAL
with a bronchoscope can directly enter the diseased region
and remove inflammatory secretions in the region, thus
reducing airway resistance and respiratory consumption,
increasing the blood oxygenation level of the pulmonary
alveolus, and improving pulmonary function [16]. In our
study, AH can directly reach the diseased region through
BAL, further improving the efficiency of treatment. As
reported by a previous study, BAL relieves pulmonary atelec-
tasis caused by inflammatory responses and phlegm and
blood stasis obstruction in patients with pulmonary infection
in a short time, thus improving pulmonary gas transfer and
ventilation functions [17]. This is also consistent with our
research results.

Patients with pulmonary infection suffer from more seri-
ous systemic inflammatory responses [18]. In our study,
before treatment, patients in the two groups had relatively

Table 1: General information.

Factors
Observation group

(n = 52)
Control group

(n = 50) t/X2 P

Gender 0.007 0.933

Male 36 (69.23) 35 (70.00)

Female 16 (30.77) 15 (30.00)

Age (years) 0.197 0.657

≤56 22 (42.31) 19 (38.00)

>56 30 (57.69) 31 (62.00)

BMI (kg/m2) 0.001 0.988

≤23 28 (53.85) 27 (54.00)

<23 24 (46.15) 23 (46.00)

APACHEII
score

22:15 ± 3:04 22:21 ± 3:08 0.099 0.921

NIHSS score 36:59 ± 3:86 36:86 ± 3:77 0.357 0.722

History of
smoking

0.002 0.981

Yes 29 (55.77) 28 (56.00)

No 23 (44.23) 22 (44.00)

Family history
of CI

0.009 0.925

Yes 15 (28.85) 14 (28.00)

No 37 (71.15) 36 (72.00)

Table 2: Comparison of therapeutic effects.

Efficacy
Observation group

(n = 52)
Control group

(n = 50) X2 P

Cured 22 (42.31) 15 (30.00) — —

Markedly
effective

20 (38.46) 12 (24.00) — —

Effective 7 (13.46) 15 (30.00) — —

Ineffective 3 (5.77) 8 (16.00) — —

Total
effective rate

42 (80.77) 27 (54.00) 8.346 0.004
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serious inflammatory responses, and the expression of
TNF-α, IL-8, and IL-6 was remarkably higher; after treat-
ment, the expression in the serum remarkably reduced.
This indicates that the patients’ inflammatory responses
are remarkably reduced and that BAL with AH can further
reduce the severity of inflammation in CIPI patients. Some
studies have shown that the body is in an oxidative stress
state when acute inflammation occurs, and oxygen con-
sumption increases when patients suffer from pulmonary
infection. At this time, the body is in a relatively hypoxic
state. During this process, it produces anaerobic metabolites
such as MDA, which causes further damage to the pulmo-
nary tissue [19, 20]. SOD is a cytokine with an antioxidant
effect. Its content reduces when the body has oxidative

stress responses, thus weakening the body’s antioxidant
ability [21]. Before treatment, the oxidative stress responses
in the observation and control groups were relatively
strong, but they were remarkably inhibited after treatment.
After treatment, compared with the control group, serum
MDA content was remarkably lower but SOD content
was remarkably higher in the observation group. This
reveals that conventional treatment combined with AH
and BAL can inhibit oxidative stress responses of CIPI
patients more effectively. Finally, for further confirming
the safety of BAL with AH, we compared the incidence of
adverse reactions. The difference was not significant in the
incidence between the observation and control groups, sug-
gesting that BAL with AH has relatively high safety.
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Figure 1: Comparison of pulmonary function indices before and after treatment: (a) the comparison of FVC before and after treatment
between the observation and control groups; (b) the comparison of FEV1 before and after treatment between the observation and control
groups; (c) the comparison of FEV1/FVC before and after treatment between the observation and control groups. ∗ indicates P < 0:05.
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Figure 2: Comparison of serum inflammatory cytokines before and after treatment: (a) the comparison of TNF-α before and after treatment
between the observation and control groups; (b) the comparison of IL-8 before and after treatment between the observation and control
groups; (c) the comparison of IL-6 before and after treatment between the observation and control groups. ∗ indicates P < 0:05.
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However, in our study, the sample size is relatively small
and needs further validation.

In summary, for CIPI patients, BAL with AH has a better
therapeutic effect and higher safety and can control the
patients’ systemic inflammatory responses and oxidative
stress responses, which is helpful to control and stabilize
the patients’ conditions, so it is worthy of further promotion
in clinical practice.
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An electrocardiogram (ECG) records the electrical activity of the heart; it contains rich pathological information on cardiovascular
diseases, such as arrhythmia. However, it is difficult to visually analyze ECG signals due to their complexity and nonlinearity. The
wavelet scattering transform can generate translation-invariant and deformation-stable representations of ECG signals through
cascades of wavelet convolutions with nonlinear modulus and averaging operators. We proposed a novel approach using
wavelet scattering transform to automatically classify four categories of arrhythmia ECG heartbeats, namely, nonectopic (N),
supraventricular ectopic (S), ventricular ectopic (V), and fusion (F) beats. In this study, the wavelet scattering transform
extracted 8 time windows from each ECG heartbeat. Two dimensionality reduction methods, principal component analysis
(PCA) and time window selection, were applied on the 8 time windows. These processed features were fed to the neural
network (NN), probabilistic neural network (PNN), and k-nearest neighbour (KNN) classifiers for classification. The 4th time
window in combination with KNN (k = 4) has achieved the optimal performance with an averaged accuracy, positive predictive
value, sensitivity, and specificity of 99.3%, 99.6%, 99.5%, and 98.8%, respectively, using tenfold cross-validation. Thus, our
proposed model is capable of highly accurate arrhythmia classification and will provide assistance to physicians in ECG
interpretation.

1. Introduction

Cardiovascular diseases (CVDs) are the main causes of death
globally. An estimated 17.9 million people died from CVDs
in 2016, representing 31% of all global deaths [1]. There are
many factors that lead to CVDs, including smoking and
tobacco use, physical inactivity, poor dietary habit, over-
weight and obesity, etc. [2]. One broad group of complication
of CVDs is arrhythmia, which expresses the electrical dis-
function of the heart.

An arrhythmia refers to the abnormal rate or rhythm of
heartbeat. During an arrhythmia, the heart can beat too fast,
too slowly, or with an irregular rhythm [3]. An electrocardio-
gram (ECG) monitors the electrical activity of the heart, and
cardiac arrhythmias can be detected through any change in
the morphological pattern over a recorded ECG waveform.
There are many arrhythmia categories, and each contains
different pathological information. Figure 1 shows the pat-
terns of ECG signals for different arrhythmia categories. It

is of vital importance to accurately classify ECG signals into
those categories in time. For cardiologists, relying on large
amount of expertise and experience in their field, they visu-
ally observe the ECG waveform and obtain diagnostic results.
However, this visual assessment may lead to subjective inter-
pretations due to the presence of noise and minute morpho-
logical parameter values in ECG signals [4]. Moreover, it is
also time-consuming and exhausting for cardiologists to
interpret ECG signals, which may delay the best treatment
opportunity for patients.

To address these drawbacks, various computer-aided
diagnosis (CAD) systems have been developed recently.
The CAD systems can be used as an adjunct tool for physi-
cians in their interpretation of ECG signals to improve the
accuracy and diagnostic speed. It plays an important role in
the management of CVDs [5]. Table 1 summarizes some
selected state-of-the-art studies of CAD systems. Most of
them focused on conventional machine learning approaches.
Feature extraction and classification are essential steps for
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these methods. The features extracted, including parametric
and visual pattern features [6–8], from ECG signals and the
classifiers designed for classification directly influence the
performance of arrhythmia detection. Although some of
these studies have achieved great classification performances,
they might have two main drawbacks: firstly, they require a
well-designed feature extractor and the features need to be
manually optimized before feeding into classifiers; secondly,
they usually suffer from overfitting. Moreover, few of these
methods provided the confusion matrix recommended by
the ANSI/AAMI EC57:1998 standard [9]. Hence, it is diffi-
cult to compare their classification performances on different
arrhythmia categories in detail.

Since 2016, the methods based on deep learning
approaches such as convolution neural network (CNN)
have been proposed to identify abnormal ECG heartbeats
including arrhythmias. Both of the feature extraction and
classification are embedded together in the model. These
methods have the ability to extract self-learn features [10].
However, they might have three main drawbacks: lack of
strong theoretical support, requiring large amount of train-
ing data to achieve good performance, and consuming huge
computational costs to train the model. Due to these draw-
backs, one has to take a large number of numerical experi-
ments to empirically conduct hyperparameter optimization
as well as set up the optimal architecture, and the features
extracted may be unexplainable in practical applications.
Further, the performances of these methods remain to be
improved.

The wavelet transform is an efficient tool for analyzing
nonstationary ECG signals due to its time-frequency localiza-
tion properties [11–13]. However, it is not invariant to trans-
lation. Recently, Mallat proposed a novel signal-processing
method, the wavelet scattering transform, by cascading the
wavelet transform with a nonlinear modulus and averaging
operators [14]. The wavelet scattering transform can provide
time and frequency resolutions, which is invariant to transla-
tion, stable to deformations, and preserves high frequency
information for classification [15]. Moreover, Mallat charac-
terized three properties that deep learning architectures pos-

sess for extracting useful features from data [16]: multiscale
contractions, linearization of hierarchical symmetries, and
sparse representation. The wavelet scattering transform also
possesses these properties and, hence, has both advantages
of conventional and deep learning approaches. It has
achieved state-of-the-art performances in the tasks of art
authentication, musical genre classification, audio recogni-
tion, and handwriting classification [17–20].

Motivated by the excellent property of wavelet scattering
transform, we aim to explore the performance of the wavelet
scattering transform in extracting the features from ECG sig-
nals for automated classification of arrhythmias. Specifically,
we get data from the MIT-BIH Arrhythmia Database and
classify the arrhythmias into four classes; more details are
shown in Section 2. Then, we use wavelet scattering trans-
form combined with some dimension reduction methods to
extract features. Several existing classifiers, k-nearest neigh-
bour (KNN), neural network (NN), and probabilistic neural
network (PNN), are used to test the performances of the
wavelet scattering transform on arrhythmia identification.
In the end, our results are compared to some existing
approaches listed in Table 1.

The paper is organized as follows: Section 2 introduces
the database and data preprocessing methods. Section 3 pre-
sents the wavelet scattering transform as well as its properties
and introduces the classifiers used in this study. Section 4
shows the detailed architecture and numerical experimental
results, which are discussed in Section 5. We conclude the
paper in Section 6.

2. Materials Used

In this section, we will briefly introduce the database that we
used for ECG classification and describe our data preprocess-
ing and augmentation methods.

2.1. MIT-BIH Database. We used the MIT-BIH Arrhythmia
Database [21] to train and test our method. This database is
widely used for ECG classification and is publicly available.
The MIT-BIH database contains 48 half-hour excerpts of
two-channel ambulatory ECG recordings, obtained from 47
subjects studied by the BIH Arrhythmia Laboratory between
1975 and 1979 [22]. The recordings were digitized at 360
samples per second per channel with 11-bit resolution over
a 10mV range. These records were first annotated by at least
two cardiologists independently. After reaching an agree-
ment for all annotations, the agreed annotations were
marked in a computer-readable format. The annotation for
every beat on ECG includes the position of R-peak and the
type of arrhythmia it belongs to. The database includes 15
types of arrhythmias such as ventricular premature, atrial
premature, and atrial flutter. Figure 2 shows a fragment of
record 100. As shown in Figure 2, each record contains two
leads, say, two channels of the ECG signal.

2.2. Data Preprocessing. According to the ANSI/AAMI
EC57:1998 standard [9], the 15 types of arrhythmia beats
can be classified into five categories including nonectopic
(N) beats, supraventricular ectopic (S) beats, ventricular
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Figure 1: ECG signals for different arrhythmia categories.
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Table 1: Selected automated ECG classification methods on the MIT-BIH Arrhythmia Database.

Author Year Method Class Performance

Conventional machine learning approaches

Inan et al. [35] 2006 Feature extraction: classifier
WT and timing interval

Neural network
3 ACC: 95.16%

Sayadi et al. [36] 2010 Feature extraction: classifier
Innovation sequence of EKF

Bayesian filtering
2

ACC: 99.10%

SEN: 98.77%

SPEC: 97.47%

Martis et al. [32] 2012 Feature extraction: classifier
PCA

SVM with RBF kernel
5

ACC: 98.11%

SEN: 99.90%

SPEC: 99.10%

Prasad et al. [37] 2013 Feature extraction: classifier
HOS+ICA

KNN
3

ACC: 97.65%

SEN: 98.75%

SPEC: 99.53%

Martis et al. [38] 2013 Feature extraction: classifier
Cumulant+ICA

KNN
3

ACC: 99.5%

SEN: 100%

SPEC: 99.22%

Martis et al. [7] 2013 Feature extraction: classifier
HOS+PCA
LS-SVM

3

ACC: 93.48%

SEN: 99.27%

SPEC: 98.31%

Martis et al. [39] 2013 Feature extraction: classifier
Cumulant+PCA

LS-SVM
5

ACC: 94.52%

SEN: 98.61%

SPEC: 98.41%

Martis et al. [32] 2012 Feature extraction: classifier
DCT+PCA

SVM with RBF kernel
5

ACC: 99.52%

SEN: 98.69%

SPEC: 99.91%

Martis et al. [40] 2014 Feature extraction: classifier
ICA+DCT

KNN
3

ACC: 99.45%

SEN: 99.61%

SPEC: 100%

Kaya and Pehlivan [41] 2015 Feature extraction: classifier
Genetic algorithms

KNN
5

ACC: 99.69%

SEN: 99.46%

SPEC: 99.91%

Kaya and Pehlivan [8] 2015 Feature extraction: classifier
Time series+PCA

KNN
5

ACC: 99.63%

SEN: 99.29%

SPEC: 99.89%

Li and Zhou [33] 2016 Feature extraction: classifier
WPE+RR

RF
5 ACC: 94.61%

Mondjar-Guerra et al. [42] 2018 Feature extraction: classifier
Wavelets+LBP+HOS+several

amplitude values
RF

5

ACC: 94.5%

SEN: 66.4%

SPEC: 70.3%

Yang and Wei [6] 2020 Feature extraction: classifier
Combined parameter and visual

pattern features of ECG morphology
KNN

5 ACC: 97.70%

This work 2020 Feature extraction: classifier
WSN+the 4th time window

PNN
4

ACC: 99.3%

SEN: 99.5%

SPEC: 98.8%

Deep learning approaches

Martis et al. [40] 2014 9-layer deep convolution neural network 5

ACC: 93.47%

SEN: 96.01%

SPEC: 91.64%

ACC: accuracy; SEN: sensitivity; SPEC: specificity;WT: wavelet transform; EKF: extended Kalman filter; DCT: discrete cosine transform; DWT: discrete wavelet
transform; HOS: higher order statistics; IC: independent component; ICA: independent component analysis; RR: RR intervals; WPE: wavelet packet entropy;
LBP: local binary patterns; RF: random forest; LS-SVM: least square-support vector machine.
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ectopic (V) beats, fusion (F) beats, and unknown (Q) beats.
Table 2 shows the subdivisions of these categories.

Complying with the ANSI/AAMI EC57:1998 recom-
mended practice [9], we excluded 4 records which are from
patients with pacemakers, because records containing paced
beats do not retain sufficient signal quality. For the remaining
records, only modified-lead II signals were used. Then, we
detected the R-peak in each record to segment heartbeats.
The R-peak detection algorithm is not the focus of our study,
as many excellent algorithms have been proposed in litera-
tures [11, 23]. Moreover, we directly used the raw data and
no denoising technique was applied. Further details are avail-
able in [9].

A total of 100507 heartbeats were segmented from the 44
records. Each beat is 250 samples long, centered around the
R-peak, containing 99 samples before the R-peak and 150
samples after the R-peak. Then, they were sorted into five cat-
egories according to their annotations. Table 3 shows the
number of heartbeats in each category. Similar to [6, 24,
25], the class Q was discarded since it is marginally repre-
sented (0.012%) in the database. Figure 1 shows some seg-
ments in the considered four categories.

2.3. Data Augmentation. There are huge imbalances between
the number of heartbeats in classes N, S, V, and F, which will
lead to inferior classification performance [10, 26]. Following
the data augmentationmethod in [26], we augmented the data
by adding Gauss white noise with zero mean and 0.05 vari-
ance. Specifically, as class N has enough heartbeats, we ran-
domly chose 90000 heartbeats from it and did not add noise.
The number of beats in the remaining classes was increased
to 90000 separately to match that in class N. Consequently,
the augmented database includes 360000 heartbeats.

3. Methodology

In this section, we will present our methods for ECG classifica-
tion. In Section 3.1, we describe the wavelet scattering trans-
form that we used to learn the feature representation of ECG
signals. We then introduce the used classifiers in Section 3.2.

3.1. Wavelet Scattering Transform. A wavelet scattering
transform builds translation invariant, stable, and informa-
tive signal representations. It is stable to deformations and
preserves class discriminability, which makes it particularly
effective for classification. We refer to [17–20] for its excel-
lent practical performance for classification.

We will follow the notations in [19]. Let f ðtÞ be the
signal under analysis. The low-pass filter ϕ and the wave-
let function ψ are designed to build filters which cover
the whole frequencies contained in the signal. Let ϕJðtÞ
be the low-pass filter that provides locally translation
invariant descriptions of f at a predefined scale T . We
denote by Λk the family of wavelet indices having an
octave frequency resolution Qk. The multiscale high-pass
filter banks fψjk

g
jk∈Λk

can be constructed by dilating the

wavelet ψ.
A wavelet scattering transform is implemented with a

deep convolution network that iterates over traditional wave-
let transform, nonlinear modulus, and averaging operators.
The convolution S0 f ðtÞ = f⋆ϕJðtÞ generates a locally transla-
tion invariant feature of f , but also results in the loss of high-
frequency information. These lost high frequencies can be
recovered by a wavelet modulus transform

W1j j f = S0 f tð Þ, f⋆ψj1
tð Þ

�
�
�

�
�
�

n o

j1∈Λ1
: ð1Þ

The first-order scattering coefficients are obtained by
averaging the wavelet modulus coefficients with ϕJ :

S1 f tð Þ = f⋆ψj1

�
�
�

�
�
�⋆ϕJ tð Þ

n o

j1∈Λ1
: ð2Þ

To recover the information lost by averaging, noting
that S1 f ðtÞ can be seen as the low-frequency component
of j f⋆ψj1

j, we can extract complementary high-frequency

coefficients by

W2j j f⋆ψj1

�
�
�

�
�
� = S1 f tð Þ, f⋆ψj1

�
�
�

�
�
�⋆ψj2

tð Þ
�
�
�

�
�
�

n o

j2∈Λ2
: ð3Þ

It further defines the second-order scattering coefficients

S2 f tð Þ = f⋆ψj1

�
�
�

�
�
�⋆ψj2

�
�
�

�
�
�⋆ϕJ tð Þ

n o

ji∈Λi

,  i = 1, 2: ð4Þ

Iterating the above process defines wavelet modulus con-
volutions

Umf tð Þ = ∣f⋆ψj1
∣⋆⋯

�
�
�

�
�
�⋆ψjm

�
�
�

�
�
�

n o

ji∈Λi

, i = 1, 2,⋯,m: ð5Þ

Averaging Umf ðtÞ with ϕJ gives them-th-order scattering
coefficients

Smf tð Þ = ∣f⋆ψj1
∣⋆⋯

�
�
�

�
�
�⋆ψjm

�
�
�

�
�
�⋆ϕJ tð Þ

n o

ji∈Λi

, i = 1, 2,⋯,m:
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Figure 2: A fragment of record 100.
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This scattering process is illustrated in Figure 3. The final
scattering matrix

Sf tð Þ = Smf tð Þf g0≤m≤l, ð7Þ

aggregates scattering coefficients of all orders to describe the
features of input signal, where l is the maximal decomposi-
tion order.

The network is invariant to translations up to the invari-
ance scale, which can be potentially large, due to the average
operation determined by the low-pass filter ϕJ . As a prop-
erty inherited from wavelet transform, the features Sf ðtÞ
are stable to local deformations. The scattering decomposi-
tion can capture subtle changes in amplitude and duration
of ECG signals, which are hard to measure but reflect the
condition of the heart. Therefore, we use the wavelet scatter-
ing network to produce robust representations of ECG
heartbeats that minimize differences within one arrhythmia
category while maintaining enough discriminability between
different categories.

Though the structure of the wavelet scattering network is
similar to CNN, they have twomain differences: the filters are
not learned but set in advance and the features are not only
the output of the last convolution layer but also the combina-
tion of all those layers. It has been shown that the energy of
scattering coefficients decreases rapidly as the layer level
increases, with almost 99% of the energy contained in the
first two layers [18, 19]. Therefore, we used a two-order scat-
tering network to extract the features of ECG signals. This
also reduces the computational complexity significantly.

3.2. Classifier. We next briefly introduce the used classifiers
that combine features to predict the class membership of

the ECG signal. We choose classifiers according to two cri-
teria. First, the classifier must be widely used in existing liter-
atures, such as NN, KNN, PNN, and support vector machine
(SVM). Second, it must be capable of efficiently processing
high dimension and large size training data. NN, KNN, and
PNN satisfy both of the requirements, while SVM is ruled
out for the low computational efficiency. Thus, we use NN,
KNN, and PNN for classification in this work.

3.2.1. Neural Network. The feedforward NN is the most
widely used artificial neural network for classification [27,
28]. We set the architecture as follows. There are 75 neurons
in the input layer, corresponding to the 75 dimensions of the
feature vector extracted by wavelet scattering transform. Six
hidden layers contain 70, 60, 45, 30, 20, and 10 neurons,
respectively, and the first five hidden layers are activated by
the ReLU function: f ðxÞ =max ð0, xÞ. The output layer has
4 neurons, each of which represents an arrhythmia category
and is activated by the Softmax function:

g zð Þi =
exp zi

∑4
j=1expzj

, i = 1,⋯, 4: ð8Þ

We used the cross-entropy cost function [10] and
employed error backpropagation algorithm to solve the
weights. The Adam algorithm [29] was used to adaptively
update the learning rate. We set the iteration number to 50
which is enough for training the network.

The above architecture was set up through trial and error.
We have tried several combinations of different numbers of
hidden layers, different activation functions, different num-
bers of neurons in each layer, different numbers of sample
sizes in minibatch, and different epochs of parameter update,
etc. Considering the computational cost and classification
accuracy comprehensively, the network we present achieves
the optimal performance compared to other tested architec-
tures. Once the neural network was trained, all the testing
data were fed into the network to measure its classification
performance.

3.2.2. Probabilistic Neural Network. The PNN [30] is widely
used in classification and pattern recognition problems. In
the PNN algorithm, the class probability of a new input data
is estimated and the Bayesian rule is then employed to allo-
cate the class with the highest posterior probability to new

Table 2: MIT-BIH Arrhythmia Database beats classified as per ANSI/AAMI EC57:1998 standard [9].

N S V F Q

Normal Atrial premature
Premature ventricular

contraction
Fusion of ventricular

and normal
Paced

Left bundle branch Aberrant atrial Fusion of paced and normal

Right bundle branch block
Nodal (junctional)

premature
Ventricular escape Unclassifiable

Atrial escape
Supraventricular

premature

Nodal (junctional) escape

Table 3: The breakdown of five arrhythmia categories.

Class Number of ECG heartbeats

N 90023

S 2758

V 6914

F 800

Q 12

Total 100507
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input data. The operations in a PNN are organized into a
feedforward network with four layers: input layer, pattern
layer, summation layer, and output layer. The input layer
has the same number of neurons as the dimension of feature
vector. Each neuron represents a predictor variable and feeds
the values to each of the neurons in the pattern layer. The
pattern layer contains one neuron for each sample in the
training data. Each hidden neuron computes the Euclidean
distance of the test sample from the neuron’s center point.
The summation layer has the same number of neurons as
that of the categories of the input data. The weight coming
out of a hidden neuron is fed only to the pattern neuron that
corresponds to the hidden neuron’s category. The output
layer compares the weighted votes for each target category
accumulated in the summation layer and uses the largest vote
to predict the target category. PNN is more accurate than the
multilayer neural network. It can approach the Bayesian
optimal classification as long as the training data is enough.
In this study, four layers in the trained PNN contain 75,
324000, 4, and 1 neurons, respectively.

3.2.3. k-Nearest Neighbours. The KNN is a nonparametric
method widely used for classification. The input consists of
the k closest training samples in the feature space. An unla-
beled data is classified by assigning the label which is most
frequent among the k training samples nearest to that query
data. The commonly used distance metric for KNN is the
Euclidean distance. As for the selection of k values, we use
the brute-force method. Specifically, k = 1, 2, 3, 4, 5 have been
tested and k = 4 is the most appropriate value for the classifi-
cation. Thus, we only present the results of k = 4 in Section 4.

4. Experimental Results

In this section, we will discuss the features extracted by scat-
tering transform and our classification process. Specifically,
two methods will be introduced for dimensionality reduction
based on the pattern of features.

The wavelet scattering transform, PNN, and KNN classi-
fiers were implemented byMATLAB 2018b. We used Python
3.7 to implement the NN classifier.

4.1. Feature Extraction. We used the Gabor wavelets to per-
form wavelet decomposition. The corresponding low-pass
filter ϕ is a Gaussian function. We set the invariance scale
to 0.5 second. The constructed wavelet scattering network

includes two layers. We set Q1 = 8 and Q2 = 1 wavelets per
octave at the first and second layers, respectively. We had
tried other different settings for the invariance scale and
wavelet octave resolution, but this architecture preserves
the signal information best for classification. Figure 4 shows
the used Gabor wavelets and its low-pass filter ϕJðtÞ. Note
that the coarsest-scale wavelet does not exceed the invari-
ance scale determined by the time support of the low-pass
filter ϕJðtÞ.

The output of the wavelet scattering network forms a ten-
sor with the size of 75 × 8 × 36000. Each slice of the tensor is
the scattering coefficients of one ECG heartbeat. The scatter-
ing coefficients are critically downsampled in time based on
the bandwidth of the low-pass filter, which results in 8 time
windows for each of the 75 scattering paths. To obtain a data
structure compatible with the used classifiers, we reshaped
the tensor into a 2880000 × 75 matrix where each column
and row corresponds to a scattering path and a time window,
respectively. We obtained 2880000 rows because there are 8
time windows for each of the 360000 signals in the database.
Figure 5 shows the scattering coefficients of the 8 time win-
dows for one ECG heartbeat.

4.2. Classification with NN. The NN classifier is capable of
classification task for big data, so we used it to preliminarily
test the classification performances of 8 time windows. For
each heartbeat, we created labels to match the number of
time windows. The decision for each time window was aggre-
gated by majority vote to generate a label for the input ECG
heartbeat.

We employed a 10-fold cross-validation [31]. Firstly, the
360000 ECG heartbeats were divided into 10 equal parts.
Then, 90% of them were used to train the network, and the
remaining 10% were used for testing. This process was
repeated 10 times, and the overall performance was the aver-
aged value over the 10 folds.

The AAMI has provided the standards and recom-
mended practices for reporting performance results of auto-
mated arrhythmia detection algorithms [9]. We followed
those practices so that the methods in this paper can be com-
pared with those in Table 1. The positive predictive value
(PPV), sensitivity (SEN), and specificity (SPEC) were used
to measure the classification performances of our methods.
Table 4 presents the confusion matrix across 10 folds.
Table 5 presents the accuracy of each time window.
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Figure 3: The tree view of wavelet scattering network.
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4.3. PCA and Time Window Selection. As shown in Figure 5,
the 8 time windows are significantly correlated with each
other. Table 5 illustrates that the 3th, 4th, and 5th time win-
dows have better discrimination than the others. We can also
see from Figure 5 that these three time windows have larger
amplitude and more fluctuations, which means they contain
more and clearer details of ECG heartbeat, especially the 4th

time window. In order to get better performance and reduce
computational cost, we used two methods to reduce the
redundancy of the 8 time windows.

(i) Principal component analysis (PCA): PCA projects
features in the directions of the highest variance to
reduce the dimensionality of features [32]. The first
few principal components can represent the most
variability in features. The contribution rate of a
principal component is the percentage of the total
variability it represents. In this study, there are 8 time
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Figure 4: Wavelet filters. (a) The low pass filter with 0.5 s invariance scale. (b) The first filter bank with 8 wavelets per octave and the second
filter bank with 1 wavelet per octave.
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Figure 5: Scattering coefficients of 8 time windows for one ECG
heartbeat.

Table 4: The confusion matrix for 8 time windows combined with
the NN across 10 folds.

Original
Predicted

N S V F
PPV
(%)

SEN
(%)

SPEC
(%)

N 88681 369 737 213 90.9 98.5 96.7

S 4106 82994 2006 894 93.9 92.2 98.0

V 2669 2132 83701 1498 91.7 93.0 97.2

F 2124 2872 4843 80161 96.9 89.1 96.5

Table 5: The accuracy of each time window classified by the NN.

Time window 1 2 3 4 5 6 7 8

ACC (%) 88.9 90.3 92.2 92.8 92.2 91.2 89.8 87.3

7Computational and Mathematical Methods in Medicine



windows for each node in the scattering network.
However, the 8 time windows have collinearity to
some extent, which may lead to low classification
performance. In order to remove the collinearity
and generate more concise features, we used PCA
to extract principal components of the 8 time win-
dows for each node. The averaged contribution rate
of the first and second principal components is
approximately 84% and 15%, respectively. Hence,
for each ECG heartbeat, we took the first principal
component of 8 time windows as the new feature,
which is a 75-dimensional vector with each dimen-
sion corresponding to a node.

(ii) Time window selection: as described in Section 4.3,
majority vote was used to predict the label for each
testing ECG heartbeat. However, as shown in
Table 5, the performance can be affected by those
time windows with low accuracy. Moreover, the
pathological information of ECG signals mainly
concentrates around the R-peak, which has a very
short duration. The discrimination between different
arrhythmia categories may be involved in one partic-
ular time window. This motivates us to test the per-
formance of each time window separately using
different classifiers and find the time windows that
generate the best classification results.

The NN classifier is capable of using any number of time
windows as features. While limited by their computational
ability, the PNN and KNN classifiers are suitable for the case
of using one time window as features. To test the PCA
method, we fed the first principal component of 8 time
windows into the NN, PNN, and KNN classifiers, respec-
tively. The confusion matrices across 10 folds are shown in
Table 6. To test the time window selection method, we con-
ducted two experiments. Firstly, we fed the 8 time windows
into the NN, PNN, and KNN classifiers separately and found
that the 4th time window generates the best performance.
The confusion matrices are shown in Table 7. Secondly, we
tried different time window combinations and classified
them by the NN classifier and found that the combination
of the 3th, 4th, and 5th time windows performs better than
the others. Table 8 presents the confusion matrix.

5. Discussion

In this section, we will discuss the classification results pre-
sented in Section 4.3 and compare our methods with those
state-of-the-art studies.

NN: among all methods using the NN classifier, the one
using the 4th time window as feature provides the maximum
averaged ACC of 98.1% and averaged PPV, SEN, and SPEC
of 99.3%, 98.2%, and 97.8%, respectively. Comparing
Tables 4, 7, and 8, we can confirm that removing some time
windows improves the classification performance. This indi-
cates that there is some redundancy among the 8 time win-
dows and the differences between the four categories (N, S,
V, and F) are mainly reflected in the 3th, 4th, and 5th time

windows. The performance of the 4th time window is close
to that of the combination of the 3th, 4th, and 5th time win-
dows. However, the training time of the latter is three times
that of the single 4th time window. Moreover, the perfor-
mance of the first principal component of 8 time windows
is unsatisfactory, which is much worse than that of the 4th
time window.

PNN: comparing Tables 6 and 7, the 4th time window
and the first principal component provide almost the same
results in combination with the PNN (spread = 0:01) classi-
fier. The former is slightly better, yielding an averaged
ACC, PPV, SEN, and SPEC of 99.0%, 98.7%, 99.9%, and
96.0%, respectively. We set the spread value by the brute-
force method. The PNN classifiers with a spread value of
0.005, 0.01, 0.02, 0.03, 0.04, 0.1, and 1 have been tested, and
the one with the spread value of 0.01 produces the best
results. Table 7 shows that the SEN of supraventricular
ectopic beats (SVEB) and ventricular ectopic beats (VEB)
are 99.8% and 99.9%, respectively; it means that almost all
the SVEB and VEB have been correctly detected. Therefore,
the PNN classifier has excellent performance in classifying
the SVEB and VEB, which should be paid more attention
in clinical diagnosis.

KNN: the best performance of this work is achieved by
KNN with k = 4 and using the 4th time window as the fea-
ture. The averaged ACC, PPV, SEN, and SPEC are 99.3%,
99.6%, 99.5%, and 98.8%, respectively, and are much better
than those of the PCA features. However, this result only
measures the performance in classifying normal (N) and
abnormal (S, V, and F) ECG heartbeats. From Table 7,
we can find that the PNN classifier performs better in clas-
sifying different arrhythmia categories, especially the VEB
and SVEB.

Table 1 summarizes recent advances in automated clas-
sification of ECG beats using the MIT-BIH Arrhythmia
Database. Only four of them have the same arrhythmia cat-
egories as this work, which are N, S, V, F, and Q. Martis
et al. [32] used PCA on discrete cosine transform (DCT)
coefficients computed from the segmented beats of ECG.
The dimensionality-reduced features in combination with
the KNN classifier yield the highest averaged ACC, SEN,
and SPEC of 99.52%, 98.69%, and 99.91%, respectively.
However, the confusion matrix was not provided in [32].
Li and Zhou [33] used wavelet packet entropy (WPE) and
random forests (RF) to classify ECG signals into 5 catego-
ries; they obtained an ACC of 94.61%. Acharya et al. [26]
used a 9-layer convolution neural network and achieved an
averaged ACC, SEN, and SPEC of 93.47%, 96.01%, and
91.64%, respectively. Yang and Wei [6] combine parametric
and visual pattern features and use KNN for classification.
They obtain an overall ACC of 97.70%. The accuracies of
V and S are not satisfying and reduce the overall accuracy
significantly.

Table 9 summarizes the performances achieved by our
methods. We can conclude from Tables 9 and 1 that the per-
formance of this work is better than those state-of-the-art
studies which classify ECG heartbeats into 5 categories (N,
S, V, F, and Q). This demonstrates that wavelet scattering
transform performs well in extracting the features of ECG
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heartbeats that minimize intraclass differences and maintain
interclass discriminability. Moreover, the scattering coeffi-
cients in particular time windows contain more representa-
tive information for different categories than those in the
other time windows. The dimensionality reduction of the
8 time windows eliminates the redundancy of features,
which not only improves the classification performance

but also reduces the computational cost. In this study, our
results show that the scattering coefficients of the 4th time
window contain sufficient information for the classification
of arrhythmias.

6. Conclusion

In this study, we discussed the automated ECG classification
using the nonlinear features extracted by wavelet scattering
transform from ECG beats. Combined with proper classi-
fiers, this study demonstrates that the wavelet scattering coef-
ficients can be well utilized for classification and yield highly
accurate classification results. Our results showed that the
scattering coefficients of the 4th time window combined with
the KNN classifier achieve the best performance. The aver-
aged ACC, PPV, SEN, and SPEC are 99.3%, 99.6%, 99.5%,
and 98.8%, respectively. In our future work, we will attempt
to combine all time windows by a proper method and then
feed them into a sparse classifier to improve the classification

Table 6: The confusion matrices for the first principal component combined with the NN, PNN, and KNN across 10 folds.

Original
Predicted

N S V F PPV (%) SEN (%) SPEC (%)

NN

N 83508 2621 2799 1072 92.4 92.8 97.5

S 3144 84182 1946 728 94.0 93.5 98.0

V 1434 996 86100 1460 91.7 95.7 97.1

F 2270 1803 3069 82858 96.2 92.1 97.4

PNN

N 86738 1225 1459 578 97.8 96.4 99.3

S 1646 88085 214 55 98.6 97.9 99.5

V 50 13 89797 140 98.1 99.8 99.4

F 228 27 21 89724 99.1 99.7 99.9

KNN

N 87816 690 1091 403 96.5 97.6 98.8

S 2418 86520 627 435 98.9 96.1 99.7

V 156 62 89612 170 98.0 99.6 99.3

F 572 186 112 89130 98.9 99.0 99.7

Table 7: The confusion matrices for the 4th time window combined with the NN, PNN, and KNN across 10 folds.

Original
Predicted

N S V F PPV (%) SEN (%) SPEC (%)

NN

N 88146 811 789 254 93.8 97.9 97.8

S 3181 85641 901 277 94.9 95.2 98.3

V 1553 1323 85084 2040 94.4 94.5 98.1

F 1108 2439 3343 83110 97.0 92.3 97.5

PNN

N 86415 2540 615 430 99.8 96.0 99.9

S 171 89828 0 1 97.2 99.8 99.0

V 1 71 89879 49 99.3 99.9 99.8

F 0 1701 1645 86654 96.0 96.3 98.8

KNN

N 88915 644 281 160 98.5 98.8 99.5

S 893 87177 1155 775 92.7 96.9 97.4

V 496 4545 82247 2712 96.4 91.4 98.9

F 0 3 0 89997 99.5 100 100

Table 8: The confusion matrix for the 3th, 4th, and 5th time
windows combined with the NN across 10 folds.

Original
Predicted

N S V F
PPV
(%)

SEN
(%)

SPEC
(%)

N 88156 560 1042 242 95.3 98.0 98.4

S 2662 86180 721 437 96.3 95.8 98.8

V 909 933 86431 1727 94.6 96.0 98.2

F 794 1836 3163 84207 97.2 93.6 97.9
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performance and reduce the computational cost. Moreover,
all the work presented in Table 1 are patient independent,
that is, ECG beats are collected from a patient pool and
experiments are conducted without considering the autocor-
relation of ECG beats from the same patient. Nascimento
et al. [34] propose an innovation in the configuration of the
structural cooccurrence matrix. It is also of great interest to
expand the wavelet scattering transform to the patient-
dependent classification of arrhythmias using ECG signals.
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Prostate cancer is one of the most common cancers in men. Early detection of prostate cancer is the key to successful treatment.
Ultrasound imaging is one of the most suitable methods for the early detection of prostate cancer. Although ultrasound images
can show cancer lesions, subjective interpretation is not accurate. Therefore, this paper proposes a transrectal ultrasound image
analysis method, aiming at characterizing prostate tissue through image processing to evaluate the possibility of malignant
tumours. Firstly, the input image is preprocessed by optical density conversion. Then, local binarization and Gaussian Markov
random fields are used to extract texture features, and the linear combination is performed. Finally, the fused texture features
are provided to SVM classifier for classification. The method has been applied to data set of 342 transrectal ultrasound images
obtained from hospitals with an accuracy of 70.93%, sensitivity of 70.00%, and specificity of 71.74%. The experimental results
show that it is possible to distinguish cancerous tissues from noncancerous tissues to some extent.

1. Introduction

Prostate cancer is one of the most common malignant
tumours in the male genitourinary system. In recent years,
its incidence and mortality rate in China has been increasing.
In 2018, the China Cancer Center released the latest issue of
national cancer statistics, pointing out that prostate cancer
ranked sixth in the incidence rate of men in China, only
lower than lung cancer, gastric cancer, liver cancer, esoph-
ageal cancer, and intestinal cancer [1]. The following year,
the American Cancer Society released a data analysis
report, showing that prostate cancer was the first in male
morbidity and the second in deaths [2]. Prostate cancer
has posed a serious threat to men’s health, so early detec-
tion is particularly important.

At present, digital rectal examination, prostate-specific
antigen, nuclear magnetic resonance imaging, and transrectal
ultrasound are commonly used methods to examine prostate
cancer [3]. Among them, a digital rectal examination is the
most common and cheapest method to examine prostate

cancer. However, the digital rectal examination cannot reach
tumours in the anterior part of the prostate, which is easy to
miss diagnosis [3]. Prostate-specific antigen concentration is
a sensitive indicator for the diagnosis of prostate cancer, but
some patients with benign prostate diseases will also have
increased prostate-specific antigen concentration [4]. There-
fore, prostate-specific antigen examination is easy to cause
overdiagnosis, leading to unnecessary biopsy and potential
overtreatment [5]. Nuclear magnetic resonance imaging
(MRI) is an important examination technique for noninva-
sive evaluation of the prostate and its surrounding tissues,
which has a relatively high diagnostic accuracy for prostate.
Some studies have shown that compared with transrectal
ultrasound-guided prostate biopsy, MRI-guided prostate
biopsy can puncture targeted nodules with higher accuracy
[6]. However, because MRI-guided biopsy requires special
equipment, which is time-consuming and expensive, it can-
not be popularized at present.

Transrectal ultrasound is generally used to guide prostate
biopsy because of its visualization of prostate, nondamage,
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low cost, and real-time characteristics. A transrectal
ultrasound-guided prostate biopsy is the gold standard for
diagnosing prostate cancer. Although transrectal ultrasound
is currently the most widely used imaging method, unfortu-
nately, the visual interpretation of transrectal ultrasound
images is poor and is not very reliable in distinguishing
prostate cancer from normal glandular tissue. The diagno-
sis process will inevitably take the form of a tissue biopsy.
However, a transrectal ultrasound-guided biopsy is to uni-
formly sample glands, not prostate cancer [7], and its pos-
itive diagnostic rate is shallow, especially for early prostate
cancer lesions [8]. To obtain reliable results in histological
analysis, multiple puncture biopsies are often required [9].
However, the increase of puncture times will bring a lot of
pain to the patient (the probability of complications such
as postoperative infection, hematuria, hematochezia, and
the like will increase). At the same time, more clinically
meaningless cancers will also be detected, resulting in
excessive diagnosis and treatment [10].

Although the predictive value of positive results of trans-
rectal ultrasound examination is very low (even trained urol-
ogists can hardly detect prostate cancer from ultrasound
images), it is currently the most commonly used image detec-
tion method for diagnosing prostate cancer [3]. Improving
the detection accuracy of transrectal ultrasound is helpful to
reduce the number of puncture biopsies. Therefore, one
possible way to improve the transrectal ultrasound-
guided prostate puncture is to use computer-assisted anal-
ysis of transrectal ultrasound images.

Due to speckle noise, artifacts, attenuation, and signal
loss inherent in transrectal ultrasound images, it is difficult
for ultrasound doctors to analyze the image from the texture
level to determine whether the image is positive (suffering
from prostate cancer) or negative (normal). Therefore, this
study uses a texture feature analysis method to try to obtain
useful information from transrectal ultrasound images so as
to improve the accuracy of prostate cancer detection.

We realize that our research is very difficult because
specific pixels are not correctly marked. Ultrasound doc-
tors are unable to analyze images at the microtexture level
to determine whether pixels are positive or negative, and
histological analysis of extracted tissues cannot be con-
verted into pixel marker maps. Therefore, we can only
use an imperfect label for all pixels in the biopsy area.
Despite this problem, we have achieved some results,
showing that it is possible to distinguish cancer tissues
from noncancer tissues to a certain extent.

2. Related Work

Texture features consider the distribution of pixel intensity
and the relationship between adjacent pixels [11, 12]. Differ-
ent texture measurements often describe the corresponding
texture from different angles. In medical imaging, since the
internal structure of lesions can be quantitatively described,
each texture feature is considered as an important indication
feature for image pattern recognition [13, 14]. Previous stud-
ies have shown that heterogeneity reflected by texture fea-

tures can be used to identify the nature of lesions with high
diagnostic accuracy [15, 16].

In recent years, with the vigorous development of artifi-
cial intelligence, the technology of machine science has
become increasingly mature. Many diagnostic methods
based on computer-aided diagnosis provide convenience
for medical diagnosis. In the field of vision research, medical
image research mostly trains classic machine learning sepa-
rators (such as support vector machines and decision trees)
to extract human engineering-based features (such as texture
and shape). So far, these algorithms have been successful
applied to various medical applications such as liver [17],
thyroid [18], and bladder cancer [19, 20]. However, although
early detection of prostate cancer is very important, there is
still little research on computer-aided detection of prostate
cancer. Moreover, due to the number of patients used and
the experimental techniques adopted, many of them are lim-
ited in scope, or the results cannot be considered representa-
tive. Llobet et al. [3] proposed a method of transrectal
ultrasound image analysis for computer-aided diagnosis of
prostate cancer. The best classification result of this research
method reached a 61.6% area under the ROC curve. How-
ever, the recognition ability of urologists using the
computer-aided system is only slightly improved compared
with that of experts who do not use the system. Huynen
et al. [21] developed a system for automatic analysis and
interpretation of prostate ultrasound images. The system
extracts five parameters of the cooccurrence matrix from
ultrasound images to classify benign and cancerous prostate
tissues. The sensitivity and specificity of this method are
80% and 88%, respectively, with good results. Kratzik et al.
[22] published a study on prostate testing. The study used
texture feature analysis to obtain good results (specificity
and sensitivity both exceed 80%) but did not specify how to
evaluate. Han et al. [23] proposed a prostate cancer detection
method, which uses multiresolution autocorrelation texture
features and clinical features. The method can effectively
detect cancer tissues with a specificity of about 90% and a
sensitivity of about 92%. However, this method is only appli-
cable to similar databases. If other database data are used,
such high sensitivity and specificity may not be achieved.
Glotsos et al. [24] established a computer-aided diagnosis
system based on texture analysis of transrectal ultrasound
images. The system extracts 23 texture features from the
region of interest in each image and uses exhaustive search
(combining up to 5 features) and omission method to select
and train the features of the classifier. In terms of overall sys-
tem performance, the best classification accuracy rates for
identifying normal, infectious, and cancer cases are 89.5%,
79.6%, and 82.7%. However, this research method is only
suitable for use when data are scarce. Gomez-Ferrer and
Arlandis [25] recorded 288 cases of transrectal ultrasound-
guided biopsy and extracted three still images from the
biopsy area. The texture features of ultrasonic images are
obtained by “simple mapping” on grey and spatial grey corre-
lation matrices. Finally, two methods based on nearest neigh-
bour and Markov hidden model are used for classification.
The nearest neighbour of the ROC curve is 59.7%, and the
classification of Markov hidden model is 61.6%; ROC curve
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area of cooccurrence matrix is 60.1% nearest neighbour, and
Markov hidden model is 60.0%. To solve the problems of
unclear prostate boundary and insufficient data, Zhu et al.
[26] proposed a boundary-weighted domain adaptive neural
network (BOWDA-Net).

3. Materials and Methods

3.1. Data Procurement. In Zhangzhou Hospital, a transrectal
ultrasound-guided prostate biopsy is usually performed for
all patients with prostate cancer-related symptoms (such as
high PSA value and abnormal DRE results). The inserted
transrectal ultrasound probe displays sagittal images of
the prostate. When suspicious areas are found, the biopsy
needle connected to the probe will be triggered for tissue
extraction and later histological analysis. Generally, multi-
ple biopsies will be performed if no particularly suspicious
area is found. According to the guidance of ultrasound
doctors, our experimental data are mainly pictures before
biopsy (Figure 1). Because histology can only be deter-
mined from the resected tissue, the puncture location must
be accurately known. To achieve this, we used the second
image, which was recorded before the biopsy needle was
retracted from the gland (Figure 2). There is a white nee-
dle track in each image. In each biopsy, we define a point
for the first needle where the probe appears in front of the
prostate and define a second point for the position where
the probe is inserted into the prostate about two scales
from the first point. We define a rectangle based on these
two points (as shown in Figure 2). Since there is no obvi-
ous patient movement during the biopsy, pixels in the pre-
vious image are marked with the defined rectangle. The
image of Figure 1 is our experimental data. In Figure 1,

we manually cut a rectangular image at the same position
as that of Figure 2, which is the region of interest for our
experiment.

Histological analysis can indicate whether the extracted
tissue has prostate cancer, and if so, its location can also
be known. However, in a clinical environment, it is diffi-
cult to carry out reliable physical labelling on the extracted
tissue and then map the physical labelling to pixel label-
ling. Therefore, we will use a label definition for pixels
in all biopsy areas, which means that some images marked
as positive samples may contain normal tissues. Fortu-
nately, however, an image pixel marked negative always
corresponds to normal tissue, because histological exami-
nation can ensure that the entire biopsy area is free of
prostate cancer.

3.2. Method. Figure 3 shows the flow of the proposed classifi-
cation method. The whole method flow mainly includes four
parts: image preprocessing, feature extraction, feature fusion,
and classification. The main contribution lies in the use of
optical density conversion technology to increase the con-
trast of the image and reduce its noise. Gaussian Markov ran-
dom field and local binarization are used to extract the two
texture features of the image, and then the two features are
linearly combined. Finally, the fused features are put into
SVM classifier for classification.

3.2.1. Optical Density Image Processing Technology. Remov-
ing noise from original images is still a challenging research
topic in image processing. Generally speaking, there is no
commonly used noise reduction enhancement method. Usu-
ally, the appropriate noise reduction method is selected
according to the image characteristics. Limited by the

Figure 1: Biopsy tissue was recorded before the examination. In the image, the needle track is visible but has not been inserted into the
prostate. Tissue and corresponding ultrasonic texture are not disturbed, and this image is used for image processing and texture analysis.
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principle of ultrasonic imaging and the hardware itself, the
quality of ultrasonic images is not satisfactory. The main
manifestations are of low contrast and speckle noise.
Therefore, this paper uses an optical density conversion
technology [27] to dry the selected region of interest and
enhance the contrast and to make the details of the image
clearer and more obvious, which is conducive to the sub-
sequent analysis and processing of the image. The optical
density transformation for each pixel ði, jÞof an object
region is defined as follows:

ODij = log
Iij
Io

� �
, ð1Þ

where Iij is the intensity value of pixel, and Io is the aver-
age intensity. In this method, the intensity of gray image is
converted into optical density, and each optical density
value is linearly mapped to the image with 8-bit depth

information, so that the optical density image can be
obtained. As shown in Figure 4.

3.2.2. Feature Extraction. Texture features can reflect the
overall change of grey pixel values in the image, and dif-
ferent tissues have different textures. Therefore, by distin-
guishing and identifying texture features in transrectal
ultrasound prostate images, suspected case samples with sim-
ilar texture structures to confirmed case samples can be
detected, thus providing decision support for doctors. As one
of the most widely used and basic image global features, there
are many texture feature extraction methods, which are often
used in medical ultrasound image analysis: grey level cooccur-
rence matrices (GLCM) [28], histogram of oriented gradient
(HOG) [29], local binary pattern (LBP) [30], etc. Eachmethod
has its advantages and disadvantages. In actual use, it is often
necessary to select the corresponding feature extraction
method according to the practical application requirements.

According to the relevant research results in recent
years, different types of texture features are generally

Figure 2: Biopsy needle track can still be seen in the prostate gland. In this picture, the puncture position is determined. The extracted tissue is
analyzed by a pathologist, and the puncture position determines the analysis position in a clean image (Figure 1).
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Figure 3: Method flow chart.
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complementary. In the image classification task, the com-
bination of different feature extraction methods can often
achieve higher classification accuracy than when used
alone. Therefore, we use local binarization and Gaussian
Markov random field model to extract texture features.

(1) LBP. LBP (local binary pattern) [30] is an operator
used to describe local texture features of images. Its
basic idea is defined in the eight fields of pixels (3x3
window). The grey value of the central pixel is taken
as the threshold, and the values of the surrounding
8 pixels are compared with it. If the surrounding pixel
value is less than the grey value of the central pixel,
the pixel value is marked as 0; otherwise, it is marked
as 1. In this way, 8 points in the domain size of 3x3
can be compared to generate 8-bit binary numbers
(usually converted into a decimal, i.e., LBP code,
256 kinds in total). Each pixel obtains a binary com-
bination, i.e., LBP value of pixel point in the centre of
the window, and this value is used to reflect texture
information of the region. However, as the image
rotates, the pixels in the neighbourhood will recom-
bine, and the LBP value will change. To keep LBP
rotation unchanged, Ojala et al. [30] improved the
LBP operator. The formula is as follows:

LBPN ,R a, bð Þ = 〠
N−1

i=0
s Gi −G0ð Þ•2i

s tð Þ =
1, t ≥ 0

0, else

(
,

8>>>>><
>>>>>:

ð2Þ

where R is the radius of the neighbourhood circle,
and N is the number of pixels evenly distributed in
the neighbourhood. Gi represents N pixels centred
on G0.

(2) GMRF. Gaussian Markov random field (GMRF)
model [31] is a probability model to describe the
image structure and is a better method to describe
the texture. It was originally described by Leonard

E. Baum and other authors in a series of statistical
papers in the second half of the 1960s. There is a
certain correlation between the category of a pixel
in an image and the category of pixels in its sur-
rounding areas. This correlation is called Markov
correlation. An image can be regarded as a two-
dimensional random process, and the distribution
of image data can be described by conditional
probability. MRF assumes that the pixel value of
each pixel in the image depends only on the pixel
value of the pixel in its domain. A Markov random
field is usually described by the following local
conditional probability density (PDF):

p m, nð Þ ∣ f k, lð Þ, k, lð Þ ≠ m, nð Þ, k, lð Þ∈∧ð Þ
= p f m, nð Þ ∣ f k, lð Þ, k, lð Þ ∈N m,nð Þ
� �

:
ð3Þ

Nðm, nÞ is the neighbourhood pixel point of the
centre pixel. If PDF follows Gaussian distribution,
MRF is called GMRF. Its prominent feature is that
it introduces structural information through a
properly defined neighbourhood system and pro-
vides a model commonly used to express the inter-
action between spatially related random variables.
The parameters generated from this model can
describe the aggregation characteristics of textures
in different directions and forms.

3.2.3. Feature Fusion. Both LBP texture features and GMRF
texture features have strong capabilities in feature extraction
of transrectal ultrasound prostate images, but they have some
limitations in practical application. In the process of feature
extraction, LBP only considers the grey values of other sur-
rounding pixels, but does not fully consider the interaction
and interdependence between the central pixel and the sur-
rounding pixels. These dependencies can be random, func-
tional, or structural and can be represented by Gaussian
Markov random field model. Therefore, this paper first
extracts LBP features from transrectal ultrasound prostate
images and then calculates the conditional probability den-
sity of the extracted LBP feature images.

(a)

(b)

Figure 4: (a) Transrectal ultrasound prostate image and (b) optical density image.
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3.2.4. Classifier Design. Image classification is an important
research field and has practical applications in many areas
such as pattern recognition, artificial intelligence medicine,
and visual analysis. For image classification, we adopt SVM
classifier, which is described in detail as follows.

SVM is based on statistical learning technology and is the
foundation of modern statistical learning theory. It was pro-
posed by Cortes and Vapnik in 1995 [32]. SVM algorithm is a
supervised machine learning algorithm by minimizing
empirical errors and maximizing geometric edges to com-
plete pattern classification and regression analysis. It is
widely used in statistical classification and regression analy-
sis. It has unique advantages in solving small samples and
nonlinear high-dimensional pattern recognition and can be
widely applied to machine learning problems such as func-
tion fitting. The basic principle of the modified method is
to find the fractal hyperplane of the training set n in the sam-
ple space and to separate the categories to the maximum
extent. Besides, SVM, as a quadratic programming problem,
can find a globally unique optimal solution, thus avoiding the
occurrence of local minima. The principle and solving pro-
cess are as follows:

Given a data set:

N xi, yið Þ ∣ xi ∈ Rn, yi ∈ −1,+1f g, i = 1,⋯nf g: ð4Þ

Then, the discriminant function of SVM is as follows:

f xð Þ = sign 〠
n

i=1
AiyiK x, xið Þ + B

 !
, ð5Þ

where Kðx, xiÞ is the kernel function, and n is the number of
support vector machines. The kernel function is vital in sup-
port vector training. It can effectively overcome the dimen-
sion disaster problem. Proper kernel function can improve
the prediction accuracy of the classification model. Common
kernel functions include Gaussian function, polynomial
function, sigmoid function, and linear function. In this paper,
input vectors composed of texture features are selected as
Gaussian functions. The classification results of SVM are
used to distinguish positive samples from negative samples
in transrectal ultrasound images.

In this paper, SVM classification data are using a linear
hyperplane that separates data into two isolated classes. This
hyperplane is calculated using Gaussian kernel function. The
number of neighbours in k-nearest neighbour (KNN) [33] is
set to 5. The confidence factor of decision tree (DT) [34] is set
to 0.25, and the minimum case tree of each leaf is set to 2.
Random forest (RF) [35] is using matlab random forest tool-
box, with trees selection of 500 and mtry of 61.

4. Experimental Results

4.1. Experimental Data. This research has been approved and
reviewed by the local ethics committee, and all relevant topics
have been notified with permission. Transrectal ultrasound
prostate images used in this experiment were from Zhang-
zhou Hospital affiliated to Fujian Medical University, with a

total of 48 cases. All pathological cases were biopsied under
ultrasound guidance by experienced pathologists and con-
firmed histologically. The data collection time is from March
2019 to November 2019, and each patient file contains mul-
tiple images. The data are classified according to pathological
results. There were 36 cases in training set and 12 cases in test
set. Experiments were conducted on prostate diagnosis to
distinguish whether transrectal ultrasound images have pros-
tate cancer. Therefore, the negative samples of training data
were 18 cases (126 images), and the positive samples were
18 cases (130 images). The remaining 12 cases were used as
experimental test sets, of which 6 cases (40 images) were pos-
itive samples, and 6 cases (46 images) were negative samples.

4.2. Experimental Setup and Performance Evaluation. The
experiment is completed based onWindows10 operating sys-
tem. The computer hardware is configured as follows:
Intel(R) Core(TM) i7-8700 is used for CPU, NVIDIA
GeForce GTX-1080Ti is used for GPU, and the video mem-
ory is 11G and the memory is 32G. The programming envi-
ronment is Matlab2017a.

Disease classification results are true positive, true neg-
ative, false positive, and false negative. In order to facilitate
comparative analysis with the existing methods, we have
considered three indicators: accuracy (ACC), sensitivity
(SEN), and specificity (SPEC) [36], as shown in Table 1.
Among them, TP, TN, FP, and FN are the number of true
positive, true negative, false positive, and false negative,
respectively, in the classification results. Accuracy is a direct
measure of comparison between methods. Sensitivity and
specificity describe how diagnostic tests capture the real
presence or absence of disease. These evaluation indexes
together describe the accuracy and error rate of image clas-
sification and recognition methods. Among them, the
higher the accuracy, sensitivity, and specificity, the lower
the error rate of the method.

4.3. Comparison of Characteristic Combination Performance.
In order to test the effectiveness of the combination of Gauss-
ian Markov random field and local binarization, we respec-
tively use a variety of texture features to carry out
experiments and compare the accuracy with the proposed
method. In all experiments, we use support vector machine
to classify. The classification performance of different
methods is shown in Table 2. All the values in Table 2 are
obtained using our data set. As can be seen from the table,
compared with individual features, the classification accuracy
of feature fusion has been significantly improved, and other
indicators have also been improved to varying degrees, espe-
cially the specificity indicators are more obvious. Compared
with the classification results of different texture features in

Table 1: Definition of evaluation index.

Evaluations Definition

ACC TP + TNð Þ/ TP + TN + FP + FNð Þ
SEN TP/ TP + FNð Þ
SPEC TN/ TN + FPð Þ
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Table 2, the texture feature fusion classification results
proposed in this paper are the best, with the classification
accuracy rate reaching 70.93%, sensitivity 70.00%, and spec-
ificity 71.74%. Using Gaussian Markov random fields to
extract texture features alone does not provide meaningful
results for our data set. As can be seen from Table 2, our
method has high specificity while maintaining high
sensitivity.

4.4. Performance Comparison of the Methods. To test the
effectiveness of our approach, we compared our method with
the following three ways: (a) KNN classifier [33], (b) decision
tree (DT) classifier [34], and (c) random forest (RF) classifier
[35]. Specifically, in each experiment, the image is prepro-
cessed by optical density conversion technology, and then
the Gaussian Markov random field and local binarization
features are extracted and fused. Finally, the above three clas-
sifiers are used for classification.

Compared with the classification results of different
classifiers in Table 3, the classification results of support
vector machine are higher than those of other classifiers,
with the classification accuracy rate reaching 70.93%, sen-
sitivity reaching 70.00%, and specificity reaching 71.74%.
The second is DT, with a classification accuracy of
63.96%, sensitivity of 55%, and specificity of 71.72%. The
classification accuracy of KNN was 63.95%, sensitivity
57.50%, and specificity 69.57%. The classification accuracy
of RF was 62.78%, sensitivity 62.50%, and specificity
63.04%. As can be seen from the results shown in
Table 3, our proposed method has better performance
than other methods.

By comparing the experimental results in Tables 2 and 3,
it can be found that LBP+GMRF+SVM proposed in this
paper gives full play to the complementarity of texture fea-
tures. The classification accuracy of this method is 4.65%
higher than the highest accuracy of single feature. At the
same time, the accuracy of this method is 6.97% higher than
highest accuracy of other classifiers.

4.5. Effect Analysis of Image Preprocessing. The experimental
data are preprocessed, and the texture features are analyzed
by the SVM classifier. As shown in Table 4, preprocessing
helps to extract more useful features from images and effec-
tively improves classification accuracy.

4.6. Method Performance Evaluation. Aiming at the problem
of small amount of data sets, 5-fold cross-validation is used to
verify the effectiveness of the proposed method. That is, the
whole data set is divided into five different subsets. Every
time one subset is used as the test set and the other four sub-
sets are used as the training set, this process is repeated five
times. Finally, the average of five experimental results is cal-
culated to evaluate the performance of the classifier.

By comparing Table 3 with Table 5, it can be found that
the error between the results of 5-fold cross-validation and
the experimental results of dividing the data set into training
set and test set is not great. This verifies the effectiveness of
the proposed method.

5. Discussion

Since TRUS cannot reliably identify prostate cancer [8], 6-18
or more puncture biopsies [9] are used to detect cancerous
lesions. However, some biopsy samples taken from some
male patients will not contain cancer. Also, clinically signifi-
cant PSA does not necessarily have prostate cancer [4].

Prostate cancer is hypoechoic in ultrasound images
[38]. Therefore, TRUS has poor visual interpretation and
cannot accurately identify the tumour area. Gomez-Ferrer
and Arlandis [25] found only 12.6% hypoechoic lesions
in their work, which were found in most (68%) benign
tissues. These data confirm the need to try to analyze
transrectal ultrasound images with computer assistance.
Therefore, this paper proposes an image analysis method
based on texture feature fusion.

Sensitivity is an essential criterion for medical diagnosis,
especially in the early stage of disease examination. Positive
samples of clinical examination should avoid missed diagno-
sis as much as possible. The texture feature fusion method is
used in this experiment. The sensitivity of the fused texture
feature is 70.00%, which is better than 67.50% of LBP and
57.50% of GMRF. This shows that there is a correlation
between texture description and sensitivity in the image:
the more texture descriptions, the more obvious the features
of positive lesions. However, for transrectal ultrasound
images with small differences between classes, the overall
classification performance will also decrease. Experiments
show that texture feature fusion has a significant effect on
the classification of transrectal ultrasound images.

According to our experimental methods and results, it is
quite difficult to develop software for real-time image recog-
nition in the future. Because images will have to be analyzed
in real-time and suspicious areas identified, we believe that
this may be due to several factors: the method or the disease
itself. It may be that prostate cancer and its histological
changes have different structures from normal glands.
Another problem we are facing is incomplete labelling when
conducting such studies because it is almost impossible to

Table 2: Classification accuracy with different types of features.

Method ACC SEN SPEC

GLCM [28] 61.63% 67.50% 56.52%

HOG [29] 66.28% 65.00% 67.39%

LBP [30] 60.47% 67.50% 54.35%

GMRF [31] 53.49% 57.50% 50.00%

GLDS [37] 61.63% 62.50% 60.87%

Our method 70.93% 70.00% 71.74%

Table 3: Classification performance of all comparison methods.

Method ACC SEN SPEC

KNN [33] 63.95% 57.50% 69.57%

DT [34] 63.96% 55.00% 71.72%

RF [35] 62.78% 62.50% 63.04%

Our method 70.93% 70.00% 71.74%
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accurately determine the exact location of cancer in transrec-
tal ultrasound images with current technologies. In our
research, this annotation was obtained by studying histolog-
ical analysis and puncture site location. However, this may be
affected more or less because the length of the region of inter-
est we extract rarely corresponds to cancer.

6. Conclusion

This paper proposes a texture feature analysis method to
improve the classification accuracy of transrectal ultrasound
prostate images. Firstly, the transrectal ultrasound image is
preprocessed by optical density conversion technology, and
then Gaussian Markov random fields and local binarization
features are extracted. The two features are linearly com-
bined, and then SVM classifier is used for classification
experiments. Finally, several comparative experiments were
carried out on the data set we collected, and the experimental
results were given and analyzed. The experimental results
show that the method has good classification accuracy
(70.93%), sensitivity (70%), and specificity (71.74%). This
provides a low cost, rapid, and repeatable analysis method
for transrectal ultrasound-guided prostate puncture. In the
future work, we plan to carry out more effective cooperation
with hospitals to obtain more data sets, and then we will
improve the proposed method to make it more suitable for
the actual needs of the medical field.
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Osteosarcoma (OS), a malignant primary bone tumor often seen in young adults, is highly aggressive. The improvements in high-
throughput technologies have accelerated the identification of various prognostic biomarkers for cancer survival prediction.
However, only few studies focus on the prediction of prognosis in OS patients using gene expression data due to small sample
size and the lack of public datasets. In the present study, the RNA-seq data of 82 OS samples, along with their clinical
information, were collected from the TARGET database. To identify the prognostic genes for the OS survival prediction, we
selected the top 50 genes of contribution as the initial candidate genes of the prognostic risk model, which were ranked by
random forest model, and found that the prognostic model with five predictors including CD180, MYC, PROSER2, DNAI1, and
FATE1 was the optimal multivariable Cox regression model. Moreover, based on a multivariable Cox regression model, we also
developed a scoring method and stratified the OS patients into groups of different risks. The stratification for OS patients in the
validation set further demonstrated that our model has a robust performance. In addition, we also investigated the biological
function of differentially expressed genes between two risk groups and found that those genes were mainly involved with
biological pathways and processes regarding immunity. In summary, the identification of novel prognostic biomarkers in OS
would greatly assist the prediction of OS survival and development of molecularly targeted therapies, which in turn benefit
patients’ survival.

1. Introduction

Osteosarcoma (OS), a malignant primary bone tumor often
seen in young adults, is highly aggressive [1]. According to
previous studies, OS patients without metastatic diseases
present a survival of 70%, yet evidence suggests that metasta-
ses that take place at early stages result in worse prognosis
[2]. OS can be further categorized into different groups as
intramedullary and surface subtypes according to their histo-
logic characteristics and is considered to be associated with
multifactorial causes, and both genetic and environmental
influences seem to have an impact on this disease [3]. How-
ever, for the majority of OS patients, its etiology still remains
veiled. Patients’ physique [4–6] and their genetic background
[7], along with hormone secretion that could affect skeletal
development [8], are all risk factors for OS. Currently,

patients with OS mostly receive surgery and chemotherapy,
which brings dramatic improvement in their long-term sur-
vival, yet accurate prognosis prediction is still required in
making therapeutic decisions [9]. However, the only about
15-17% OS patients treated with only surgery could survive
[10, 11]. In the early 1970s, the adjuvant chemotherapy was
introduced and applied in the treatment of OS patients with-
out metastatic disease [12]. Combined with surgery resec-
tion, current combinational chemotherapy could cure ~70%
of OS patients. However, the five-year overall survival for
patients with metastasis or relapse was still only about 20%
[11, 13], voicing an urgent call for new therapies aimed at
these patients.

With the advances in sequencing technologies, such as
microarray, next-generation sequencing, and proteomics
mass spectrum, the prognostic biomarkers for cancer
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survival prediction have been proposed by several studies
[14–16]. Mutations in TP53, RB1, CDKN2A, PTEN, and
YAP1 [17] have been identified and widely observed using
whole-genome sequencing (WGS) or whole-exome sequenc-
ing (WES) in OS patients, which greatly improved our
understanding of the genomic landscape of OS. With next-
generation sequencing, the identification of novel bio-
markers becomes possible, which can not only broaden our
insights into the pathogenic mechanism of OS but also
provide the resource to build machine learning models to
predict the prognosis of OS patients. For instance, KRT5,
HIPK2, MAP3K5, and CD5 were identified to serve as prog-
nostic factors of osteosarcoma patients [18]. Moreover, risk
predictive models based on one eight-gene [19] and one
two-gene [20] (PML-EPB41) signatures have been built to
predict overall survival of patients with osteosarcoma. How-
ever, only few studies focus on the prediction of prognosis in
OS patients due to a small sample size using gene expression
data and the lack of public datasets. In this study, we col-
lected 82 OS samples with RNA-seq data and corresponding
clinical data from the Therapeutically Applicable Research
to Generate Effective Treatments (TARGET) database,
selected prognostic genes, and built a prognostic risk model
to assess and predict the overall survival of OS. The identifi-
cation of novel prognostic biomarkers in OS would greatly
assist the prediction of OS survival and the development of
molecularly targeted therapies, which in turn benefit
patients’ survival.

2. Material and Methods

2.1. Data Sources. We obtained osteosarcoma RNA-seq data
(TPM) and matched clinical data of OS patients from the
TARGET database (https://ocg.cancer.gov/programs/target).
A total of 82 patients from this dataset were constructed as a
training set of our prognostic risk model. The dataset of
GSE21257 [21] for further validation consisted of 34 osteosar-
coma patients.

2.2. Screening of Genes for the Prognostic Risk Model of
Osteosarcoma. First, a list of genes yielding TPM > 0:1 in
more than half of the total samples was chosen for feature
selection. Based on the clinical information and expression
profiles of each patient, genes significantly associated with
patients’ survival were obtained by performing Cox regres-
sion analysis with the R Survival package. We further nar-
rowed down this gene list based on the differential levels
of prognostic outcomes, and genes whose P value is less
than 0.01 were selected. Subsequently, these genes were
ranked by the random forest algorithm in the R package
randomForestSRC based on their relative contribution.
Consequently, the top 50 genes were identified as the can-
didate genes to construct the risk model of osteosarcoma
prognosis.

2.3. Model Construction and Evaluation.Utilizing the expres-
sion profiles of candidate prognostic genes and the survival
data of patients, we built a prognosis risk model for OS using
the multivariate Cox regression as previous studies described

[22], and a list of genes that contributed significantly to this
model was obtained, which consisted of our final candidates.
We established a scoring formula for these finalized candi-
date genes to evaluate the risks for OS patients and used
the median score to divide them into two subgroups,
namely, high-risk and low-risk groups. Kaplan-Meier sur-
vival curves were plotted, respectively, for each group, and
the differences in their survival were further assessed by
the log-rank test.

2.4. Validation of the Prognostic Risk Model by an
Independent Dataset. Validation dataset consisted of 34 oste-
osarcoma patients obtained from the GSE21257 dataset [21].
The prognostic risk scoring formula obtained from the train-
ing set was applied to evaluate the risk for each patient accord-
ing to the expression of finalized candidate genes in each
sample, accordingly. These patients were then labeled as those
of high risk and of low risk based on the scores assigned to
them, and their prognostic difference was further analyzed.

2.5. Gene Set Enrichment Analysis. Our prognostic risk
model divided osteosarcoma patients into two categories,
termed as high- and low-risk groups, and then differentially
expressed genes (DEGs) between two groups were selected
with two thresholds at ∣log2 ðfoldÞ ∣ >1 and P value < 0.05.
Gene Ontology- (GO-) based enrichment analyses of these
significantly differentially expressed genes were carried out
in R with package clusterProfiler, as described in previous
studies [23–25].

3. Results

3.1. Screening of Prognostic Genes for OS Survival Prediction.
The gene expression data and corresponding clinical data of
82 patients were retrieved from the TARGET database. A
total of 16,034 genes were introduced as variables in our
prognostic risk model under the condition that these genes
exhibited TPM > 0:1 in more than half of the total samples.
Univariable Cox regression was performed, and Kaplan-
Meier curves were plotted accordingly on all these genes,
out of which 50 genes significantly related to the patient’s
survival were obtained (P values < 0.01). Subsequently,
the contribution of these genes was ranked by the random
forest algorithm, and the top 50 genes were selected as
the initial candidate genes for the construction of the prog-
nostic risk model.

Using those 50 genes, the prognostic risk model of osteo-
sarcoma was developed, based on a multivariable cox regres-
sion. Among them, five genes, including CD180, MYC,
PROSER2, DNAI1, and FATE1, with significant contribution
to the model were selected as the candidate genes in the opti-
mal prognostic risk model of osteosarcoma. Notably, the low
expression of CD180 and high expressions of MYC,
PROSER2, DNAI1, and FATE1 were identified to result in
worse prognostic outcomes in OS (Figures 1(a)–1(e)). These
results indicated that the five prognostic genes were highly
associated with the OS prognosis.

3.2. Construction of Multivariable Cox Model Using Five
Prognostic Genes. Given the 5 genes, a multivariable Cox
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model was built to evaluate the risk of the OS patients.
Specifically, the five genes showed significant association
with the OS overall survival in both univariable and mul-
tivariable Cox models (Table 1). All 82 patients in the
TARGET-osteosarcoma dataset were used as a training
set, and we then estimated their risk scores according to

the model. They were divided into high- and low-risk
groups by the median risk score. Consistently, the overall
survival of the high-risk group was significantly shorter
than that of the low-risk group (Figure 2(a)). From this
stratification, we noticed that the deceased patients of the
high-risk group were found to be more than those in the
low-risk group (Figure 2(b), P value < 0.05). In accordance
with the Cox regression analyses, CD180 was downregu-
lated and another four genes were upregulated in the
high-risk group (Figure 2(b)). These results indicated that
the five genes acquired good fitting effect on the overall
survival in OS.

3.3. Validation for the Prognostic Risk Model of OS. To vali-
date the prognostic value of the five-gene-based Cox model,
we collected an independent gene expression dataset with
34 OS samples from Gene Expression Omnibus (GEO)
with accession GSE21257. The risk scores for 34 OS sam-
ples were estimated using the expression levels of the five
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Figure 1: The Kaplan-Meier curves for samples stratified based on the expression levels of CD180, MYC, PROSER2, DNAI1, and FATE1,
respectively. (a–e) Survival of OS patients stratified by expression of CD180, MYC, PROSER2, DNAI1, and FATE1, respectively, depicted
by Kaplan-Meier plots.

Table 1: The summary of prognostic values for the five genes in
univariable and multivariable Cox regression models.

Features
Univariable cox

regression
Multivariable cox

regression
Hazard ratio P value Hazard ratio P value

CD180 0.43 2.19E-03 0.44 4.98E-03

MYC 1.01 9.60E-05 1.01 1.18E-05

PROSER2 1.10 6.52E-06 1.09 4.60E-03

DNAI1 1.53 8.54E-06 1.42 2.19E-03

FATE1 6.08 2.62E-05 7.05 4.05E-06
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genes in each individual. Similarly, these samples were also
assigned into high-risk and low-risk groups by the median
score. Consistently, in the high-risk group, we observed a

greater number of deceased patients and shorter overall
survival than the low-risk group (P value < 0.05,
Figure 3(a)). The KM curves illustrated that patients of high
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Figure 2: The risk stratification of the OS patients by the risk score in the training set (TARGET cohort): (a) Kaplan-Meier curves for patients
in high-risk and low-risk groups in the training set stratified by risk scores; (b) the association of the risk scores with the survival time and
status and expression levels of five genes. The samples were ranked by the risk scores.
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Figure 3: Prognostic risk model performance on the validation set (GSE21257 cohort). (a) The association of the risk scores with the survival
time and status and expression levels of five genes in the validation set (GSE21257). The samples were ranked by the risk scores. (b) Kaplan-
Meier curves for patients in the high-risk and low-risk groups in the validation set stratified by risk scores.
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risk exhibited significantly worse prognosis than those of
the low-risk group (P value < 0.05, Figure 3(b)). Such sig-
nificant difference in the overall survival time between
two risk groups in the validation set suggested that the
five-gene-signature Cox model could efficiently predict the
prognostic risk in OS.

3.4. The Risk Score Based on the Five-Gene-Based Cox Model
Serves as an Independent Prognostic Factor in OS. In order to
evaluate the independence of this risk score, we conducted
both univariable and multivariable Cox regression, using
the risk score and three other clinical variables. In both
univariable and multivariable Cox analyses, risk score
was the only variable that correlated with the survival time
(Table 2). Moreover, we found that white OS patients
might have a lower risk than other ethnic groups in the
multivariable Cox model with a lower statistical signifi-
cance (P value < 0.1). These results suggested that risk
score could function as an independent prognostic indica-
tor in OS.

3.5. Biological Differences between the Two Risk Groups. The
differential expression analysis was performed for patients
from the TARGET OS dataset, where patients were labeled
as of high- and low-risk ones. A total of 351 significant
differentially expressed genes were identified (thresholds:
∣log2 ðfold changeÞ ∣ >1 and P value < 0.05), of which, com-
pared with the low-risk group, 138 and 213 genes exhibited
increased and decreased expression in the high-risk group
(Figure 4(a)), respectively.

Gene Ontology- (GO-) based gene enrichment analysis
revealed that immune-related GO terms, including leukocyte
cell-cell adhesion and its T cell activation and its regulation,
positive regulation of leukocyte cell-cell adhesion, and posi-
tive regulation of T cell activation, were highly enriched by
these DEGs (Figure 4(b)), suggesting that the differed
immune microenvironment of patients in high-risk and
low-risk groups may be responsible for the difference in their
prognostic outcomes. Further analysis revealed that major
histocompatibility complex (MHC) class II genes were
downregulated in the high-risk group (Figure 4(c)), suggest-
ing that the lack of antigen processing and presentation
might be associated with reduced immunity against tumor
cells, thereby resulting in worse prognosis in OS. Collectively,
the results suggested that the immune microenvironment of
patients with osteosarcoma plays an essential role in OS
patients’ prognosis.

4. Discussion

The molecular basis behind OS tumorigenesis, progression,
and metastasis has attracted growing attention. Though
extensive researches have demonstrated the biological func-
tion of certain genes in OS, there is still a lack of effective
biomarkers for OS survival prediction. Meanwhile, the pre-
diction and comparison of the OS patients with different
clinical outcomes could help clinicians make improvements
in diagnostic or therapeutic strategies.

In the present study, 82 OS samples with RNA-seq data
and matched clinical data were collected from the TARGET
database. To identify the prognostic genes for the OS survival
prediction, we selected the top 50 genes of contribution as the
initial candidate genes of the prognostic risk model, which
were ranked by the random forest model. Multivariable
Cox regression analysis suggested that the prognostic model
with five predictors including CD180, MYC, PROSER2,
DNAI1, and FATE1 was the optimal multivariable Cox
regression model. Among the five prognostic genes, only
CD180, which could lead to NF-kappa-B activation [26],
was negatively correlated with the OS survival. As we know,
CD180 is a cell surface molecule of lymphocytes, and its
high expression may indicate the high anticancer activity
of lymphocytes, thereby suppressing the growth of OS
tumors. CD180, as well as CCR2, has been identified as
robust pharmacodynamic tumor and blood biomarkers for
clinical use with BRD4/BET inhibitors [27]. In addition to
DNAI1, another three genes, MYC [28], PROSER2 [29],
and FATE1 [30], have been reported to be associated with
several cancers.

Moreover, we also stratified the OS patients into high-
risk and low-risk groups according to the risk score estimated
by the multivariable Cox regression model. The stratification
for OS patients in the validation set based on risk scores pre-
dicted by the multivariable Cox regression model further
demonstrated that our model was significant and robust
(log-rank test, P < 0:05). It should be noted that only 34 pri-
mary tissues were used in the validation set, which might be a
major limitation for the five-gene-based predictive model. In
addition, we also investigated the biological differences
between the high-risk and low-risk groups and found that
biological processes regarding immunity were highly
enriched by the differentially expressed genes between the
two risk groups. The expression of MHC II class genes was
reduced in high-risk OS samples (Figure 4(c)), suggesting
that these samples might lose the abilities of presenting and
processing extracellular pathogens. Consistently, MHC class

Table 2: The statistical significance of the risk score in univariable and in multivariable Cox regression models with other clinical parameters.

Features
Univariable cox regression Multivariable cox regression

P value HR Lower 95% CI Upper 95% CI P value HR Lower 95% CI Upper 95% CI

Risk score 4.42E-12 19.7 4.64 15.6 4.34E-11 12.3 5.85 26.1

Gender (female/male) 0.30 0.68 0.33 1.41 0.17 0.54 0.23 1.29

Race (white/other) 0.23 0.64 0.30 1.34 0.07 0.47 0.21 1.08

Age 0.82 1 1 1 0.82 1 1 1
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II genes were downregulated and associated with unfavorable
outcome in OS [31, 32].

In summary, we established a prognostic risk model of
five genes in osteosarcoma, stratified the osteosarcoma sam-
ples into high-risk and low-risk groups, and uncovered the
underlying molecular mechanism associated with the prog-
nosis, which not only provided some evidence for related
researchers but also improved our understanding of OS
prognosis.
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Gastric cancer (GC), one of the most common cancers around the world, is a multifactorial disease and there are many risk factors
for this disease. Assessing the risk of GC is essential for choosing an appropriate healthcare strategy. There have been very few
studies conducted on the development of risk assessment systems for GC. This study is aimed at providing a medical decision
support system based on soft computing using fuzzy cognitive maps (FCMs) which will help healthcare professionals to decide
on an appropriate individual healthcare strategy based on the risk level of the disease. FCMs are considered as one of the
strongest artificial intelligence techniques for complex system modeling. In this system, an FCM based on Nonlinear Hebbian
Learning (NHL) algorithm is used. The data used in this study are collected from the medical records of 560 patients referring
to Imam Reza Hospital in Tabriz City. 27 effective features in gastric cancer were selected using the opinions of three experts.
The prediction accuracy of the proposed method is 95.83%. The results show that the proposed method is more accurate than
other decision-making algorithms, such as decision trees, Naïve Bayes, and ANN. From the perspective of healthcare
professionals, the proposed medical decision support system is simple, comprehensive, and more effective than previous models
for assessing the risk of GC and can help them to predict the risk factors for GC in the clinical setting.

1. Introduction

Gastric cancer (GC) which is one of the major cancers
around the world with about one million new patients each
year is known to be the third cause of cancer deaths [1, 2].
This represents an important public health issue in the world,
especially in Central Asian countries, where the incidence of
this disease is very high [2]. GC is a multifactorial disease,
and its formation is related to various risk factors [3]. Various
scientific methods, such as photofluorography and esophago-
gastroduodenoscopy, are used to diagnose GC in the early
stages and can help reduce the mortality rate of GC with a
practical approach [3]. Given that these methods are invasive

and expensive, it is necessary to provide a simple inexpensive
and effective tool for the diagnosis of people at risk for GC,
which can then be followed by more accurate examinations.
Moreover, appropriate prevention efforts can be made to
reduce the incidence of this disease.

The initial definitions of the decision support system
(DSS) consider it as a system to support decision-makers of
the management in the semistructured and unstructured
positions and decisions [4]. Accordingly, DSS means helping
decision-makers and increasing their ability, not replacing
their judgments [4]. Today, the use of DSSs has expanded
in a variety of areas, such as management, industry, agricul-
ture, information systems, medicine, and hundreds of other
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topics. The medical decision support system (MDSS) is a
computer system designed to help physicians or other health-
care professionals in making clinical decisions. Some applica-
tions of the medical decision support system are outlined
below [5]:

(i) Preventive care services, for example, screenings for
blood pressure and cancer

(ii) Patient symptom checker

(iii) Care plan

(iv) Guide to reducing long hospital stays

(v) Intelligent health monitoring systems

MDSS contains numerous advantages, of which the most
important is to minimalize medical failure and make a
relatively stable structure for diagnosing and treating the
disease, thereby resolving various and conflicting ideas of
specialists [5]. Therefore, it is vital to design and implement
these models.

FCMs are regarded as soft computing methods that try
attempting to act like humans for decision-making and rea-
soning [6]. In fact, an FCM is an instrument for modeling
multifaceted systems, which is attained by integrating neural
networks and fuzzy logic [7, 8], and to describe the complex
system’s performance utilizing concepts. This technique
creates a conceptual model where each concept provides a
characteristic or a state of a system dynamically interacting
with these notions [9]. FCM is a graphical representation
of a system structure [10]. According to the artificial intelli-
gence, FCMs are dynamic learning networks; thus, more
data to model the problem can help the system with adapt-
ing itself and reaching a solution. This conceptual model is
not restricted to the exact measurements and quantities.
Hence, it is very appropriate for concepts without accurate
structures.

FCMs were presented by Kosko as a fuzzy directed
graph with sign and feedback loops to illustrate the com-
putational complexity and dependence of a model symbol-
ically and explicitly [11]. In other words, a set of nodes is
created by the FCM affecting each other via causal rela-
tions. The details and mathematical formulation of this
technique are described in Supplementary Materials (avail-
able here). Using the benefits of fuzzy systems (if-then
rules) and neural networks (teaching and learning), FCM
was able to quickly prove its effectiveness in various areas
so that we can see its successful presence in politics, eco-
nomics, engineering, medicine, etc. [12].

In recent years, MDSS using FCM has been developed as
one of the main applications of this tool. FCM has emerged
as a tool for representing and studying the behavior of sys-
tems, and it can deal with complex systems using an argu-
mentative process. This study is aimed at providing an
MDSS for assessing the risk of GC using FCM.

In the following, some successful instances of FCM appli-
cations regarding decision support systems are provided.
Papageorgiou et al. [13] utilized FCM for predicting infec-
tious diseases and infection severity. A novel FCM-based

technique was presented by Amirkhani et al. [14] to screen
and isolate UDH from other internal brain lesions. Hence,
they examined 86 patients in Shahid Beheshti Hospital in
Isfahan City. The pathologist extracted the ten key properties
needed to screen these lesions to use them as the key concepts
of FCM. The accurateness of the suggested technique was
95.35%. Based on the results, it was indicated that not only
the suggested FCM contained a high accuracy level it is also
able to preset an acceptable false-negative rate (FNR). A deci-
sion support system was proposed by Baena de Moraes Lopes
et al. [7] to diagnose the changes in urinary elimination,
based on the nursing terminology of North American Nurs-
ing Diagnosis Association International (NANDA-I). For
195 cases of urinary incontinence, an FCM model was uti-
lized after the NANDA-I classifications. The high specificity
and sensitivity of 0.92 and 0.95, were, respectively, found by
the FCM model; however, a low specificity value was pro-
vided in the determination of the diagnosis of urge urinary
incontinence (0.43) along with a low sensitivity value to over-
all urinary incontinence (0.42).

Recently, the use of FCM with Hebbian-based learning
capabilities has increased. According to [15], a decision-
making framework was proposed that can accurately assess
the progression of depression symptoms in the elderly people
and warn healthcare providers by providing useful informa-
tion for regulating the patient’s treatment. According to
[16], a risk management system for familial breast cancer
was presented using the NHL-based FCM technique. Data
needed for this study were extracted from 40 patients and
18 key features were selected. The results showed that the
accuracy is 95%. According to [17], the first specialized diag-
nostic system for obesity was proposed based on psychologi-
cal and social characteristics. In this study, a mathematical
model based on FCM was presented. According to the pro-
posed model, the effects of different weight-loss treatment
methods can be studied.

No certain reason exists for GC. The cause-effect associ-
ations are not systematically investigated and understood so
far between the integrated impacts of the multiple risk factors
on the probability of developing GC. Even the ideas of
radiologists and oncologists are greatly subjective in this
regard. In such instances, it is considered to use an FCM as
a human-friendly and transparent clinical support instru-
ment to determine the cause-effect associations between the
factors and the subjectivity can be remarkably eliminated
by the degrees of its effects on the risk level. The present work
is mainly focused on developing a clinical decision-making
instrument in terms of an FCM to evaluate GC risk.

2. Methods

2.1. FCM Model for GC Risk Factors. Addressing GC is a
complex process that needs to understand the various
parameters, risk factors, and symptoms to make the right
decision and assessment. This study assesses the risk of GC
by providing a medical decision-making system. The design
of this decision-making system is based on a proposed model
of FCM, which is presented below. Designing and developing
a suitable FCM require human knowledge to describe a
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decision support system. In this study, GC specialists are
used for the development of the FCM model. The develop-
ment of the FCM model is divided into three main steps,
which is briefly summarized:

(1) Identify concepts

(2) Determine the relationships between concepts and
initial weights

(3) Weighting

First, the experts individually identify the factors that
contribute to GC. In the following, common concepts among
specialists are selected as model nodes. The second step is to
identify the relationships between concepts. To this end,
experts define the interactions between concepts with respect
to fuzzy variables. To do so, determine the relationship and
the direction of the relationship (if any). The amounts of
these effects are expressed as very low, low, medium, high,
and very high. Finally, the linguistic variables expressed by
the experts are integrated. Using the SUM technique, these
values are aggregated and the total linguistic weight is gener-
ated by the “centric” defuzzification method and converted to
a numerical value. The corresponding weight matrix is then
constructed. Choosing a learning algorithm to teach initial
weights is the third step of this method. The purpose of a
learning algorithm, setting the initial weight, is the same
way as neural networks to improve the modeling FCM.

To better understand, these steps were used step by step
to develop an FCM model for GC. For this purpose, the
opinions of three specialists were used. In the first phase of
the research presented in this article, information on GC risk
factors was collected from medical sources, pathologists, and
informal sources [18–48]. The collected knowledge was
transformed into a well-structured questionnaire and pre-
sented to three experts. The questionnaire includes risk
factors associated with GC. According to three experts, 27
common features were identified as the major risk factors
for end-stage GC. To better understand, we used the men-
tioned process step by step to develop an FCMmodel for GC.

Risk factors for gastric cancer may be categorized into
four groups (personal features, systemic conditions, stomach
condition, and diet food), each of which includes several risk
factors. The final features are presented in Figure 1, and their
explanations are given in Table 1.

In the second phase, first, the sign for the relationship
between the two concepts is determined, and finally, the
numerical values of the two concepts are calculated. Five
membership functions were used for this purpose. Consider
the following example.

1st specialist: C4 has a great impact on C27.
2nd specialist: C4 has a moderate impact on C27.
3rd specialist: C4 has a great impact on C27.
Using the SUMmethod, the above three linguistic weights

(high, very high, and very high) are aggregated. The above
three linguistic weights (high, very high, and very high) are
aggregated using the SUM method. Figure 2 represents the
centroid defuzzification method that is implemented to calcu-
late the numerical value of the weight in the range ½−1, 1�.

Using this method, the weight of all relationships
between the concepts related to FCM for GC was calculated.
The developed FCM is shown in Figure 3. In the third step,
we used a learning algorithm to train the model, which
includes updating the relationship weight, and finally, a fuzzy
cognition map for GC risk factors was extracted. For this pur-
pose, data collected from 560 patients referred to Imam Reza
Hospital in Tabriz (after the preprocessing steps) were used
through a questionnaire. Table 2 shows the features, values,
and frequency of patients.

Figure 4 shows the proposed FCM model for risk fac-
tors of GC. This FCM has 28 concepts and 38 edges with
their weights. Considering the 28 concept nodes, 27 are
the ultimate physician-selected features that interfere with
the disease and are shown by the values C1 to C27. The
central node is the concept of GC, which receives and col-
lects interactions from all other nodes. The positive weight
of an edge indicates that it has a positive effect on the inci-
dence of GC, and the negative weight indicates the role of
deterrence in the incidence of the disease. The yellow, pur-
ple, blue, and green colors were used to specify the category
of any feature or concept. The C1 to C8 features specified
with yellow were classified as personal features. The violet
color was used for the C9 to C17 features of the diet food
category. Blue and green were also used for the C18 to
C22 features of the systemic condition, respectively, and
C23 to C27 features were used for the stomach condition
category.

2.2. Learning FCM Using NHL Algorithm. GC specialists
were well positioned to create FCM in our method. Nonlin-
ear Hebbian Learning (NHL) is utilized to learn the weights
due to no access to a relatively large data set, causal weight
optimization, and more accurate results [49]. The Hebbian-
based algorithms were used for FCM training to determine
the best matrix in terms of expert knowledge [50]. Algo-
rithms set the FCM weights through existing data and a
learning formula in terms of repetition and Hebbian rule
methods [50]. The NHL algorithm is based on the assump-
tion that all of the concepts of the FCMmodel are stimulated
at each time step and their values change. The value ωji cor-
responding to the concepts of cj and ci is updated, and the
weight ωji is corrected in iteration k. The value of Aðk+1Þ

i is
determined in the ðk + 1Þth iteration. The impact of concepts

with values Aj and corrected weighted values ω
ðkÞ
ij in iteration

k is determined by

A k+1ð Þ
i = f A kð Þ

i + 〠
n

j=1,i≠j
ω

kð Þ
ji · A kð Þ

j

 !
: ð1Þ

Each of the concepts in the FCM model may be input
or output concepts. A number of concepts are defined as
output concepts (OCs). These concepts are the state of the
system in which we want to estimate the value that repre-
sents the final state of the system. The classification of con-
cepts as input and output concepts is by the experts of the
group and according to the subject under consideration.
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The mathematical relations used in the NHL algorithm for
learning FCM are shown in equations (1) and (2).

Δωji = ηtA
K−1ð Þ
i A K−1ð Þ

j − ω
K−1ð Þ
ji A K−1ð Þ

i

� �
, ð2Þ

where η is a scaling parameter called the learning rate. η
is a very small positive scaler factor called learning parame-
ter. Its value is obtained through test error.

ω
kð Þ
ji = γ · ω k−1ð Þ

ji + ηA k−1ð Þ
i A k−1ð Þ

j − sgn ωji

� �
ω

k−1ð Þ
ji A k−1ð Þ

i

� �
:

ð3Þ

Equation (3) is the main equation of the NHL algorithm.
γ is the weight decay parameter. The values of concepts and

weightsωðkÞ
ji are calculated by equations (1) and (3), respec-

tively. In fact, the NHL algorithm updates the basic matrix
nonzero elements suggested by the experts in each iteration.
The following criteria determine when the NHL algorithm
ends [50].

(a) The terminating function F1 is given as

F1 = OCi − Tik k, ð4Þ

where Ti is the mean value of OCi.
This kind of metric function is suitable for the NHL

algorithm used in the FCMs. In each step, F1 calculates the
Euclidean distance for OCi and Ti. Assuming that OCi =
½Tmin

i , Tmax
i �, Ti is calculated by

Ti =
Tmin
i + Tmax

i

2
: ð5Þ

Given that the FCM model has m-OCs, for calculating
F1, the sum of the square between m-OCs and m‐Ts can
be calculated by

F1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

j=1
OCi − Tið Þ2

vuut : ð6Þ

After F1 is minimized, the situation ends. b) The second
condition for completing the algorithm is the difference
between two consecutive OCs. This value should be less than
e. Therefore, the value of the ðk + 1Þth iteration should be less
than e based on

F2 = OC t+1ð Þ
i −OC tð Þ

i

��� ��� < e = 0:002: ð7Þ

In this algorithm, the values of the parameters η and γ are
determined through test error. After several tests, the values
of η and γ show the best performing algorithm. Finally, when
the algorithmic termination conditions are met, the final
weight matrix (ωNHLÞ is obtained.

For the convenience of end-users, a graphical interface is
designed using the GUI in MATLAB for the proposed sys-
tem. The user interface for the GC risk prediction software
is shown in Figure 3.

For example, the user enters the requested information
into the system. The system displays the risk assessment
result after receiving information from the user and using
the proposed NHL-FCM model.

For the comparison of classification accuracy, the same
data set is used for classification with other machine learning
models. Backpropagation neural network, support vector
machine, decision tree, and Bayesian classifier were used in
the Weka toolkit V3.7 to test other learning algorithms. For

GC risk factors

Personal features

(i) Sex
(ii) Age

(iii) Exposed to
chemical

(iv) Smoking
(v) Alcohol

consumption
(vi) Motility

(vii) BMI
(viii) Blood group

(i) Family of cancer
(ii) Family history of

stomach cancer
(iv) History of

cardiovascular disease
(v) General status of

cancer

Systemic condition Stomach condition

(i) History of stomach
infection

(ii) History of gastric

(iii) History of stomach
surgery

reflux

inflammation

(iv) History of gastric

(v) Mucosa status

Diet food

(i) Salt consmuption
(ii) Consumption of

vegetable
(iii) Consumption of

smoked food
(iv) Milk consumption
(v) Fruit consumption

(vi) Fast food
consumption

(vii) Consumption of
fried foods

(viii) Food storage
container

(ix) Baking dish

Figure 1: Classification of GC risk factors.
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this purpose, the Excel file containing the collected data col-
lection was converted to .arff format so that it can be read for
Weka. Then, the required steps for data preprocessing were
performed. In this software, one of the most common
methods of evaluating the performance of categories that
divide the tagged data set into several subsets is cross-
validation. 10-fold cross-validation was used for all the stud-
ied algorithms. 10-fold cross-validation divides the data set
into 10 parts and performs the test 10 times. In each step,
one part is considered as a test and the other 9 parts are con-
sidered for training. In this way, each data is used once for

testing and 9 times for training. As a result, the entire data
set is covered for training and testing.

The backpropagation neural network with 27 input neu-
rons, 10 neurons, and 3 output nodes was used as the multi-
layer perceptron. Also, for classification of the assess risk into
three classes, high, medium, and low, the support vector
machine, decision tree C4.5, and Naïve Bayesian classifier
were used.. Given that the data studied are not linearly sepa-
rable, we need to use the core technology to implement the
SVM algorithm. The core technology is one of the most com-
mon techniques for solving problems that are not linearly

Table 1: Risk factors of GC.

Risk factors Description

C1: sex
Studies show that men around the world are diagnosed with GC almost twice as much

as women [18].

C2: blood group
Scientific research shows that there is a significant relationship between blood type and GC.
The blood groups A and O have the highest and lowest incidence of GC, respectively [19].

C3: BMI
High BMI increases GC [20]. In 2016, the IACR formed a team of specialists. They reported

that GC is one of the diseases caused by excessive fat gain and high BMI [21].

C4: age The risk of GC increases with age [18, 22, 23].

C5: motility
People with any regular physical activity have a lower risk of GC than nonactive people.
According to the US Physical Activity Guidelines Advisory Committee (2018), moderate

evidence showed that physical activity reduces the risk of various cancers, including GC [21].

C6: alcohol consumption Regular alcohol consumption increases the risk of GC [24, 25].

C7: exposed to chemicals Some jobs exposed to chemicals, such as cement and chromium, increase the risk of GC [26].

C8: smoking Smoking increases the risk of GC [27, 28].

C9: salt consumption High salt intake increases the risk of GC [23, 29, 30].

C10: consumption of vegetable The daily consumption of 200-200 grams of vegetables per day may reduce the risk of GC [31].

C11: consumption of smoked food
The smoked food is a great source of polycyclic aromatic hydrocarbons (PAHs). Scientific
research has shown that this biopollutant is one of the factors involved in many cancers,

including GC [32, 33].

C12: milk consumption Increasing dairy consumption, such as milk, is associated with a lower risk of GC [34].

C13: fast food consumption Fast food consumption is one of the factors affecting the incidence of GC [35].

C14: consumption of fried foods
The results of scientific studies show that people who use a lot of fried foods in their

diet are at increased risk of GC [27, 28].

C15: fruit consumption A daily consumption of 120-150 grams of fruit per day may reduce the risk of GC [31].

C16: food storage container
Today’s food containers are often made of chemicals, such as plastics that contain bisphenol A.

Thus, it can be the source of various types of cancer and hormonal disorders [36].

C17: baking dish
The use of metal containers, such as aluminum for cooking, can be a factor in the

development of diseases because these types of metals, when exposed to heat, emit a small
amount of lead [37].

C18: history of allergy
Recent studies indicate that the history of allergic diseases is associated with a lower

risk of GC [38].

C19: family history of cancer A family history of cancer in certain specific sites may be associated with a risk of GC [39].

C20: family of GC This risk factor is strongly associated with different types of GC [40, 41].

C21: history of cardiovascular disease People with cardiovascular disease are at a lower risk of GC because of using some drugs [42].

C22: general status of cancer People with a good general health status are less likely to be at risk of GC [43].

C23: history of gastric reflux Gastric reflux causes a 3-10% percent increase in being at risk of GC [44].

C24: history of stomach surgery Gastric surgeries, such as gastric ulcers, may increase the risk of cancer [45].

C25: history of stomach infection Helicobacter pylorus is the most important risk factor for GC [46–48].

C26: mucosa status Gastric ulcers are considered as a risk factor for GC [35].

C27: history of gastric inflammation
The history of gastric inflammation is one of the most important factors in the

incidence of GC [35].
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Figure 2: Aggregation and defuzzification of linguistic weights.

Figure 3: User interface of the proposed MDSS.
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separable. In this method, a suitable core function is selected
and executed. In fact, the purpose of kernel functions is to
linearize nonlinear problems. There are several kernel func-
tions in Weka. The RBF (Radial Basis Function) was used
to run the SVM algorithm. By selecting and running the
C4.5 algorithm, you can see the results of the classification.
Also, the tree created by this algorithm can be seen graphi-
cally, which is a large tree. The three categories of high risk,
medium risk, and low risk were selected as target variables
and other characteristics as predictive variables. The leaves
of the tree are the target variables and can be seen as a num-
ber of rules according to the model made by the tree. Naïve
Bayesian was another classification algorithm that was imple-
mented using Weka on the studied data, and its results were
examined. This algorithm uses a possible framework to solve
classification problems.

3. Results

To analyze the performance of the proposed method, we
divided the data into two categories. The proposed model

Table 2: Data sets.

Features Range Number Percent

Sex
Male 256 45.7%

Female 304 54.3%

Age

<40 20 3.47%

41–60 210 37.5%

≥61 330 59.03%

Blood group

A 123 21.96%

B 78 13.92%

AB 80 14.28%

O 279 49.82%

BMI

BMI > 30 69 12.32%

25 < BMI > 29:5 76 13.57%

18:5 < BMI > 24:9 120 21.42%

BMI < 18:5 293 52.32%

Motility

Light 156 27.85%

Medium 236 42.14%

High 168 30%

Alcohol consumption
Yes 85 15.17%

No 475 84.82%

Exposed to chemicals
Yes 54 9.64%

No 506 90.35%

Smoking
Yes 198 35.35%

No 362 64.64%

Salt consumption

None 10 1.78%

Low 175 31.25%

High 375 66.96%

Consumption of
vegetable

Daily 26 4.64%

1-3 times a week 214 38.21%

1-3 times a month 320 57.14%

Consumption of
smoked food

None 5 0.89%

Daily 0 0%

1-3 times a week 149 26.60%

1-3 times a month 406 72.5%

Milk consumption
Yes 214 38.21%

No 346 61.78%

Fast food consumption

None 4 0.71%

1-3 times a week 315 56.25%

1-3 times a month 241 43.03%

Consumption of
fried foods

None 0 0%

1-3 times a week 191 34.10%

1-3 times a month 369 65.89%

Fruit consumption

None 6 1.07%

1-3 times a week 185 33.03%

1-3 times a month 369 65.89%

Food storage container

Aluminum 216 38.57%

Plastic 301 53.75%

Copper 32 5.71%

Style 9 1.60%

Chinese 2 0.35%

Table 2: Continued.

Features Range Number Percent

Baking dish

Aluminum 10 1.78%

Teflon 390 69.64%

Copper 21 3.75%

History of allergy
Yes 89 15.89%

No 471 84.10%

Family history of cancer
Yes 211 37.67%

No 349 62.32%

Family of GC
Yes 123 21.965

No 437 78.03%

History of cardiovascular
disease

Yes 185 33.03%

No 375 66.96%

General status

Good 79 14.10%

So-so 190 33.92%

Poor 291 51.965

History of gastric reflux
Yes 234 41.78%

No 326 58.21%

History of stomach
surgery

Yes 48 8.57%

No 512 91.42%

History of stomach
infection

Yes 176 31.42%

No 384 68.57%

Mucosa status

Normal 94 16.78%

Swollen 126 22.5%

Red 157 28.03%

Sore 183 32.67%

History of gastric
inflammation

Yes 163 29.10%

No 397 70.89%

Risk score

High 300 53.57%

Moderate 186 33.21%

Low 74 8.39%
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was trained using 70% of the patient records (392 records)
based on the NHL algorithm and tested using 30% of the
records (168 records). Considering 168 patient records
selected for testing randomly, there were 56 records in the
high category, 64 records in the medium category, and 48
records in the low category.

Root square error (RMSE) and performance measure
accuracy, recall, precision, and mean absolute error (MAE)
are the key behavior measures in the medical field [17] widely
utilized in the literature. To determine accuracy, recall, and
precision, the turbulence matrix was utilized. A confusion
matrix is a table making possible to visualize the behavior
of an algorithm. Table 3 represents the general scheme of a
confusion matrix (with two groups C1 and C2).

The matrix contains two columns and two rows specify-
ing the values including the number of true negatives (TN),
false negatives (FN), false positives (FP), and true positives
(TP). TP shows the number of specimens for class C1 classi-
fied appropriately. FP represents the number of specimens
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Figure 4: FCM model for GC risk factors.

Table 3: Confusion matrix.

Predicted class

Actual class

C1 C2

C1
True positive

(TP)
False positive

(FP)

C2
False negative

(FN)
True negative

(TN)
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for group C2 classified inaccurately as C1. TN shows the
number of samples for class C2 classified correctly. FN repre-
sents the number of specimens for class C1 classified incor-
rectly as class C2.

(i) Accuracy: accuracy represents the ratio of accurately
classified specimens to the total number of tested
samples. It is determined by

Accuracy =
TN + TPð Þ

TN + TP + FN + FPð Þ : ð8Þ

(ii) Recall: recall is the number of instances of the class
C1 that has actually predicted correctly. It is calcu-
lated by

Recall =
TP

TP + FN
: ð9Þ

(iii) Precision: it represents the classifier’s ability not to
label a C2 sample as C1. It is calculated by

Precision =
TP

TP + FP
: ð10Þ

The MAE performance index is calculated by

MAE =
1
N

〠
N

L=1
〠
C

J=1
OCReal

JL −OCPredicted
JL

��� ���
 !

: ð11Þ

In equation (11), N represents the number of training
data (N = 560), C shows the number of output concepts
(C = 3), and OCReal

L −OCPredicted
L denotes the difference

between the lth decision output concept (OC) and its equiv-
alent real value (target) by appearing the kth set of input
concepts to the input of the tool.

The RMSE evaluation index is defined based on

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
NC

〠
N

L=1
〠
C

J=1
OCReal

JL −OCPredicted
JL

� �2 !vuut , ð12Þ

where N is the number of training sets and C is the system
outputs.

Table 4 shows the accuracy results obtained from the
proposed method and other standard categorizers. The pro-
posed method works better than other categories because of
the efficiency of the NHL’s efficiency for working with very
small data to correct FCM weight. As a result, optimal deci-
sions are made for output concepts.

The results show that the highest total accuracy is related
to the proposed method (95.83%) which is about 5% higher

than the accuracy of the MLP-ANN algorithm. The highest
precision and recall are related to the proposed algorithm,
which are, respectively, 96.77% (medium) and 98.21%
(high). It also shows that the training error of the proposed
method based on NHL is less than the other algorithms used
in this study.

As stated, γ and η are two learning parameters in the
NHL algorithm. In this algorithm, the upper and lower
limits of these parameters are determined by trial and
error in order to optimize the final solution. After several
simulations with parameters γ and η, it was observed that
the use of large amounts of γ causes significant changes in
weights and weight marks. Also, simulation with small η
also creates significant weight changes, thus preventing
the weight of concepts from entering the desired range.
For this reason, values γ and η are limited to 0 < γ < 0:1
and 0:9 < η < 1. In each study, a constant value is considered
for these parameters.

After several investigations, it was found that the best
performance of the category is related to η = 0:045 and γ =
0:98. The classification results obtained for the different
values of learning parameters are presented in Table 5.

4. Discussion

In this study, we designed a risk prediction model and a GC
risk assessment tool using data from a study on a population
of patients referring to the gastroenterology unit of Imam
Reza Hospital in Tabriz. The proposed model presented in
this study is attempting to rationalize beyond the analyses
of clinical experts and increase the ability of experts to make
logical decisions in a clinical setting for patients with differ-
ent levels of risk factors for GC and help clinical specialists
to make a logical decision about optimal preventive methods
for patients.

The 95.8% overall classification accuracy obtained
through the Hebbian-based FCM using 560 patients indi-
cates a high level of coordination between the proposed
system and medical decisions, and the proposed decision
support tool can be trusted for clinical professionals and also
helps them in the process of risk assessment of gastric GC.

Specifically, our risk assessment tool is simple and inex-
pensive to use in the clinical environment, because many
other methods to predict the risk of GC are invasive. There-
fore, this is an effective instrument for estimating the popula-
tion at risk of cancer in the future. The results show that this
new model can predict the probability of developing GC con-
cerning the characteristics specified in this study with a better
accuracy than previous studies.

In recent years, several researches have been carried out
on the development and validation of risk assessment tools
for various cancers [51, 52]. Recent studies have shown that
the combination ofH. pylori antibody and serum pepsinogen
can be a good predictor of GC [53, 54].

We believe that only two other evaluation instruments
exist for GC rather than ours. Based on the Japan Public
Health Center-based Prospective Study, a device was
designed to estimate the cumulative probability of GC inci-
dence including sex, age, smoking status, the mixture of H.
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pylori antibody and serum pepsinogen, consumption of salty
food, and family history of GC as the risk factors [55]. A
good performance was found by the model based on calibra-
tion and discrimination. Based on [2], a risk evaluation
instrument for GC was proposed in the general population
of Japan. In this work, gender, age, the combination of Heli-
cobacter pylori antibody and pepsinogen status, smoking sta-
tus, and hemoglobin A1C level were risk factors for GC.

The risk factors chosen in these two studies were very
limited to a few specific characteristics and had little similar-
ity to the factors in our study. Risks such as consumption of
fruits and vegetables, alcohol consumption, history of cardio-
vascular disease, blood type, milk consumption, history of

allergy, gastric reflux, storage containers, food intake, and
family history of cancer did not exist in both studies in spite
of their importance in previous studies. Factors such as salt
intake and a history of GC are known as causes of GC that
did not exist in [2]. Another remarkable point in our study
is that, given the nature of the proposed model, this method
addresses the effects of factors that are sometimes related to
each other or even the mutual effects that might put each
other at risk, but it is not included in the two previous studies.

Another advantage of the proposed method than other
algorithms is that other methods cannot provide any explicit
causal relationship and the system works as a black box. This
problem also makes these algorithms less suited to medical
decision support systems. Finally, the new system has the
following benefits:

(i) It examines the factors that have not been taken into
account in previous models to assess the risk of GC

(ii) Because of the use of new factors, this model can be
more effective in predicting the risk of GC

(iii) The proposed model is presented by a software that
has a simple, convenient, and user-friendly interface

(iv) The use of this software by physicians and other
researchers can tackle individual healthcare
decisions

(v) It helps healthcare professionals decide on individ-
ual risk management mechanisms

The system presented in this study has the following lim-
itations: (1) a small sample of patients used to learn and
anticipate GC, (2) the heavy dependence of this model on
knowledge of domain specialists, (3) dependence on initial
conditions and communication, and (4) the absence of exter-
nal validation of the forecast system. Although this system
has nice results due to the use of an appropriate database

Table 5: Classification results, based on different values of η and γ.

η γ
Confusion matrix Classification accuracy

(%)High Medium Low

0.01 0.97

50 4 7

88.694 59 1

2 1 40

0.03 0.95

45 6 1

89.285 58 0

6 0 47

0.045 0.98

55 1 1

95.831 60 1

0 3 46

0.05 0.96

54 6 0

94.041 56 0

1 2 48

0.055 0.96

53 2 5

91.62 58 0

1 4 43

Table 4: Performance metrics.

Classifiers + High Medium Low Class recall Class precision Overall accuracy RMSE MAE

Decision trees

High 30 10 1 53.57 73.17

76.78 0.5120 0.721Medium 16 52 0 81.25 76.47

Low 10 2 47 97.91 79.66

Naïve Bayes

High 40 8 5 71.42 75.47

80.35 0.334 0.645Medium 8 56 4 87.5 77.77

Low 8 0 39 81.25 82.97

SVM

High 46 2 4 82.14 88.46

86.9 0.193 0.342Medium 0 60 4 93.75 93.75

Low 10 2 40 83.3 76.92

MLP-ANN

High 49 2 7 87.5 84.48

90.47 0.248 0.097Medium 4 58 4 90.62 87.87

Low 3 4 45 93.75 86.53

Proposed model

High 55 1 1 98.21 96.49

95.83 0.173 0.0471Medium 1 60 1 93.75 96.77

Low 0 3 46 95.83 93.87
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and the important and relevant GC factors, the generalizabil-
ity of our results cannot be proved without the experiment of
the system in another data set. As a result, it is necessary to
use a larger statistical population to test the proposed model.

5. Conclusions

Assessing the level of risk for GC is very important and helps
make decisions about screening. Given the limited number
of GC risk assessment tools that have been proposed so
far, there is no tool that comprehensively covers the risk fac-
tors in scientific studies on GC. The proposed model based
on soft computing covers all the factors influencing the inci-
dence of GC. The classification accuracy of the proposed
method is higher than other methods of the machine learn-
ing classification, such as the decision tree and SVM. This is
due to the useful features of FCM for checking domain
knowledge and determining the initial structure of FCM
and the initial weights and then using the NHL algorithm
to teach the FCM model and adjust these weights. The
FCM-based model is comprehensive, transparent, and more
effective than previous models for assessing the risk of GC.
As a result, this risk assessment tool can help diagnose peo-
ple with a high risk of GC and help both healthcare pro-
viders and patients with the decision-making process. Our
future work is to use more features and variations and other
learning algorithms to determine the weight of the edges in
the FCM.
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The classification of benign and malignant based on ultrasound images is of great value because breast cancer is an enormous threat
to women’s health worldwide. Although both texture and morphological features are crucial representations of ultrasound breast
tumor images, their straightforward combination brings little effect for improving the classification of benign and malignant since
high-dimensional texture features are too aggressive so that drown out the effect of low-dimensional morphological features. For
that, an efficient texture and morphological feature combing method is proposed to improve the classification of benign and
malignant. Firstly, both texture (i.e., local binary patterns (LBP), histogram of oriented gradients (HOG), and gray-level co-
occurrence matrixes (GLCM)) and morphological (i.e., shape complexities) features of breast ultrasound images are extracted.
Secondly, a support vector machine (SVM) classifier working on texture features is trained, and a naive Bayes (NB) classifier
acting on morphological features is designed, in order to exert the discriminative power of texture features and morphological
features, respectively. Thirdly, the classification scores of the two classifiers (i.e., SVM and NB) are weighted fused to obtain the
final classification result. The low-dimensional nonparameterized NB classifier is effectively control the parameter complexity of
the entire classification system combine with the high-dimensional parametric SVM classifier. Consequently, texture and
morphological features are efficiently combined. Comprehensive experimental analyses are presented, and the proposed method
obtains a 91.11% accuracy, a 94.34% sensitivity, and an 86.49% specificity, which outperforms many related benign and
malignant breast tumor classification methods.

1. Introduction

Breast cancer is a common cause of death for women world-
wide. According to the global cancer statistics 2018 [1], the
incidence and mortality of cancer in China rank the first in
the world, among which the incidence of breast cancer is
the highest among women and the mortality rate ranks the
fifth. Early detection, early diagnosis, and early treatment

are the key to improve the recovery rate of breast cancer
and reduce the mortality rate [2]. Therefore, it is desired to
develop an effective benign and malignant breast tumor
classification method.

Commonly, texture and morphological features of breast
ultrasound images are used to analyze the benign and malig-
nant of tumors. The straightforward approach is to rely on
high-level and experienced radiologists to judge the benign
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and malignant of tumors by manually analyzing the texture
and morphological features in images [3]. However, the pro-
portion of each feature in the diagnosis in the comprehensive
judgment is likely to lead to poor objectivity and repeatability
of the diagnosis results due to different doctors’ technology
and experience. Moreover, ultrasound images themselves
also have the disadvantages of high noise and low resolution,
which greatly limit the accuracy of artificial ultrasonic
detection.

Another straightforward approach is to train classifiers
based on texture and morphological features by a computer
for classifying benign and malignant tumors automatically
to overcome the subjectivity of manually ultrasound image
analysis [4]. There are two primary methods of computer
automatic analysis. One method is to utilize single features
(one of texture features and morphological features [5–8])
with single classifier for computer modeling of breast images.
However, this method [5–8] does not fully consider the com-
plementarity of features, and the accuracy of classification is
restricted. Another method utilizes multiple features (texture
and morphological features) with single classifier [9–12] to
take advantage of the complementarity between texture and
morphological features. Nevertheless, the direct combination
of multiple features will affect the performance of classifica-
tion such as high-dimensional texture features are too
aggressive so that drown out the effect of low-dimensional
morphological features [13]. Single classifier cannot solve
this problem. Therefore, the main purpose of this article is
to effectively combine texture and morphological features
to improve the classification performance.

For that, a benign and malignant breast tumor classifica-
tion method via efficiently combing texture and morpholog-
ical features is proposed. Figure 1 shows an overview of the
proposed method. One can see that two different classifiers
are used to train texture and morphological features, respec-
tively, in the proposed method. Firstly, three texture features
(local binary patterns (LBP) [14], histogram of gradients
(HOG) [15], gray-level co-occurrence matrixes (GLCM)
[16]) and three morphological features (compactness, ellipti-
cal compactness, and radial distance spectrum) are extracted
from 448 collected breast ultrasound images which have been
denoised and equalized. Then, the dimensions of texture fea-
tures are reduced by PAC. Secondly, using support vector
machine (SVM) [17] classifier and naive Bayes (NB) [18]
classifier to, respectively, learn texture features and morpho-

logical features. SVM is already a high-dimensional paramet-
ric classifier. If one wants to combine multiple classifiers,
according to Occam’s razor [19], it is reasonable to select a
low-dimensional nonparametric classifier to control the
parameter complexity of the entire classification system.
Thirdly, the outputs of the two classifiers are weighted fused
to obtain the final classification result.

This paper is an extension of our preliminary works
[20, 21], which improves both methodology and experi-
mental analysis. The contributions of this paper can be
summarized as follows. (1) A novel method is proposed
to effectively combine multiple features and multiple classi-
fiers to improve the benign and malignant breast tumor
classification performance. Specifically, in order to avoid
the sharp increase in parameter complexity caused by using
multiple classifiers, a nonparameterized NB classifier trained
on low-dimensional morphological features is designed to
cooperate with a parameterized SVM classifier trained
on high-dimensional texture features. (2) Comprehensive
experimental analyses are presented to verify the advantage
of the proposed method, including data preprocessing,
dimension reduction, single feature with single classifier,
multiple features with single classifier, and effectively com-
bining multiple features and multiple classifiers.

The rest of this paper is structured as follows. Section 2
introduces the related work. Section 3 describes the feature
extraction, the experimental details, and the collected breast
ultrasound image dataset. Section 4 presents the experimen-
tal results to analyze the effectiveness of the proposed
method. Section 5 concludes this paper.

2. Related Work

With the progress of computer technology, medical imaging
technology has been greatly developed. It has become a trend
to use the computer to classify breast ultrasound images
automatically. In this section, an overview of based on
hand-crafted features and deep-learned feature methods for
breast tumor classification is presented.

2.1. Hand-Crafted Features for Breast Tumor Classification.
In breast ultrasound images, the traditional breast tumor
classification technology mainly includes the following four
steps [22, 23]: image preprocessing, image segmentation,
feature extraction, and tumor classification. Among them,

Feature extraction and selection Classifier model construction

Result

Breast ultrasound
images

Data
preprocessing

Morphological
feature extraction

Textural feature
extraction

(LBP, HOG, GLCM)

An efficiently combination of textural and morphological features

Dimension reduction
by PCA SVM

NB

Benign/malignant

Figure 1: A benign and malignant breast tumor classification method via efficiently combining textural and morphological features.
∑ represents the weighted fusion of the classification scores of the two classifiers (i.e., SVM and NB).
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feature extraction is the main task of breast tumor classifi-
cation, which has a great impact on the classification
results [24]. Texture (i.e., LPB [14], HOG [15], and GLCM
[16]) and morphological (i.e., shape complexities) which
called hand-crafted features are the key to analyze breast
ultrasound images. The hand-crafted feature-based breast
tumor classification methods can be roughly divided into
two categories.

Firstly, the most common method is to model the breast
ultrasound images using single features (one of texture
features and morphological features) with single classifier
[5–8]. For example, Pomponiu et al. [5] filtered tumors and
normal areas based on the histogram of oriented gradients
(HOG) descriptor and used SVM to classify the recognized
tumors. Mohamed et al. [8] used a superresolution method
to preprocess ultrasound images and evaluated the perfor-
mance of five texture features.

Secondly, many methods are to model the breast ultra-
sound images using multiple features (texture features and
morphological features) with single classifier [9–12]. For
example, Menon et al. [10] extracted the textural, morpho-
logical, and histogram features of tumor ultrasound images
and used SVM to classify tumors. Gonzelezluna et al. [12]
extracted 41 morphological features and 96 texture features
to analyze the classification effects of 7 classifiers.

In addition, SVM [17], NB [18], k-nearest neighbor
(KNN) [25], decision tree (DT) [26], linear discriminant
analysis (LDA) [27], and other classifiers are commonly used
in hand-crafted feature methods. These classifiers can be
divided into two categories: parameterized classifiers and
nonparameterized classifiers. Generally, in the process of
classification, the calculation of parameterized classifier is
complicated which needs to train repeatedly to obtain the
best parameters, but this kind of classifier has strong general-
ization ability on small data sets, such as SVM [17] and KNN
[25]. The nonparameterized classifier does not introduce
additional parameter complexities although it has poor
generalization ability on small data sets, such as NB [18].
When combining multiple features with different classifiers,
using two parameterized classifiers will make the training
model too complicated, while two nonparameterized classi-
fiers lack strong discrimination learning ability [19]. There-
fore, a parameterized classifier with a nonparameterized
classifier is proposed to combine multiple features.

2.2. Deep-Learned Features for Breast Tumor Classification.
Deep neural networks, powered by advances in computing
capability and very large annotated datasets, have achieved
revolutionary breakthroughs in computer vision [28]. CNN
[29] is the most basic method for classification of breast
tumors by deep-learned features. For example, both Zhou
et al. [29] and Qi et al. [30] used CNN to extract image
features and classify benign and malignant tumors automat-
ically. Other deep-learned features are also applied to the
classification of breast tumors. Choi et al. [31] evaluated a
computer-aided diagnostic system that combines three deep
learning models (Fully Convolutional Network (FCN) [32],
AlexNet [33], and GoogLeNet [34]) by comparing the diag-
nostic results of the doctors and computer.

3. Materials and Methods

3.1. Data Acquisition and Preprocessing. Although there are
indeed some breast ultrasound databases, they are not easy
to obtain for protecting the privacy of patients. Therefore, a
new dataset of breast ultrasound images is collected in Quan-
zhou First Hospital in Fujian, China, since the public ultra-
sound images are not easy to obtain and may infringe the
patient’s privacy. All the images were collected by PHILIPS
iu22, PHILIPS iu Elite, and other color ultrasound diagnostic
devices with the probe frequency of 12MHz from 2018 to
2019. The imaging parameters of the ultrasound device were
adjusted by radiologists. The images are used with the con-
sent of the relevant patients. Figure 2 shows same examples
of the collected ultrasound images.

Cases with previous breast surgery history, poor image
quality, and incomplete clinical data were removed, and
448 breast ultrasound images were finally obtained. Among
them, 184 are benign tumors, and 264 are malignant tumors.
All cases underwent biopsy. According to the definitions of
assessment categories in breast imaging reporting and data
system (BI-RADS) [3, 35], the final assessment of 448 solid
breast tumors on the basis of ultrasound findings is category
2, consider benign changes, for 43 tumors (9.6%); category 3,
probably benign tumors, for 50 tumors (11.2%); category 4a,
low probability of malignancy, for 91 tumors (20.3%); cate-
gory 4b, median probability of malignancy, for 77 tumors
(17.2%); category 4c, high probability of malignancy, for 66
tumors (14.7%); category 5, highly suspicious of malignancy,
for 106 tumors (23.7%); and category 6, malignant tumors,
for 15 tumors (3.3%). The collected data covers all tumor
categories. Figure 3 shows the distribution of the collected
images. For each breast ultrasound image, the region of inter-
est (ROI) and outline of tumors are manually annotated by a
high-level professional radiologist with more than 10 years of
experience. And the annotated results are verified by another
experienced radiologist.

The edges of all the images are removed at first. At the
same time, due to the presence of speckle noise and low
contrast in ultrasound imaging, the ability of the computer
to fully extract texture and morphological features will be
limited. For this, all the images are denoised by speckle
reducing anisotropic diffusion (SRAD) filter [10]. Then, the
denoised images are equalized using histogram. The result
after using SRAD filter and histogram to denoise and equal-
ize the breast ultrasound images is shown in Figure 4. Com-
pared with the original images, the denoised and equalized
images show better resolution and contrast.

3.2. Feature Extraction and Selection

3.2.1. Feature Extraction. The feature extraction of breast
ultrasound image is a key step in the classification of benign
andmalignant breast tumors. By extracting a large number of
features from ultrasound images and quantifying major dis-
eases such as tumors, the problem of quantitative evaluation
of tumor heterogeneity can be effectively solved. It is of
certain significance to introduce texture features for tumor
analysis since there are significant differences in internal
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echoes and boundary echoes of typical benign and malignant
tumors in ultrasound imaging. Therefore, the local binary
patterns (LBP) [14], histogram of oriented gradients (HOG)
[15], and gray-level co-occurrence matrixes (GLCM) [16]
features are extracted for classifying. At the same time,
benign and malignant tumors often show differences in mor-
phology. It is generally believed that benign tumors are of
regular shape, mostly round or oval shape, and the tumor
contour itself is relatively smooth. But malignant tumor is
on the contrary. Therefore, compactness, elliptical compact-
ness, and radial distance spectrum are extracted to reflect the
complexity of tumor contour.

(1) Texture Features. The LBP [14] is an operator used to
describe local texture features of the image, which has obvi-
ous advantages such as rotation invariance and gray invari-

ance. The LBP [14] operator is defined as a 3 × 3 window.
An ordered 8-bit binary number is generated by comparing
the size of the central pixel value with the surrounding pixel
value (usually converted to LBP [14] code, which is 256
decimal), expressed as follows:

LBP x, yð Þ = 〠
8

p=1
2p‐1s ip − ic

� �
,

s xð Þ =
1 if x ≥ 0
0 else

(
,

ð1Þ

where i is the gray value of the center pixel ðx, yÞ, p is the
number of the adjacent pixel, ip is the gray value of the
adjacent pixel, and sðxÞ is the symbolic function.

(a)

(b)

(c)

(d)

Figure 2: Samples of ultrasound images of breast tumors classified according to BI-RADs standard: (a, b) are benign tumors and (c, d) are
malignant tumors. Benign tumors are usually well-defined and round or oval in shape. Malignant tumors are usually poorly defined and
irregular with lobules.
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The HOG [15] forms the feature by calculating and
statistics the histogram of gradient direction in the local
area of the image. Firstly, the image is Gamma corrected,
and the gradient of each pixel is calculated. Secondly, the
image is divided into 32 × 32 pixel cells in this paper,
and the histogram of gradient of each cell is counted to
form a descriptor. Finally, every 2 × 2 cell is concatenated
to form a block, and then, all blocks are concatenated to
get the HOG [15] feature descriptor.

The GLCM [16] extracts the relationship between the
pixel pairs. In this paper, the grayscale level is set to 64.
The distance between pixels is adjusted within the range
of [1, 10], and the relationship between pixels with a cer-
tain distance is calculated from four directions (0, 45, 90,
135). Finally, 40 different matrices are obtained from each
image. The energy, contrast, correlation, and homogeneity
are extracted from matrices to reflect the roughness of the
texture, the local variation, and the uniformity of the gray
distribution of the image.

(2) Morphological Features. Morphological features are
obtained by calculating the compactness (equation (2)), the
elliptic compactness (equation (3)), and the mean and vari-
ance of the radial distance spectrum (equation (4)) of the
tumor. The tumor has the potential to be malignant if the
shape of the tumor looks like irregular lobules, rather than
just round or oval [8].

Compactness measures the similarity between the shape
of a breast tumor and its fitting circle. The closer the com-

pactness value is to 1, the less likely the tumor is to be malig-
nant, expressed as follows:

C = A

4πL2 , ð2Þ

where A represents the area of the tumor and L is the perim-
eter of the breast tumor contour.

The elliptic compactness is the ratio of the circumference
of the fitting ellipse to the circumference of the original
tumor contour. It is negatively correlated with the degree of
malignancy of the tumor. The elliptic fitting method is to find
an ellipse for a given set of tumor contour points and make it
as close as possible to these contour points. More generally,
the contour points of the tumor are fitted with the elliptic
equation as the model so that a certain elliptic equation can
satisfy these points as far as possible, and each parameter of
the elliptic equation is obtained. Here, used the least square
method proposed by Fitzgibbon et al. [36] for ellipse fitting.
The effect of ellipse fitting is shown in Figure 5. The blue line
is the contour of the tumor, and the red line is the fitting
ellipse. According to the fitting ellipse obtained, the features
are calculated as follows:

EC = π a + bð Þ
D

, ð3Þ
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Figure 3: Histogram distribution of 448 breast ultrasound images used for texture and morphological analysis.

(a) (b) (c)

Denoising Equalization

Figure 4: The result after using SRAD filter and histogram to denoise and equalize the breast ultrasound images: (a) shows the original image,
(b) shows the denoised image, and (c) shows the result after equalization.
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where a represents the semimajor axis of the fitting ellipse, b
is the semiminor axis of the fitting ellipse, andD is the perim-
eter of the breast tumor contour.

Radial distance spectrum method quantified the degree
of tumor margin roughness by statistical and analyzing the

radial distance from each point on the tumor margin to the
tumor center. In this paper, Fourier transform is applied to
the obtained radial distance spectrum, and its logarithm is
taken to obtain the logarithmic amplitude spectrum of radial
distance. Finally, the mean and variance of harmonic

(a)

(b)

(c)

(d)

Figure 5: The examples of the fitting ellipse that transformed from breast tumor contour: (a, b) malignant tumor and (c, d) benign tumor.
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components in the logarithmic amplitude spectrum are taken
as characteristic parameters. Radial distance can be calcu-
lated as follows:

D tð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pt − x0ð Þ2 + qt − y0ð Þ2

q
, ð4Þ

where the tumor edge points are denoted as Ptðpt , qtÞ and the
center point is denoted as ðx0, y0Þ.
3.2.2. Feature Selection. In this paper, the principal compo-
nent analysis (PCA) [37] is used to reduce the dimension of
extracted texture features in order to speed up the training
and testing time and improve the efficiency of the proposed
method.

3.3. Experiments

3.3.1. Experimental Setup. It is well-known that texture and
morphological features are complementary in the ultrasound
image. However, the classification ability via combining
texture and morphological features directly will be limited
because of the aggressiveness of high-dimensional texture
features. For that, a classification method for benign and
malignant breast tumor via efficiently combining texture
and morphological features is proposed in this paper. The
specific process is shown in Figure 1. The collected breast
ultrasound images are randomly divided into training set
(80%) and test set (20%); then, all images are preprocessed.
Three texture features (i.e., LBP [14], HOG [15], and GLCM
[16]) and three morphological features (compactness,
elliptical compactness, and radial distance spectrum) are
extracted and normalized. The dimensions of the extracted
texture features are reduced by PCA [37]. On the account
of high-dimensional texture features can easily affect low-
dimensional morphological features in the single classifier,
support vector machine (SVM) [17] and naive Bayes (NB)
[18] classifiers are used to learn texture features and morpho-
logical features, respectively, in this paper. SVM is already a
high-dimensional parametric classifier. If one wants to com-
bine multiple classifiers, according to Occam’s razor [19], it is
reasonable to select a low-dimensional nonparametric classi-
fier to control the parameter complexity of the entire classifi-
cation system. Finally, the classification scores of the two
classifiers are weighted fused (equation (5)) to obtain the
final classification result:

Sc λð Þ = SSVM × λ + SNB × 1 − λð Þ, ð5Þ

where λ represents the weight, ranging from 0 to 1; SSVM is
the score of malignant classification output by SVM classifier;
SNB is the score of malignant classification output by NB
classifier; and ScðλÞ represents the weighted fusion of the
classification scores of two classifiers (SVM and NB) and its
values between 0 and 1. When the value of ScðλÞ is greater
than or equal to 0.5, the tumor is considered malignant; when
the value of ScðλÞ is less than 0.5, the tumor is considered
benign.

Comprehensive experimental analyses are presented, and
the experiment is divided into three parts to compare and

analyze the advantages of the proposed method. In the first
part, the classification performance of using single features
with single classifier is evaluated and compared. In the sec-
ond part, the classification performance of using multiple
features with single classifier is evaluated and compared. In
the third part, the classification performance of using multi-
ple features with multiple classifiers is evaluated and com-
pared. Another three classifiers (k-nearest neighbor (KNN)
[25], decision tree (DT) [26], and linear discriminant analysis
(LDA) [27]) are used to analyze the three extracted texture
features and three morphological features in order to verify
the superiority of the proposed method. The methods of ana-
lyzing features include single features and combined multiple
features.

In this work, the parameters of each classifier are opti-
mized to improve the classification performance. In SVM
[17], the radial basis function is used as the kernel function,
and the mesh search method is used to perform the 5-fold
cross-validation to automatically find the optimal penalty
factor c and the kernel parameter g. The number of neigh-
bors in KNN [25] is set to 5.

3.3.2. Evaluation Criterion. The classification performance is
quantitatively measured by accuracy, sensitivity, and speci-
ficity [38]. In addition, the receiver operating characteristic
(ROC) curve analysis is used to evaluate the performance of
classifiers. The area under the curve (AUC) is calculated
based on the ROC to measure the ability of features to distin-
guish benign and malignant tumors.

4. Results and Discussion

4.1. Experimental Results. The result of the proposed method
is verified through a comparison in the following. Support
vector machine (SVM) [17] and naive Bayes (NB) [18] clas-
sifiers are used to effectively learn texture features (local
binary patterns (LBP) [14], histogram of gradients (HOG)
[15], gray-level co-occurrence matrixes (GLCM) [16]) and
morphological features (compactness, elliptical compactness,
and radial distance spectrum), respectively, in this paper. In
order to show the superiority of the proposed method, this
paper compares it with the related methods [5, 7, 8, 10, 12].
The experiments are mainly completed on Matlab 2017b.

It can be seen from Table 1 that the hand-crafted feature
method can learn a small sample well to get a better classifi-
cation effect. In addition, the experimental results show that
the classification performance of multiple features is often
better than single feature, and our method takes full advan-
tage of the complementarity of texture and morphological
features to get the better performance than single classifier.
The performance of our method is superior to other related
methods, with the accuracy of 91.11%, the sensitivity of
94.34%, and the specificity of 86.49%. The effective combina-
tion of multiple features and multiple classifiers can effec-
tively improve the classification of benign and malignant
breast tumors.

4.2. Discussion. In order to prove the effectiveness of the
proposed method, the following analysis and discussion are
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carried out. Another three classifiers (k-nearest neighbor
(KNN) [25], decision tree (DT) [26], and linear discriminant
analysis (LDA) [27]) with SVM [17] and NB [18] are used to
analyze the three extracted texture features (LBP [14], HOG
[15], GLCM [16]) and three morphological features (com-
pactness, elliptical compactness, and radial distance spec-
trum). The experimental analysis will be carried out from
three subsections as follows.

4.2.1. Experiments Based on Classification Methods Using
Single Features with Single Classifier. Based on LBP [14],
HOG [15], GLCM [16] texture features, fused texture
features, and morphological features, the detailed data of
sensitivity, specificity, and accuracy of model prediction are
shown in Table 2.

Compared with the classification results of different
texture features in Table 2, the classification results based

on the fused texture features are the best, with the accuracy
reaching 86.67%, the sensitivity reaching 92.45%, and the
specificity reaching 78.38%. The second best feature is LBP
[14], which achieves 85.56% in accuracy, 86.79% in sensitiv-
ity, and 83.78% in specificity. The accuracy of HOG [15] fea-
ture is 81.11%, the sensitivity is 84.91%, and the specificity is
75.68%. The accuracy of GLCM [16] is 78.89%, the sensitivity
is 92.45%, and the specificity is 59.46%. For morphological
features, the accuracy is 81.11%, the sensitivity is 69.81%,
and the specificity is 97.30%.

By comparing the classification results of different
classifiers in Table 2, the classification results of SVM [17]
classifier are generally higher than those of other classifiers,
with the accuracy reaching 86.67%, the sensitivity reaching
92.45%, and the specificity reaching 78.38%. The second is
KNN [25] classifier, with accuracy of 84.44%, sensitivity of
84.91%, and specificity of 83.08%. The NB [18] classifier

Table 2: The classification results based on the methods of single features with single classifier.

Method Evaluation (%)
Feature Classifier Accuracy Sensitivity Specificity

LBP

SVM [17] 85.56 86.79 83.78

KNN [25] 84.44 84.91 83.78

DT [26] 66.33 58.49 81.08

LDA [27] 74.44 77.36 70.27

HOG

SVM [17] 81.11 84.91 75.68

KNN [25] 61.11 100.00 5.41

DT [26] 67.78 67.92 67.57

LDA [27] 70.00 75.47 62.16

GLCM

SVM [17] 78.89 92.45 59.46

KNN [25] 65.56 75.47 51.35

DT [26] 71.11 77.36 62.16

LDA [27] 74.44 84.91 59.46

LBP+HOG+GLCM

SVM [17] 86.67 92.45 78.38

KNN [25] 64.44 100.00 13.51

DT [26] 72.22 73.58 70.27

LDA [27] 75.56 84.91 62.16

Morphological

SVM [17] 75.56 67.92 86.49

NB [18] 81.11 69.81 97.30

LDA [26] 75.56 60.38 97.30

Table 1: The performance comparison of our method and multiple related methods.

Method
Evaluation (%)

Accuracy Sensitivity Specificity

Single feature with single classifier (SFSC)

Pomponiu et al. [5] 81.11 84.91 75.68

Biswas et al. [7] 75.56 67.92 86.49

Mohamed et al. [8] 84.44 84.91 83.78

Multiple features with single classifier (MFSC)
Menon et al. [10] 87.78 88.68 86.49

Gonzelezluna et al. [12] 86.67 88.68 83.78

Multiple features with multiple classifiers (MFMC) Our method 91.11 94.34 86.49
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achieves 81.11% in accuracy, 69.81% in sensitivity, and
97.30% in specificity. The accuracy of LDA [27] classifier is
75.56%, the sensitivity is 60.38%, and the specificity is
97.30%. The accuracy of DT [26] classifier can reach
72.22%, the sensitivity is 73.58%, and the specificity is
60.27%.

By comparing the experimental results in Table 2, the
best results of the single feature and single classifier classifica-
tion methods are the fused texture features (LBP+HOG
+GLCM) with SVM classifier. However, the complementar-
ity of features is not fully considered to restrict the accuracy
of classification in these methods of using single features with
single classifier.

4.2.2. Experiments Based on Classification Methods Using
Multiple Features with Single Classifier. Multiple features
provide a good way to identify benign and malignant tumors
well [39] by considering the complementarity of texture and
morphological features. Therefore, the classification method
based on multiple features with single classifier is analyzed
and discussed experimentally. The accuracy, sensitivity, and
specificity are shown in Table 3.

Compared with the different combination of multiple
features (texture features and morphological features) with
single classifier (SVM and LDA), the classification result of
the method using the fused texture features (LBP+HOG
+GLCM) and morphological features with SVM classifier is
the best. The accuracy, sensitivity, and specificity are
87.78%, 88.68%, and 86.49%, respectively. From the analysis
of the experimental results in Tables 2 and 3, it can be con-
cluded that the classification result is not ideal, although the
method of multiple features with single classifier which
straightforward combining texture features and morphologi-
cal features have considered the complementarity of texture
features and morphological features. This is because that
the method of straightforward combining multiple features
with single classifier has not consider the aggressiveness of
high-dimensional texture features to low-dimensional mor-
phological features.

4.2.3. Experiments Based on Classification Methods Using
Multiple Features with Multiple Classifiers. Based on the
above analysis, the method of using SVM classifier and NB

Table 4: The classification results based on the method of multiple
features with multiple classifiers.

Method
Evaluation (%)

Accuracy Sensitivity Specificity

SVM (LBP+HOG+GLCM) [17] 86.67 92.45 78.38

NB (morphological) [18] 81.11 69.81 97.30

Our method 91.11 94.34 86.49

0 0.2 0.4 0.6 0.8 1
False positive rate (1-Spe)

0

0.2

0.4

0.6

0.8

1

Tr
ue

 p
os

iti
ve

 ra
te

 (S
en

)

SVM (LBP+HOG+GLCM), AUC = 0.9118
NB (morphological), AUC = 0.9174
Our method, AUC = 0.9255

Figure 6: The ROC curve of different combinations of texture and
morphological features with different classifiers.

Table 3: The classification results based on the methods of multiple features with single classifier.

Features Evaluation (%)
Classifier

SVM LDA

LBP+ morphological

Accuracy 80.00 76.67

Sensitivity 79.25 75.47

Specificity 81.08 78.38

HOG+ morphological

Accuracy 83.33 72.22

Sensitivity 81.13 71.70

Specificity 86.48 72.97

GLCM+ morphological

Accuracy 80.00 80.00

Sensitivity 69.81 81.13

Specificity 94.59 78.38

LBP+HOG+GLCM+ morphological

Accuracy 87.78 76.67

Sensitivity 88.68 75.47

Specificity 86.49 78.38
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classifier working on texture and morphological features,
respectively, is proposed in order to exert the discriminative
power of texture features and morphological features. SVM
is already a high-dimensional parametric classifier. If one
wants to combine multiple classifiers, according to Occam’s
razor [19], it is reasonable to select a low-dimensional non-
parametric classifier to control the parameter complexity of
the entire classification system. The accuracy, sensitivity,
and specificity are shown in Table 4.

From the analysis of the experimental results in Tables 3
and 4, it can be concluded that the proposed method of using
SVM and NB classifier to effectively combine texture and
morphological features has fully considered the complemen-
tarity of texture and morphological features and eliminates
the aggressive of high-dimensional texture features to low-
dimensional morphological features. The proposed methods
are 3.33% and 5.66% higher than the method of using SVM
[17] to directly combine texture and morphological features
in the accuracy and sensitivity, respectively. At the same
time, the accuracy of the proposed method is about 4.44%
higher than the highest accuracy of single feature. The ROC
curves of the three methods in Table 4 are shown in
Figure 6. The AUC of the method based on texture feature
and SVM [17] classifier reached 0.9118. The AUC based on
morphological features and NB [18] classifier method
reached 0.9174. The AUC of the proposed method is
0.9225. The final classification result of the proposed method
is obtained from the weighted fused of the classification
scores of SVM [17] and NB [18] classifiers as shown in equa-
tion (5). Figure 7 shows the weight analysis of weighted
fusion. When the weight is set from 0.6 to 0.9, the proposed
method performs well. Among them, the accuracy is the
highest when the weight is 0.8, and both sensitivity, specific-
ity, and AUC are taken into account.

4.2.4. Effect Analysis of Image Preprocessing and Feature
Selection. To confirm that denoising and equalization have

an auxiliary effect on classification of ultrasound image, the
classification experiment is also performed using images
without denoising and equalization, and the two results are
compared. Due to the noise and contrast of the image that
have little effect on the morphological features, this paper
compares the experiments that only extract the texture fea-
tures. The SVM classifier with the best classification perfor-
mance is preprocessed to analyze the texture features. As
shown in Table 5, preprocessing helps extract more useful
texture features from images, efficiently improving accuracy.

The dimension of texture feature extracted for the first
time is too large. The eigenvector matrix can be reduced by
using PCA to retain the most effective features. As can be
seen from Table 6, after dimension reduction of texture fea-
tures, the time required for testing is greatly reduced, which
improves efficiency of the whole classification method.
Dimension reduction reduces the training time to 0.0135 s,
1/26 of the training time before dimension reduction.
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Figure 7: The classifier weighted fusion analysis diagram.

Table 5: The accuracy (%) based on breast ultrasound image
preprocessing.

Accuracy (%)
Features

LBP HOG GLCM LBP+HOG+GLCM

Before preprocessing 81.11 80.00 71.11 82.22

After preprocessing 85.56 81.11 78.89 86.67

Table 6: The elapsed time before and after dimension reduction
based on PCA.

Time/s
Before dimension

reduction
After dimension

reduction

LBP+HOG+GLCM (SVM) 0.3601 0.0135
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5. Conclusion

In this paper, an efficient texture and morphological feature
combining method is proposed to improve the classification
performance of benign and malignant tumors in ultrasound
imaging. Firstly, the texture features (i.e., local binary pat-
terns (LBP), histogram of oriented gradients (HOG), and
gray-level co-occurrence matrixes (GLCM)) and morpholog-
ical features (i.e., compactness, elliptical compactness, and
radial distance spectrum) are extracted from the collected
448 breast tumor ultrasound images after denoised and equal-
ized. Secondly, support vector machine (SVM) and naive
Bayes (NB) classifiers are used to learn texture features and
morphological features, respectively, since high-dimensional
texture features can easily affect low-dimensional morpholog-
ical features in the single classifier. Finally, the classification
scores of the two classifiers are weighted fused to obtain the
final classification result. The low-dimensional nonparame-
terized NB classifier is effectively control the parameter
complexity of the entire classification system combine with
the high-dimensional parametric SVM classifier. Compre-
hensive experimental analyses are presented to verify the
effectiveness of the proposed method that another three
classifiers (i.e., k-nearest neighbor (KNN), decision tree
(DT), and linear discriminant analysis (LDA)) are used to
analyze the three extracted texture features and three mor-
phological features in order to verify the superiority of the
proposed method. The methods of analyzing features include
single features and combined multiple features. Experimental
results show that the proposed method has the best accuracy,
sensitivity, and specificity. This provides a rapid, low-cost,
and repeatable diagnostic method for the ultrasound exam-
ination of breast tumors and has certain feasibility and
good robustness.
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Pancreatic cancer (PC) is one of the most deadly cancers worldwide. To uncover the unknown novel biomarker used to indicate
early diagnosis and prognosis in the molecular therapeutic field of PC is extremely of importance. Accumulative evidences
indicated that aberrant expression or activation of immunoinhibitors is a common phenomenon in malignances, and significant
associations have been noted between immunoinhibitors and tumorigenesis or progression in a wide range of cancers. However,
the expression patterns and exact roles of immunoinhibitors contributing to tumorigenesis and progression of pancreatic cancer
(PC) have not yet been elucidated clearly. In this study, we investigated the distinct expression and prognostic value of
immunoinhibitors in patients with PC by analyzing a series of databases, including TISIDB, GEPIA, cBioPortal, and Kaplan-
Meier plotter database. The mRNA expression levels of IDO1, CSF1R, VTCN1, KDR, LGALS9, TGFBR1, TGFB1, IL10RB, and
PVRL2 were found to be significantly upregulated in patients with PC. Aberrant expression of TGFBR1, VTCN1, and LGALS9
was found to be associated with the worse outcomes of patients with PC. Bioinformatics analysis demonstrated that LGALS9
was involved in regulating the type I interferon signaling pathway, interferon-gamma-mediated signaling pathway, RIG-I-like
receptor signaling pathway, NF-kappa B signaling pathway, cytosolic DNA-sensing pathway, and TNF signaling pathway. And
TGFB1 was related to mesoderm formation, cell matrix adhesion, TGF-beta signaling pathway, and Hippo signaling pathway.
These results suggested that LGALS9 and TGFBR1 might serve as potential prognostic biomarkers and targets for PC.

1. Introduction

The mortality of pancreatic cancer (PC), the fourth widely
occurred cancer with poor prognosis, has an overall five-
year survival rate lower than 10% [1]. Due to the hidden
symptoms at early stages, fewer than 15% of patients are
diagnosed with PC at a stage when they could be eligible
for curative surgical resection [2]. To improve early detection
and prognosis and to provide timely and effective treatment
for high-risk patients, predictive biomarkers for PC are
required [3, 4]. To date, carbohydrate antigen 199 (CA199)
and CA242, which are currently used in clinical settings as
serum biomarkers for PC, are inadequate for early screening
and prognosis [5, 6]. To uncover the unknown novel bio-
marker used to indicate early diagnosis and prognosis in

the molecular therapeutic field of PC is extremely of
importance.

Previously, the application of the immune system to rec-
ognize and eradicate tumors has made significant advance in
the clinical use of cancer immunotherapy [7–9]. Notably, the
emergence of immune checkpoints inhibitors typically inter-
fered negative regulators of T cell immunity including LAG3
[10–12], CTLA-4 [13, 14], PD-1 [15, 16], and TIM3 [17, 18].
The advent of these “checkpoint inhibitors” has thoroughly
altered and improved the former therapies for melanoma,
lung cancer, and so on [19]. For instance, interference of
LAG3 relieved the exhaustion of T cells and heightened
immunity against tumor due to the interaction among
LAG3 with MHC class II and galectin 3 [20]. Additionally,
tumor-infiltrating lymphocyte- (TIL-) produced TIM3 has
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been identified to display a key role in maintaining inactive
lymphocyte status or inducing lymphocyte apoptosis [21].
LGALS9 is a ligand of TIM-3 and expressed in a variety of
cell types, especially in lymphoid organs and monocytes
[22]. In addition, LGALS9 could impose unequal effects on
immune cells in a tumor microenvironment [22]. TGF-β sig-
naling exhibited importance in biological signal regulation
including cell growth and death, differentiation, angiogene-
sis, and inflammation [23]. Several recent studies demon-
strated that TGF-β signaling played a key role in immune
response [24]. Understanding the potential functions and
expression pattern of immune “checkpoint inhibitors” could
be helpful for the identification of novel prognosis and treat-
ment biomarkers for PC.

The occurrence and progression of newly produced strat-
egies, comprising microarray and RNA-sequencing, exerted
a positive effect in molecular research and also gave impetus
to exploring accurate and safe treatment for PC [25–27].
Here, we expanded PC-related knowledge in view of different
databases, thus generating a conclusive analysis of the link
between the function of immune checkpoint inhibitors and
the diagnosis along with the development of PC.

2. Materials and Methods

2.1. Survival Analysis. Kaplan-Meier plotter (http://www
.kmplot.com/) is an online database containing microarray
gene expression data, and survival information derived from
Gene Expression Omnibus, TCGA, and the Cancer Biomed-
ical informatics Grid. Kaplan-Meier (K-M) Plotter database
was used to analyze prognostic parameter of expected candi-
dates [28]. K-M survival curves and logrank test were per-
formed to disintegrate correlation, such as gene expression
with overall survival (OS) or first progression (FP) or post
progression survival (PPS), respectively. Significant differ-
ence was indicated as P < 0:05.

2.2. Construction of Protein Interaction Network. A func-
tional protein interaction network was constructed as indi-
cated in website (http://string-db.org/) [29]. Among them,
50 selected proteins indeed associating with Homo sapiens
were selected, followed by calculating confidence score as
more than 0.9.

2.3. TISIDB, GEPIA, TCGA, and CBioPortal Analysis.
TISIDB is an integrated repository portal for tumor-
immune system interactions. The present study used TISIDB
(http://cis.hku.hk/TISIDB) database to detect the relation-
ship between centromere protein expression and clinical
stages, lymphocytes, immunomodulators, and chemokines
in PC. Gene Expression Profiling Interactive Analysis
(GEPIA) [30] was a powerful tool to determine key interac-
tive and customizable functions including differential expres-
sion analysis, profiling plotting, correlation analysis, patient
survival analysis, similar gene detection, and dimensionality
reduction analysis, which was used to determine mRNA
expression in 9,736 tumors and 8,587 normal tissues. The
cBioPortal system was used to investigate cancer genomic
and clinical-related characters within 105 cancer subjects in

the TCGA pipeline cancer [31]. Besides, the coexpression
and interaction of selected proteins were probed referred to
cBioPortal guidelines [32].

2.4. Gene Ontology and Pathway Enrichment Analysis. Gene
ontology (GO) and Kyoto Encyclopedia of Genes and
Genomes (KEGG) pathway enrichment analysis was per-
formed using DAVID online tool. P < 0:01 was set as the cut-
off criterion.

2.5. Statistical Analysis. Student’s t-test was analyzed for sta-
tistical significance. Statistical analysis was performed by
SPSS 21.0 (SPSS Inc., Chicago, IL).

3. Results

3.1. Identification of Immunoinhibitor Expression Pattern
in PC. The present study analyzed the expression pattern
of 23 immunoinhibitors in PC using TCGA database, includ-
ing CD160, CD244, KIR2DL1, KIR2DL3, BTLA, CSF1R,
HAVCR2, TIGIT, LAG3, PDCD1, VTCN1, PDCD1LG2,
LGALS9, CD96, TGFBR1, TGFB1, CTLA4, ADORA2A,
PVRL2, IL10, IDO1, IL10RB, and KDR. As shown in
Figure 1, we found that IDO1, CSF1R, VTCN1, KDR,
LGALS9, TGFBR1, TGFB1, IL10RB, and PVRL2 were highly
expressed in PC tissues.

3.2. Increasing Expression of Immunoinhibitors Was Observed
in PC Samples. The GEPIA database was used to compare the
difference of expression of 9 overexpressed immunoinhibitors
in transcription level between cancers and normal tissues
(Figure 1). The data demonstrated TGFB1 (Figure 2(a)),
PVRL2 (Figure 2(b)), CSF1R (Figure 2(c)), TGFBR1
(Figure 2(d)), VTCN1 (Figure 2(e)), LGALS9 (Figure 2(f)),
IL10RB (Figure 2(g)), KDR (Figure 2(h)), and IDO1
(Figure 2(i)) mRNA levels were significantly upregulated in
patients with PC compared to normal tissues.

3.3. Immunoinhibitors Were Positively Correlated to the
Advanced Stage and Grade in PC. Furthermore, the TISIDB
database analysis showed TGFB1 was positively correlated
to the advanced grades of PC samples (Figure 3). However,
we did not observe a significant upregulation of PVRL2
(Figure 3(b)), CSF1R (Figure 3(c)), TGFBR1 (Figure 3(d)),
VTCN1 (Figure 3(e)), LGALS9 (Figure 3(f)), IL10RB
(Figure 3(g)), KDR (Figure 3(h)), and IDO1 (Figure 3(i)) in
advanced grades of PC samples.

Interestingly, our data also revealed the correlation
between Immunoinhibitors level and stages of PC samples.
The results displayed that expression of VTCN1 was raised
in grade 2 and grade 3 samples compared to grade 1 PC sam-
ples, but expression of VTCN1 was decreased in grade 4 sam-
ple after being normalized to that in grade 1/2 PC samples
(Figure 4(b)). Meanwhile, our data showed IL10RB was
enhanced in grade 2, grade 3, and grade 4 PC samples com-
pared to grade 1 PC samples (Figure 4(g)). However, no
obvious difference between the expression of TGFB1
(Figure 4(a)), PVRL2 (Figure 4(b)), CSF1R (Figure 4(c)),
TGFBR1 (Figure 4(d)), LGALS9 (Figure 4(f)), KDR
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(Figure 4(h)), and IDO1 (Figure 4(i)) and the stage in the
PC patients was taken on.

3.4. Analysis of Immunoinhibitor Feature in Prognostic PC
Patients. We deeply explored the profile of immunoinhibi-
tors implicated in prognostic PC patients. Our data revealed
that the increasing level of TGFBR1 (Figure 5(d)), VTCN1
(Figure 5(e)), LGALS9 (Figure 5(f)), and IDO1 (Figure 5(i))
mRNA was closely pertained to poor OS. However, the dys-
regulation of TGFB1 (Figure 5(a)), PVRL2 (Figure 5(b)),
CSF1R (Figure 5(c)), IL10RB (Figure 5(g)), and KDR
(Figure 5(h)) was not related with OS in PC.

3.5. To Assess the Coexpression and Interaction Gene with
Immunoinhibitors in PC Patients. We evaluated the associa-
tion of candidate gene expression with immunoinhibitors
by Pearson’s correlation analysis. The immunoinhibitor-
target pair with absolute Pearson’s correlation coefficient
value > 0:5 was considered significant. The networks were
constructed using Cytoscape software. As presented in
Figure 6, the coexpression network included 9 immunoinhi-
bitors, 1250 targets, and 1304 edges. From the analysis, we
observed LGALS9 may have a primary role in this network
and possessed approximately 30% coexpressing targets with
IL10RB, PVRL2, and IDO1.
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Figure 1: Identification of immunoinhibitor expression pattern in PC. The present study analyzed the expression pattern of 23
immunoinhibitors in PC using TCGA database, including CD160, CD244, KIR2DL1, KIR2DL3, BTLA, CSF1R, HAVCR2, TIGIT, LAG3,
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Figure 2: Increasing expression of immunoinhibitors was observed in PC samples. TGFB1 (a), PVRL2 (b), CSF1R (c), TGFBR1 (d), VTCN1
(e), LGALS9 (f), IL10RB (g), KDR (h), and IDO1 (i) mRNA levels were significantly upregulated in patients with PC compared to normal
tissues.
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3.6. Assessment of the Function of LGALS9 and TGFB1 in PC
Patients.We finally validated the role of LGALS9 and TGFB1
after the analysis of GO and KEGG in the DAVID system
using their genes. After bioinformatics analyzing, LGALS9
was involved in regulating type I interferon signaling path-
way, defense response to virus, interferon-gamma-mediated
signaling pathway, response to virus, innate immune
response, and negative regulation of viral genome replication
(Figure 7(a)). KEGG pathway analysis demonstrated that

LGALS9 was related to the RIG-I-like receptor signaling
pathway, NF-kappa B signaling pathway, cytosolic DNA-
sensing pathway, and TNF signaling pathway (Figure 7(b)).

Also, we found that TGFB1 was related to mesoderm for-
mation, cell matrix adhesion, substrate adhesion-dependent
cell spreading, in utero embryonic development, extracellu-
lar matrix organization, outflow tract septum morphoge-
nesis, mitral valve morphogenesis, and Hippo signaling
(Figure 7(c)). And KEGG pathway analysis showed TGFB1
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Figure 3: Immunoinhibitors were positively correlated to the advanced grade in PC. TISIDB database analysis revealed the expression levels
of TGFB1 (a), PVRL2 (b), CSF1R (c), TGFBR1 (d), VTCN1 (e), LGALS9 (f), IL10RB (g), KDR (h), and IDO1 (i) in grade 1, 2, 3, and 4 PC
samples.

5Computational and Mathematical Methods in Medicine



was related to pathways in cancer, TGF-beta signaling path-
way, focal adhesion, signaling pathways regulating pluripo-
tency of stem cells, regulation of actin cytoskeleton, Hippo
signaling pathway, and shigellosis (Figure 7(d)).

4. Discussion

PC with a poor prognosis was regarded as one of the most
deadly carcinomas [33]. The growth and development of Can-
cer were reported to be involved in the process of immune
suppression [34]. Cancer cells could stimulate various

immune checkpoint pathways responsible for curbing immu-
nity [35]. Monoclonal antibodies targeting immune check-
points exhibited huge advance in cancer therapy. Currently,
some researches have revealed that patients with different can-
cer recovered better after treatment of immunoinhibitors.
Developing prospective methods based on immunoinhibitors
could be of significance to explore novel biomarkers in the
PC diagnosis and prognosis.

In this study, we analyzed the expression pattern of 23
immunoinhibitors in PC using TCGA database and found that
IDO1, CSF1R, VTCN1, KDR, LGALS9, TGFBR1, TGFB1,
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Figure 4: Immunoinhibitors were positively correlated to the advanced stages in PC. TISIDB database analysis revealed the expression levels
of TGFB1 (a), PVRL2 (b), CSF1R (c), TGFBR1 (d), VTCN1 (e), LGALS9 (f), IL10RB (g), KDR (h), and IDO1 (i) in stage I, II, III, and IV PC
samples.
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Figure 5: Analysis of the correlation between immunoinhibitor expression and survival time in PC patients. Kaplan-Meier plotter database
analysis revealed the correlation between the levels of TGFB1 (a), PVRL2 (b), CSF1R (c), TGFBR1 (d), VTCN1 (e), LGALS9 (f), IL10RB (g),
KDR (h), and IDO1 (i) and overall survival time in PC patients.
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IL10RB, and PVRL2 were highly expressed in PC tissues.
Moreover, the analysis revealed that IDO1, CSF1R, VTCN1,
KDR, LGALS9, TGFBR1, TGFB1, IL10RB, and PVRL2 mRNA
level was significantly upregulated in patients with PC com-
pared to normal tissues. Kaplan-Meier plotter results demon-
strated that the increasing level of TGFBR1, VTCN1, and
LGALS9 mRNA was closely pertained to poor OS.

TGF-β was a primary executor of the stability and toler-
ance of the internal environment of immune system, includ-
ing controlling many component functions [36]. Thus,
disrupting TGF-β signal could result in inflammatory dis-
eases and tumorigenesis. In addition, TGF-β is also a prelim-
inary immunosuppressor in the tumor microenvironment
[37]. Current researches have reported TGF-β was engaged
in tumor immune evasion and adverse reactions to tumor
immunotherapy [37]. Nevertheless, our study confirmed that
TGFBR1 and TGFB1 are upregulated in PC samples. Kaplan-
Meier analysis showed that TGFBR1 was associated with
reduced OS and PFS time in PC patients.

VTCN1 exists on the surface of antigen-presenting cells
(APC) and interacts with ligands that bind to T-cell surface
receptors [38]. The activity of B7-H4 was illustrated to be
related to the reduced inflammatory CD4+ T cell response
as previously described. Studies have indicated VTCN1
expression was positively linked to tumor progression and

acted as a candidate for the treatment of cancer [39]. The
level of B7-H4 on tumor cells with adverse clinical and path-
ologic features endowed B7-H4 with clinical significance
[40]. Moreover, the expression of B7-H4 in tumor-
associated macrophages was correlated with Foxp3+ regula-
tory T cells (Tregs) [41]. Because the expression of B7-H4
was on a variety of tumor cells and tumor-related macro-
phages, blocking of B7-H4 could improve the tumor micro-
environment, thus enabling antigen-specific clearance of
tumor cells [41]. Our study suggested the enhanced level of
VTCN1 was related to OS time and PFS (progression-free
survival) time of PC. Nevertheless, no increasing level of
VTCN1 was shown in neither PC nor normal tissues.

Transmembrane receptor TIM-3 was encoded by
HAVCR2 and expressed on a variety of cells [42]. The expres-
sion of TIM-3 is closely related to exhaustion and impaired
function of T cells. The interaction between TIM-3 and
galectin 9 has been demonstrated to induce Th1 cell apopto-
sis, leading to reduced responses from autoimmunity and
antitumor immunity [22] and also making TIM-3 as a poten-
tial target for ICB. Of note, our study firstly exposed the
upregulated level of LGALS9 in PC patients was associated
with shorter OS and PFS time.

IDO1 was responsible for converting tryptophan (Trp)
into downstream catabolic product, called caninuria.
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Figure 6: Construction of the coexpression network of immunoinhibitors in PC patients.
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Figure 7: Continued.
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Figure 7: Assessment of the function of LGALS9 and TGFB1in PC patients. GO (a) analysis and KEGG pathway (b) analysis of LGALS9 in
PC patients. GO analysis (c) and KEGG pathway analysis (d) of LGALS9 in PC patients.
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Emerging studies have shown that IDO1 was expressed in
a large number of human cancers. In the transcription
level, IDO1 displayed powerful relevance with T cell infil-
tration [43].

Even though the expression of CSFR1, KDR, IL10RB, and
PVRL2 was upregulated in PC samples, which was not asso-
ciated with the prognosis of PC. CSFR1 was mostly found in
aggressive cell models and participated in the invasion and
migration of tumor cells, and its expression is related to the
poor prognosis of cancer patients. Positive feedback existed
between the expressions of CSF1 and EGF in tumors [44].
By blocking the signal transduction mediated by the EGF
receptor or CSF-1 receptor, incomplete feedback loop would
inhibit the migration and invasion of macrophages and
tumor cells. Activated VEGF-VEGFR2 could accumulate
Treg cells and control the migration of T lymphocytes [45].
The IL-10R signal on effector T cells and Treg cells is essen-
tial to keep immune tolerance [46]. Emerging studies have
identified PVR2 as a new immune checkpoint [47].

Of note, this study revealed that LGALS9 and TGFBR1
were upregulated in PC compared to normal tissues. More-
over, we showed LGALS9 and TGFBR1 were significantly
associated with the prognosis in PC. Despite the fact that
LGALS9 and TGFBR1 were not significantly correlated to
the grades, we indeed observed LGALS9 had an upregulated
trend and TGFBR1 had a downregulated trend. We thought
the limited sample size may contribute to this result. Also,
the coexpression plus bioinformatics analysis revealed that
immunoinhibitors were involved in regulating multiple
inflammatory and immune response-related pathways as
previously described. Very interestingly, we found LGALS9
was involved in regulating type I interferon signaling path-
way, interferon-gamma-mediated signaling pathway, RIG-
I-like receptor signaling pathway, NF-kappa B signaling
pathway, cytosolic DNA-sensing pathway, and TNF signal-
ing pathway. We also found that TGFB1 was related to meso-
derm formation, cell matrix adhesion, TGF-beta signaling
pathway, and Hippo signaling pathway. These pathways
had been demonstrated as key regulators of tumorigenesis
and immune therapy.

Several limitations should also be noted in this study.
First, we showed LGALS9 and TGFB1 had a crucial role in
PC with a series of bioinformatics analysis. The further
experimental validations of their functions in PC could
strengthen our conclusion. Second, more clinical samples
should be collected to detect the expression of these immu-
noinhibitors in PC, which could provide more evidences to
confirm their prognostic value.

5. Conclusion

Conclusively, our data suggested that immunoinhibitor
mRNA level was dramatically upregulated, but negatively
correlated with OS for PC. All the data suggested these genes
could be used as an emerging prognostic indicator and tar-
gets in PC patients. Our findings would give a hint to have
a better understanding of the mechanism implicated in PC
and stretched out more precise immunotherapeutic treat-
ments for PC prognosis. Nevertheless, more researches and

efforts should be contributed to our findings, followed by
providing a much more promising clinical strategy for an
early diagnosis and prognostic marker in PC therapy.
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The COVID-19 diagnostic approach is mainly divided into two broad categories, a laboratory-based and chest radiography
approach. The last few months have witnessed a rapid increase in the number of studies use artificial intelligence (AI)
techniques to diagnose COVID-19 with chest computed tomography (CT). In this study, we review the diagnosis of COVID-19
by using chest CT toward AI. We searched ArXiv, MedRxiv, and Google Scholar using the terms “deep learning”, “neural
networks”, “COVID-19”, and “chest CT”. At the time of writing (August 24, 2020), there have been nearly 100 studies and 30
studies among them were selected for this review. We categorized the studies based on the classification tasks: COVID-
19/normal, COVID-19/non-COVID-19, COVID-19/non-COVID-19 pneumonia, and severity. The sensitivity, specificity,
precision, accuracy, area under the curve, and F1 score results were reported as high as 100%, 100%, 99.62, 99.87%, 100%, and
99.5%, respectively. However, the presented results should be carefully compared due to the different degrees of difficulty of
different classification tasks.

1. Introduction

Coronaviruses have been around for many decades, and it
has affected many animals/mammal species and human
being. By March 11, 2020, the World Health Organization
(WHO) [1] declared the new coronavirus called the
COVID-19, a pandemic, and it has brought the entire globe
into a compulsory lockdown. Coronavirus is a family of
RNA viruses that is capable of causing significant viral path-
ogens in humans and animals. Corona is medium-sized
viruses with the largest viral RNA genome known. Coronavi-
rus infects both birds and mammals, but the bat is host to the
largest number of the viral genotype of coronavirus. So, the
bat is the host and does not get infected. It can, however,
spread the virus to a human. As of 24th of August 2020, there
have been more than 23 million confirmed cases of coronavi-
rus worldwide, with about 800,000 of such cases resulting in

the death of the infected patient. This is spread around
216 countries, areas, or territories. However, around five
million infected patients have recovered worldwide [2].
The USA, Brazil, India, and Russia are the top four coun-
tries with the highest number of cases. Around 90 million
tests have conducted in China, followed by the USA,
Russia, and India, with 72 million, 33 million, and 32 mil-
lion tests, respectively [2].

Testing COVID-19 involves analyzing samples that indi-
cate the present or past presence of severe acute respiratory
syndrome-associated coronavirus 2 (SARS-CoV-2). The test
is done to detect either the presence of the virus or of
antibodies produced in response to infection. COVID-19
diagnostic approach is mainly divided into two broad catego-
ries, a laboratory-based approach, which includes point of
care-testing, nucleic acid testing, antigens tests, and serology
(antibody) tests. The other approach is using medical
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imaging diagnostic tools such as X-ray and computed tomog-
raphy (CT) [3].

The laboratory-based tests are performed on samples
obtained via nasopharyngeal swab, throat swabs, sputum,
and deep airway material [4]. The most common diagnostic
approach is the nasopharyngeal swab, which involves expos-
ing a swab to paper strips containing artificial antibodies
designed to bind to coronavirus antigens. Antigens bind to
the strips and give a visual readout [4]. The process is pretty
fast and is employed at the point of care. The nucleic acid test
has low sensitivity between 60-71% [4]. On the other hand,
Fang et al. [5] showed that radiologic methods could provide
higher sensitivity than that of lab tests.

The use of medical imaging tools is the second approach
of COVID-19 virus detection. These tools are playing an
important role in the management of patients that are con-
firmed or suspected to be infected with the virus. It is worthy
of note that without clinical suspicion, findings from X-ray,
or CT images are nonspecific as many other diseases could
have a similar pattern [6].

Thoracic CT scan is the imaging modality of choice that
plays a vital role in the management of COVID-19. Thoracic
CT has a high sensitivity for diagnosis of COVID-19 which
makes it a primary tool for COVID-19 detection [5]. CT scan
involves transmitting X-rays through the patient’s chest,
which are then detected by radiation detectors and recon-
structed into high-resolution medical images. There are cer-
tain patterns to look out for in a chest CT scans which
present themselves in different characteristic manifestations.
The potential findings with 100% confidence for COVID-19
in thoracic CT images are ground − glass opacity ðGGOÞ ±
crazy − paving and consolidation, air bronchograms, reverse
halo, and perilobular pattern [6].

The abovementioned findings are reports presented by a
radiologist who specializes in interpreting medical images.
Interpretation of these findings by expert radiologists does
not have a very high sensitivity [4]. Artificial intelligence
(AI) has been employed as it plays a key role in every aspect
of COVID-19 crisis management. AI has proven to be useful
in medical applications since its inception, and it became
widely accepted due to its high prediction and accuracy rates.
In the diagnosis stage of COVID-19, AI can be used to recog-
nize patterns on medical images taken by CT. Other applica-
tions of AI include, but not limited to, virus detection,
diagnosis and prediction, prevention, response, recovery,
and to accelerate research [7]. AI can be used to segment
regions of interest and capture fine structures in chest CT
images, self-learned features can easily be extracted for diag-
nosis and other applications as well. A recent study showed
that AI accurately detected COVID-19 and was also able to
differentiate it from other lung diseases and community-
acquired pneumonia [8]. In this study, we review the diagno-
sis of COVID-19 by using chest CT toward AI.

2. Materials and Methods

We searched ArXiv, MedRxiv, and Google Scholar for AI for
COVID-19 diagnosis with chest CT. At the time of writing
(August 24, 2020), there have been nearly 100 studies and

only 17 of them were peer-reviewed papers. In total, 30 stud-
ies (17 peer-reviewed and 13 non-peer-reviewed papers)
were selected for this review. We noticed that very different
classification terms are reported by the authors such as “nor-
mal”, “healthy”, “other”, “COVID-19”, “non-COVID-19”,
“without COVID-19”, “community-acquired pneumonia
(CAP)”, “other pneumonia”, “bacterial pneumonia”, “SARS”,
“lung cancer”, “type A influenza (influ-A)”, and “severity”.
Therefore, we categorized the studies into four main tasks
as follows: COVID-19/normal, COVID-19/non-COVID-19,
COVID-19/non-COVID-19 pneumonia, and COVID-19
severity classification. COVID-19 group consists of
COVID-19 patients. The normal group includes only healthy
subjects. Non-COVID-19 group includes either one of the
cases which is not COVID-19 or a combination of all other
cases. The non-COVID-19 pneumonia group includes other
types of pneumonia, which is not caused by COVID-19, such
as viral or bacterial pneumonia, as well as influenza A and
SARS. Lastly, COVID-19 severity classification aims at classi-
fying the COVID-19 cases as severe or nonsevere.

Since the rapid studies on the detection of COVID-19 in
CT scans continue, the researchers who take into account the
peer-review period in the journals share the results they
obtained in their studies with other researchers and scientists
as preprints in different publication environments. Machine
learning is used to make decisions on tasks that people have
difficulty making decisions or problems that require more
stable decisions using both numerical and image-based data.
A deep convolutional neural network (CNN) is the most
widely used among machine learning methods. It is one of
the first preferred neural networks, especially in image-
based problems, since it contains both feature extraction
and classification stages and produces very effective results.
In image-based COVID-19 researches, the CNN model or
different models produced from CNN are widely encoun-
tered. In the researches, a generally hold-out method and a
few k-fold cross-validation were used during the training
phase. In the hold-out method, while training is done by
dividing the data into two parts as test and train, in k-fold
cross-validation, the data is divided into k-folds, and the folds
are trained k-times by shifting the testing fold in each train-
ing so that each fold is used in the test phase. It is used as a
better method for model evaluation.

3. Results

3.1. COVID-19/Normal Classification Studies. Alom et al. [9]
implemented two deep learning models for COVID-19
detection and segmentation. Inception Recurrent Residual
Neural Network (IRRCNN), which is based on transfer
learning, was used for the COVID-19 detection task, and
the NABLA-N model was for the segmentation task. They
considered different datasets to detect COVID-19 on CT
images, by using an additional chest X-ray dataset. The pub-
licly available dataset was considered for the segmentation
procedure of CT images, and the dataset that consists of
425 CT image samples, with 178 pneumonia, and 247 normal
images were considered for the COVID-19 detection pur-
pose. All images were resized to the dimensions of 192 ×
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192 pixels, and 375 of total images were used for training and
validation with a data augmentation procedure. The training
was performed using Adam optimizer with a learning rate of
1 × 10−3 and a batch size of 16. The COVID-19 detection
and segmentation accuracy were achieved by 98.78% and
99.56%, respectively.

Hu et al. [10] constructed an AI model on ShuffleNet V2
[11], which provides fast and accurate training in transfer
learning applications. The considered CT dataset consists of
521 COVID-19 infected images, 397 healthy images, 76 bac-
terial pneumonia images, and 48 SARS images. The data aug-
mentation procedure as flip, rotation, translation, brightness
adjustment, and flip+brightness adjustment was applied in
this study to increase the number of training images. The first
experiment was performed on the classification of COVID-
19 images from normal healthy images. The average sensitiv-
ity, specificity, and area under the curve (AUC) score were
obtained as 90.52%, 91.58%, and 0.9689, respectively.

Gozes et al. [12] proposed a comprehensive system to
detect COVID-19 from normal cases. The proposed system
included lung segmentation, COVID-19 detection in CT
slices, and marking case as COVID-19 using a predeter-
mined threshold based on the counted COVID-19 positive
slices. Several datasets were considered in training and
testing phases, and pretrained network ResNet50 was used
for the detection of COVID-19. The sensitivity, specificity,
and the AUC score were achieved as 94%, 98%, and
0.9940, respectively.

In another study for differentiation of COVID-19 from
normal cases, Kassani et al. [13] used several pretrained net-
works such as MobileNet [14], DenseNet [15], Xception [16],
InceptionV3 [17], InceptionResNetV2 [18], and ResNet [19]
to extract the features of images within the publicly available
dataset. Then, extracted features were trained using six
machine learning algorithms, namely, decision tree, random
forest, XGBoost, AdaBoost, Bagging, and LightGBM. Kassani
et al. [13] concluded that the Bagging classifier obtained the
optimal results with a maximum of 99:00% ± 0:09 accuracy
on features extracted by pretrained network DesnseNet121.

Jaiswal et al. [20] implemented a pretrained network
DenseNet201-based deep model on classifying 2,492 CT-
scans (1,262 positive for COVID-19, and the rest 1,230 are
negative) as positive or negative. They compared their results
with VGG16, ResNet152V2, and Inception-ResNetV2. They
concluded that their model outperformed other considered
models and achieved an overall accuracy of 96.25%. Table 1
summarizes the studies on COVID-19 vs. normal cases.

3.2. COVID-19/Non-COVID-19 Classification Studies. Jin
et al. [30] considered 496 COVID-19 positive and 260 nega-
tive images collected in Wuhan Union Hospital, Western
Campus of Wuhan Union Hospital, and Jianghan Mobile
Cabin Hospital in Wuhan. Besides, they used two publicly
available international databases, LIDC-IDRI [28] and ILD-
HUG [31] (1012 and 113 subjects, respectively) as negative
cases to develop the system. A 2D convolutional neural net-
work was used for the segmentation of CT slices, and then,
a model was trained for positive and negative cases. Jin
et al. reported that the proposed system achieved the AUC

score of 0.9791, sensitivity of 94.06%, and specificity of
95.47% for the external text cohort.

Singh et al. [32] proposed a multiobjective differential
evolution- (MODE-) based convolutional neural networks
to detect COVID-19 in chest CT images. It was concluded
that the proposed method outperformed the CNN, ANFIS,
and ANN models in all considered metrics between
1.6827% and 2.0928%.

Amyar et al. [33] developed another model architec-
ture that included image segmentation, reconstruction,
and classification tasks, which was based on the encoder
and convolutional layer. The experiments were performed
on three datasets that included 1044 CT images, and the
obtained results showed that the proposed architecture
achieved the highest results in their experiment, with
0.93% of the AUC score.

Ahuja et al. [34] used data augmentation and pretrained
networks to classify COVID-19 images. Data augmentation
was performed using stationary wavelets, and the random
rotation, translation, and shear operations were applied to
the CT scan images. ResNet18, ResNet50, ResNet101, and
SqueezeNet were implemented for the classification task,
and Ahuja et al. concluded that ResNet18 outperformed
other models by obtaining a 0.9965 AUC score.

Liu et al. [35] proposed another deep neural network
model, namely, lesion-attention deep neural networks, where
the backbone of the model used the weights of pretrained
networks such as VGG16, ResNet18, and ResNet50. The pro-
posed model was capable of classifying COVID-19 images,
which was the main aim of the study, with 0.94 of the AUC
score using VGG16 as the backbone model. Besides this,
the model was able to make a multilabel prediction on the
five lesions.

Instead of deep learning approaches, Barstugan et al. [36]
considered machine learning algorithms to classify 150
COVID-19 and non-COVID-19 images. Several feature
extraction methods such as grey-level size zone matrix
(GLSZM) and discrete wavelet transform (DWT) were con-
sidered in the feature extraction process, and the extracted
features were classified using a support vector machine. K
-fold cross-validations were performed in the experiments
with 2, 5, and 10 folds. Barstugan et al. concluded that
99.68% of accuracy was achieved by SVM using the GLSZM
feature extraction method.

Wang et al. [37] conducted another study on differentiat-
ing COVID-19 from non-COVID-19 CT scans. In their pro-
posed network, UNet was first trained for lung region
segmentation, and then, they used a pretrained UNet to test
CT volumes to obtain all lung masks. They concatenated
CT volumes with corresponding lung masks and sent them
to the proposed DeCoVNet for the training. Wang et al. con-
cluded that the proposed network achieved a 0.959 ROC
AUC score.

Chen et al. [38] performed a study on collected 46,096
images from 106 patients (Renmin Hospital of Wuhan
University–Wuhan, Hubei province, China). The proposed
system was based on segmenting CT scans using UNet++
and predicting the COVID-19 lesions. The prediction was
performed by dividing an image into four segments and
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counting the consecutive images. If three consecutive
images were classified as containing lesions, the case was
classified as positive for COVID-19. The proposed system
was evaluated using five different metrics, and it achieved
92.59% and 98.85% of accuracy in prospective and retro-
spective testing, respectively.

Jin et al. [39] considered the segmentation and pretrained
models to classify COVID-19, healthy images, and inflam-
matory and neoplastic pulmonary diseases. Initially, prepro-
cessing was applied to CT scan images to standardize images
that were collected from five hospitals in China. Several seg-
mentation models such as V-Net and 3D U-Net++ were con-
sidered, and segmented images were trained using pretrained
network ResNet50 [19], Inception networks [17], DPN-92
[40], and Attention ResNet-50 [41]. Jin et al. concluded that
the ResNet50 achieved the highest classification rates by
0.9910 of AUC score, 97.40% of sensitivity, and 92.22% of
specificity with the images segmented by 3D U-Net++
segmentation model.

Pathak et al. [42] proposed a system for the detection of
COVID-19 in CT scans that considered a preproposed trans-
fer learning. The system used the ResNet50 to extract the fea-
tures from CT images, and a 2D convolutional neural
network was considered for the classification. The proposed
system was tested on 413 COVID-19 and 439 non-COVID-
19 images with 10-fold cross-validation, and it achieved
93.01% of accuracy.

Polsinelli et al. [43] proposed a light architecture by mod-
ifying the CNN. The proposed model was tested on two
different datasets, and several experiments with different
combinations were performed. The proposed CNN achieved
83.00% of accuracy and 0.8333 of F1 score.

Han et al. [44] proposed a patient-level attention-based
deep 3D multiple instance learning (AD3D-MIL) that learns
Bernoulli distributions of the labels obtained by a pooling
approach. They used a total of 460 chest CT examples, 230

CT examples from 79 COVID-19 confirmed patients, 100
CT examples from 100 patients with pneumonia, and 130
CT examples from 130 people without pneumonia. Their
proposed model achieved an accuracy, AUC, and the Cohen
kappa score of 97.9%, 99.0%, and 95.7%, respectively, in the
classification of COVID-19 and non-COVID-19.

Harmon et al. [45] considered 2724 CT scans from 2617
patients in their study. Lung regions were segmented by
using 3d anisotropic hybrid network architecture (AH-Net),
and the classification of segmented 3D lung regions was per-
formed by using pretrained model DenseNet121. The
proposed algorithm achieved an accuracy, specificity, and
AUC score of 0.908, 0.930, and 0.949, respectively. Table 2
shows the summary of the COVID-19/non-COVID-19
classification results.

3.3. COVID-19/Non-COVID-19 Pneumonia Classification
Studies. Xu et al. [52] proposed a method that consisted of
preprocessing, CT image segmentation using ResNet18, and
the classification of CT scans performed by adding
location-attention that provides the relative location infor-
mation of the patch on the pulmonary image. The proposed
method tested on the considered 618 CT samples (219 with
COVID-19, 224 CT images with influenza-A viral, and 175
CT images for healthy people), and Xu et al. concluded that
the overall accuracy rate of the proposed method was 86.7%.

Wang et al. [53] proposed another deep learning method
to distinguish COVID-19 and other pneumonia types. The
segmentation, suppression of irrelevant area, and COVID-
19 analysis were the processes of the proposed method.
DenseNet121-FPN [15] was implemented for lung segmen-
tation, and COVID19Net that had a DenseNet-like structure
was proposed for classification purposes. Two validation sets
were considered, and the authors reported 0.87 and 0.88
ROC AUC scores for these validation sets.

Table 1: COVID-19/normal classification results. Class.: classification; bac. pneu.: bacterial pneumonia; Sens.: sensitivity; Spec.: specificity;
Prec.: precision; Acc.: accuracy; AUC: area under the curve; Ref.: reference.

Class. Subjects Dataset Method
Sens. (%)
or recall

Spec.
(%)

Prec.
(%)

Acc.
(%)

AUC
(%)

F1-
score

Ref.

COVID-
19/normal

178 pneumonia
247 normal

Private +
[21–23]

DL
IRRCNN

N/A N/A N/A 98.78 N/A 98.85
Alom et al.

[9]
Preprint

COVID-
19/normal

521 COVID-19
397 normal
76 bac. pneu.
48 SARS

[24–26]
DL

ShuffleNet
V2

90.52 91.58 N/A 91.21 96.89 N/A
Hu et al.
[10]

Preprint

COVID-
19/normal

106 COVID-19
100 normal

Private +
[27, 28]

DL
ResNet50

98.2 92.2 N/A N/A 99.6 N/A
Gozes et al.

[12]
Preprint

COVID-
19/normal

COVID-19:
X-ray:117; CT:20
normal: X-ray:117;

CT:20

[21, 22,
29]

DenseNet121
+

Bagging
99.00 N/A 99.00 99.00 N/A 99.00

Kassani et al.
[13]

Preprint

COVID-
19/normal

1,262 COVID-19
1,230 normal

[23] DenseNet201 96.29 96.21 96.29 96.25 97.0 96.29
Jaiswal et al.

[20]
Peer-reviewed
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In addition to classify COVID-19 and normal cases, Hu
et al. [10] performed another experiment to differentiate
COVID-19 cases from other cases as bacterial pneumonia
and SARS. The average sensitivity, specificity, and the AUC
score were obtained as 0.8571, 84.88%, and 92.22%,
respectively.

Bai et al. [54] implemented the deep learning architecture
EfficientNet B4 [55] to classify COVID-19 and pneumonia
slices of CT scans. The diagnosis of the six radiologists on
the corresponding patients were used to evaluate the effi-
ciency of the results obtained by an AI model. The AI model
achieved 96% of accuracy, while the average accuracy of the
diagnosis of radiologists was obtained at 85%.

Kang et al. [56] proposed a pipeline and multiview
representation learning technique for COVID-19 classifica-
tion using different types of features extracted from CT
images. They used 2522 CT images (1495 are from
COVID-19 patients, and 1027 are from community-
acquired pneumonia) for the classification purpose. The
comparison was performed using the benchmark machine
learning models, namely, support vector machine, logistic
regression, Gaussian-naive-Bayes classifier, K-nearest-
neighbors, and neural networks. The proposed method
outperformed the considered ML models with 95.5%,
96.6%, and 93.2% in terms of accuracy, sensitivity, and
specificity, respectively.

Another study was performed by Shi et al. [57] to classify
COVID-19 and pneumonia. They considered 1658 and 1027
confirmed COVID-19 and CAP cases. Shi et al. proposed a
model that is based on random forest and automatically
extracted a series of features as volume, infected lesion num-
ber, histogram distribution, and surface area from CT
images. The proposed method and considered machine
learning models (logistic regression, support vector machine,
and neural network) were then trained by the selected fea-
tures with 5-fold cross-validation. The authors reported that
the proposed method outperformed other models and
produced the optimal AUC score (0.942).

Ying et al. [58] designed a network named as DRE-Net,
which is based on the modifications on pretrained ResNet-
50. The CT scans of 88 COVID-19 confirmed patients, 101
patients infected with bacteria pneumonia, and 86 healthy
persons. The designed network was compared by the pre-
trained models, ResNet, DenseNet, and VGG16. The
presented results showed that the designed network outper-
formed other models by achieving 0.92 and 0.95 of AUC
scores for the image and human levels.

In addition to COVID-19/non-COVID-19 classification,
Han et al. [44] performed experiments to classify COVID-19,
common pneumonia, and no pneumonia cases as three
classes classification. Their proposed AD3D-MIL model
achieved an accuracy, AUC, and the Cohen kappa score of
94.3%, 98.8%, and 91.1%, respectively.

Ko et al. [59] proposed a model, a fast-track COVID-19
classification network (FCONet) that used VGG16, ResNet-
50, InceptionV3, and Xception as a backbone to classify
images as COVID-19, other pneumonia, or nonpneumonia.
They considered 1194 COVID-19, 264 low-quality COVID-
19 (only for testing), and 2239 pneumonia, normal, and other

disease CT scans in their study. All images were converted
into grayscale image format with dimensions of 256 × 256.
They used rotation and zoom data augmentation proce-
dures to maximize the number of training samples. It
was concluded that FCONet based on ResNet-50 outper-
formed other pretrained models and achieved 96.97% of
accuracy in the external validation data set of COVID-19
pneumonia images.

Li et al. [8] proposed a COVNet that used ResNet50 as a
backbone to differentiate COVID-19, nonpneumonia, and
community-acquired pneumonia. In their study, 4352 chest
CT scans from 3322 patients were considered. A max-
pooling operation was applied to the features obtained from
COVNet using the slices of the CT series, and the resultant
feature map was fed to a fully connected layer. This led to
generate a probability score for each considered class. It
was concluded that the proposed model achieved a sensitiv-
ity, specificity, and ROC AUC scores of 90%, 96%, and
0.96, respectively, for the COVID-19 class.

Ni et al. [60] considered a total of 19,291 CT scans from
14,435 individuals for their proposed model to detect
COVID-19 in CT scans. Their proposed model included
the combination of Multi-View Point Regression Networks
(MVPNet), 3D UNet, and 3D UNet-based network for lesion
detection, lesion segmentation, and lobe segmentation,
respectively. Their algorithm analyzed the volume of abnor-
malities and the distance between lesion and pleura to diag-
nose the COVID-19, and it was concluded that the
proposed algorithm outperformed three radiologists in terms
of accuracy and sensitivity by achieving 94% and 100%,
respectively. Table 3 summarizes the classification results
for COVID-19/non-COVID-19 pneumonia cases.

3.4. COVID-19 Severity Classification Studies. Xiao et al. [61]
implemented a pretrained network ResNet34 to diagnose
COVID-19 severity. The experiments were performed
using five-fold cross-validation, and 23,812 CT images of
408 patients were considered. They concluded that the
model achieved the ROC AUC score of 0.987, and the
prediction quality of detecting severity and nonseverity of
87.50% and 78.46%.

Zhu et al. [62] proposed a model that was optimized by
traditional CNN and VGG16 to stage the COVID-19 sever-
ity. A publicly available dataset was considered, and 113
COVID-19 confirmed cases were used to test their hypothe-
sis. Obtained scores were compared by scores given by radi-
ologists, and it was concluded that the top model achieved
a correlation coefficient (R2) and mean absolute error of
0.90 and 8.5%, respectively.

Pu et al. [63] proposed an approach that initially seg-
mented lung boundary and major vessels at two t points
using UNet and registered these two images using a bidirec-
tional elastic registration algorithm. Then, the average
density of the middle of the lungs was used to compute a
threshold to detect regions associated with pneumonia.
Finally, the radiologist used to rate heat map accuracy in
representing progression. In their study, two datasets that
consisted of 192 CT scans were considered. Table 4 summa-
rizes the key findings of the severity quantification studies.
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4. Discussion

The 13 of the 30 published articles considered in this review
have been published as preprints, while the 17 of them have
been published in journals after the peer-review process.
Regardless of its form of publication, machine learning and
deep learning have been the focus of these studies. In partic-
ular, deep learning approaches such as CNN, which per-
formed the feature extraction process automatically, were
widely used in these researches.

Besides, pretrained networks were commonly used for
the segmentation, feature extraction, and classification
stages. Especially DenseNet121, ResNet50, ShuffleNet V2
were successfully reported by the researchers in the classifica-
tion stages, while successful results were obtained with the
images produced by UNet ++ at the segmentation stage. It
was pointed out by the researchers that many of the devel-
oped systems were modeled using the modifications or
improvements pretrained networks to improve the classifica-
tion accuracy of COVID-19 in CT images after preprocessing
and segmentation stages. This has shown that widely used
pretrained networks can be used very successfully at every
stage of image classification. Some researchers classified
COVID-19 cases using machine learning techniques instead
of using deep learning approaches by extracting the features
from the images and achieved high recognition results. This
brings essential advantages in terms of learning speed.

However, while the images used are not standard and per-
forming experiments on different image databases in each
research does not make it possible to make a comprehensive
comparison, it contributes to deduce general opinion. While
the k-fold cross-validation is time-consuming, a few of the
researches used it, and most of the researchers performed
experiments using a hold-out method, which is based on
dividing the dataset into training and testing set with defined
percentages. However, this makes it challenging to analyze
the consistency of the models, but it does not reduce the
importance of performed experiments, obtained results, and
the role of artificial intelligence in the fight against COVID-19.

5. Conclusions

COVID-19 continues to spread around the globe. New classi-
fication and prediction models using AI, together with more
publicly available datasets, have been arising increasingly.
However, the majority of the studies are from the preprint
literature and have not peer-reviewed. Furthermore, many of

them have different classification tasks. Some of the studies
have been conducted with very limited data. The data used in
the studies might have come from different institutions and
different scanners. Therefore, preprocessing of the data to
make the radiographic images more similar and uniform is
important in terms of providing more efficient analysis and
consistency. The lack of demographic and clinical information
of the patients is another limitation of these studies. We believe
as the more dataset on COVID-19 with are available, the more
accurate studies will be conducted. These findings are promis-
ing for AI to be used in the clinic as a supportive system for
physicians in the detection of COVID-19.
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Type 1 diabetes (T1D) is one of the most common autoimmune diseases in children. Previous studies have suggested that
endothelial progenitor cells (EPCs) might be engaged in the regulating of the biological processes in T1D and folic acid (FA)
might be engaged in regulating EPC function. The present study has identified 716 downregulated genes and 617 upregulated
genes in T1D EPC cases after treated with FA. Bioinformatics analysis has shown that these DEGs were engaged in regulating
metabolic processes, cell proliferation-related processes, bone marrow development, cell adhesion, platelet degranulation, and
cellular response to growth factor stimulus. Furthermore, we have conducted and identified hub PPI networks. Importantly, we
have identified 6 upregulated genes (POLR2A, BDNF, CDC27, LTN1, RAB1A, and CUL2) and 8 downregulated genes (SHC1,
GRIN2B, TTN, GNAL, GNB2, PTK2, TF, and TLR9) as key regulators involved in the effect of FA on endothelial progenitor
cell transcriptome of patients with T1D. We think that this study could provide novel information to understand the roles of FA
in regulating EPCs of T1D patients.

1. Introduction

Type 1 diabetes (T1D) belongs to a type of autoimmune
diseases featuring the destruction of insulin-producing
pancreatic β-cells caused by the immune systems [1]. Type
1 diabetes is regarded as one of the most frequent chronic
diseases in children and teenagers. It has contributed to a
series of symptoms [2]. Insufficient control of hyperglycemia
can help develop diabetic nephropathy, neuropathy, and
retinopathy, which are the major causes of kidney failure,
blindness, and nontraumatic amputation [3]. Patients suffer-
ing from T1D are insulin dependent and highly prone to
develop vascular diseases, end-stage renal disease, and neuro-
logical damages [3]. The detailed mechanisms regulating
T1D and novel therapeutic strategies for this disease remain
to be further explored. Endothelial progenitor cells (EPCs)
stem from the bone marrow and are critical in regulating
revascularization and endothelial homeostasis [3]. Increasing
evidence has shown that EPCs are significantly decreased in

diabetes patients compared with normal samples, suggesting
that EPCs may be involved in the regulating of the biological
processes in T1D [4].

With the development of RNA-sequence and microarray
methods, emerging studies have explored the pathological
mechanisms of human diseases using these novel methods
and a lot of data are produced. By analyzing the big data,
the researchers could find novel and useful information to
understand the progression of human diseases. For example,
Safari et al. have reported that YBX1, SRPK1, PSMA1/3, and
XRCC6 were key regulators of T1D by using protein-
protein interaction network analysis. Jia et al. have identi-
fied 329 downregulated genes and 192 upregulated genes
in childhood-onset type 2 diabetes [5]. Van et al. have
reported that against healthy subjects, there were 1591
genes differently expressed in T1D samples [6].

Folic acid (FA) has been reported to be important in
human cell proliferation [7]. Several previous studies have
shown that FA was involved in regulating endothelial
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progenitor cell function and associated with the progression
of coronary artery disease, hypercholesterolemia, and diabe-
tes. However, the mechanisms of FA in regulating T1D
remain unclear. This study has tried to determine differen-
tially expressed mRNAs after treated with FA by analyzing
a public dataset (GSE17635) [8]. Furthermore, coexpression
analysis and bioinformatics analysis have been used to
identify hub genes involved in the effect of FA on endothelial
progenitor cell transcriptome of patients with T1D.

2. Material and Methods

2.1. Microarray Data. The microarray data of GSE17635 are
accessible in the National Center of Biotechnology Informa-
tion (NCBI) Gene Expression Omnibus database (GEO,
http://www.ncbi.nlm.nih.gov/geo/). This dataset is aimed at
investigating the difference between the gene expression pro-
files of endothelial progenitor cells from T1D patients before
(n = 11) and after a four-week duration of FA supplementa-
tion (n = 10) and that from healthy subjects (n = 11). Patients
with T1D (n = 20) were diagnosed no less than one year
prior to the participation in this study. They were all
from the outpatient clinic of the Department of Internal
Medicine of the University Medical Centre Utrecht, The
Netherlands. In manifest liver disease, macrovascular dis-
ease, creatinine > 120 μmol/L, homocysteine > 15μmol/L,
and untreated thyroid disease, the exclusion criteria were
present. If those patients were receiving retreatment of vasoac-
tive medication (angiotensin II antagonists, angiotensin-
converting enzyme inhibitors, nonsteroidal anti-inflammatory
drugs (NSAIDs), statins, vitamins, or FA), then the treatment
ceased no less than three weeks before starting this study.
Twenty both age-matched and gender-matched participants
who were in healthy conditions acted as controls. A question-
naire was used to appraise the cardiovascular risk, and themea-
surement of some clinical parameters like blood pressure,
length and weight was carried out.

The collection of the peripheral blood samples from
twenty subjects with T1D and twenty age-matched and
gender-matched healthy controls (CTR) at baseline was con-
ducted. A 4-week treatment with FA (Ratiopharm) 5mg/day
was served to T1D subjects, and then, the collection of
peripheral blood samples (19/20 patients) was conducted
again. The protocol of this study has obtained approval from
the Medical Ethical Committee of the University Medical
Centre Utrecht. The written informed consent [9] has been
provided by all the participants in this study.

GEO provided the downloads of the original datasets,
and the log2 transformation was employed to preprocess
them. The use of the limma package in R software version
3.3.0 (https://www.r-project.org/) has helped normalize all
the sample data. By employing the linear models for microar-
ray analysis (Limma) method [10], the identification of the
differentially expressed mRNA and lncRNAs was achieved.
An unpaired t-test was employed to count the P value of each
gene, and the Benjamini-Hochberg (BH) method [11] was
employed to adjust the P value into a false discovery rate
(FDR). Only those genes, the FDR of which was less than
0.01, were selected as DEGs.

2.2. Construction of the PPI Network and the Module
Analysis. As the protein interactions (physical and functional
associations) were to be predicted, this study constructed the
PPI network for DEGs (the minimum required interaction
score > 0:4) [9] employing the Search Tool for the Retrieval
of Interacting Genes (STRING). Following this construction
of the PPI network, the Mcode plugin (degree cut − off ≥ 2
and the nodes with edges ≥ 2 core) [12] was employed to
conduct a module analysis of the network. Besides, in order
to visualize the PPI networks [11], Cytoscape software ver-
sion 3.4.0 (http://cytoscape.org/download_old_versions.html)
was employed.

2.3. GO and KEGG Pathway Analyses. To figure out how
DEGs function, this study has used DAVID system [13]
(https://david.ncifcrf.gov/tools.jsp) to perform the analysis
of the GO function enrichment and the KEGG pathway
enrichment. The P value (hypergeometric P value) denotes
the significance of the pathway associated with the condi-
tions. P < 0:05 was considered to indicate a statistically
significant difference.

3. Results

3.1. Identification of DEGs in EPC of T1D Patients after
Treated with FA. This study has conducted the analysis of a
public expression profiling (GSE17635) in order to deter-
mine differently expressed genes (DEG) in endothelial
progenitor cells after treated with PA. This dataset has
included a total of 11 non-treated T1D EPC samples and 10
PA treated T1D EPC samples. This study has shown that
617 genes were overexpressed and 716 genes were downreg-
ulated in T1D EPC samples after treated with PA. Hierarchi-
cal clustering analysis of the DEGs is presented in Figure 1.
The top 10 upregulated and downregulated genes after FA
treatment were shown in Table 1.

3.2. Functional Annotation of DEGs in EPC of T1D Patients
after Treated with FA. Furthermore, in Figure 2, we have
performed GO analysis for these DEGs. Bioinformatics
analysis has shown that upregulated genes were related to
the regulation of a smoothened signaling pathway, ventricu-
lar system development, negative regulation of cell growth,
meiotic cell cycle, very long-chain fatty acid metabolic pro-
cess, collateral sprouting, glycosaminoglycan metabolic pro-
cess, bone marrow development, response to pain, and ER
to Golgi vesicle-mediated transport.

Meanwhile, this study has also shown that downregu-
lated genes were associated with the regulation of positive
regulation of transcription from RNA polymerase I pro-
moter, homophilic cell adhesion via plasma membrane adhe-
sion molecules, cell-cell signaling, cell adhesion, embryonic
skeletal system development, platelet degranulation, organ
morphogenesis, cellular response to growth factor stimulus,
regulation of potassium ion transport, and ion transmem-
brane transport.

3.3. PPI Network Analysis of DEGs. The prediction of the
interaction relationship between 617 upregulated DEGs and
716 downregulated DEGs has been achieved by using the
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STRING database. This study first sets up the PPI network by
the use of these DEGs. After constructing the PPI network,
the Mcode plugin (degree cut − off ≥ 3 and the nodes with
edges ≥ 3 core) was employed to carry out a module analysis
of it. The identification of 23 hub-networks was found in
the downregulated DEG-mediated PPI networks and that
of 17 hub-networks in the upregulated DEG-mediated
PPI networks.

Figure 3 has presented the top 3 hub-networks in upreg-
ulated DEG-mediated PPI networks. Figure 3(a) shows that

there are 18 nodes and 183 edges in Hub-network 1.
Figure 3(b) shows that there are 35 nodes and 142 edges in
Hub-network 2. Figure 3(c) shows that there are includes
37 nodes and 94 edges hub-network 3. Six DEGs, including
POLR2A, BDNF, CDC27, LTN1, RAB1A, and CUL2, have
been identified as key upregulated regulators by interacting
with more than 20 DEGs.

Figure 4 has presented the top 3 hub-networks in down-
regulated DEG-mediated PPI networks. Figure 4(a) makes it
clear that 13 nodes and 78 edges exist in Hub-network 1.

Control PA treated samples

0.40

0.27

0.13

0.00

–0.13

–0.27

–0.40

Figure 1: Identification of the significantly differentially expressed mRNAs in T1D patients after treated with FA. Heatmaps of the
differentially expressed mRNAs in GSE17635, upregulated mRNAs, and downregulated mRNAs between control and treated sample with FA.

Table 1: The top 10 upregulated and downregulated genes after FA treatment.

Gene name P value Ave nontreatment Ave treatment Fc Regulation

TFRC 0.006293 11.00542 12.23194 2.340016 Upregulated

ZFAND5 0.008766 10.48779 11.68049 2.285802 Upregulated

PPA2 0.008097 10.19328 11.31317 2.173302 Upregulated

LIMS1 0.004958 9.447019 10.47183 2.034697 Upregulated

SPTLC1 0.007231 9.948845 10.89993 1.933331 Upregulated

GPR183 0.008343 10.03497 10.92472 1.852857 Upregulated

STRAP 0.006873 9.901829 10.78517 1.844646 Upregulated

XPO1 0.003324 9.896716 10.76951 1.831212 Upregulated

RAB1A 0.002892 11.08631 11.94823 1.81746 Upregulated

UGP2 0.002848 10.00758 10.86298 1.80927 Upregulated

C19orf24 0.008067 11.64242 11.01402 0.646894 Downregulated

PBX2 0.0019 10.39015 9.723368 0.62991 Downregulated

CCDC106 0.007927 10.40376 9.722742 0.623726 Downregulated

SPATA20 0.00734 10.03424 9.332935 0.615015 Downregulated

PPP6R1 3.43E-05 9.85842 9.156729 0.614851 Downregulated

S100A10 0.007334 11.94692 11.22914 0.608032 Downregulated

PDLIM1 0.006748 9.121195 8.402882 0.607808 Downregulated

HVCN1 0.009486 10.39443 9.670834 0.605587 Downregulated

LHPP 0.000472 9.838647 9.111007 0.603891 Downregulated

LTBP2 0.002257 9.206243 8.462812 0.597317 Downregulated

TMEM156 0.008418 10.49832 9.638557 0.551042 Downregulated
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Figure 4(b) makes it clear that 8 nodes and 28 edges exist in
Hub-network 2. Figure 4(c) makes it clear that 15 nodes
and 49 edges exist in Hub-network 3. Eight DEGs, including
SHC1, GRIN2B, TTN, GNAL, GNB2, PTK2, TF, and TLR9,
have been identified as key downregulated regulators by
interacting with more than 20 DEGs.

4. Discussion

Endothelial progenitor cells (EPCs) are critical in regulating
the revascularization and endothelial homeostasis. Increas-
ing evidence has shown that EPCs were notably decreased
in diabetes patients compared with normal samples, suggest-
ing that EPCs might be involved in the regulating of the
biological processes in T1D. FA has been reported to act
significantly in human cell proliferation. Several previous
studies have shown that FA was involved in regulating endo-
thelial progenitor cell function and associated with the pro-
gression of diabetes. For example, Anna et al. have reported
that metabolic control in overweight T1D patients can be
improved through DCI plus FA oral supplementation [14].
Alian et al. have found that FA administration decreased
the level of endothelial dysfunction measured [15]. However,
the mechanisms of FA in regulating T1D remain unclear.
This study has identified DEGs involved in endothelial pro-
genitor cells after treated with FA. The present study has also
discovered that 617 genes were overexpressed and 716 genes
were downregulated in T1D EPC samples after treated with
FA. Furthermore, in order to identify hub genes, two PPI net-
works have been constructed.

Moreover, we have conducted the bioinformatics analysis
for these DEGs in T1D. Our results have shown the involve-
ment of upregulated genes in regulating multiple metabolic
and cell proliferation processes, such as cell cycle and very
long-chain fatty acid metabolic process. The study has also
shown that these DEGs were associated with bone marrow
development, which may be modulated by EPC cells. Mean-
while, this study has suggested that downregulated DEGs
were involved in regulating cell adhesion, platelet degranula-
tion, and cellular response to growth factor stimulus. These
growth factors had been demonstrated to have a crucial role
in T1D disease progression. For example, insulin-like growth
factor-1 activates AMPK to augment mitochondrial function
and correct neuronal metabolism in sensory neurons in type
1 diabetes [16]. Fibroblast growth factor 21 ameliorates
diabetes-induced endothelial dysfunction in mouse aorta
via activation of the CaMKK2/AMPKα signaling pathway
[17]. Inhibition of epidermal growth factor receptor activa-
tion is associated with improved diabetic nephropathy in
type 2 diabetes [18].

By conducting PPI network analysis, we have identified
3 downregulated hub-networks and 3 upregulated hub-
networks involved in the effect of FA on endothelial pro-
genitor cell transcriptome of patients with T1D. Importantly,
we have identified 6 upregulated genes (POLR2A, BDNF,
CDC27, LTN1, RAB1A, and CUL2) and 8 downregulated
genes (SHC1, GRIN2B, TTN, GNAL, GNB2, PTK2, TF,
and TLR9) as key regulators in this progression. Among
these regulators, BDNF has been considered to be linked with
the prognosis and progression of diabetes. For instance, the
reduction of BDNF is regarded to partly lead to cognitive

Upregulated DEGs

Regulation of smoothened signaling pathway
Meiotic cell cycle
Negative regulation of cell growth
Ventricular system development
Very long-chain fatty acid metabolic process
Collateral sprouting
Glycosaminoglycan metabolic process
Bone marrow development
Er to Golgi vesicle-mediated transport
Response to pain

(a) Upregulated DEGs

Downregulated DEGs

Homophilic cell adhesion
Positive regulation of transcription
Cell-cell signaling
Cell adhesion
Embryonic skeletal system development
Platelet degranulation
Cellular response to growth factor stimulus
Organ morphogenesis
Regulation of ion transmembrane transport
Potassium ion transport

(b) Downregulated DEGs

Figure 2: GO analysis of DEGs in EPC of T1D patients after treated with FA. (a) The analysis of the biological processes of the upregulated
expressed mRNAs in EPC of T1D patients by treated with FA. (b) The analysis of the biological processes of the downregulated expressed
mRNAs in EPC of T1D patients by treated with FA.
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impairment in type 2 diabetes mellitus (T2DM) [19]. Prote-
ome profiling of mitochondria analysis has shown that
RAB1A was upregulated in T2DM. SHC1 has been identified
as a key regulator in T1D. In a mouse model of T1D, TLR9

has been found to negatively regulate pancreatic islet beta cell
growth and function. These results have suggested that the
effect of FA on EPC cells in T1D may depend on these key
regulators.
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Figure 3: Construction of PPI network by upregulated DEGs. The PPI networks of upregulated DEGs in the top 3 hub-networks: (a) 18
nodes, 183 edges in hub-network 1; (b) 35 nodes, 142 edges in hub-network 2; and (c) 37 nodes, 94 edges in hub-network 3.
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5. Conclusion

In conclusion, we have identified 716 downregulated and 617
upregulated genes in T1D EPC cases after treated with FA.
Bioinformatics analysis has shown the involvement of these
DEGs in regulating metabolic processes, cell proliferation-

related processes, bone marrow development, cell adhe-
sion, platelet degranulation, and cellular response to growth
factor stimulus. Furthermore, we have conducted and identi-
fied hub PPI networks. Importantly, 6 upregulated genes
(POLR2A, BDNF, CDC27, LTN1, RAB1A, and CUL2) and
8 downregulated genes (SHC1, GRIN2B, TTN, GNAL,

GNB5
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GNB2CALCB
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GLP1R

GPR45

GPR176 TAAR8
RAMP3

GPHB5

TAAR6
VIPR2

(a)
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CXCR5
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STAT6
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ITIH2

WFS1

TFMFI2

F5

(c)

Figure 4: Construction of PPI network by downregulated DEGs. The PPI networks of downregulated DEGs in the top 3 hub-networks: (a) 13
nodes, 78 edges in hub-network 1; (b) 8 nodes, 28 edges in hub-network 2; and (c) 15 nodes, 49 edges in hub-network 3.
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GNB2, PTK2, TF, and TLR9) have been identified as key reg-
ulators involved in the effect of FA on endothelial progenitor
cell transcriptome of patients with T1D. We think that this
study could provide novel information to understand the
roles of FA in regulating EPC of T1D patients.
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Many studies have shown that there are many circular RNA (circRNA) expression abnormalities in osteosarcoma (OS), and this
abnormality is related to the development of osteosarcoma. But at present, it is unclear as to what circITGA7 has in the OS and
what it does. In this study, qRT-PCR was used to detect the expression of circITGA7, miR-370, and PIM1 mRNA in OS tissues
and cells. The CCK-8 assay was used to detect the effect of circITGA7 on cell proliferation. Later, the transwell assay was used
to detect cell migration and invasion. The dual-luciferase reporter assay confirmed the existence of the targeting relationship
between circITGA7 and miR-370, and miR-370 and PIM1. We found that circITGA7 was upregulated in OS tissues and cell
lines. Knockdown of circITGA7 weakened the cell’s ability to proliferate and metastasize. Furthermore, we observed that miR-
370 was negatively regulated by circITGA7, while PIM1 was positively regulated by it. A functional assay validated that
circITGA7 promoted OS progression via suppressing miR-370 and miR-370 affected OS proliferation and migration via PIM6
in OS. In summary, this study shows that circITGA7 promotes OS proliferation and metastasis via miR-370/PIM1.

1. Background

Osteosarcoma (OS) is a malignant cancer with a worldwide
incidence of 0.2% [1]. It is, nevertheless, one of the subjects
of huge interest to surgeons. One of the characteristics of
osteosarcoma is that it tends to occur in adolescents, repre-
senting a bimodal pattern [2]. At the same time, osteosarco-
mas often occur in the distal femur or proximal tibia [3].
Because osteosarcomas do not have precancerous lesions or
in situ cancers, when the diagnosis of osteosarcomas is made,
the lesions that have occurred are often already malignant
tumors [4]. It is, therefore, necessary to carry out the research
of early diagnosis and explore the biomarker of early diagno-
sis and treatment [5].

Screening for molecular markers of cancer depends on
whether there are differences in the molecular content
between cancer cells and normal cells [6]. Alpha-fetoprotein,
for example, is a glycoprotein found to be expressed at very
low levels in the serum of normal adults, but high concentra-
tions in cancer samples [7]. Similarly, some small molecules,
such as circular RNA (circRNA), show differential expres-

sions between cancer cells and normal cells. CircRNAs, usu-
ally produced in eukaryotic cells, participated in the
regulation of various intracellular metabolisms in cells and
have differential expression in various cancer cells [8]. For
example, according to Wang and Li, circ_0067934 gene is
highly expressed in human non-small-cell lung cancer
(NSCLC). In in vitro experiments, the inhibition of the
expression of this gene can significantly reduce the prolifera-
tion and invasion of NSCLC cells [9]. At the same time, due
to the circular structure of circRNA, without free ports, it is
not easy to be degraded by RNA exonuclease, so it has differ-
ent stability and conservation compared to linear RNA in
cells. Therefore, it is considered a promising biomarker for
precision medicine of tumors [8].

One of a class of small molecules closely related to cell
metabolism and process is miRNA [10]. miRNAs are
involved in regulating gene expression in a variety of ways
[11]. For example, miRNA competitively binds RNA-
binding proteins, thereby blocking the inhibition of mRNA
and RNA-binding proteins and thus regulating the expres-
sion of related genes [12]. In addition, certain miRNAs may
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be degraded when stimulated by specific stimulus factors,
leading to the reactivation of related repressed mRNAs,
thereby regulating the expression of related genes in response
to the stimulus factors [11]. Similarly, miRNAs can act as
oncogenes, or in some cases as tumor suppressors, to play a
role in the progression of cancer [13]. Studies have found that
miR-223 is shown to be upregulated in metastatic gastric
cancer cells. Studies have shown that the transcription factor
twist-stimulated miR-223 downregulates the expression of
EPB41L3 after transcription by directly targeting its 3′
-nontranslation regions, thus enhancing the migration and
subsequent invasion ability of nonmetastatic gastric cancer
cells as a regulatory factor [14].

CircITGA7 is a novel circular RNA, and ITGA7 is
located on the human chromosome 12q13. Related studies
have shown that circITGA7 is significantly dysregulated in
a variety of human cancers, such as colorectal cancer and
thyroid cancer. For example, previous studies have shown
that circITGA7 is found to be significantly downregulated
in colorectal cancer (CRC), inhibiting the proliferation and
metastasis of CRC cells by inhibiting the Ras signaling
pathway and promoting the transcription of ITGA7 [15].
At the same time, it is found that circITGA7 can also
inhibit the proliferation of CRC by sponging miR-3187-
3p and increasing the expression of ASXL1. Therefore,
circ-ITGA7 may be a potential diagnostic biomarker and
treatment target for CRC [16]. CircITGA7, upregulated
in thyroid cancer cells, can directly bind to miR-198,
reduce the inhibitory effect of miR-198 on the expression
of target FGFR1, and regulate the metastasis and prolifer-
ation of TC cells, and it can be a potential marker for TC
diagnosis or progression [17]. However, the role of cir-
cITGA7 in osteosarcomas is still unclear. Therefore, the
focus of this research is to explore the potential functions
of osteosarcomas.

In this study, the expression pattern of circITGA7 in
osteosarcoma cells and the role of circITGA7 in promoting
the proliferation, migration, and invasion of osteosarcoma
cells were examined. The mechanism of circITGA7 in com-
petitively binding miR-370 to regulate downstream target
gene PIM1 was investigated. Our study demonstrates the
potential of the circITGA7/miR-370/PIM1 axis as bio-
markers for early screening, diagnosis, and monitoring of
treatment progression for osteosarcoma.

2. Material and Methods

2.1. Human Tissue Samples. The osteosarcoma tissue and
related normal tissues of 15 osteosarcoma patients from the
Third Affiliated Hospital of Anhui Medical University were
collected. The study period was between January 2010 and
January 2018. Whole osteosarcoma samples were gathered
from 15 OS patients and healthy controls. The patients had
not received any prior chemotherapy, radiotherapy, or any
other adjuvant treatment before surgery. The Research Ethics
Committee of the Third Affiliated Hospital of Anhui Medical
University approved this study, and all patients gave their
written informed consent in this study.

2.2. Cell Lines and Cell Culture. The human OS cell lines
(MG-63, HOS, U2OS, and SW1353) were procured from
ATCC (Manassas, USA). The cells were cultured in a 37°C,
5% CO2 incubator using RPMI-1640 medium. 10% FBS
(BI, Israel), 100U/mL penicillin, and 100μg/mL streptomy-
cin were used as supplements in the medium.

2.3. RNA Extraction and qRT-PCR. According to the manu-
facturer’s instructions, total RNA was isolated from osteosar-
coma tissue/cell line and related normal tissue/cell line using
the TRIzol reagent. NanoDrop 2000c (Thermo Scientific,
USA) was used for RNA quantification and quality examina-
tion. Using a SYBR Green PCR Kit (Vazyme, Nanjing,
China), 2μg of total RNA was reverse-transcribed to cDNA.
Subsequently, a qRT-PCR assay was conducted using Quant-
Studio™ 6 Flex (Thermo Fisher, USA) on an ABI 7500
according to the company’s protocol. Primers involved in
this study were designed and purchased from Sangon Biotech
(Shanghai, China). U6 was used to normalize the mRNA
expression of miR-370, and the mRNA expression of PIM1
was normalized to GAPDH.

2.4. Cell Counting Kit-8 Proliferation Assay. The cell prolifer-
ation assay was done according to the company’s protocol of
the CCK-8 kit (Dojindo Laboratories, Japan). In brief, nearly
1000 transfected cells in 100μL were grown in each well of
96-well plates. As indicated time points in the figure, cells
in each well were treated with 10μL CCK-8 solution and sub-
sequently incubated at 37°C for 2 hours. Then, a Varioskan
Flash Multimode Reader MB-580 (HEALES, China) was
employed to measure the optical density at 450nm. Five rep-
licates were used in each group of cells.

2.5. Transwell Migration and Invasion Assays. In this assay,
transwell permeable supports were employed, with a polycar-
bonate membrane which was coated with Matrigel (Corning
Inc., USA) (for invasion tests) or without Matrigel (for
migration tests). 24 hours after transfection, the cells were
seeded in the upper layer in 100μL serum-starved RPMI-
1640, and then, 600μL of medium with 10% FBS was added
to the bottom layer. After 48 hours of incubation, the cells on
the top layer of the transwell chamber were wiped with cot-
ton swabs, and methanol was used to fix the cells in the lower
surface for 10 minutes, and subsequently, cells were stained
with 10μg/mL of diamidino-2-phenylindole (DAPI) (Solar-
bio, Beijing, China) at room temperature for 15 minutes. A
200x fluorescence inverted microscope (Mshot, China) was
used to photograph and count the stained cells in ten ran-
domly selected fields.

2.6. Dual-Luciferase Reporter Assay. Approximately 5000
cells were seeded into each well of 96-well plates and subse-
quently cotransfected with associated plasmids and miRNA
mimics or inhibitors. Lipofectamine 2000 was employed as
a transfection reagent. After 48 hours of incubation, a dual-
luciferase reporter assay (Promega, USA) was used to mea-
sure the luciferase activity. Independent tests were done in
triplicate. For the normalizations of relative luciferase activ-
ity, it was renilla luciferase that was used as an internal con-
trol. siRNAs were designed and synthesized by RiboBio
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(Guangzhou, China) as follows: si-NC: 5′–UUCUCCGAA
CGUGUCACGUTT–3′; si-circITGA7: 5′-CCUAUAAUU
GGAAGGACCUTT-3′. The plasmid was synthesized by
RiboBio (Guangzhou, China).

2.7. Statistical Analysis. Results are shown as the mean ± SD.
To measure the difference between two groups, Student’s t
-test was employed, and one-way ANOVA was used to assess
differences between more than two groups. P < 0:05 was con-
sidered significant.

3. Results

3.1. CircITGA7 Was Upregulated in OS Tissues and Cell
Lines. To investigate the functions of circITGA7 in osteosar-
coma, at first, we studied its expression in osteosarcoma tis-
sues and cell lines. Using qRT-PCR analysis, it was
demonstrated that compared with normal tissues, the expres-
sion of circITGA7 in osteosarcoma tissue had increased sig-
nificantly (Figure 1(a)). Moreover, the circITGA7
expression level was significantly elevated in two OS cell lines
(U2OS and SW1353) compared to the normal human cell
line hFOB 1.19. Therefore, these two cell lines were selected
for subsequent research (Figure 1(b)). The discoveries
implied that circITGA7 could play a carcinogenic role in OS.

3.2. CircITGA7 Facilitated OS Cell Proliferation, Migration,
and Invasion In Vitro. To explore the impact of circITGA7
on the biological function of OS cells, we used siRNA (si-cir-
cITGA7) to silence the circITGA7 expression in U2OS cells
and the circITGA7 level was reduced by 43 percent
(Figure 1(c)). CCK-8 assays were used to measure its effect.
It showed that knockdown of circITGA7 could attenuate
the proliferation ability of the SW1353 and U2OS cells
(Figures 1(d) and 1(e)). Transwell assays illustrated that the
invasive and migratory capabilities of SW1353 and U2OS
cells were attenuated by silencing circITGA7 (Figures 2(a)–
2(d)).

3.3. CircITGA7 Could Upregulate the Expression of PIM1 by
miR-370. It has been shown that circRNAs can function as
competing RNAs to bind miRNAs in the cytoplasmic space.
We assessed binding between circITGA7 and miRNAs using
online bioinformatics databases (miRDB, miRTarbase, and
miRmap). The miR-370 was shown to have binding sites
for circITGA7 as demonstrated by software prediction
methods, and the expression of miR-370 in OS cells
SW1353 and U2OS increased by 2.5 times and 4 times after
the knockdown of circITGA7, respectively (Figure 3(c)). In
order to validate the interaction between miR-370 and cir-
cITGA7, wild-type (wt) or mutant (mut) targeted sites of
miR-370 in circITGA7 were cloned into pGL3 plasmid. Find-
ings obtained from the dual-luciferase reporter assay showed
that miR-370 mimics considerably reduced the luciferase
activity driven by wild-type circITGA7 in SW1353 and
U2OS cells (Figures 3(a) and 3(b)). But the mutant cir-
cITGA7 was not impacted by miR-370. Furthermore, the
binding site of miR-370 in 3′-UTR of PIM1 was obtained
by analysis. We then examined the interaction between

miR-370 and PIM1 by a dual-luciferase reporter assay
(Figure 3(d)). PIM1 expression was evidently shown to be
lower in SW1353 cells transfected with miR-370 than those
cells with other processing groups (Figure 3(e)). Further
investigation of PIM1 expression identified that anti-miR-
370 could reverse the downregulation of PIM1 induced by
circITGA7 knockdown in OS cells (Figure 3(f)). Taken as a
whole, our results indicated that circITGA7 could upregulate
PIM1 expression by miR-370.

3.4. miR-370 Reversed the Effect of CircITGA7. Using CCK-8
and transwell assay, we demonstrated that miR-370 acted as a
tumor suppressor in OS. The results showed that miR-370
overexpression suppressed cell proliferation and migration
in U2OS (Figures 4(a) and 4(c)); however, miR-370 knock-
down enhanced cell proliferation and migration in SW1353
(Figures 4(b) and 4(d)).

In order to further explore the role of the circITGA7/-
miR-370 axis in OS, anti-miR-370 was arranged to be trans-
fected into circITGA7 silenced SW1353 cells. CCK-8 and
transwell assays were used to examine the effect of this treat-
ment on OS cell proliferation and metastasis. Based on this, it
was found that the proliferation and metastasis of SW1353
cells were inhibited due to downregulation of circITGA7
and that transfection with anti-miR-370 could partially
reverse this inhibitory effect (Figures 4(e)–4(h)).

3.5. The Knockdown of PMI1 Partially Impeded the Effects of
miR-370 Suppression on OS Cells. The above studies indicate
that PIM1 is the target gene of miR-370. In order to continue
to deeply investigate whether the effect of miR-370 on the
physiological function of OS cells depends on PIM1 expres-
sion, we used siRNA (si-PIM1) to knock down PIM1 on
OS cells that had been transfected with anti-miR-370
(Figures 4(i) and 4(j)). As shown in the figure, after knocking
down PIM1, the cell proliferation and metastasis of SW1353
and U2OS were severely hindered. In conclusion, circITGA7
affected OS cell proliferation andmigration through the miR-
370/PIM1 axis.

4. Discussion

The results of our study showed that circITGA7 expression
in osteosarcoma tissues or cells was significantly higher than
that in corresponding normal tissues or cells. In in vitro
experiments, si-circlTGA7 was used to knock down cir-
cITGA7 in SW1353 and U2OS cells. The results showed that
circITGA7 knockdown reduced the proliferation of SW1353
and U2OS cells and dramatically checked the migration and
invasion of osteosarcoma cells. To investigate the regulatory
mechanism of circITGA7 in osteosarcoma, we found that cir-
cITGA7 promoted the progression of osteosarcoma cells by
regulating the miR-370/PIM1 axis.

CircRNAs lack free 3′ or 5′ ends due to their circular
structure, which makes it difficult for conventional mecha-
nisms to degrade them. This structural characteristic results
in a long half-life and intracellular stability and conservation
of circRNAs. CircRNAs play more than one role in cells, and
some regulate gene expression by regulating mRNA
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expression of specific genes [8]. Other circRNAs act as inclu-
sions. Other circRNAs may bind transcription factors that
are involved in muscle development or viral transcription.
Similarly, circRNAs have different mechanisms involved in
the development and progression of cancer [18]. Firstly, it
has been reported that a genomic translocation leads to the
production of a new circRNA that facilitates cell transforma-
tion, stimulates cell activity, and promotes tumor develop-
ment and progression [19]. Secondly, the downregulation
of certain circRNA expression levels also affects tumor pro-
gression directly or indirectly [8]. It has been found that
overexpressed circITCH may regulate the Wnt/attenuated
catenin pathway by regulating the activity of miR-7 and
miR-214 to inhibit the development of cancer [20].

Finally, a few circRNAs have tumor-promoting effects,
and their upregulation may lead to cancer. According to
Yang et al., circAmotl1 is highly expressed in cancer tissue
samples and related cancer cell lines, which can promote
the proliferation of cancer cells [21]. Similarly, circRNA
also plays a regulatory role in osteosarcoma. For example,
it has been found that circRNA-0008717 may promote the
occurrence and development of OS by targeting and com-
petitively inhibiting the regulatory effects of miR-203 [22].
The circRNA circITGA7 studied in this study was found
to have differential expression between cancer cells and
normal cells. This suggests that circITGA7 may be
involved in the development and progression of tumor
tissues.
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Figure 1: Expression and influence of circITGA7 in OS. (a) The expression of circITGA7 in 15 pairs of OS tissues and corresponding normal
tissues. (b) The relative expression of circITGA7 in four OS cell lines (MG-63, HOS, U2OS, and SW1353) and one normal cell line (hFOB
1.19). (c) The relative expression of circITGA7 in cells after circITGA7 knockdown. (d, e) Relative OD 450 value of U2OS and SW1353
with si-circ or si-con. ∗P < 0:05, ∗∗P < 0:01.
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In this study, we mainly discussed the function and
mechanism of circITGA7 in OS. Studies have clarified that
the expression of circITGA7 in osteosarcoma tissues is signif-
icantly lower than that in paracancer tissues. Similarly, the
expression level of circITGA7 in the osteosarcoma cell lines
is also lower than that of the normal colorectal mucosal epi-
thelial cell line FHC, and its expression level is correlated
negatively with OS tumor size, lymph node metastasis, dis-
tant metastasis, and overall TNM staging. In vitro experi-
ments showed that circITGA7 could bind to hsa-miR-370-
3p to upregulate its target gene NF1 level and then inhibit
Ras pathway, further reduce Ras protein level and the phos-
phorylation level of Erk and Akt, and finally play a role in
inhibiting the growth and metastasis of osteosarcoma. Inter-
estingly, previous studies have shown that circITGA7 is sig-
nificantly downregulated in colorectal cancer (CRC),
inhibiting the proliferation and metastasis of CRC cells in a
variety of ways [15, 16]. Our results differ from those of the
previous studies in which circITGA7 inhibited CRC cells.
We found that in vitro knockout of the circITGA7 gene in
the cell line inhibited the proliferation of osteosarcoma cells
and reduced the ability of osteosarcoma cells to migrate

and invade. Some studies show that the function of miR-
370 was achieved mainly by regulating the activity of the tar-
get miR-370. For example, Yungang et al. found that miR-
370 targeted FoxM1 functions as a tumor suppressor in large
square cell carcinoma (LSCC) [23]; Zhang et al. showed that
miRNA-370 has the tumor suppressive role by targeting
FoxM1 in acute myeloid leukemia [24].

MicroRNAs are small noncoding RNAs of less than 30-
nucleotide long. However, miRNA plays an extremely
important role in the life activities of cells, affecting various
physiological and metabolic activities of cells, including pro-
liferation, differentiation, and apoptosis [25]. There is
increasing evidence that abnormal upregulation or downreg-
ulation of miRNAs is associated with the occurrence and
development of a variety of human tumors. For example,
miRNA-29c inhibits the ability of lung cancer cells to migrate
and invade [26]. Similarly, studies have shown that miR-370
has a potential carcinogenic effect by directly targeting the
PDHB gene to promote the development of melanoma
[27]. Studies have shown that miR-370 inhibits liver cancer
or hepatocellular carcinoma by directly targeting PIM1, and
similar results have been found in esophageal squamous cell
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Figure 2: Cell migration and invasion by transwell assay. (a, b) Number of migrations in SW1353 and U2OS cells after different treatments.
(c, d) The relative invaded numbers of SW1353 and U2OS cells with si-circITGA7 were less. ∗P < 0:05, ∗∗P < 0:01, and ∗∗∗P < 0:001.
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Figure 3: miR-370 is the target of circITGA7. (a, b) The relative luciferase activity in SW1353 and U2OS cells cotransfected with miR-370 and
circ wt or miR-370 and circ mut. (c) After knocking down circITGA7, the miR-370 expression in OS cells. (d) The relative luciferase activity of
PIM1 wt but not PIM1 mut was reduced by miR-370. (e) miR-370 overexpression lowered the PIM1 mRNA expression, while anti-miR-370
increased the PIM1 mRNA expression. (f) Anti-miR-370 compensated for the decreased PIM1 mRNA expression caused by si-circITGA7.
∗P < 0:05, ∗∗P < 0:01, and ∗∗∗P < 0:001.
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Figure 4: Continued.
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carcinoma (ESCC) [28]. miR-370 impedes cell proliferation
and tumor growth by directly targeting PIM1. PIM1 is a serine/-
threonine-specific kinase 1 involved in the development of can-
cer cells [29]. PIM1 is an oncogene that can promote the growth
andmetastasis of colorectal cancer (CRC). Its expression is pos-
itively correlated with the progression of CRC and can predict
the prognosis of patients with CRC [30]. PIM1 is significantly
overexpressed in gallbladder cancer (GBC) tissue, and its
expression level is positively correlated with clinical malignan-
cies and poor prognosis. PIM1 is a promising therapeutic target
for the treatment of human GBC [31]. In triple-negative breast
cancer (TNBCs) tumors and their cell models, PIM1 expression
is related to several transcription signals involving the transcrip-
tion factor MYC. PIM1 is a malignant-cell-selective target in
TNBC, and PIM1 inhibitors have potential use in sensitizing
TNBC to chemotherapy-induced apoptotic cell death [32].

Our results show that circITGA7 regulates the activity of
miR-370, thereby affecting the activity of PIM1, which pro-
motes the proliferation and metastasis of OS cells.

There are still some limitations in this study. First of all,
the number of osteosarcoma tissue samples we used in the
study was small. Secondly, the expression pattern and prog-
nostic value of miR-370 and PIM1 should be further
explored. Therefore, further research is needed to clarify the
potential mechanism of miR-370 and PIM1 in osteosarcoma.

In summary, in this study, we found through a series of
experiments that circITGA7 could act as a sponge to compet-
itively inhibit the activity of miR-370 and regulate the phys-
iological activity of osteosarcoma cells through miR-
370/PIM1, thus promoting the development of osteosarcoma
cells. This provides the possibility of biomarkers for the early
screening, diagnosis, and later treatment monitoring of OS.
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Figure 4: miR-370 reversed the effect of circITGA7 and the effect of PIM1 on OS cells. (a) Overexpression of miR-370 in U2OS cells
decreased OD 450 value. (b) OD 450 value was higher in SW1353 cells with anti-miR-370. (c) Relative migration cells of U2OS
overexpressed miR-370. (d) The relative migration of SW1353 cells with low miR-370 expression. (e, f) OD 450 value under the low
expression of miR-370 after the OS cells knocked down the circITGA7. (g, h) Migrated cells under the downregulation of miR-370 in OS
cells after circITGA7 knockdown. (i) OD 450 value of OS cells with si-PIM1 and anti-miR-370. (j) Relative migrated cells of OS cells with
si-PIM1 and anti-miR-370. ∗P < 0:05, ∗∗P < 0:01, and ∗∗∗P < 0:001.
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Background. Long noncoding RNAs (lncRNAs) played a crucial role in a number of biological processes. lncRNA HAGLROS was
demonstrated to facilitate cell proliferation and migration in various cancers. However, the functions andmolecular mechanisms of
HAGLROS in osteosarcoma remained to be elucidated. Methods. qRT-PCR assay was used to detect the relative expression of
HAGLROS in osteosarcoma tissue samples and cells. CCK-8 and Transwell assays were performed to assess the effects of
HAGLROS on OS cells proliferation and invasion. Luciferase reporter assay verified the interaction between ROCK1 and miR-
152. Results. In our study, we found that the expression of HAGLROS increased osteosarcoma samples and cell lines compared
with normal tissues and cells. HAGLROS knockdown inhibited certain functions of U2OS and SW1353 cells in vitro. Moreover,
HAGLROS depletion inhibited tumor growth and metastasis in vivo. Mechanically, we found that HAGLROS sponged miR-152
to promote ROCK1 expression in U2OS and SW1353 cells. Conclusion. In summary, our study indicated that HAGLROS could
promote osteosarcoma progression by sponging miR-152 to promote ROCK1 expression. The results showed HAGLROS/miR-
152/ROCK1 axis might act as a novel therapeutic strategy for osteosarcoma.

1. Background

Osteosarcoma (OS) is a rare malignant tumor with low inci-
dence, frequent onset in adolescents and the elderly, high
metastasis, and poor prognosis [1]. In addition to genetic fac-
tors, the causes of osteosarcoma mainly includes certain
chemical agents, high doses of radiation, and certain viruses
[2]. Over the past decades, considerable progress has been
made in the treatment of osteosarcoma, including the devel-
opment of chemical drugs and the improvement of surgical
techniques, which has greatly improved the survival time
and life quality of OS patients. However, there is still lacking
the understanding of the pathogenic mechanisms related to
osteosarcoma.

The genetic information in DNA is transcribed, trans-
lated, and modified into proteins, which participates in regu-
lating a series of physiological metabolic activities of cells.
Interestingly, more than 95% of the human genomes could
not be translated into proteins. Recent studies revealed that

these long noncoding RNAs had an important role in the reg-
ulation of physiological activities in human cancers. Long
noncoding RNA (lncRNA) is composed of more than 200
nucleotides [3]. lncRNAs participate in regulatory processes
in various forms, including binding to DNA, proteins, and
RNA molecules or combining with the above substances to
regulate the transcription and translation of genetic informa-
tion [4]. lncRNAs can be used as miRNA recognition ele-
ments and regulatory elements and interact with miRNAs
as part of the regulatory network to affect the activities of
miRNAs [5]. For example, in the zebrafish model, the inter-
action between 7SL lncRNA and miR-125b was detected.
miR-125b could downregulate the expression of 7SL RNA
lncRNA in zebrafish, thereby affecting the regulation effect
of 7SL lncRNA on intracellular physiological activities [6].
HAGLROS increases in multiple tumor cells and acts as an
oncogene, which may promote tumor development by
regulating the miR-100/ATG5 axis and PI3K/AKT/mTOR
signaling [7].
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In this study, we found that the proliferation of OS cells
was inhibited after knockdown of HAGLROS. The metastasis
of OS cells was also reduced after knockdown of HAGLROS.
Furthermore, it was found that lncRNA HAGLROS could
interact with miR-152 to affect the expression of downstream
gene ROCK1.

2. Material and Methods

2.1. Patients and Tissue Samples. 10 paired OS tissues and
match normal bone tissues were collected from the OS
patients with surgical treatment from Minhang Hospital,
Fudan University, from January 2014 to May 2017. All tis-
sues were stored in liquid nitrogen and used for extraction
of RNA. Informed consent was obtained from all patients.
This project was approved by the Institute Research Ethics
Committee at Minhang Hospital, Fudan University (Shang-
hai, China).

2.2. Cell Lines.MG-63, hFOB 1.19, SW1353, and U2OS were
obtained from ATCC and cultured in RPMI-1640 (BI, Israel)
containing 10% FBS (BI, Israel) with 5% CO2 at 37

°C.

2.3. Small Interfering RNA Synthesis and Transfection. Small
interfering RNAs (siRNAs) specifically targeting HAGLROS
were purchased from the GenePharma Company (Shanghai,
China). The siRNA sequences were 5′-CCUAUUUACUG
GCAGGAGUTT-3′ for HAGLROS; 5′-UUCUCCGAACG
UGUCACGUTT-3′ for NC. Transfections were performed
using Lipofectamine 2000 (Life Technologies) according to
the manufacturer’s instructions.

2.4. Cell Counting Kit-8 Proliferation Assay. In order to detect
the cell proliferation capacity, about 2000 SW1353 or U2OS
cells with different treatments were seeded into a 96-well
plate. After a certain time, 10μL CCK-8 (Dojindo Chemical
Laboratory, Kumamoto, Japan) was added to each well and
then incubated at 37°C for 2 hours, and the optical density
(OD) of each well at 450 nm was detected by using a MB-
580 machine (HEALES, Shenzhen, China) [8].

2.5. Transwell Assays. Briefly, the SW1353 and U2OS cells
were starved for 12 hours in RPMI-1640 medium without
FBS. Cells at 1 × 106 cells/well were added into the upper
chamber of Transwell with (for invasion assay) or without
(for migration assay) diluted Matrigel treatment (BD Biosci-
ences, San Jose, CA, USA) and then in the bottom chamber
were added complete medium. After incubation for 2 days,
the migrating cells were treated with methanol and stained
with 10μg/mL DAPI (Solarbio, Beijing, China). The migra-
tion or invasion cells were counted using an inverted fluores-
cence microscope.

2.6. Dual-Luciferase Reporter Assay. The pMIR-REPORT-
HAGLROS-WT/MUT and pMIR-REPORT-ROCK1-3′
UTR-WT/MUT (Sangon Biotech, Shanghai, China) were
constructed. Furthermore, the Dual-Luciferase Reporter
Assay System (E1910, Promega, WI, USA) was used to detect
the luciferase activities of these reporters according to the
manufacturer’s protocol [9].

2.7. qRT-PCR Assay. We extracted RNA by using TRIzol
reagent, as described by the manufacturer’s protocol (Sangon
Biotech, Shanghai, China). cDNAs were synthesized with the
Primer-Script™ one-step RT-PCR kit (Takara, Otsu, Shiga,
Japan). The PCR amplification was performed on an Applied
Biosystems 7900HT (Biosystems, Foster City, CA, USA). The
relative quantification values of lncRNA were determined by
the 2-ΔΔCt method with GAPDH as an internal reference.

2.8. Statistical Analysis. Statistical analysis was conducted
with the GraphPad Prism 6.0 software (La Jolla, CA, USA).
To analyze the relationship between gene expression and
the clinical characteristics of the tumors, the chi-squared test,
t-test, Fisher’s exact test, or Mann–Whitney’s U-test were
used as appropriate. p < 0:05 was regarded as statistically
significant.

3. Results

3.1. HAGLROS Was Upregulated in OS Samples. lncRNA
HAGLROS was upregulated in OS. To investigate the level
of HAGLROS expression in human OS, RT-PCR assays were
performed in 10 OS and 10 normal samples. As displayed in
Figure 1, we found the RNA levels of HAGLROS distinctly
increased in OS, in comparison with normal samples
(Figure 1(a)) (p < 0:05). Furthermore, by using qRT-PCR
assay, we revealed that HAGLROS was upregulated in MG-
63, SW1353, and U2OS cells compared to hFOB 1.19 cells
(Figure 1(b)) (p < 0:05). In order to further confirm these
findings, we analyzed HAGLROS expression in TCGA and
found that HAGLROS was upregulated in OS samples com-
pared to normal tissues (Figure 1(c)). Our findings indicated
that HAGLROS might contribute to the development of OS.

3.2. Knockdown of HAGLROS Inhibited OS Cell Proliferation.
In order to further explore the molecular roles of HAGLROS
in OS, we conducted functional validation in OS. We
observed the HAGLROS expression was reduced in
SW1353 and U2OS cells treated with si-HAGLROS which
was designed to knock down HAGLROS (Figures 2(a) and
2(b)) (p < 0:01). CCK-8 assay showed that the proliferation
rate of HAGLROS knockdown group was significantly
decreased compared with the negative control group in both
SW1353 and U2OS cells (Figures 2(c) and 2(d)) (p < 0:05).

3.3. Knockdown of HAGLROS Inhibited OS Cell Migration
and Invasion. In order to further investigate the effects of
HAGLROS on the metastasis capacity of SW1353 and
U2OS cells, the Transwell assay showed both the migration
and invasion abilities were remarkably suppressed after
knockdown HAGLROS in SW1353 and U2OS cells com-
pared with negative controls (Figures 3(a) and 3(b))
(p < 0:05).

3.4. HAGLROS Served as a Sponge of miR-152 to Promote
ROCK1. Next, we explored the location of this lncRNA in
OS to understand its molecular mechanisms. As presented
in Figure 4, we observed HAGLROS was mainly localized
to the cytoplasm (Figure 4(a)), suggesting that HAGLROS
may play its functions as a miRNA sponge in cytoplasm. In
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silico analysis indicated that HAGLROS could interact with
miR-152 to upregulate ROCK1. Further validation showed
miR-152 was downregulated in MG-63, SW1353 and U2OS
cells compared to hFOB 1.19 cells (Figure 4(b)) (p < 0:05).
siRNA-mediated HAGLROS knockdown contributed to
miR-152 induction in SW1353 and U2OS cells
(Figure 4(c)) (p < 0:001). The transfection efficiency after
overexpression or knockdown of miR-152 was shown in
Figures 4(d) and 4(e). Furthermore, we constructed HAGL-
ROS luciferase vectors with wild-type or mutant miR-152
binding site to validate the direct binding between HAGL-
ROS and miR-152. As expected, the results showed HEK
293T cells transfected with miR-152 and wild-type, but not
the mutant HAGLROS constructions, had a significantly
lower luciferase activity (Figure 4(f)) (p < 0:05).

Furthermore, we aimed to validate the effects of HAGL-
ROS/miR-152 axis on ROCK1. Interestingly, ROCK1 was
upregulated in OS cell lines (Figure 5(a)) (p < 0:05). Dual-
luciferase reporter assay showed HEK 293T cells transfected
with miR-152 and wild-type ROCK1 had significantly
reduced luciferase activity, but not the mutant ROCK1
(Figure 5(b)) (p < 0:05). From the rescue assay, miR-152
inhibitor countervailed HAGLROS knockdown-mediated
downregulation on ROCK1 expression in both SW1353
and U2OS cells (Figures 5(c) and 5(d)) (p < 0:05). The above
experimental results could confirm that HAGLROS served as
a sponge of miR-152 to promote ROCK1.

4. Discussion

With the rapid development of sequencing technology and
increasing scientific investment, more and more lncRNAs
have been discovered and studied. The constant discovered
lncRNA sites have extended a vast space for the study of life

science and also widened the way for scientific and medical
research. Studies have found that lncRNAs were involved in
the organization, transcription, and posttranscriptional regu-
lation of chromatin in cells [10, 11], which updates our
understanding of the regulation of traditional eukaryotes’
genomes and makes us aware of the complexity of eukaryotic
life processes. Interestingly, with the in-depth research on
lncRNA, its roles in the development of cancer have been
increasingly discovered and understood. From the perspec-
tive of function, more and more lncRNAs have been found
to be tumor suppressor or protooncogenes at the molecular
level [12, 13], which greatly enriches our understanding of
the complexity of cancer occurrence. The occurrence and
development of cancer are the results of a series of cellular
regulatory mechanisms that do not play their normal roles
effectively, while lncRNA is deeply involved in these pro-
cesses. To some extent, the stem cell characteristics of cancer
cells are similar to those of adult stem cells. For example,
lncRNA ANRIL can interact with polycomb repressive com-
plexes 1 (PRC1) and polycomb repressive complexes 2
(PRC2) to inhibit the expression of INK4b-ARF-INK4a,
resist the aging mechanism, and enhance the stem cell char-
acteristics of cancer cells [14]. Tumor growth is a process in
which cancer cells get rid of the mechanism of inhibition
and clearance and continue to proliferate and grow and break
through the barriers between tissues. Multiple lncRNAs were
found to be abnormally expressed in tumor and normal tis-
sues. For example, overexpression of lncRNA H19 was found
to promote the development of gastric cancer and metastasis
of cancer cells [15]. The high expression of HAGLROS in
colorectal cancer is inversely related to the survival time of
CRC patients. Downregulation of HAGLROS may induce
apoptosis of CRC cells and inhibit autophagy by regulating
the miR-100/ATG5 axis [16]. Similarly, the high expression
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Figure 1: HAGLROS was upregulated in OS samples. HAGLROS expression in paired OS tissues and normal samples collected from 10
patients with OS. ∗p < 0:05. (a) HAGLROS expression in normal cells (hFOB 1.19) and human OS cells (MG-63, SW1353, and U2OS)
was detected by qRT-PCR. ∗p < 0:05. (b) HAGLROS was upregulated in OS samples compared to normal tissues. ∗p < 0:05.
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of lncRNA PVT1 in NSCLC could promote the progression
of NSCLC [17]. Here, the results indicated lncRNA HAGL-
ROS could promote the proliferation of OS cells (SW1353
and U2OS) and enhance the invasion and migration of OS
cells.

There are a large number of noncoding RNAs in
human cells. These RNAs can be abundant in cells because
of not the wrong transcription, but their key regulatory
roles in cell metabolism. Among them, some single-
stranded endogenous RNAs between 19 and 25 nucleo-
tides in length are called microRNAs (miRNAs) [18].
These single-stranded miRNAs bind to target mRNAs to
negatively regulate the expression of these genes [19].
With the deepening of research, the role of miRNAs in
cell proliferation, differentiation, metastasis, apoptosis,
and other metabolic activities has been revealed more. Of

course, more and more studies implied the functional
importance of miRNA in cancers. For example, miR-15
and miR-16 which were discovered earlier negatively regu-
lated B-cell lymphoma 2 (BCL2) at the posttranscriptional
level, and their expression was negatively correlated with
BCL2 in chronic lymphocytic leukemia (CLL). These
microRNAs can be induced by the inhibition of BCL2
CLL cells apoptosis, thus giving play to the role of tumor
suppressor genes [20]. Conversely, miRNAs can also pro-
mote tumor development and progression. miR-21 expres-
sion was upregulated in human glioblastoma tumors and
other cancer samples as well as in the established cancer
cell lines compared with normal tissues [21, 22]. Downreg-
ulation of miR-21 expression leads to increased apoptosis
of tumor cells, suggesting that miR-21 may affect the grad-
ual development and transformation of tumors into
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Figure 2: Knockdown of HAGLROS inhibited OS cell proliferation. (a, b) qRT-PCR analysis for HAGLROS expression in SW1353 and U2OS
cell lines with si-NC or si-HAGLROS. ∗∗p < 0:01. (c, d) CCK-8 assay showed SW1353 and U2OS cells proliferation ability in different
transfected groups. ∗p < 0:05.
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malignant tumors by blocking the expression of relevant
apoptotic genes [23]. While this study involved in miR-
152 in the department of endometrial cancer cells can
interfere with cell processes, which affect the cell cycle
arrest and inhibit the growth of tumor cells in vitro [24].

The regulatory mechanism of lncRNA in cells also affects
the regulatory effect of miRNA, and the antagonistic or syn-
ergistic effect between the two together affects the expression
of downstream genes [5]. lncRNA HAGLROS can sponge
miR-152 in the experiments of lung cancer cell lines
in vitro, thereby reducing the anticancer regulation ability

and promoting the proliferation and metastasis of lung can-
cer cells [25]. These reports are consistent with our findings.
In this study, lncRNA HAGLROS sponged miR-152 to
reduce its downstream genes ROCK1 expression, leading to
an increase in the ability of cell proliferation and ability.

miR-148/152 family is related to the regulation of meta-
bolic activities and cell growth. The expressions of miR-148
and miR-152 are often coexpressed in cancer cells [26].
miR-152 was reported in human glioblastoma stem cells as
a tumor suppressor [27]. ROCK1 protein is Rho relative
coiled-coil protein kinase, one of the isomers with adjusting
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Figure 3: Knockdown of HAGLROS inhibited OS cell migration and invasion. (a, b) The effect of HAGLROS knockdown on the migration
and invasion of SW1353 and U2OS cells was estimated through Transwell assay. ∗p < 0:05, ∗∗p < 0:01.
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Figure 4: HAGLROS served as a sponge of miR-152. qRT-PCR analysis of the location of HAGLROS in SW1353 and U2OS cells. The relative
expression of miR-152 in OS cells was less than half that in normal cells. ∗p < 0:05. OS cells with si-HAGLROS had higher expression of miR-
152 than those with si-NC. ∗∗∗ p < 0:001. (d, e) The transfection efficiency of miR-152 mimics (or inhibitor) was estimated by qRT-PCR.
∗p < 0:05, ∗∗p < 0:01. (f) The relationship between HAGLROS and miR-152 was confirmed with the use of luciferase reporter assay. ∗p <
0:05.
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the cytoskeleton reorganization and the action such as cell
adhesion, and ROCK1 was reported to have the function to
regulate cell movement and cell migration [28]. It is reported
that miR-148a can directly target the ROCK1, thereby sup-
pressing ROCK1 transcription and translation level and sup-
press the invasion and metastasis of tumor cells [29]. Our
results showed that miR-152 could also suppress ROCK1
expression, thus inhibiting the proliferation and metastasis
of OS cells.

5. Conclusions

In conclusion, the result showed that silencing the lncRNA
HAGLROS by si-lncRNA HAGLROS significantly sup-
pressed the proliferation and metastasis of OS cells. Mechan-

ical studies showed that lncRNA HAGLROS could sponge
miR-152, thereby suppressing the inhibition of the down-
stream ROCK1 gene and promoting the proliferation, inva-
sion, and metastasis of OS cells. Our study provided new
potential biomarkers for OS.

Data Availability

The datasets used and/or analyzed during the current study are
available from the corresponding author on reasonable request.
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Figure 5: ROCK1 a target gene of miR-152 was modulated by HAGLROS. (a) Relative expression of ROCK1 in OS cell lines and normal cell
lines was tested using qRT-PCR. ∗p < 0:05. (b) Luciferase reporter assay revealed the molecular incorporation of ROCK1 and miR-152. ∗p
< 0:05. (c, d) qRT-PCR analysis was utilized to estimate ROCK1 expression in si-NC, si-HAGLROS, si-HAGLROS + NC-inhibitor, and
si-HAGLROS + miR-152 inhibitor groups. ∗p < 0:05, ∗∗p < 0:01.
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The morbidity and mortality of colorectal cancer (CRC) remained to be very high worldwide. Recently, circRNAs had been revealed 
to have a crucial role in cancer prognosis and progression. Numerous researches have shown that RNA sequencing technology and 
in silico method were widely used to identify pathogenic mechanisms and uncover promising targets for diagnosis and therapy. In 
this study, these methods were analyzed to obtain differentially expressed circRNAs (DECs). We identified upregulated 316 
circRNAs and reduced 76 circRNAs in CRC samples, in comparison with those in normal tissues. In addition, a competitive 
endogenous network of circRNA-miRNA-mRNA was established to predict the mechanisms of circRNAs. Bioinformatics 
analysis revealed that these circRNAs participated in metabolism regulation and cell cycle progression. Of note, we observed the 
hub genes and miRNAs in this ceRNA network were associated with the survival time in CRC. We think this study could 
provide potential prognostic biomarkers and targets for CRC.

1. Introduction

The morbidity and mortality of colorectal cancer (CRC)
remained to be very high worldwide [1, 2]. Over the past 10
years, great progress has been made in CRC prevention, diag-
nosis, and treatment [3]. Nevertheless, the prognosis of CRC
is still poor [4]. It is therefore of importance to understand
the mechanisms affecting CRC pathogenesis.

circRNAs are different from linear RNAs, which have a
5′ cap and 3′ tail structure [5]. circRNAs are characterized
by forming a covalent closed-loop structure in the absence
of 5′-3′ polarity or polyadenylated tails [6]. More and more

researches have shown that circRNAs are a sort of affluent,
miscellaneous, and conservative RNA molecules [7, 8]. Of
note, up-and-coming evidences suggested that circRNAs
modulated various biological processes, such as cell viability,
differentiation, apoptosis, and angiogenesis [9, 10]. Presently,
numerous researches have revealed that circRNAs are
dysregulated in various carcinomas, implying that circRNAs
displayed an important role in the occurrence and develop-
ment of human carcinomas. With the development of high
throughput RNA sequencing and bioinformatics methods,
the advantage of circRNAs emerged gradually. Currently,
some researches had shown that circRNAs modulated
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alternative splicing and gene expression level through spong-
ing microRNAs (miRNAs) [11, 12]. At the same time, disor-
ders of circRNAs took part in carcinogenesis and cancer
development of CRC [13, 14], liver cancer [15], and gastric
cancer [16–19]. These findings indicated that circRNAs, as
a new kind of endogenous noncoding RNA, have been a
new hotspot in the cancer research and probably would
exhibit important functions in the development of tumor.

mirRNAs are a member of noncoding RNAs with
approximate 22 nucleotides in length [20, 21]. mirRNAs
exhibit inhibitory function on target gene expression via
miRNA response elements (MREs) in the 3-UTR of tran-
scripts [22]. Several researches had revealed that circRNAs
sponged miRNAs by binding to corresponding MREs in
many diseases, which has also been identified in the occur-
rence and development of cancer as previously described
[23, 24]. Numerous evidences showed that circRNAs, exhi-
biting as miRNAs spongers, could modulate CRC growth,
progress, and metastasis [25, 26]. For example, ciRS-7
sponged miR-7 and suppressed target gene expression in
many tumors, including CRC [26]. Additionally, circHIPK3
probably displayed as miR-1207/miR-637/miR-7 sponge
and retarded its antitumor function, thereby promoting
CRC cell viability [27–29]. hsa_circ_0091074 modulated
TAZ level by microRNA-1297 in breast cancer cell [30].
CircSMC3 modulated tumor genesis of gastric cancer via
targeting miR-4720-3p/TJP1 axis [31]. In colon cancer,
hsa_circ_0055625 deriving from the expression profile of
circRNAs promoted colon cancer cell viability via sponging
miR-106b-5p [32]. hsa_circ_0007843 was a sponger of
miR-518c-5p and modulated colon cancer cells migration
and invasion [33]. Nevertheless, further researches are still
needed to investigate the probable mechanisms of tumori-
genesis, might aid in the diagnosis and treatment of CRC,
and may be of help for CRC diagnosis and treatment.

In our study, we systematically assessed circRNA expres-
sion in 3 paired CRC and normal tissues. We discovered that
the expression profile of circRNAs was dramatically distinct
between CRC and normal tissues. Meanwhile, we con-
structed a circRNA-miRNA regulatory network in CRC.
Our data suggested that circRNAs were linked to CRC occur-
rence and development, thus supplying more long-range
perspective indicators and new biomarkers for CRC.

2. Materials and Methods

2.1. Samples. This study got approval from The Ethics Review
Board of Affiliated Hospital of Integrated Traditional
Chinese and Western Medicine, Nanjing University of
Chinese Medicine. All CRC patients signed written informed
consent. A total of 3 paired CRC and normal were used in
this study.

2.2. Construction and Sequencing of RNA Library. Whole
RNA was harvested by TRIzol reagent (Invitrogen, CA,
USA) as manually described and then subjected to detect
quality and concentration of purified RNA by Bioanalyzer
2100 (Agilent, CA, USA) and Qubit 2.0, respectively.

The library of circRNA was established referring to the
instruction of the NEBNext Ultra Small RNA Sample Library
Preparation Kit of Illumina. RNase R was applied to digest
linear RNA, and rRNA probe was used to remove rRNA
accordingly. The first strand is synthesized using stochastic
hexapolymers and templates of circRNA. Subsequently, the
second strand of cDNA was completed. AMPure XP beads
were applied to make purification of lncRNAs and circRNAs.
T4 DNA polymerase and Klenow DNA polymerase could
attain the goal of the blunt end of DNA. Poly(A) tail was
added into 3′ end of DNA and then sequenced. AMPure
XP beads were applied to choose the size of fragments. USER
enzyme was used to degrade the second strand comprising
cDNA. The library of ncRNAl and circRNA was obtained
by PCR amplification. Finally, the libraries were subjected
to paired-end sequencing with pair end 150 bp reading length
on an Illumina HiSeq sequencer (Illumina, San Diego, CA,
USA) according to a previous report [34].

Differentially expressed circRNAs (DEC) between cancer
and normal tissue were identified with defined threshold
values > 1:0 (∣logFC ∣ >1) and p values < 0.01 (p value < 0.01).

2.3. Construction of Competing Endogenous (ceRNA)
Network. The CSCD database (http://gb.whu.edu.cn/CSCD)
was applied to predict MREs, RNA-binding proteins (RBPs),
and open reading frames (ORFs) [35]. The links between
miRNAs and the circRNAs or mRNAs were forecasted by a
ceRNA network. The interplay between mRNA and miRNA,
of which sequences and interpretation were derived from
miRBase [36], was forecasted by miRTarbase [37], TargetS-
can [38], and miRDB [39]. The ceRNA network comprising
target genes of miRNA and circRNAs was established utiliz-
ing Cytoscape software (version 3.6.1) [40].

2.4. Bioinformatics Analysis. GO (http://www.geneontology
.org) was applied to identify and annotate the sequences
of homologous genes and proteins in a variety of organ-
isms, which can help us clarify the particular role of
specified genes.

The KEGG (http://www.genome.jp/kegg/) [41] database
was used to predict the potential pathways regulated by
candidate mRNAs or circRNAs. Adjusted p < 0:05 and
q < 0:05 represented obvious annotations of enriched func-
tion of circRNAs.

2.5. Statistical Analysis. GraphPad Prism software version 6
(GraphPad Software, Inc.) was applied for data processing.
The represented data obtained from at least three indepen-
dent experiments in triplicates was shown as the mean ±
SD. Two-tailed paired Student’s t-test was applied to com-
pare two groups. The overall survival curve was generated
using the Kaplan–Meier method and the log-rank test. Sig-
nificant difference was shown as p < 0:05.

3. Results

3.1. Identification of DECs in CRC. RNA sequencing was
applied to determine the expression profile of circRNAs in
3 CRC and normal tissues. Hierarchical clustering, as one
of most extensive clustering analysis toolsets, was applied to
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assess gene expression data (Figure 1(a)). The difference
between normal and CRC samples was visualized by the vol-
cano plot. The vertical lines indicated approximate 2.0-fold,
and the horizontal lines suggested a p value of 0.05. Red dots
included in the indicated figures represented the differen-
tially expressed circRNA, meaning significant difference
(Figure 1(b)). In our results, compared with normal tissues,
316 circRNA expression level was increased and 76 circRNA
expression level was reduced.

Of note, some of these circRNAs had been demonstrated
to be related to cancer progression. For example, hsa_circ_
0084663 was validated to be related to sorafenib-resistant
liver cancer [42]. Very interestingly, we found that hsa_circ_
0061776 and hsa_circ_0006528 were also upregulated in colon
samples by analyzing the supplementary table in an indepen-
dent report [25]. Meanwhile, we found these different
expressed circRNAs could be divided into 8 clusters. As shown
in Figure 1, subcluster 1 included 188 circRNAs (Figure 1(c)),
subcluster 2 included 33 circRNAs (Figure 1(d)), subcluster 3
included 19 circRNAs (Figure 1(e)), subcluster 4 included 43
circRNAs (Figure 1(f)), subcluster 5 included 21 circRNAs
(Figure 1(g)), subcluster 6 included 33 circRNAs
(Figure 1(h)), subcluster 7 included 42 circRNAs
(Figure 1(i)), and subcluster 8 included 13 circRNAs
(Figure 1(j)).

3.2. The Function Prediction of the Host Genes of circRNAs.
Previous studies had showed that circRNAs may play its roles
in human diseases via their host genes. Thus, the potential
functions of the host genes were assessed by GO and KEGG.
The host genes of DECs are enriched in GO terms including
primarily contained organization of cellular component or
biogenesis, cell cycle, miRNAs (mainly for gene silencing),
mitotic cell cycle, cell cycle process, and posttranscriptional
gene silencing by RNA. The host genes of DECs are enriched
in CC terms, including cytosol, organelle, cytoplasm,
membrane-less organelles, intracellular membrane-less
organelles, and nucleus. The differentially expressed genes
are enriched in molecular function term and protein binding
(Figure 2(a)).

Through KEGG analysis, the function of the host genes of
DECs participated in modulating signaling pathways, includ-
ing adherent junction, VEGF signaling pathway, thyroid
cancer, endometrial cancer, serotonergic synapse, leukocyte
transendothelial migration, bacterial invasion of epithelial
cells, non-small cell lung cancer, and long-term depression
(Figure 2(b)).

3.3. Construction of a circRNA-miRNA-mRNA Network.
Numerous evidences showed DECs could competitively
sponge miRNAs and then suppressed downstream genes of
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Figure 1: Identification of DECs in CRC. (a) Hierarchical clustering identified differently expressed circRNAs in CRC. (b) The volcano plot
showed differently expressed circRNAs in CRC. (c) Subcluster 1 included 188 circRNAs. (d) Subcluster 2 included 33 circRNAs. (e) Subcluster
3 included 19 circRNAs. (f) Subcluster 4 included 43 circRNAs. (g) Subcluster 5 included 21 circRNA. (h) Subcluster 6 included 33 circRNAs.
(i) Subcluster 7 included 42 circRNAs. (j) Subcluster 8 included 13 circRNAs.
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miRNAs. In the present study, we used an integrated
database, CSCD, to predict the interaction between miRNAs
and circRNAs. Then, the specific mRNA-miRNA interac-
tions were identified using miRTarBase, TargetScan, and
miRDB. The network was constructed by Cytoscape. As
presented in Figure 3, a total of 41 miRNAs, 166 circRNAs,
and 2427 mRNAs were included in this ceRNA network
(Supplementary table 1).

From the network, 6 circRNAs (hsa_circ_0004841, hsa_
circ_0007523, hsa_circ_0008038, hsa_circ_0000799, hsa_
circ_0002744, and hsa_circ_0005620) were found to be
linked to more than 10 different miRNAs, which were
identified as key circRNAs in CRC. Meanwhile, 14 mRNAs
(including QKI, HECTD2, SYNCRIP, RUNX1, SEMA6D,
VCL, MBNL1, HMGA2, ABCC5, ARRDC4, CPD, JPH1,
MTDH, and TP53INP1) were identified as key regulators
in this network, which were targeted by more than 25
miRNAs. In addition, hsa-miR-93-5p, hsa-miR-20a-5p,
hsa-miR-17-5p, hsa-miR-106a-5p, hsa-let-7b-5p, hsa-miR-
27a-3p, hsa-miR-15a-5p, hsa-miR-16-5p, hsa-let-7c-5p,
hsa-miR-103a-3p, hsa-let-7d-5p, hsa-miR-107, hsa-let-7e-
5p, hsa-miR-23a-3p, hsa-let-7a-5p, hsa-miR-30a-5p, hsa-
miR-19a-3p, and hsa-miR-19b-3p were identified as the
key miRNAs by targeting more than 500 genes.

3.4. GO and KEGG Pathway of ceRNA Network. Considering
the above DECs, the functional role was still unclear, and the
function of circRNA was predicted with their targeting
mRNAs. GO and KEGG pathway analyses of differentially
expressed mRNAs with significance were conducive to
understand circRNAs.

The data showed that the target gene function of
circRNAs was related to the modulation of metabolism,
energy pathways, cell growth and/or maintenance, transport,
cell communication, signal transduction, nucleobase regula-
tion, nucleoside, nucleotide and nucleic acid metabolism, cell
cycle, apoptosis, gene expression regulation, epigenetics, cell
motility, enzyme activity negative regulation, DNA replica-
tion, lipid metabolism, chromosome segregation, and steroid
metabolism (Figure 4(a)).

KEGG pathway analysis results revealed the target genes
of circRNAs were related to the pathways, including
syndecan-1-mediated signaling events, glypican pathway,
nectin adhesion pathway, TRAIL signaling pathway, glypican
1 network, integrin family, ErbB receptor signaling network,
VEGF and VEGFR signaling network, proteoglycan
syndecan-mediated signaling events, LKB1 signaling events,
mesenchymal-to-epithelial transition, and epithelial-to-
mesenchymal transition (Figure 4(b)).

3.5. The Dysregulation of Hub Genes and miRNAs Was
Correlated to the Survival Time in Patients with CRC. Then,
to further explore the functions of these hub genes in the net-
work in carcinogenesis and the development of CRC, we ana-
lyzed the correlation between the expression of hub mRNAs,
or miRNAs and survival time in patients with CRC using
GEPIA [43] and Kaplan–Meier plotter database. Unfortu-
nately, both databases do not contain circRNAs. Thus, we
did not analyze the correlation between the survival time

and the expression of circRNAs in CRC. As shown in
Figure 5, the Kaplan–Meier curves indicated that higher
expressions of QKI (Figure 5(a)), ABCC5 (Figure 5(b)),
RUNX1 (Figure 5(c)), CALD1 (Figure 5(d)), and CLIP4
(Figure 5(e)) were dramatically linked to poorer overall sur-
vival. However, overexpressions of SYNCRIP (Figure 5(f))
and SEMA6D (Figure 5(g)) were related to longer survival
time in patients with CRC.

Meanwhile, as presented in Figure 6, the Kaplan–Meier
curves showed that hsa-miR-20a (Figure 6(a)), hsa-let-7b
(Figure 6(b)), and has-miR-15 (Figure 6(c)) were related to
longer survival time in patients with CRC. However, the
higher expression level of hsa-let-7d (Figure 6(d)) would
result in shorter overall survival time. All the results demon-
strated that dysregulation of hub genes and miRNAs could be
the potential targets for the prognosis of CRC.

4. Discussion

RNA sequencing technology has made it possible to exten-
sively explore gene expression and promoted the study of
susceptibility to disease, which is beneficial for disease
treatment at the molecular level. Numerous researches
have shown that RNA sequencing technology and in silico
method were widely used to identify pathogenic mecha-
nisms and uncover promising targets for diagnosis and
therapy [44–46].

In this study, the RNA sequencing was applied and the
bioinformatics data was analyzed to obtain differentially
expressed circRNAs (DECs). Then, the probable DEC-
sponged miRNAs was identified by Cancer-Specific Cir-
cRNA Database (CSCD). In addition, target mRNAs were
predicted by bioinformatics analysis and a competitive
endogenous network of circRNA-miRNA-mRNA was estab-
lished. Gene ontology (GO) and Kyoto Encyclopedia of
Genes and Genomes (KEGG) databases were applied to ana-
lyze candidate mRNAs and then assume the signaling path-
ways underlying in CRC. To identify DECs and explore the
hidden mechanisms in this study might be helpful to develop
novel treatment for CRC.

Here, we systematically analyzed and compared the
expression profile of circRNAs in 3 CRC and normal tissues.
The data suggested that circRNA expression profile was
largely distinct in CRC tissues, compared to that in normal
tissues. Notably, 289 of circRNAs expression presented
ectopic in CRC after comparison with those in normal tis-
sues. 76 of circRNA expression level were reduced, and 316
of circRNAs expression level were induced in CRC. We also
observed this interesting phenomenon. We found the num-
ber of upregulated circRNAs is more than 3-fold compared
to the number of downregulated circRNAs. Very interest-
ingly, multiple previous studies also reported this phenome-
non. For example, He et al. identified 94 downregulated
circRNAs and 28 upregulated circRNAs in gastric cancer
with GSE89143 [47] and identified 144 downregulated cir-
cRNAs and 52 upregulated circRNAs with GSE78092 [48].
Shi et al. observed 469 upregulated circRNAs and 275 down-
regulated circRNAs in ESCC [49]. Wen et al. found 109
circRNAs that were significantly upregulated and 56
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circRNAs that were downregulated among the rheumatoid
arthritis patients by using RNA-seq method [50]. Our find-
ings together with previous reports showed the circRNA
expression pattern between disease and nondisease samples
was not similar with mRNAs and lncRNAs, suggesting that
posttranscriptional regulation may have a crucial role in
modulating circRNA formation. The function of circRNAs
in the host participated in modulating cell cycle, gene silenc-

ing by miRNA, mitotic cell cycle, cell cycle process, and post-
transcriptional gene silencing by RNA.

Recently, the links between noncoding RNAs and cancer
were greatly investigated. Newly generated researches
showed that noncoding RNAs displayed importance in carci-
nogenesis and cancer development [51]. Some reports have
shown that circRNAs displayed importance in the process
of biology and the progression of diseases through sponging
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Figure 3: Construction of a circRNA-miRNA-mRNA network. A total of 41 miRNAs, 166 circRNAs, and 2427 mRNAs were included in this
ceRNA network.

7Computational and Mathematical Methods in Medicine



Percentage of gene

p = 0.05 reference

p‑value

0 2 4 6

Signal complex formation

‑Log10 (p‑value)

0.1%

0.6%

p =0.043 

p =0.04

p =0.031

p =0.031

p =0.017

p =0.016

p =0.016

p =0.015

p =0.015

p <0.001

p <0.001

p <0.001

p <0.001

7.2%

10.3%

7.4%

23.6%

22.4%

17.7%

0.2%

0.4%

0.2%

0.1%

0.3%

0 5 10

Percentage of genes

15 20 25

Transport

Regulation of gene expression, epigenetic

Cell motility

Lipid metabolism

DNA replication

Spindle assembly

Bi
ol

og
ic

al
 p

ro
ce

ss

Apoptosis

Cell cycle

Metabolism

Energy pathways

Call growth and/or maintenance

Signal transduction

Cell communication

Regulation of nucleobase, nucleoside, nucleotide and nucleic acid...

1.6%

Biological processes analysis of differently expressed circRNAs

10.1%

(a)

Percentage of gene

p = 0.05 reference

p‑value

Biological pathways analysis of differently expressed circRNAs

0 5 10 15 20 25 30

–Log10 (p‑value)

p < 0.001
12.2%

12.2%

12%

12.3%

12.6%

12%

12%

11.9%

11.9%

11.9%

11.9%

11.9%
p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

p < 0.001

Percentage of genes

Bi
ol

og
ic

al
 p

at
hw

ay

Beta1 integrin cell surface interactions

Signaling events mediated by VEGFR1 and VEGFR2

Plasma membrane estrogen receptor signaling

ErbB receptor signaling network

VEGF and VEGFR signaling network

LKB1 signaling events

Syndecan‑1‑mediated signaling events

Glypican 1 network

TRAIL signaling pathway

Glypican pathway

Nectin adhesion pathway

Integrin family cell surface interactions

Proteoglycan syndecan‑mediated signaling events

Mesenchymal‑to‑epithelial transition

Epithelial‑to‑mesenchymal transition

0 2 4 6 8 10 12 14

12.5%

3.7%

3.6%
p < 0.001

(b)
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Figure 5: Continued.
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miRNA [13, 14]. For example, circular RNA Circ100084,
exhibiting as the sponge of miR-23a-5p, modulated the
expression of IGF2 in hepatocarcinoma [52]. In this study,
a total of 41 miRNAs, 166 circRNAs, and 2427 mRNAs
were included in this ceRNA network. Bioinformatics
analysis showed that the function of circRNA target genes
had an association with metabolism regulation, energy

pathway regulation, cell growth and/or maintenance,
transport, cell communication, signal transduction, nucleo-
base regulation, nucleoside, nucleotide and nucleic acid
metabolism, cell cycle, apoptosis, gene expression regula-
tion, epigenetics, cell motility, enzyme activity negative
regulation, DNA replication, lipid metabolism, and chro-
mosome segregation.
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Figure 5: The dysregulation of hub genes was correlated to the survival time in patients with CRC. The Kaplan–Meier curves indicated that
higher expression of QKI (a), ABCC5 (b), RUNX1 (c), CALD1 (d), and CLIP4 (e) and lower expression of SYNCRIP (f) and SEMA6D (g)
were dramatically linked to poorer overall survival in patients with CRC.
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In the present study, 14 mRNAs (including QKI,
HECTD2, SYNCRIP, RUNX1, SEMA6D, VCL, MBNL1,
HMGA2, ABCC5, ARRDC4, CPD, JPH1, MTDH, and
TP53INP1) were identified as primary regulators in this net-
work, which were targeted by more than 25 miRNAs. Several
reports had illustrated the key characters of these mRNAs in
human cancers as previously described. QKI protein has
been revealed in human and was associated with many
human diseases, such as cancer, and neurological diseases,
such as human hereditary ataxia, various sclerosis, or schizo-
phrenia. Currently, several findings suggested that knockout
of QKI-5 genome would result in increased cell viability and

dedifferentiation in cancers, indicating that QKI-5 was an
inhibitor of tumor in multiple types of many cancers [53].
QKI was identified as a key regulator of alternative splicing
in cancers. Very interestingly, QKI was found to be related
to the formation of circRNAs. Ablated QKI led to arrestment
of circRNA expression-related EMT [54]. Further reports
confirmed the active roles of QKI during the biogenesis of
circRNAs [54]. Studies towards solid tumors have indicated
RUNX1 possessing a context-dependent function displayed
as an oncogene or a suppressor of tumor. These functions
of Runx1 have been shown in breast, prostate, lung, and skin
cancers, presenting a relationship between different subtypes

0

0.0

0.2

0.4

0.6

0.8

1.0

20 40 60 80 100 120

hsa−mir−20a

Time (months)

Pr
ob

ab
ili

ty
HR = 0.39 (0.17− 0.9)

logrank p = 0.022

Expression
Low
High

(a)

0

0.0

0.2

0.4

0.6

0.8

1.0

20 40 60 80 100 120
Time (months)

Pr
ob

ab
ili

ty

Expression
Low
High

hsa−let−7b

HR = 0.37 (0.16−0.88)
logrank p = 0.02

(b)

0

0.0

0.2

0.4

0.6

0.8

1.0

20 40 60 80 100 120
Time (months)

Pr
ob

ab
ili

ty

Expression
Low
High

hsa−mir−15a

HR = 0.38 (0.17− 0.84)
logrank p = 0.013

(c)

0

0.0

0.2

0.4

0.6

0.8

1.0

20 40 60 80 100 120
Time (months)

Pr
ob

ab
ili

ty

Expression
Low
High

hsa−let−7d

HR = 4.52 (1.07− 19.17)
logrank p = 0.025

(d)

Figure 6: The dysregulation of hub miRNAs was correlated to the survival time in patients with CRC. The Kaplan–Meier curves indicated
that higher expression of hsa-miR-20a (a), hsa-let-7b (b), and has-miR-15 (c) and lower expression of hsa-let-7d (d) were dramatically
linked to longer overall survival in patients with CRC.
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of cancers and stages of tumor progress. There are more and
more evidences showing that Runx1 inhibited the invasive-
ness of most kinds of breast cancer, especially in the early
stage of tumor development. In colon cancer, Systems Phar-
macogenomics identified RUNX1 as an aspirin-responsive
transcription factor. Vinculin (Vcl), a 117 kDa membrane-
related protein, was expressed in global cells and functioned
importantly in mechanotransduction. MBNL1, a RNA-
binding protein, bind to 3′UTRs and facilitate mRNA decay.
Hence, HMGA2 is considered to be an oncogene, which
serves as a critical regulator of proliferation and survival.
Besides, HMGA2 overexpression is linked to initial of metas-
tasis and poorly prognostic status in a large number of
cancers types [55]. ABCC5, also named by multidrug-
resistance protein 5, has been shown to transport nucleosides
and antifolates. The enhanced ABCC5 level was shown to be
related to the occurrence of breast cancer, hepatocellular
carcinoma, and pancreatic ductal adenocarcinoma. What is
more, MTDH has been demonstrated to function vitally in
tumor genesis, development, and resistance to chemother-
apy. The abnormal expression and dysfunction of MTDH
are related to the viability, survival, and metastasis of tumor
cells. Apoptotic protein TP53INP1 (tumor protein 53-
inducible nuclear protein 1) participated in the response
from cellular stress.

Here, we identified 18 key miRNAs involved in regulat-
ing the activity of circRNAs. Among these miRNAs, higher
expression of hsa-miR-20a, has-Let-7b, and hsa-miR-15 but
lower expression of has-Let-7d were related to longer survival
time in CRC. The miR-20a expression level was raised in
CRC patients after a comparison with that in control. Several
recent studies demonstrated that miR-20a retarded autoph-
agy induced by hypoxia through targeting ATG5/FIP200 in
CRC and modulated the sensitivity of CRC cells to NK cells
by targeting MICA. Universal ablation of miR-15 (micro-
RNA 15) and miR-16 in cell lines and tissues of numerous
cancers revealed that the function of miR-15a/16-1 exhibited
vitally in the progression of tumor. The prospect of miR-
15a/16-1 was herein noteworthy in cancer therapy. In colon
cancer, upregulation of miR-15a hindered cell viability and
cycle. In normal cells, let-7 modulated cell viability, cycle,
apoptosis, metabolism, and stemness. However, the let-7
microRNA level in CRC was shown to be decreased and
was taken as a suppressor of tumor.

There are some limitations in our research. Firstly, the
amount of samples is not sufficient. Secondly, our results
merely from present toolsets and databases needed to be
further improved. Thirdly, the parameter of prognosis
regarding DEcircRNAs in CRC should be identified. More
clinical samples and experiments would be supplemented in
the following studies to consolidate our conclusions and
evaluate the characters of these DEcircRNAs.

In conclusion, the present study identified 316 upregu-
lated circRNAs and 76 downregulated circRNAs in CRC
samples, in comparison with those in normal tissues. Bioin-
formatics analysis revealed that these circRNAs participated
in metabolism regulation and cell cycle progression. Further-
more, we constructed differently expressed circRNAs to reg-
ulate ceRNA networks based on RNA-seq methods and

bioinformatics analysis. Finally, we thought our study could
provide novel biomarkers and insights for CRC prognosis.
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The Traditional Chinese Medicine (TCM) formula is the main treatment method of TCM. A formula often contains multiple herbs
where core herbs play a critical therapeutic effect for treating diseases. It is of great significance to find out the core herbs in
formulae for providing evidences and references for the clinical application of Chinese herbs and formulae. In this paper, we
propose a core herb discovery model CHDSC based on semantic analysis and community detection to discover the core herbs
for treating a certain disease from large-scale literature, which includes three stages: corpus construction, herb network
establishment, and core herb discovery. In CHDSC, two artificial intelligence modules are used, where the Chinese word
embedding algorithm ESSP2VEC is designed to analyse the semantics of herbs in Chinese literature based on the stroke,
structure, and pinyin features of Chinese characters, and the label propagation-based algorithm LILPA is adopted to detect herb
communities and core herbs in the herbal semantic network constructed from large-scale literature. To validate the proposed
model, we choose chronic glomerulonephritis (CGN) as an example, search 1126 articles about how to treat CGN in TCM from
the China National Knowledge Infrastructure (CNKI), and apply CHDSC to analyse the collected literature. Experimental
results reveal that CHDSC discovers three major herb communities and eighteen core herbs for treating different CGN
syndromes with high accuracy. The community size, degree, and closeness centrality distributions of the herb network are
analysed to mine the laws of core herbs. As a result, we can observe that core herbs mainly exist in the communities with more
than 25 herbs. The degree and closeness centrality of core herb nodes concentrate on the range of [15, 40] and [0.25, 0.45],
respectively. Thus, semantic analysis and community detection are helpful for mining effective core herbs for treating a certain
disease from large-scale literature.

1. Introduction

Artificial intelligence is the general term of the modern tech-
nology of computer science [1], including image recognition
[2], network analysis [3], and natural language processing
[4]. Artificial intelligence technologies have been utilized in
various fields of medicine, for example, automatic disease
diagnosis [5], pathogenic network analysis [6], and biological

text analysis [7] [8]. Meanwhile, Traditional Chinese Medi-
cine (TCM) plays an important role and provides a unique
theoretical and practical way to treat diseases for thousands
of years in Chinese history. TCM has many treatments, such
as acupuncture, medicinal wine, medicinal formula, and
medicinal diet [9, 10]. Among them, medicinal formula, also
called as the TCM formula, is the frequently used mode and
is made up of several Chinese herbs. The TCM formula has
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many characteristics, such as compatibility combination,
efficacy, treatment mechanism, and medication taboo [9,
11]. Compatibility combination can reflect the rationality of
herb combination in formulae and guide TCM doctors to
make up formulae [12], which mainly contains the
“Sovereign-Minister-Assistant-Courier” combination rule
and herb pair combination rule [13] [14]. Among them, the
“Sovereign-Minister-Assistant-Courier” combination rule,
also known as the “Jun-Chen-Zuo-Shi” combination rule, is
a major combination principle of TCM formulae [15].
According to this principle, the sovereign herb plays a major
role for dealing with main symptoms and syndromes of dis-
eases, the minister herb helps the sovereign herb to
strengthen herbal efficacy, and the assistant and courier herbs
provide supporting function to reconcile formulae (e.g.,
reducing side effects) [15, 16]. Thus, the herbs acting as the
sovereign or minister play a key role in terms of treating dis-
eases, while others play an assistant role [16, 17]. In this way,
the herbs serving as the sovereign or minister are viewed as
core herbs in TCM formulae [17–19]. In other words, a for-
mula contains multiple herbs, and core herbs play a critical
therapeutic effect for treating diseases. Many formulae are
collected in books, medical records, and scientific literature;
however, most of them do not record their core herbs [19],
which is difficult for young doctors and learners to master
the core concern of formulae and prescribe effective formulae
for treating different diseases. Thus, discovering core herbs
can help doctors and learners to understand the quintessence
of formulae quickly and provide evidences and references for
the clinical application of herbs and formulae [16, 18, 19].
Through discovered core herbs, doctors can optimize the herb
combination of formulae and synergize herb efficacies to pre-
scribe more effective formulae for treating diseases [15], [19].

In general, researchers mainly explored core herbs by
manual analysis [20–22], data analysis [19, 23–27], and clin-
ical and pharmacology experiments [16, 28]. The traditional
way to discover core herbs is the manual analysis on TCM
books. Researchers first collected the relative books about
the TCM treatment of a certain disease and then explored
the possible relations between herbs and this disease. Finally,
they discovered core herbs according to frequent relations,
which is suitable for small-scale researches [20–22]. Recently,
researchers utilized data analysis methods, such as statistical
approach, association rule, mutual information, and entropy
clustering, to analyse the frequency of herbs and their cooc-
currence relations in formulae for discovering herbal com-
patibility rules and core herbs from medical records [19,
23–27]. Data analysis approaches can deal with large-scale
medical records; however, they need structured data. It is
known that medical records contain personal information
(e.g., name, age, and sex), diagnostic information (e.g., labo-
ratory index, symptom, syndrome, and disease), and treat-
ment information (e.g., western drug, Chinese herb,
formula, and medical advice) [29] [30]. In order to discover
core herbs for treating a certain disease, researchers must
extract partial diagnostic and treatment information from
large-scale records, which costs more time. Meanwhile, it is
worth noting that existing core herb discovery models cannot
understand the inner meanings and functions of herbs in

these records [19, 23–27]. For example, herb liquorice root
(Gan Cao) has many attributes, such as usage, efficacy, and
taboo; however, existing models only consider the characters
of Chinese words as text, then they cannot capture the
implicit characteristics of this herb. In clinical experiments,
researchers evaluated the efficacy of different herb combina-
tions of TCM formulae on subjects to find effective herbs as
core herbs [28]. In pharmacology experiments, researchers
designed evaluation indexes, such as the network recovery
index, to measure the scores of different ingredients in
TCM formulae to find high score ingredients and considered
the herbs with these ingredients as core herbs [16]. The
experimental ways focus on few classical formulae and can
analyse herb components in clinical trial and microscopic
analysis perspectives to achieve high accuracy. However,
enumerating all potential herb combinations and ingredients
in an experimental way maybe impossible.

Besides books and medical records, there is rich scien-
tific literature containing medical knowledge about TCM
formulae [31]. To our best knowledge, there are few
researches about discovering core herbs from the scientific
literature. We consider some reasons: (1) literature is
unstructured text, where disease, formula, and herb infor-
mation are unevenly distributed in full text and cannot be
processed easily; (2) it is hard to analyse the semantics of
herbs in the literature; and (3) there are no good ways to
represent herb semantics. Minority researchers studied
classical literature to mine treatment patterns [32, 33],
but they also process them artificially to deal with problem
(1). However, they also do not analyse the inner meanings
and functions of herbs in the literature for problems (2)
and (3). In order to mimic the human learning mode for
relatively accurately comprehending the literature and
improve the efficiency of literature analysis, we introduce
semantic analysis and community detection to handle
these problems for analysing large-scale literature and dis-
cover core herbs efficiently.

In this paper, we propose an artificial intelligence model
CHDSC for discovering the core herb for treating a certain
disease based on semantic analysis and community detec-
tion, whose framework is shown in Figure 1. CHDSC mainly
contains two artificial intelligence modules, in which a
semantic analysis module is a natural language processing
algorithm for analysing the semantics of herbs in large-
scale literature by a Chinese word embedding algorithm
ESSP2VEC as described in Section 3.1, and the community
detection module is a network analysis algorithm to discover
herb communities in the herbal semantic network by a label
propagation-based algorithm LILPA as described in Section
3.2. The herbal semantic network is constructed by the
semantic similarity of herbs based on the results of the
semantic analysis module. The semantics of herbs contain
which disease can be treated and how is it treated, then the
herbal semantic network can reflect the relations between
herbs and disease. Herbs in each community have the same
or similar efficacy for treating multiple syndromes of a cer-
tain disease. Further, we consider important herbs in each
herb community as the core herbs for treating the syndromes
characterized by the community.
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In order to validate the proposed model, we choose
chronic glomerulonephritis (CGN) and discover the core
herbs for treating this disease as a case study. Chronic Kidney
Disease (CKD) is a class of kidney diseases with proteinuria,
oedema, and haematuria as clinical symptoms [34]. The
overall prevalence of CKD is 10.8%, and the number of
patients in China is up to about 119.5 million [34]. CGN is
a typical disease of CKD, which has different symptoms, such
as oedema, haematuria, anaemia, albuminuria, and kidney
function decrease and may lead to different degrees of renal
dysfunction and chronic renal failure. CGN may damage
heart function and the central nervous system and threaten
life when it is severe [35]. In TCM, CGN is mainly recognized
as the syndrome of qi deficiency of the spleen and kidney, the
syndrome of deficiency of both qi and yin, the syndrome of
yin deficiency of the liver and kidney, the syndrome of yang
deficiency of the spleen and kidney, and the syndrome of
liver depression and qi stagnation [36]. In addition, CGN
also contains the syndrome of fluid-dampness, the syndrome
of dampness-heat, the syndrome of blood stasis, and the
syndrome of damp-turbidity [36]. It is shown that TCM
treatment can improve and recover renal function and allevi-
ate clinical symptoms [37]. Thus, discovering core herbs in
TCM formulae for CGN treatment is helpful for improving
the curative effect and precisely prescribing medicine. TCM
doctors can utilize effective core herbs to form new formulae
for treating different syndromes of patients with CGN.

In order to discover core herbs for treating different
syndromes of CGN, we propose CHDSC with three stages:
corpus construction, herb network establishment, and core
herb discovery. The literature of CGN treatment in TCM is
acquired from the China National Knowledge Infrastructure
(CNKI). In the first stage, the CGN corpus is constructed by
preprocessing the collected large-scale literature. In the sec-
ond stage, a semantic analysis module based on word embed-
ding is proposed by integrating the stroke, structure, and
pinyin features of Chinese characters to analyse the seman-
tics of herbs in literature, then the semantic similarity among
herbs is measured, and a herbal semantic network is built
according to semantic similarity. In the last stage, a commu-
nity detection module based on label propagation is used to
discover herb communities and core herbs in the herbal
semantic network. We also analyse the community size,

degree, and closeness centrality distributions of the network
to mine the rules of core herbs. Experimental results show
that CHDSC uncovers three major herb communities where
herbs in each community can be used for treating multiple
syndromes of CGN, and discovers the core herbs for curing
different syndromes of CGN with high accuracy. Core herbs
mainly exist in the herb communities with more than 25
herbs. The degree and closeness centrality of core herb nodes
in the herb network concentrate on the range of [15, 40] and
[0.25, 0.45], respectively.

2. Related Work

In general, there are three type ways to discover core herbs:
manual analysis, data analysis, and clinical and pharmacol-
ogy experiments.

In manual analysis, researchers searched Chinese books
about the TCM treatment of a specified disease, extracted
corresponding formulae, and found core herbs by hand.
Wang [20] investigated some classical books such as Shen-
Nong-Ben-Cao-Jing and Huang-Di-Nei-Jing to discuss the
methods for exploring the sovereign, minister, assistant,
and courier herbs. Wang and Wang [21] analysed the com-
patibility and function of Zhi-Gan-Cao-Tang and found that
liquorice root (Gan Cao) is its core herb with the efficacy of
making up qi, blood, yin, and yang. Song and Niu [22] drew
the rules on the determination of the sovereign herbs of Xie-
Xin-Tang and analysed its sovereign herbs.

In data analysis, researchers discovered core herbs based
on the frequency of herbs and their cooccurrence relations in
datasets. Meanwhile, most studies focused on medical
records. Zhou et al. [19] proposed an Effect Degree- (ED-)
based algorithm to discover core herbs and compatibility
rules with three steps: core herb discovery based on ED, net-
work construction based on pointwise mutual information,
and herb compatibility rule detection. They found 42 core
herbs for treating consumptive lung disease. Zhan et al.
[23] collected CGN treatment data in a Chinese biomedical
literature database and mined the relationship among symp-
toms, syndromes, herbs, and formulae by the stratification
algorithm based on keyword frequency, then they discovered
that milkvetch root (Huang Qi), danshen root (Dan Shen),
and Indian bread (Fu Ling) are core herbs. Ma et al. [24]
extracted herbs, therapies, syndromes, and diseases in TCM
formulae from medicine records and built a relation graph
by NetDraw. The degree and closeness centrality were calcu-
lated to discover core herbs, then they found nine core herbs
for treating gastric abscess. You et al. [25] established a for-
mula database of bone marrow suppression treatment with
a TCM kidney-tonifying method after radiotherapy and che-
motherapy and applied cluster techniques and association
rules to analyse medication rules. They found that milkvetch
root (Huang Qi), atractylodis macrocephalae rhizoma (Bai
Zhu), and ligustri lucidi fructus (Nv Zhen Zi) are frequently
used herbs. Most data analysts also discovered the compati-
bility rules and treatment patterns of TCM formulae where
core herbs are contained. Chen et al. [26] mined symptom-
herb patterns with the triangular relationship of symptoms,
syndromes, and herbs from medical records. They found

Semantic analysis module Community detection module

Case study: CGN treatment

Artificial intelligence model: CHDSC

Word embedding
ESSP2VEC

Label propagation
LILPA

Figure 1: The framework of CHDSC. CHDSC consists of two
modules, semantic analysis and community detection, in which
the former is a Chinese word embedding algorithm ESSP2VEC to
analyse the semantics of herbs and the latter is a label
propagation-based algorithm LILPA to detect herb communities
and core herbs. As a case study, we take CGN as an example and
discover core herbs to treat different syndromes of CGN.
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the main symptom-herb patterns on four real-world patient
records (insomnia, diabetes, infertility, and Tourette syn-
drome). Chang et al. [27] investigated the treatment patterns
among stroke patients by a nationwide population-based
study using random samples of one million individuals from
the national health insurance research database in Taiwan.
They found that Bu-Yang-Huan-Wu-Tang and danshen root
(Dan Shen) are commonly used.

In clinical and pharmacology experiments, researchers
analysed effective herb combinations or ingredients of a
given formula to explore core herbs for treating a certain dis-
ease. Yan et al. [28] proposed a study protocol to explore the
core herbs for treating primary insomnia in TCM, in which
they performed a triple-blind, randomized, and parallel-
group clinical trial to analyse the formulae of prestigious
TCM clinicians and used association rules to find effective
core herbs. Wu et al. [16] identified the roles of “Sovereign-
Minister-Assistant-Courier” of herbs in the Qi-Shen-Yi-Qi
formula for treating myocardial ischemia by the network
pharmacology approach. They integrated disease-associated
genes and protein-protein interaction experiments to con-
struct an organism disturbed network of myocardial ische-
mia and developed a network-based index, Network
Recovery Index (NRI), to measure the therapeutic efficacy
of the Qi-Shen-Yi-Qi formula. As a result, the whole formula
gets the NRI score of 864.48 and outperforms a single herb.
Additionally, danshen root (Dan Shen) and milkvetch root
(Huang Qi) obtain the NRI scores of 734.31 and 680.27,
respectively; thus, the two herbs are regarded as core herbs.

The above researches obtain good results for discover-
ing core herbs; however, manual analysis and medical
experiments need high cost for large-scale samples. Mean-
while, for data analysis, researchers need to process medical
records manually to obtain structured data. Data analysis
methods are based on cooccurrence relations and do not
contain the inner meaning of herbs in medical records.
On the other hand, there is large-scale literature containing
the domain knowledge of formulae. In this paper, we focus
on analysing literature and introduce semantic analysis and
community detection to analyse the meanings of herbs in
the literature to discover core herbs for treating a disease
in TCM.

3. Artificial Intelligence Module

In this section, we introduce the semantic analysis and com-
munity detection modules used in CHDSC for core herb
discovery. Firstly, we propose a Chinese word embedding
algorithm ESSP2VEC to deal with large-scale literature and
analyse the semantics of herbs based on the stroke, structure,
and pinyin features of Chinese characters by predicting the
contextual words of Chinese words. Secondly, we adopt a
label importance-based label propagation algorithm LILPA
to detect herb communities and core herbs, in which labels
are propagated according to label importance based on node
importance and node attraction. If the nodes own the same
label when LILPA ends, they are allocated to the same
community.

3.1. Word Embedding Algorithm. In order to analyse the
semantics of herbs in large-scale literature, we propose
the Chinese word embedding algorithm ESSP2VEC. We
consider that it is a suitable model for learning the mean-
ings of herbs from large-scale literature to handle prob-
lems (1) and (2). Word embedding is utilized to analyse
word meanings based on the distributional hypothesis that
similar words tend to appear in similar contexts; in other
words, the semantics of words are included in their con-
textual words [38, 39]. Words are expressed as semantic
word vectors, then we can consider that the meanings of
words are contained in them [39]. In order to understand
semantic word vectors intuitively, we take an example to
visual some words in a two-dimensional surface by their
semantic word vectors. As shown in Figure 2, semantic
word vectors can contain some meanings of words and
better distinguish different types of words, such as the ani-
mals (pig, sheep, and cow), the plants (tree and grass), and
the actions (swim and dive). Thus, word embedding can
capture the semantics of words to a certain degree. In col-
lected large-scale literature, we can analyse the semantics
of herbs and express them as semantic word vectors,
which is a way to improve problem (3) to embody the
semantics of herbs.

Further, herbs in the collected literature are recorded as
Chinese words. Chinese words are made up of Chinese char-
acters, which contain many semantically related internal
features [40] [41]. Researchers proposed many Chinese word
embedding algorithms for analysing the meanings of Chinese
words by exploiting the character feature of Chinese words
[42] and the internal features of Chinese characters, such as
radical [43], component [44], stroke n-grams [39], struc-
ture [40], and pinyin [40]. Here, we introduce these
features briefly.

(i) Character (https://en.wikipedia.org/wiki/Chinese_
characters): characters are logogram developed for
the writing of Chinese, which makes up Chinese
words [42].

(ii) Radical (https://en.wikipedia.org/wiki/Radical_
(Chinese_characters)): radical is the first stroke or
morphological component of Chinese characters,
which is the catalogue of symbols that are classified
according to the structure and meaning of Chinese
characters in a dictionary [43].

Pig

Cow

Sheep
Swim

Dive

Grass
Tree

Figure 2: Example of semantic word vectors.
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(iii) Component: component is a character-forming unit
and has the function of assembling Chinese charac-
ters [44].

(iv) Stroke n -gram (https://en.wikipedia.org/wiki/Stroke_
(CJK_character)): stroke is the uninterrupted dots
and lines of various shapes that compose Chinese
characters, such as horizontal, vertical, left-falling,
right-falling, and turning, which is the smallest consti-
tutional unit of Chinese characters. Stroke n-gram is
the combination of strokes according to stroke order
(https://en.wikipedia.org/wiki/Stroke_order) [39].

(v) Structure: structure is the azimuth relationship (13
patterns) among strokes, such as left-right and left-
middle-right [40].

(vi) Pinyin (https://en.wikipedia.org/wiki/Pinyin): pin-
yin is the romanization of Chinese characters, which
consists of initials, finals, and tones [40].

However, existing researches do not consider these
features together. Stroke n-grams include radical and compo-
nent features and can capture partial semantics of the entire
character [39] [40]. Meanwhile, the structure feature can
capture the implication meanings of characters, and the
pinyin feature can help us to understand the meanings of
onomatopoeia and distinguish the characters which have
the same stroke n-gram and structure [40]. Then, we can
catch relatively comprehensive semantics of Chinese charac-
ters from the stroke n-gram, structure, and pinyin features.
Thus, we propose ESSP2VEC to integrate the stroke n
-gram, structure, and pinyin features of Chinese characters
for analysing the semantics of Chinese words.

The architecture of ESSP2VEC is shown in Figure 3 with
an explanatory example. In this example, we have a sentence
“carry forward the spirit of laborious struggle vigorously,”
where the target word is “laborious (https://www.zdic.net/
hans/%E8%89%B0%E8%8B%A6),” which is made up of
two Chinese characters, and its contextual words are “vigor-
ously,” “carry forward,” “struggle,” and “spirit.” ESSP2VEC
consists of input, feature extraction, feature encoding,
ensemble feature, and output layers.

(i) Input layer: input layer is used to receive the target
word wt .

(ii) Feature extraction layer: this layer is used to decom-
pose word wt to independent characters and extract
the stroke, structure, and pinyin of each character.

(iii) Feature encoding layer: this layer is used to encode
the stroke, structure, and pinyin features. We adopt
the code defined in [40] to encode the stroke, struc-
ture, and pinyin features.

(iv) Ensemble feature layer: this layer is designed to
generate stroke n-gram (all combinations of
stroke) by moving a slide window with different
lengths on the stroke sequence as shown in
Figure 3 and integrate stroke n-gram, structure,
and pinyin features.

(v) Output layer: output layer is designed as a softmax
layer [45] to calculate the probability that the con-
textual words of word wt are predicted based on
the ensemble features of word wt .

Similar to [39–45], we predict the contextual words based
on the target word in ESSP2VEC. In particular, the target
word is expressed as its ensemble features. Given corpus C
represented as the sequence of words w1,⋯,wt ,⋯,wNword
formally, where the word wt is the target word and Nword is
the number of words. The set of the contextual words of word
wt is represented as

Ct = wt+if g, i ∈ −c, 0½ Þ ∪ 0, cð �ð Þ, ð1Þ

where c is the size of the contextual words and word wc rep-
resented the element of Ct ,wc ∈ Ct , then the objective of
ESSP2VEC is to maximize the log-likelihood in equation
(2) where we hope to get the maximization of possibility
pðwc ∣wtÞ, that is, word wc can be predicted correctly with
maximum possibility based on the target word wt .

L = 1
Nword

〠
Nword

t=1
〠

wc∈Ct

logp wc ∣wtð Þ: ð2Þ

Then, the softmax function is used to model probability
pðwc ∣wtÞ of predicting word wc given word wt , which is
defined as

p wc ∣wtð Þ = es wt ,wcð Þ

∑Nword
j=1 es wt ,wjð Þ , ð3Þ

where sðwt ,wcÞ is a scoring function to map the pairs of word
wt and word wc to a real number.

Chinese characters with similar stroke n-gram, structure,
and pinyin may have similar semantics [40]. Thus, Chinese
characters having similar ensemble features should have sim-
ilar senses. Then, we define sðwt ,wcÞ as equation (4) to calcu-
late their similarity based on the ensemble features of word
wt and its contextual word wc, where FðwtÞ denotes the col-
lection of the stroke n-grams of word wt ; vstroke n‐gram, vstructure
, and vpinyin are the embeddings of stroke n-gram, structure,
and pinyin features, respectively; and vwc

is the initial seman-
tic word vector of wordwc. By replacing wc aswj, we also can
compute sðwt ,wjÞ.

s wt ,wcð Þ = 〠
stroke n‐gram∈F wtð Þ

vstroke n‐gram

 !
+ vstructure + vpinyin

 !
∙vwc

:

ð4Þ

We optimize the objective function of equation (2) based
on standard gradient methods [39]. After the training pro-
cess, the semantic word vectors of contextual words are the
output. Thus, we can obtain semantic word vectors U = fu1,
⋯, ut ,⋯, uNnword

g of all words in the corpus, where ut denotes
the semantic word vector of wordwt andNnword is the number
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of nonrepetitive words in the corpus. By training ESSP2-
VEC in the collected large-scale literature corpus, we can
analyse the semantics of herbs and express them as seman-
tic word vectors.

There also are word embedding algorithms designed for
other languages. For example, Park et al. [46] proposed a
Korean word embedding algorithm, which uses jamo feature
of Korean characters to construct the jamo n-gram of Korean
words and predict the contextual words of the target word
based on its n-gram. Korean characters can be decomposed
into jamos in turn, which are the smallest lexicographic units
representing the consonants and vowels [46]. The jamo fea-
ture is extracted to construct the jamo n-gram of Korean
words, which is similar to the stroke n-gram of Chinese
words. Then, the model predicts the contextual words of
the target word based on its jamo n-gram to obtain final word
embeddings. For English, Bojanowski et al. [47] proposed the
FastText algorithm to capture the subword feature of English
words to construct character n-gram and predict the contex-
tual words of the target word based on its character n-gram.
English words can be divided into 26 alphabets, which are the
smallest component units of English words. Different charac-
ter combinations can form different features, such as etyma,
prefixes, and suffixes, which contain part semantics of words
[47]. The subword feature is extracted to construct the char-
acter n-gram of English words, which is similar to the stroke
n-gram of Chinese words. For example, the 3-grams of the
word where are <wh, whe, her, ere, re> [47]. Then, FastText
predicts the contextual words of the target word based on
its n-gram to obtain final word embeddings.

The above three methods both generate the n-gram of
one feature of the target word (i.e., the stroke n-gram of Chi-
nese, the jamo n-gram of Korean, and the character n-gram
of English) and predict the contexts of the target word based
on its n-grams. For the proposed algorithm, ESSP2VEC not
only constructs the stroke n-gram of Chinese words but also
integrates the other two features (structure and pinyin) to
analyse relatively comprehensive semantics of Chinese
words. That is, ESSP2VEC considers both the morpholog-
ical and phonetic features of Chinese words. Meanwhile,
ESSP2VEC considers the similarity between the contextual

words and the internal features of the target word to con-
duct prediction.

3.2. Label Propagation-Based Algorithm. According to the
theory of ESSP2VEC, we can analyse the semantics of herbs
and obtain their semantic word vectors. However, how to
use the semantic word vectors to find core herbs is a chal-
lenge. In order to discover core herbs for treating a certain
disease by the semantic word vectors, we first compute the
semantic similarity among herbs and construct a herbal
semantic network, where herbs are considered as nodes and
if the semantic similarity between two herbs is larger than
the average value of all similarity among herbs (threshold
value), edges are formed between the two herbs. Then, we
adopt a label importance-based label propagation algorithm
LILPA [48] to detect communities in the herbal semantic
network, which can further improve problem (3). Herbs in
a community may have the same or similar efficacy and can
treat multiple syndromes of a certain disease. Finally, we
identify important nodes in each community as core herbs
for treating the syndromes of the disease. Here, we introduce
LILPA briefly.

There are many real-world networks, such as social net-
works, collaboration networks, and herb networks, in which
nodes represent objects and edges represent their relations
[18]. Real-world networks often consist of subnetworks or
communities with nodes more tightly linked with respect
to the rest of the networks [3]. Community detection can
be informally considered as a problem of finding such com-
munities in networks, which aims at assigning community
labels to nodes such that the nodes in the same community
share higher similarity than the nodes in different commu-
nities [49] [50]. Communities in networks are the division
of networks into the groups of nodes having dense intra-
connections and sparse interconnections [51]. In other
words, the connections among nodes in communities are
dense, while the connections between communities are
sparse. Thus, community detection focuses on discovering
communities with dense connection nodes in networks. If
the nodes own the same label when the algorithm ends,
these nodes are allocated to the same community. Table 1
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Figure 3: The architecture of ESSP2VEC. First, we decompose a Chinese word to characters and extract their stroke, structure, and pinyin
features in the feature extraction layer. Second, the three features are encoded in the feature encoding layer. Third, we generate stroke n
-gram and integrate stroke n-gram, structure, and pinyin features in the ensemble feature layer. Finally, the contextual words are predicted
based on the ensemble features of the target word to learn the semantics of the target word.
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shows the corresponding concepts between core herb dis-
covery and LILPA.

An example is given in Figure 4 to explain the process of
community detection based on label propagation. Node v6 is
chosen to update its labels firstly. Its neighbour nodes v3, v4
, v5, v8, v10 launch their own label with belonging coefficient
to node v6 (we assume that the belonging coefficient equals
to 1). Then, node v6 receives labels (purple, 1), (purple, 1),
(purple, 1), (green, 1), and (orange, 1). By normalizing their
belonging coefficients, we obtain node v6 with labels (purple,
0.6), (green, 0.2), and (orange, 0.2). If the belonging coeffi-
cient is smaller than 1/R (we assume the filtering threshold
R = 2), then the green and orange labels are filtered. Finally,
the label of node v6 is updated to the purple label, so node
v6 is assigned to purple community. Then, other nodes are
chosen to update their labels. The above process is conducted
continuously until the labels of nodes are kept unchanged.
Finally, community detection is finished, and we can discover
three communities in the example network. That is, nodes
v1, v2, v3, v4, v5, v6 are assigned to a community; nodes v7,
v8, v9 are assigned to a community; and nodes v10, v11, v12,
v13 are assigned to another community. We can find that
intercommunal relations among communities are sparser
than the connections within the communities. In each com-
munity, the nodes with a large degree (the number of neigh-
bours) are considered as important nodes, such as v3, v8, and
v10: In addition, nodes are drawn in a layout area.

Given an undirected and unweighted network G = ðV , EÞ
, where V = fv1,⋯, vi,⋯, vNnode

g represents the set of nodes
and E = fe1,⋯, ei,⋯, eMedge

g represents the set of edges.

Nnode and Medge are the number of nodes and edges, respec-
tively. The neighbour nodes of node vi are expressed as
ZðviÞ = fvj ∣ eviv j ∈ Eg, and its degree is expressed as kvi . The

labels of node vi are stored in BðviÞ = fðli1, ci1Þ,⋯, ðlij, cijÞ,⋯,

ðliH , ciHÞg, where label lij is the jth label with a belonging coef-

ficient cij of node vi, ∑
H
j=1c

i
j = 1, and H is the number of labels

in BðviÞ. The community characterized by label l is expressed
asOl. Nodes are drawn in a rectangle layout area with length L
and widthW. The position and displacement of node vi in the

layout are denoted as P
!

vi
and D

!
vi
, respectively.

In the above example, node v6 is randomly chosen to
update its labels. In order to fix the updating order of nodes
to improve stability, node importance is defined to reflect
the weight of nodes in networks as

Ivi = Cvi
× kvi + 〠

vj∈Z við Þ

kvj
∑vk∈Z við Þkvk

× Cvj
× kvj , ð5Þ

where Cvi
= ðNnode − 1Þ/∑vj∈Vdviv j is the closeness centrality

of node vi to measure its centrality in networks and dvivj is

the shortest distance between nodes vi and vj:
Communities are the clusters of nodes owning dense

intraconnections and sparse external connections [49]. In
order to increase the attraction among nodes to obtain dense
internal connection, the node attraction between nodes vi
and vj is defined as

FA
viv j

=
x2viv jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

W × Lð Þ/Np , ð6Þ

where xviv j is the straight-line distance between nodes vi and

vj in the layout area calculated by the positions of nodes in
the layout area, which is different with dviv j which is the

shortest distance between nodes vi and vj calculated by the
edge weight of networks.

Table 1: Corresponding concepts.

Core herb discovery LILPA

Herb Node

The relations among herbs Edge

Efficacy Label

Herb group for treating multiple syndromes Community
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Figure 4: Example of label propagation for community detection.
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When label l with a belonging coefficient c is sent from
node vj to node vi, the weight of this label is influenced by
the node importance of sender, propagation distance (related
to the node attraction among nodes), and its belonging coef-
ficient [18]. Then, label importance is defined to measure the
weight of labels of a node when they reach other nodes as

LPl,v j→vi
= Ivi × c ×

ffiffiffiffiffiffiffiffiffi
FA
viv j

q
: ð7Þ

The processes of LILPA consist of initialization, node
choice, node movement, label launch, label acceptation, ter-
mination judgement, and postprocess, as shown in Figure 5.

Step 1. Initialization. Nodes are allotted with labels (e.g.,
node’s id) and random positions, then the node importance
of all nodes is computed.

(1) Set S =V , BðviÞ = fðli1 = i, ci1 = 1Þg, Pvi

�! = ðxi ∈ ½−ðL/
2Þ, L/2�, yi ∈ ½−ðW/2Þ,W/2�Þ, and Dvi

�! = 0! for vi ∈
V , r = 1, and t = 1. Here, S represents the node
set where nodes have not been updated

(2) Node importance is calculated, then the nodes in S
are ordered in ascending order of node importance.

Step 2. Node choice. Node vi is chosen to update its labels,
which satisfies Ivi =min ðIvj ∣ vj ∈ SÞ, then set BðviÞ =∅.

Nodes with small importance can be influenced by nodes

with large importance easily [18], then the labels of nodes
with small importance are preferentially updated.

Step 3. Node movement. Node vi moves to a new position
according to its displacement.

(1) The displacement of node vi is calculated by

D
!

vi
= − 〠

vj∈Z við Þ

P
!

vi
− P

!
vj

P
!

vi
− P

!
vj

��� ��� × FA
viv j

+ 〠
vj∈Z við Þ

P
!

vi
− P

!
vj

P
!

vi
− P

!
vj

��� ��� × FR
viv j

,

FR
viv j

= W × L
N × xviv j

ð8Þ

(2) The position of the node is updated by

P
!
vi
= P

!
vi
+

D
!

vi

D
!

vi

��� ��� ×min D
!
vi

��� ���, min W, Lð Þ
4

� �
ð9Þ

(3) If node vi is out of the layout area, then its posi-
tion is restricted in the layout area by equations
(10) and (11)

xvi =min L
2 , max −

L
2 , xvi

� �� �
, ð10Þ

yvi =min W
2 , max −

W
2 , yvi

� �� �
ð11Þ

Step 4. Label launch. In this step, every node in the neigh-
bouring nodes of node vi sends its label with the maximal
belonging coefficient to node vi.

(1) For node vj in ZðviÞ, label lv j is chosen, which satisfies
cvj =max ðcvk ∣ ðlvk , cvkÞ ∈ BðvjÞÞ, then node vj sends
label lv j to node vi

(2) When label lv j reach node vi, it is assigned with label
importance calculated by equation (7), then BðviÞ =
BðviÞ ∪ ðlv j , LPlvj ,vj→vi

Þ
(3) The label importance is added when the labels with

the same id reach node vi

Step 5. Label acceptation. This step is used to accept useful
labels and filter the labels with small belonging coefficients.

(1) By normalizing the label importance of labels in
BðviÞ, BðviÞ = fðli1, ci1Þ,⋯, ðlij, cijÞ,⋯, ðliH , ciHÞg, cij =
LPlij

/∑H
k=1LPlik

Initialization

Node choice

Label launch
Label importance

Node importance

Node attraction
Node

movement

Label
acceptation

Termination
judgement

Post
processing

Figure 5: The process of LILPA. LILPA first initializes each node
with a unique label, chooses nodes to update according to node
importance, and moves nodes in the layout area according to node
attraction. Then, the neighbour nodes of the updating node
launch labels, and the updating node accepts labels according to
label importance. The above steps except initialization are
iteratively executed until all nodes are updated once. If LILPA
reaches termination condition, then it goes to postprocessing, else,
it returns to the step of node choice for the next iteration.
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(2) For label ðlij, cijÞ in BðviÞ, if cij < 1/R, then BðviÞ = B

ðviÞ − ðlij, cijÞ. The updated BðviÞ of node vi is gained
by normalizing again, then the updating of labels of
node vi is finished. Here, R is the filtering threshold

(3) If r =Nnode, then step 6 is executed, else the method
sets r = r + 1, S = S − fvig and returns to Step 2 to
update other nodes.

Step 6. Termination judgement. The minimal number set mt
of nodes signed by each community identifier is computed. If
mt =mt−1 or LILPA reaches the maximum number of itera-

tions, LILPA goes to Step 7 for postprocessing, else sets S =
V ,D

!
vi
= 0!, r = 1, t = t + 1 and returns to Step 2 for the next

iteration.

Step 7. Postprocessing. Nodes with label l are allocated to
community Ol. If nodes have multiple labels, then they are
assigned to multiple communities.

We apply LILPA to herbal semantic network and dis-
cover herb community set O = fO1,⋯,Oi,⋯,Okg, where k
is the number of herb communities. In each community Oi,
herbs have the same or similar efficacy for treating multiple
syndromes of a certain disease. Then, we can discover core
herbs for treating the syndromes by choosing nodes with
large degree in community Oi.

4. The Proposed Model

In this paper, we aim to import herb knowledge implied in
large-scale literature into core herb discovery. Thus, we pro-
pose CHDSC to analyse the semantics of herbs in literature
based on semantic analysis module ESSP2VEC, calculate
the semantic similarity among herbs to build herbal semantic
network, and discover herb communities and core herbs in

the network based on community detection module LILPA.
CHDSC includes three stages: corpus construction, herb net-
work establishment, and core herb discovery, whose process
is shown in Figure 6.

Before applying CHDSC to discover core herbs for treat-
ing a certain disease, we should choose a target disease; here,
we denote the target disease as T . After discussing with TCM
experts, we select keywords in Chinese about the TCM treat-
ment of disease T to search scientific literature in CNKI.

4.1. Corpus Construction. In this stage, corpus C about the
TCM treatment of disease T is built by preprocessing the
collected literature, which is used to train ESSP2VEC for ana-
lysing the semantics of herbs in literature.

Step 1.Word segmentation. Different from English sentences
that use space as the natural interval among words, Chinese
sentences are made up of continuous words. In order to ana-
lyse the semantics of Chinese words in literature, in this
paper, Chinese sentences of the full text of literature are
divided into Chinese words.

Step 2. Font conversion. Since traditional Chinese characters
may exist in the literature, we convert them into simplified
Chinese characters to make uniform the process.

Step 3. Redundant information removal. This step is to
remove messy code, punctuations, and English abstract to
obtain the pure corpus C, whose number of words is Nword.

4.2. Herb Network Establishment. In this stage, herbal seman-
tic network G is constructed by extracting the semantic word
vectors of herbs and calculating their semantic similarity to
reflect the relations between herbs and the target disease.

Step 1. Semantic analysis. Corpus C is input into ESSP2VEC
to analyse the semantics of words in literature. Then, we
obtain the semantic word vectors U .

Herb network establishmentCorpus construction Core herb discovery

Herb1

Herb2

Word
segmentation

Font conversion

Redundant 
information

removal

Semantic
analysis

Named entity
recognition

Semantic
similarity

calculation

Herb network
establishment

Word1

Word2

u1

u2

u1

u2

Herb
community
discovery

Core herb
discovery

Figure 6: The process of CHDSC.
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Step 2. Name entity recognition. All Chinese words in the
corpus including symptoms, syndromes, diseases, herbs,
and other words are used to train word embedding because
the semantics of herbs are contained in the contexts of words
[38]. Then, the results contain the semantic word vectors of
symptoms, syndromes, diseases, herbs, and other words. In
this step, the semantic word vectors UX of herbs is extracted
from U by name entity recognition, where X represents the
herbs existing in the collected literature. We construct a stan-
dard herbal name dictionary D according to the regulated
herb name in The Pharmacopoeia of the People’s Republic of
China [52]. If herbs exist in the corpus and the standard herb
thesaurus simultaneously, then we extract the herbs and their
semantic word vectors.

Step 3. Semantic similarity calculation. Here, we adopt cosine
similarity [53] to measure the semantic similarity among
herbs, which is defined as

Q wi,wj

� �
=

ui · uj

uij j uj

�� �� : ð12Þ

If the semantic similarity among herbs is greater than the
average value of all similarities among herbs, we consider
that they own similar efficacy and can treat some syndromes
of a disease.

Step 4. Herb network establishment. Herb semantic net-
work is constructed by herbs and their semantic similarity.
The herbs form nodes in the network, and if the similarity
of two herbs is greater than the average value of all simi-
larities among herbs, then an edge is formed between the
two herbal nodes.

4.3. Core Herb Discovery. In this stage, core herb set Dcore =
fDcore

1 ,⋯,Dcore
i ,⋯,Dcore

k g is discovered in herb community
O = fO1,⋯,Oi,⋯,Okg.

Step 1. Herb community discovery. Herbs in herb commu-
nities own the same or similar efficacy to treat multiple
syndromes of a disease. Herb communities are revealed
by LILPA.

Input: the collected literature, standard herb name dictionary D, the size of context windows c = 5, filtering threshold R;
Output: core herb set Dcore;
Stage 1 Corpus construction
C1 = Word-segmentation ();
C2 = Font-conversion (C1);
C = Redundant-information-removal (C2);
Stage 2 Herb network establishment
Step 1 Semantic analysis
U = ESSP2VECðC, cÞ;
Step 2 Name entity recognition
X =∅,UX =∅;
For each word wt in C
If wt ∈D

X = X ∪ fwtg and UX =UX ∪ futg;
End For
Step 3 Semantic similarity calculation
∀wi,wj ∈ X, i ≠ j
Calculate Qðwi,wjÞ by equation (12);

Step 4 Herb network establishment
V = X, E =∅;
For each herb wi in X
If Qðwi,wjÞ ≥∑∣X∣

j=1Qðwi,wjÞ/∣X∣
E = E ∪ fewiwj

g;
End For
Stage 3 Core herb discovery
Step1 Herb community discovery
O = LILPAðGÞ;
Step 2 Core herb discovery
For each community Oi in O
Dcore
i = herbs represented by the nodes having top-8 degree in Oi;

Dcore =Dcore ∪ fDcore
i g;

End For
Return Dcore ;

Algorithm 1: CHDSC.
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Step 2. Core herb discovery. In each community, nodes are
important if they have a large degree. We choose eight herbs
with top-8 degree in each community as core herbs.

4.4. Complexity Analysis. The complexity of CHDSC is
mainly in the two artificial intelligence modules. Here, we
briefly analyse the time complexity of ESSP2VEC and LILPA.

4.4.1. The Time Complexity of ESSP2VEC. The contextual
words are predicted based on each word taking time
OðcNwordÞ. We adopt an optimal strategy, negative sampling
[45], which considers the target word and its contextual
words as positive sample pairs and takes the target word
and random words as negative sample pairs, whose number
is Nneg. Then, the problem of predicting contextual words
can be replaced as a set of independent binary classification
tasks so as to independently predict the presence (or absence)
of contextual words [39] [40]. Then, equation (3) can be
rewritten as

p wc ∣wtð Þ = es wt ,wcð Þ

∑
c+Nneg
j=1 es wt ,wjð Þ : ð13Þ

Thus, the complexity of predicting the contextual words
of a word can be reduced to Oðcðc +NnegÞÞ. Then, predicting
the contextual words of all words costs time Oðcðc +NnegÞ
NwordÞ. For ESSP2VEC, we represent each word as its stroke
n-gram with structure and pinyin features and predict the
contextual words based on the ensemble features of the tar-
get word, then the total complexity is O ððLmaxðLmax + 1Þ/2Þ
cðc +NnegÞNwordÞ, where Lmax is the maximum length of
stroke n-gram. In general, c, Nneg, Lmax ≪Nword, then the
total complexity is near Oðh1NwordÞ, where h1 is a constant.
4.4.2. The Time Complexity of LILPA. The time complexity of
LILPA is estimated as follows.

(1) Initialization: the shortest distances among nodes are
calculated with time OðNnode log NnodeÞ. The Quick-
sort algorithm is adopted for sorting nodes by node
importance with time OðNnode log NnodeÞ. Thus, ini-
tialization costs time OðNnode log NnodeÞ

(2) Node choice: choosing a node to update its label costs
constant time

(3) Node movement: calculating the attractive and repul-
sive forces between node vi and its neighbours and
the displacement of node vi takes time Oð∣NðviÞ ∣ Þ

(4) Label launch: the neighbours of node vi cost the worst
time Oð∣NðviÞ ∣ n1 log n1Þ to send their labels, where
n1 is the maximum number of labels of the neigh-
bours of node vi. In general, n1 ≪Nnode, then label
launch needs constant time

(5) Label acceptation: accepting the labels of node vi
takes Oðn2Þ, where n2 is the number of labels reach-
ing node vi. In general, n2 ≪Nnode, then label accep-
tation takes constant time

(6) Termination judgement and postprocessing: the same
as COPRA [54], the former costs time OðβNnodeÞ and
the latter needs time Oððβ3 + 1ÞNnode + βðNnode +
MedgeÞÞ

For the label update process of node vi, Steps 2–5 need
constant time. Thus, updating the labels of Nnode nodes in
one iteration needs timeOðNnodeÞ. Thus, the time complexity
of LILPA is OðNnode log Nnode + ðβ3 + 2β + t + 1ÞNnode + β

MedgeÞ. In general, β, t≪Nnode,Medge, then the total
complexity is near OðNnode log Nnode + h2Nnode + h3MedgeÞ,
where h2 and h3 are constants.

5. Experiment Setup

In this section, we first introduce datasets, evaluation criteria,
and comparison algorithms, which are used to evaluate the
performance of artificial intelligence modules. Then, we take
a case study by choosing CGN as the target disease and apply
CHDSC to discover the core herbs for treating multiple syn-
dromes of CGN in TCM.

Table 2: Description of training and evaluation dataset.

Function Dataset Reference Task Scale

Training SogouCA [40] — 300 million words

Evaluation

WA-1124 [42] Word analogy 1124 instances

WS-240 [39] Word similarity 240 instances

WS-296 [39] Word similarity 296 instances

Table 3: Description of real-world networks.

Network Nnode Medge Ncom <k > Dia Reference

Karate 34 78 2 4.588 5 [55]

Dolphins 62 159 2 5.129 8 [56]

Football 115 615 12 10.661 4 [57]

Netscience 1589 2742 16 3.451 17 [58]

Power 4941 6594 – 2.669 46 [59]

PGP 10680 24316 – 4.554 24 [60]

Cond2003 31163 120029 – 7.703 16 [61]

Cond2005 40421 175693 – 8.693 18 [61]

Ncom: the number of communities; <k > : the average degree of networks; dia:
the diameter of networks.
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5.1. Data Description. For evaluating the effectiveness of the
semantic analysis module (i.e., word embedding algorithm
ESSP2VEC), we employ a universal data SogouCA shown
in Table 2, which contains 300 million words after prepro-
cessing by the same operation of corpus construction to train
ESSP2VEC to obtain word semantic vectors. Then, we use
datasets (1) WA-1124, (2) WS-240, and (3) WS-296 to eval-
uate the proposed module on word analogy and word
similarity tasks, respectively, as described in Section 5.2. For
estimating the performance of community detection module
(i.e., label propagation algorithm LILPA), we use eight real-
world networks shown in Table 3. Each algorithm indepen-
dently runs 50 times.

5.2. Evaluation Criteria. In order to evaluate the quality of
semantic word vectors obtained by word embedding
algorithms, we test them on word analogy and word similar-
ity tasks.

(i) Word analogy task is used to measure the model abil-
ity of exploring the semantic relations among words
[42] [45]. Given three words w1, w2, and w3, the
word embedding models judge word w4 that cor-
rectly answers the question “w1 to w2 is w3 to what?”
For example, there is a question “Beijing is to China
as Berlin is to what?” such that the cosine similarity
between vectors (vw2

− vw1
+ vw3

) and vw4
is maxi-

mized. By correctly answering this question, such as
Germany, the models are considered that they can
capture semantic relationships among words. We

adopt the test data WA-1124 with 1124 instances
for evaluating Chinese word semantic vectors [42]

(ii) Word similarity task is designed to evaluate the
model ability of capturing semantic relatedness and
closeness among words [39] [40]. Word similarity is
measured by the cosine similarity between the corre-
sponding word vectors, then we calculate the Spear-
man correlation coefficient between the word
similarity and the human similarity scores to esti-
mate the quality of word vectors. We adopt two
datasets WS-240 and WS-296 for evaluation [39]

In order to measure the quality of detected communities
in networks, we use two criteria Normalized Mutual Infor-
mation (NMI) and Overlap Modularity (OM). If the true
communities of real-world networks are known, the two cri-
teria are both adopted; otherwise, only OM is adopted.

(i) NMI is used to compute the difference between the
communities detected by algorithms and true com-
munity structures and varies between 0 and 1 [62].
The larger the value, the smaller the difference

(ii) OM reflects the quality of divisions assessed by the
relative density of edges within communities and
between communities [63], which varies between 0
and 1. The larger the value, the better the quality

5.3. Comparison Algorithms. To evaluate the effectiveness of
ESSP2VEC, we compare it with seven word embedding

Table 4: Results of word analogy and word similarity tasks.

Algorithm
Word analogy (%) Word similarity (%)

Average rank
WA-1124 WS-240 WS-296

CBOW 22.77 (7) 46.40 (8) 56.26 (7) 7.33

Skip-Gram 58.45 (3) 55.36 (2) 60.76 (4) 3.00

Glove 19.39 (8) 48.36 (7) 47.02 (8) 7.67

CWE 47.69 (6) 51.67 (5) 61.17 (3) 4.67

JWE 57.65 (4) 51.00 (6) 60.22 (6) 5.33

GWE 48.84 (5) 53.45 (4) 60.63 (5) 4.67

CW2VEC 63.17 (2) 54.85 (3) 61.41 (2) 2.33

ESSP2VEC 64.85 (1) 55.38 (1) 61.71 (1) 1.00

Table 5: Average value of NMI.

Algorithm Karate Dolphins Football Netscience Average rank

COPRA 0.3596 (8) 0.5976 (6) 0.8836 (7) 0.3566 (5) 6.5000

SLPA 0.6915 (3) 0.6678 (3) 0.8862 (6) 0.3651 (2) 3.5000

DLPA+ 0.5489 (5) 0.4753 (8) 0.9044 (2) 0.3858 (1) 4.0000

WLPA 0.5016 (6) 0.6599 (4) 0.9013 (3) 0.3350 (8) 5.2500

LPA_NI 0.6598 (4) 0.6436 (5) 0.8823 (8) 0.3636 (3) 5.0000

NGLPA 0.4408 (7) 0.7108 (2) 0.8887 (5) 0.3471 (7) 5.2500

LPANNI 0.7782 (2) 0.5809 (7) 0.8997 (4) 0.3627 (4) 4.2500

LILPA 0.9855 (1) 0.8125 (1) 0.9079 (1) 0.3526 (6) 2.2500
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algorithms, including (1) three general word embedding
algorithms CBOW [45], Skip-Gram [45], and GloVe [64],
which can be used for any languages, and (2) four Chinese
word embedding algorithms CWE [42], JWE [44], GWE
[65], and CW2VEC [39], which are designed for the Chinese
language and consider the radical, component, character, and
stroke n-gram features, respectively. For baselines, we set the
size of the contextual window equalling to ESSP2VEC.

To show that LILPA can find better communities, we
compare it with seven label propagation-based community
detection algorithms COPRA [54], SLPA [66], DLPA+ [67],
WLPA [68], LPA_NI [69], NGLPA [70], and LPANNI [49].
In this paper, we use the given parameters for baselines if
real-world networks are used in the original articles. Other-
wise, we utilize the ways proposed in the original articles to
gain the best solution.

5.4. Case Study. In order to further validate the effectiveness
of core herb discovery model CHDSC, we choose CGN as

the target disease to conduct a case study. After discussing
with TCM experts, we select keyword pairs in Chinese (1)
“chronic glomerulonephritis” and “Chinese medicine” and
(2) “chronic glomerulonephritis” and “Chinese native medi-
cine,” to search the scientific literature in CNKI. Then, we
apply CHDSC to analyse the collected literature to discover
the core herbs for treating different syndromes of CGN.

6. Results and Discussion

The results for word analogy and word similarity tasks are
shown in Table 4. The average values of NMI and OM for
real-world networks are shown in Tables 5 and 6, respec-
tively. We mark the optimal values in italics. The number
in brackets is the rank of methods for each task or network,
and the average rank of each algorithm is shown in the last
column. Finally, we choose CGN as the target disease to con-
duct a case study.

Table 6: Average value of OM.

Algorithm Karate Dolphins Football Netscience Power PGP Cond2003 Cond2005 Average rank

COPRA 0.2348 (8) 0.3741 (7) 0.5972 (6) 0.8784 (7) 0.1696 (8) 0.5117 (8) 0.6306 (5) 0.4256 (8) 7.1250

SLPA 0.3742 (5) 0.4757 (5) 0.6016 (3) 0.9043 (6) 0.6225 (6) 0.7641 (4) 0.6341 (2) 0.6019 (5) 4.5000

DLPA+ 0.4210 (2) 0.5166 (3) 0.5960 (7) 0.8456 (8) 0.5993 (7) 0.6761 (6) 0.4764 (8) 0.4371 (7) 6.0000

WLPA 0.3682 (6) 0.3695 (8) 0.5981 (5) 0.9279 (2) 0.7731 (2) 0.6231 (7) 0.5959 (6) 0.6117 (3) 4.8750

LPA_NI 0.4136 (4) 0.5055 (4) 0.5985 (4) 0.9140 (4) 0.7473 (4) 0.7861 (3) 0.6313 (3) 0.6111 (4) 3.7500

NGLPA 0.3314 (7) 0.5189 (2) 0.5848 (8) 0.9209 (3) 0.7631 (3) 0.8092 (1) 0.5907 (7) 0.4431 (6) 4.6250

LPANNI 0.4147 (3) 0.5423 (1) 0.6090 (1) 0.9070 (5) 0.6608 (5) 0.7575 (5) 0.6312 (4) 0.6175 (2) 3.6250

LILPA 0.4213 (1) 0.4003 (6) 0.6061 (2) 0.9319 (1) 0.7817 (1) 0.8001 (2) 0.6852 (1) 0.6223 (1) 1.8750
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Figure 7: Example of semantic word vectors of herbs.
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6.1. Results of Word Embedding Algorithm. As shown in
Table 4, we can find that ESSP2VEC obtains the best result
in all tasks. For word analogy task, CBOW and Glove achieve
about 20% accuracy, CWE and GWE obtain over 40% accu-
racy, Skip-Gram and JWE gain over 50% accuracy, and the
accuracy of CW2VEC and ESSP2VEC is over 60%. In gen-
eral, the proposed algorithm ESSP2VEC outperforms the
best baseline CW2VEC. For word similarity task in terms
of WS-240, CBOW and Glove gain over 40% accuracy and
other algorithms achieve over 50% accuracy. ESSP2VEC out-
strips the best baseline Skip-Gram. For word similarity in
terms of WS-296, the accuracy of CBOW and Glove is under
60%; on the contrary, other algorithms obtain over 60% accu-
racy. ESSP2VEC outperforms the best baseline CW2VEC.

Thanks to the ideas of using the target word to predict its
contexts and the effectiveness of integrating the stroke, struc-
ture, and pinyin features of Chinese characters, ESSP2VEC
obtains the best average rank on word analogy and word sim-
ilarity tasks. Comparing with state-of-the-art word embed-
ding algorithms, we can consider that the proposed
algorithm ESSP2VEC can obtain good accuracy and analyse
the semantics of herbs in the literature.

6.2. Results of Label Propagation-Based Algorithm. As shown
in Table 5, we can find that LILPA obtains the best NMI for
the Karate, Dolphins, and Football networks and achieves the
best average rank, which illustrates that LILPA can discover
communities close to the true ones. In particular, LILPA
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Figure 8: Results of herb communities.
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outperforms the best baseline LPANNI over 20.73% for the
Karate network and outstrips the best baseline NGLPA over
10.17% for the Dolphins network. Although LILPA obtains
poor NMI than some algorithms for the Netscience network,
the difference with the optimal value is small. As shown in
Table 6, LILPA gains the first rank in five networks and the
second rank in two networks, then it achieves the best aver-
age rank. LILPA gets poor OM in the Dolphins network,
while it obtains the best NMI in this network. With the

increase of network scale, LILPA keeps good performance.
LILPA can find better communities in different scale net-
works than other baselines. In general, according to the aver-
age rank, LILPA outperforms baselines in terms of NMI and
OM, which is profited by node importance, node attraction,
and label importance. Compared with state-of-the-art label
propagation-based algorithms, we can infer that LILPA can
discover good communities and can detect high-quality herb
communities in the herbal semantic network.
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Figure 9: Results of core herbs in each community. Herbs in red circles are the core herbs identified correctly for treating multiple syndromes
of CGN. Herbs in yellow circles are complementary herbs.
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6.3. Results of the Application of CHDSC on CGN. In this sec-
tion, we choose CGN as the target disease T for the reason
mentioned in Section 1. According to the above experiments,
we can consider that CHDSC with ESSP2VEC and LILPA
can discover core herbs accurately. Then, we apply CHDSC
to discover core herbs for CGN treatment in TCM. After
searching the literature in CNKI, we collect 449 samples of lit-
erature by keywords “chronic glomerulonephritis” and “Chi-
nese medicine” and 677 samples of literature by keywords
“chronic glomerulonephritis” and “Chinese native medicine.”

After corpus construction, we obtain CGN corpus con-
taining 1126 samples of literature with 0.8 million words.
All articles are related to the TCM treatment of CGN, so
we expect semantic analysis can obtain high-quality
semantic word vectors of herbs, since a pure in-domain
corpus yields better performance than a mixed-domain
corpus [71].

After herb network establishment, we obtain the seman-
tic word vectors of 274 herbs and build a herbal semantic
network with 274 nodes and 1293 edges. Some nodes have
no edges with others because these herbs may have small
similarity with other herbs. In order to understand the
semantic word vectors intuitively, we choose two herbs dwarf
lilyturf tuber (Mai Dong) and combined spicebush root (Wu
Yao), discover the herbs owing large semantic similarity with
one of them, and visualize these herbs in a two-dimensional
surface. As shown in Figure 7, dwarf lilyturf tuber (Mai
Dong) and some herbs are clustered together (denoted as
O1 with red color), and combined spicebush root (Wu Yao)
and some herbs are also gathered together (denoted as O2

with green color). Meanwhile, we can observe that groups

O1 and O2 have obvious interval, then we can infer that
the semantic word vectors of dwarf lilyturf tuber and com-
bined spicebush root can reflect their characteristics to find
similar herbs. CHDSC can capture the semantics of herbs
in the literature to a certain extent and generate effective
semantic word vectors.

After core herb discovery, CHDSC discovers three
large herb communities in herbal semantic network as
shown in Figure 8. The herbs in the same community
own similar efficacy and can treat multiple syndromes of
CGN. According to the analysis of TCM experts, the herbs
in the blue community have the efficacies of nourishing
the liver and kidney and nourishing yin and blood, which
can be mainly used for treating the syndrome of deficiency
of both qi and yin and the syndrome of yin deficiency of
the liver and kidney. The herbs in the purple community
have the efficacies of removing dampness and diuresis,
clearing heat and removing toxicity and dispelling wind
evil and are often used for treating the syndrome of yang
deficiency of the spleen and kidney. Meanwhile, they can
be used to treat the syndromes of dampness-heat and
fluid-dampness. The herbs in the green community have
the efficacies of activating qi and eliminating dampness,
clearing heat and removing toxicity, and resolving masses,
which are used to treat the syndrome of liver depression
and qi stagnation. According to the pathogenesis of CGN
in TCM (intermingled deficiency and excess) and the
TCM treatment points for CGN (supple deficiency and
expel excess and strengthening vital qi to eliminate patho-
genic factor) [36, 37], we find that the herbs in the blue
community are mainly used for supplying deficiency and

Table 7: Top-8 herbs in blue community.

Herb (Chinese pinyin) Herb (English name) Degree Closeness centrality

Sha Shen Coastal glehnia root 26 0.35

Bu Gu Zhi Malaytea scurfpea fruit 25 0.33

Sang Ji Sheng Chinese taxillus herb 23 0.35

Mai Dong Dwarf lilyturf tuber 22 0.34

Nv Zhen Zi Glossy privet fruit 20 0.30

Lu Jiao Jiao Deerhorn glue 17 0.31

Shu Di Huang Prepared rehmannia root 15 0.28

Bai Shao Debark peony root 15 0.34

Table 8: Top-8 herbs in purple community.

Herb (Chinese pinyin) Herb (English name) Degree Closeness centrality

Tong Cao Ricepaperplant pith 39 0.40

Xuan Shen Figwort root 35 0.39

Sheng Jiang Fresh ginger 34 0.38

Ren Dong Teng Honeysuckle stem 33 0.41

Chen Pi Dried tangerine peel 32 0.39

Yu Jin Turmeric root tuber 32 0.40

Mu Dan Pi Tree peony root bark 29 0.41

Jie Geng Platycodon root 28 0.37
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the herbs in the purple and green communities are mainly
used for expelling excess. Thus, the herbs in the blue com-
munity are necessary for treating CGN in TCM, and the
ones in the purple and green communities are used to
treat the secondary symptoms. CHDSC discovers herb
communities where herbs can treat most primary syn-
dromes of CGN; however, herbs in herb communities do
not cover all syndromes of CGN, which may be because
some syndromes are less recorded in the literature and
the scale of the literature is limited.

The herbs represented by the nodes with the top-8 degree
in each community are regarded as core herbs for treating
multiple syndromes of CGN as shown in Figure 9 (their
Chinese pinyin and English name are shown in Tables 7–
9). According to the analysis of TCM experts, for the herbs
with the top-8 degree, the herbs in red circles are the core
herbs identified correctly for treating the CGN syndromes
represented by corresponding herb communities and the
herbs in yellow circles are complementary herbs (the core
herbs identified correctly are indicated in italics in
Tables 7–9). It is seen that CHDSC can discover core herbs
for treating most syndromes of CGN with high accuracy
from large-scale literature, which can give references for the
clinical application of herbs. Thus, we can consider that
CHDSC can automatically discover core herbs for treating a
disease from large-scale literature. The herbs in red circles
are core herbs and can be used to treat main symptoms of
CGN; the herbs in yellow circles are used to play support effi-
cacy according to the symptoms of patients because patients
may suffer from other diseases and need to be treated at the
same time.

In order to further explore the herbal semantic network,
we analyse its community size, degree, and closeness central-
ity distributions to mine the rules of CGN core herbs.

(i) Community size distribution can reflect the commu-
nity number of networks and the number of nodes
in each community

(ii) Degree distribution can measure the number of
nodes with different degrees

(iii) Closeness centrality distribution can reflect the
number of nodes with different closeness. The close-
ness centrality of a node is a measure of centrality in

a network. The more central a node is, the closer it is
to other nodes

The results are shown in Figure 10, and the degree and
closeness centrality values of core herb nodes are shown in
Tables 7–9. As shown in Figure 10(a), there are three large
communities, in which each community owns more than
25 nodes. Other communities are small and only have few
nodes because the literature records complex symptoms
and syndromes, and these herbs in small communities are
used to treat other symptoms of patients. Thus, core herbs
are discovered from the three communities for treating the
main symptoms and syndromes of CGN in TCM. As shown
in Figures 10(b) and 10(c) and Tables 7–9, the degree and
closeness centrality of core herb nodes concentrate on the
range of [15, 40] and [0.25, 0.45], respectively. It suggests that
core herbs are represented by the important and central
nodes in the herb network. Thus, if we construct a new herb
network from new literature, then we can prejudge the core
herbs for treating CGN according to their degree and close-
ness centrality, which can reduce cost and increase accu-
racy. For other diseases, we also can utilize the above
rules to prejudge core herbs according to their degree and
closeness centrality. So, these circled states can reflect the
distribution rules of core herbs and are important for
doctors and researchers to explore core herbs for CGN
and other diseases.

7. Conclusions

In this paper, we study the problem of core herb discovery
in TCM and propose an artificial intelligence model
CHDSC to discover core herbs for treating a certain dis-
ease from large-scale literature based on semantic analysis
and community detection, in which word embedding algo-
rithm ESSP2VEC is designed to analyse the semantics of
herbs in the literature, and label propagation-based algo-
rithm LILPA is used to discover herb communities and
core herbs. In the case study, CHDSC discovers three large
herb communities where herbs can treat most syndromes
of CGN and identifies core herbs for treating these syn-
dromes with high accuracy. CHDSC can discover effective
core herbs, which is helpful for the clinical application of
herbs and formulae. In addition, the proposed model is

Table 9: Top-8 herbs in green community.

Herb (Chinese pinyin) Herb (English name) Degree Closeness centrality

Wu Yao Combined spicebush root 48 0.42

Sheng Ma Largetrifoliolious bugbane rhizome 36 0.38

Bian Xu Common knotgrass herb 35 0.32

Mo Yao Myrrh 35 0.34

Zhen Zhu Mu Nacre 34 0.34

Lu Gen Reed rhizome 33 0.38

Lu Xian Cao Pyrola herb 23 0.31

Qing Pi Immature tangerine peel 23 0.38
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introduced to discover core herbs for treating CGN as an
example; it also can be applied to other diseases.

We also find that some syndromes cannot be covered by
discovered core herbs and some core herbs with low degree
(e.g., asiatic cornelian cherry fruit (Shan Zhu Yu) in blue
community) are not discovered. These syndromes may be
less recorded in the literature, and the collected literature
may not contain the usage of these core herbs in most cases.
Improving the semantic analysis and community detection
modules is an important area of future research. For example,
importing the “Sovereign-Minister-Assistant-Courier” com-
bination rule in LILPA can combine TCM domain knowl-
edge with community detection to guide label propagation
and form a supervised way. The source and scale of litera-
ture have the influence on results, so enlarging the scale of
the corpus and selecting authoritative literature can
enhance the accuracy. In addition, for the Chinese word
embedding algorithm ESSP2VEC, we can consider the syn-
tax and Part of Speech (POS) [72] as features and predict
the contextual words based on soft tree [73] to learn the
semantics of Chinese words, which will also be the subject
of future research.
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Objective. The purpose of this study was to investigate the relationship between miR-152-3p and the KLF4/IFITM3 axis, thereby
revealing the mechanism underlying colon cancer occurrence and development, consequently providing a promising target for
colon cancer treatment. Methods. Bioinformatics methods were implemented to analyze the differential expression of miRNAs
and mRNAs in colon cancer, confirm the target miRNA, and predict the downstream targeted mRNAs. qRT-PCR and Western
blot were performed to detect the expression of miR-152-3p, KLF4, and IFITM3. CCK-8 and colony formation assays were
conducted for the assessment of cell proliferation, and flow cytometry was carried out for the detection of cell apoptosis. Finally,
dual-luciferase reporter gene assay was employed to verify the targeting relationship between miR-152-3p and KLF4. Results.
miR-152-3p was highly expressed in colon cancer cells, whereas KLF4 was poorly expressed. Dual-luciferase assay verified that
miR-152-3p targeted to bind to KLF4 and suppressed its expression. Moreover, silencing miR-152-3p or overexpressing KLF4
was found to downregulate IFITM3, thereby inhibiting cell proliferation and potentiating cell apoptosis. In rescue experiments,
we found that miR-152-3p deficiency decreased the expression of IFITM3 and weakened cancer cell proliferation, and such
effects were restored when miR-152-3p and KLF4 were silenced simultaneously. Conclusion. In sum, we discovered that miR-
152-3p can affect the pathogenesis of colon cancer via the KLF4/IFITM3 axis.

1. Introduction

Colon cancer is the fourth common malignant tumor world-
wide and the fifth cause of cancer-related deaths, with con-
firmed cases around 1,096,601 in 2018 and deaths up to
551,269 1. Due to the change in people’s lifestyle and diet,
the morbidity of colon cancer annually increases, and the
age of people suffering from this cancer tends to be lower,
leading to a high rank (3th) among gastrointestinal malignan-
cies in China 2. Therapies currently for colon cancer mainly
include surgical resection, chemotherapy, radiotherapy, and
targeted therapy-based comprehensive treatment 3, but the
efficacy in advanced patients remains poor with clinical
symptoms partially relieved 4. Statistically, for the patients
with no metastasis, with local metastasis, and with distant
metastasis, their 5-year survival rate was 90%, 70%, and
10%, respectively 5. Thus, exploring biomarkers for early

diagnosis of colon cancer and therapeutic targets is beneficial
for better treatment and prognosis.

KLF4 (Kruppel-like factor 4), a zinc finger transcription
factor, is involved in the regulation of thymocyte as well as
the colonic goblet cell proliferation, differentiation, apopto-
sis, and metabolism 6, 7. Studies have proved that KLF4 is
differentially expressed in various human cancers, such as
prostate cancer 8, liver cancer 9, and breast cancer 10. In
addition, KLF4 has been considered as a molecular target that
can be used in cancer treatment. For example, FBXO32 can
promote the degradation of the KLF4 proteasome to suppress
the occurrence of breast cancer 11. In hepatocellular carci-
noma, KLF4 can function on cell growth and migration via
the CDH3/GSK-3β axis 12, while in colon cancer KLF4 is
always reported acting as an oncogene. Decreased KLF4
was observed to inhibit NDRG2 signal-dependent cell prolif-
eration in colorectal cancer, which provides a theoretical
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basis for early diagnosis and treatment 13. Moreover, KLF4
can enhance the sensitivity of colon cancer cells to cisplatin
through altering the expression of HMGB1 (high-mobility
group box 1) and hTERT (human telomerase reverse tran-
scriptase) 14. Another study also found that IFITM3 is a
direct transcription target of KLF4 in colon cancer, and
decreased KLF4 leads to the upregulation of IFITM3, thereby
promoting progression and metastasis 15.

In the present study, we predicted that there were tar-
geted binding sites of miR-152-3p on KLF4 3′UTR and
found that miR-152-3p was highly expressed in colon cancer,
which has never been reported. In view of this, we made fur-
ther efforts and confirmed that miR-152-3p targeted KLF4 to
mediate the expression of IFITM3 and affect the develop-
ment of colon cancer.

2. Materials and Methods

2.1. Bioinformatics Analysis. Expression profiles of mRNAs
andmiRNAs associated with colon cancer were obtained from
TCGA database (https://portal.gdc.cancer.gov/). “edgeR”
package was employed to perform differential analysis
(∣log FC ∣ >2, padj < 0:05) to find the differentially expressed
miRNAs (DEmiRNAs), which were subjected to survival anal-
ysis combined with the matched clinical information. Three
databases miRDB (http://mirdb.org/), miRTarBase (http://
mirtarbase.mbc.nctu.edu.tw/php/index.php), and TargetScan
(http://www.targetscan.org/vert_71/) were applied to predict
the targets of the target miRNA. Venn diagram was plotted
to find the candidate targeted mRNAs.

2.2. Cell Culture. Human normal colon cell line CCD-18Co
(BNCC337724), human embryonic kidney cell line HEK-
293T (BNCC338274), and colon cancer cell lines HT29
(ATCC HTB-38), HCT116 (BNCC337692), and SW480
(BNCC100604) were all purchased from the American Type
Culture Collection. All cells were grown in Dulbecco’s Mod-
ified Eagle’s Medium (DMEM; Gibco, Thermo Fisher Scien-
tific, Inc., Waltham, MA, USA) containing 10% fetal bovine
serum (FBS; HyClone; GE Healthcare Life Sciences, Logan,
UT, USA) and 100U/mL streptomycin/penicillin (Gibco;
Thermo Fisher Scientific, Inc.) and maintained in 5% CO2
at 37°C. Mediums were replaced every 2 or 3 days.

2.3. Cell Transfection. miR-152-3p mimic, miR-152-3p
inhibitor, si-KLF4, and their negative controls (mimic NC,
inhibitor NC, and si-NC) were purchased from GenePharma
(Shanghai, China). Overexpression plasmids targeting KLF4
and IFITM3 (oe-KLF4 and pre-IFITM3) and their negative
controls (oe-NC and pre-NC) were ordered from Miaoling
Biotechnology (Wuhan, China). For transfection, Lipofecta-
mine 2000 (Thermo Fisher Scientific, Inc.) was used follow-
ing the manufacturer’s instructions. Transfected cells were
maintained in DMEM containing 5% CO2 at 37

°C for subse-
quent experiments. All cells grew in complete mediums for at
least 24 h and were washed in PBS (pH 7.4) before
transfection.

2.4. qRT-PCR. Total RNA was extracted using TRizol (Invi-
trogen), treated by DNase I (TaKaRa) for the removal of

the genomic DNA, and then reversely transcribed into cDNA
by reverse transcriptase M-MLV (TaKaRa). Applied Biosys-
tems 7300 Real-Time PCR System (Applied Biosystems,
USA) was employed to test the KLF4 mRNA expression,
and the result was expressed in 2-ΔΔCt. Primer sequences were
as follows: KLF4-F: 5′-ATGGCTGTCAGCGACGCGCTGC-
3′, KLF4-R: 5′-TTAAAAATGCCTCTTCATGTGTAAGG
CG-3′; GAPDH-F: 5′-GCACCGTCAAGCTGAGAAC-3′,
GAPDH-R: 5′-TGGTGAAGACGCCAGTGGA-3′.

RNAiso technology (TaKaRa, Dalian, China) was applied
to isolate the total RNA from cancer cells and solid tumors.
The expression of miR-152-3p was analyzed by a TaqMan
RT kit (Applied Biosystems) and TaqMan MicroRNA kit
(Applied Biosystems) under the Applied Biosystems 7300
Real-Time PCR System (Applied Biosystems, USA), and 2-
ΔΔCt was performed to normalize the miR-152-3p expression.
The primers were designed as follows: miR-152-3p-F: 5′
-ACACTCCAGCTGGGTCAGTGCATGACAG-3′, miR-
152-3p-R: 5′-CTCAACTGGTGTCGTGGAGTCGGCAA
TTCAGTTGAGCCAAGTT-3′; U6-F: 5′-GCTTCGGCA
GCACATATACTAAAAT-3′, U6-R: 5′-CGCTTCAGAAT
TTGCGTGTCAT-3′.

2.5. Western Blot. After 48 h of transfection, cells were
washed in cold PBS for three times and then lysed on ice with
whole cell lysate for 10min, with the concentration of the
product sequentially determined using the BCA protein assay
kit (Thermo Fisher Scientific, Waltham, MA, USA). Subse-
quently, 30μg of the total proteins was separated by poly-
acrylamide gel electrophoresis (PAGE) and then transferred
onto polyvinylidene fluoride (PVDF) membranes (Amer-
sham, USA). After being blocked in 5% skim milk at room
temperature for 1 h, the membranes were incubated over-
night at 4°C with primary antibodies, followed by horserad-
ish peroxidase- (HRP-) labeled secondary antibody goat
anti-rabbit IgG H&L (ab6721, 1 : 2000, Abcam, Cambridge,
UK) at room temperature for 1 h. Primary antibodies
included KLF4 rabbit polyclonal antibody (ab215036,
1 : 1000, Abcam, Cambridge, UK), IFITM3 rabbit polyclonal
antibody (ab109429, 1 : 1000, Abcam, Cambridge, UK), and
GAPDH rabbit polyclonal antibody (ab9485, 1 : 2500,
Abcam, Cambridge, UK). PBST (PBS buffer containing
0.1% Tween-20) was used to wash the membranes after each
reaction. An optical luminometer (GE, USA) was employed
to visualize the protein bands.

2.6. Dual-Luciferase Reporter Gene Assay. Amplified wild-
type (WT) and mutant (MUT) KLF4 3′UTR were inserted
into the pMIR reporter vectors (Ambion; Thermo Fisher Sci-
entific, Inc.). Constructs WT-KLF4 and MUT-KLF4 were
cotransfected with the miR-152-3p mimic/miR-152-3p
inhibitor or their negative controls into HEK-293T cells
(BNCC338274), respectively. The Renilla luciferase vector
pRL-TK (TaKaRa, Dalian, China) was taken as the internal
reference. The luciferase activity was assayed by a luciferase
reporter kit (Promega, Madison, WI).

2 Computational and Mathematical Methods in Medicine

https://portal.gdc.cancer.gov/
http://mirdb.org/
http://mirtarbase.mbc.nctu.edu.tw/php/index.php
http://mirtarbase.mbc.nctu.edu.tw/php/index.php
http://www.targetscan.org/vert_71/


RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

2.7. CCK-8. 96-well plates were used for cell culture at a den-
sity of 1 × 104 cells/well. The specific procedures proceeded
as previously described 16. According to the protocols of

the CCK-8 kit (Dojindo, Japan), cell viability was examined
at 0, 24, 48, and 72h, respectively. The absorbance at
450 nm in wavelength of each well was read.
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Figure 1: Bioinformatics analysis. Volcano plots were made to find the (a) DEmiRNAs and (b) DEmRNAs in TCGA-COAD dataset. (c)
Survival analysis was performed, and it was found that miR-152-3p was of remarkable survival significance. (d) Venn diagram was plotted
to find the candidate target genes from the predicted mRNAs of miR-152-3p and the DEmRNAs in TCGA-COAD dataset. (e) miR-152-
3p was shown to be significantly upregulated in the colon cancer tissue in TCGA-COAD dataset. (f) KLF4 was verified to be noticeably
lowly expressed in cancer tissue in TCGA-COAD dataset.
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2.8. Colony Formation Assay. Transfected cells were seeded
into 6-well plates (1 × 103 cells/well) and cultured in DMEM
supplemented with 10% FBS at 37°C. After two weeks, the
cells were washed in PBS, fixed with 10% formalin, and
stained by 0.1% crystal violet (Sigma, USA). Cell colonies that
were visible to the naked eyes were counted at the end.

2.9. Flow Cytometry. Annexin V and Propidium Iodide (PI)
fluorescein staining kits (Bender MedSystems, Austria) were
applied in this experiment. 5 × 105 cells were suspended in
500μL (1x) binding buffer (10mM HEPES pH 7.4, 140mM
NaCl, and 2.5mM CaCl2) for preparation. Then, the cell sus-
pension was incubated with Annexin V (1 : 20) for 5min,
followed by PI for another 15min. Cell apoptosis was ana-
lyzed by flow cytometry, and cell apoptotic rate was
calculated.

2.10. Statistical Analysis. All data were processed by the SPSS
22.0 software (SPSS Inc., Chicago, IL, USA) and GraphPad
Prism 6.0 software (GraphPad Prism 6.0; San Diego, CA,
USA). Mean ± standard deviation (SD) was used to express
the measurement data, while t test and one-way ANOVA
were performed to analyze the differences between two
groups and among multiple groups. All results were repre-
sentative of at least three independent experiments. p < 0:05
was considered statistically significant.

3. Results

3.1. Bioinformatics Analysis. In all, 239 DEmiRNAs
(Figure 1(a)) and 2065 DEmRNAs (Figure 1(b)) were obtained
by differential analysis. Among the DEmiRNAs, 4 miRNAs
(miR-145, miR-152, miR-193b, and miR-216a) with survival
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Figure 2: miR-152-3p is upregulated in colon cancer cells and affects cancer cell proliferation and apoptosis. miR-152-3p was significantly
increased in (a) colon cancer cell lines HT29, HCT116, and SW480 relative to the normal cell line CCD-18Co. (b) qRT-PCR, (c) CCK-8,
(d) colony formation assay, and (e) flow cytometry were conducted to assess the expression of miR-152-3p, cell viability, colony-forming
ability, and apoptosis in each treatment group (∗ means p < 0:05).
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Figure 3: Continued.
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significance were screened, of which miR-152 exhibited a signif-
icant correlation with the survival of colon cancer (Figure 1(c))
and was remarkably elevated in the colon cancer tissue
(Figure 1(e)). Relevant literature reported that miR-152 is
involved in the ceRNA network 17. Thus, miRDB, miRTarBase,
and TargetScan databases were used to predict the targets for
miR-152, and eventually, 68 targeted mRNAs were obtained.
Thereafter, 4 candidate mRNAs, including KLF4, BMP3,
NPTX1, and ARID3A (Figure 1(d)), were identified from the
intersection of these predicted mRNAs and downregulated
DEmRNAs in TCGA. KLF4, which was observed to be signifi-
cantly decreased in the cancer tissue in TCGA-COAD dataset,
was selected for follow-up analysis (Figure 1(f)).

3.2. miR-152-3p Is Highly Expressed in Colon Cancer Cells
and Affects the Proliferation and Apoptosis of Cancer Cells
In Vitro. In order to further investigate the role of miR-
152-3p in colon cancer, qRT-PCR was primarily conducted
to examine the expression of miR-152-3p in tumor cells
(Figure 2(a)). It turned out that the miR-152-3p expression
was significantly elevated in the cancer cell lines HT29,
HCT116, and SW480 relative to that in the normal cell line
CCD-18Co. Hence, the HT29 cell line where miR-152-3p
was most highly expressed was selected for follow-up
analysis.

miR-152-3p mimic, miR-152-3p inhibitor, and their neg-
ative controls were transfected into HT29 cells, respectively.
Transfection efficiency was detected by qRT-PCR, and it
was found that miR-152-3p was remarkably overexpressed
or silenced in cells transfected with miR-152-3p mimic or
inhibitor (Figure 2(b)). Thereafter, CCK-8 and colony for-
mation assays were performed for the examination of cell
proliferation. As shown in Figures 2(c) and 2(d), cells trans-
fected with miR-152-3p mimic had an increased cell viability
and stronger colony-forming ability, whereas cells with low
miR-152-3p expression were accompanied with a reduced
cell proliferation. Moreover, as revealed by flow cytometry,

miR-152-3p silencing greatly increased cell apoptosis
(Figure 2(e)).

3.3. Overexpression of KLF4 Mediates IFITM3 to Suppress the
Proliferation of Colon Cancer Cells. KLF4 as a potential target
of miR-152-3p is worthy of further exploration. Published lit-
erature reported that KLF4 can negatively mediate IFITM3
and plays a crucial role in the pathogenesis of colon cancer
15. Therefore, we firstly carried out qRT-PCR to detect the
expression of these two genes in colon cancer cell lines. Com-
pared with normal cells, KLF4 was significantly downregu-
lated in colon cancer cells, while IFITM3 was upregulated
(Figure 3(a)). Subsequently, Western blot was used to assess
the protein levels of KLF4 and IFITM3 in cells transfected
with oe-NC+pre-NC, oe-KLF4+pre-NC, and oe-KLF4+pre-
IFITM3, finding that IFITM3 was greatly decreased in the
oe-KLF4+pre-NC group by comparison with the oe-NC
+pre-NC group (Figure 3(b)).

Moreover, the KLF4 overexpression was found to reduce
cell viability and colony-forming ability as well as promote
cell apoptosis, yet such effects were reversed upon the coover-
expression of KLF4 and IFITM3 (Figures 3(c)–3(e)). Collec-
tively, it elucidated that KLF4 could function on the
progression of colon cancer by regulating the expression of
IFITM3, and its inhibitory effect on cancer cells could be sup-
pressed with the upregulation of IFITM3.

3.4. KLF4 Is a Direct Target of miR-152-3p. As mentioned
above, we predicted that miR-152-3p might target to regulate
KLF4 (Figure 4(a)). To deeply explore the relationship
betweenmiR-152-3p and KLF4, dual-luciferase reporter gene
assay was conducted, demonstrating that the markedly
decreased luciferase activity happened in cells transfected
with miR-152-3p mimic and WT-KLF4, while the highest
activity occurred in cells with the miR-152-3p inhibitor and
WT-KLF4 (Figure 4(b)). Western blot showed that the
miR-152-3p overexpression reduced the KLF4 protein level
but elevated the IFITM3 protein expression (Figure 4(c)).
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Figure 3: The overexpression of KLF4 mediates the IFITM3 expression to regulate colon cancer cell proliferation and apoptosis. (a) The
expression of KLF4 and IFITM3 in the normal cell line CCD-18Co and colon cell lines HT29, HCT116, and SW480 was detected by qRT-
PCR. (b) Western blot was carried out for the protein examination of KLF4 and IFITM3 in cells transfected with oe-NC+pre-NC, oe-
KLF4+pre-NC, and oe-KLF4+pre-IFITM3. (c) CCK-8, (d) colony formation assay, and (e) flow cytometry were performed to determine
cell viability, colony-forming ability, and cell apoptosis (∗ means p < 0:05).
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3.5. miR-152-3p Affects Colon Cancer Cell Growth via
Regulating the KLF4/IFITM3 Axis. To validate the regulation
of miR-152-3p on KLF4/IFITM3 and clarify the role of such
regulation in colon cancer, rescue experiment was carried
out. Inhibitor NC+si-NC, miR-152-3p inhibitor+si-NC, and
miR-152-3p inhibitor+si-KLF4 were used to transfect cells.
As plotted in Figure 5(a), KLF4 was greatly upregulated when
miR-152-3p was inhibited, whereas IFITM3 was significantly
downregulated. Notably, the IFITM3 protein level was recov-
ered near to the level in the inhibitor NC+si-NC group when
miR-152-3p and KLF4 were silenced concurrently. In addi-
tion, CCK-8 and colony formation assays revealed that the
low miR-152-3p expression repressed cell viability and

colony-forming ability, but such inhibitory effect was reversed
after KLF4 was silenced (Figures 5(b) and 5(c)). Moreover, in
agreement with the results concluded above, increased KLF4
indicated a high apoptosis rate, as shown in Figure 5(d).

4. Discussion

In our study, we first confirmed that miR-152-3p was highly
expressed in colon cancer cells, and silencing miR-152-3p
could inhibit cell proliferation and growth. Also, we found
that KLF4 was a direct target of miR-152-3p by conducting
bioinformatics methods and dual-luciferase reporter gene
assay. Finally, we used various experiments and elucidated
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Figure 4: miR-152-3p targets KLF4 and decreases its expression. (a) Binding sites of miR-152-3p on KLF4 3′UTR were predicted by the
bioinformatics method. (b) Dual-luciferase assay was done for the validation of the targeting relationship between miR-152-3p and KLF4.
(c) Western blot was conducted to test the protein expression of KLF4 and IFITM3 in each treatment group (∗ means p < 0:05).
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a miR-152-3p-dependent mechanism by which miR-152-3p
affected colon cancer cell proliferation and growth via the
KLF4/IFITM3 axis.

MicroRNAs (miRNAs) can promote the degradation and
inhibit the translation of mRNAs by interacting with 3′UTR
of the target genes in eukaryotic cells, thereby participating in
gene regulation in the posttranscriptional level 18. Being able
to be expressed in various malignancies 19, miRNAs can not

only serve as protooncogenes 20, 21 but also act as tumor
suppressor genes affecting tumorigenesis and cancer cell dif-
ferentiation 22. In diverse cancer tissues and cells, miR-152-
3p exhibits significantly different expression levels. For
instance, in breast cancer, the upregulation of miR-152-3p
exerts its antitumor role by negatively regulating PIK3CA
to suppress the activation of AKT and RPS6, thus inhibiting
the HCC1806 cell proliferation 23. However, in glioma 24
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Figure 5: miR-152-3p affects colon cancer cell proliferation and apoptosis via the KLF4/IFITM3 axis. (a) Western blot was carried out to
determine the protein expression of KLF4 and IFITM3 in cells transfected with inhibitor NC+si-NC, miR-152-3p inhibitor+si-NC, and
miR-152-3p inhibitor+si-KLF4. (b) CCK-8, (c) colony formation assay, and (d) flow cytometry were conducted to assay cell viability,
colony-forming ability, and apoptosis in each treatment group (∗ means p < 0:05).
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and leukemia 25, the expression of miR-152-3p was reported
to be elevated in cancer tissue and cells, which is significantly
higher than that in normal tissue and cells. Interestingly,
there is a study revealing that miR-152-3p is differentially
expressed in different T_stages (T1-T4) of colon cancer, with
increased expression in T2-T4 and relatively higher expres-
sion in T2 and T4 26. In this study, bioinformatics analysis
and qRT-PCR revealed that miR-152-3p was markedly ele-
vated in colon cancer tissue and cells, and silencing miR-
152-3p led to decreased cell proliferation but increased cell
apoptosis.

KLF4 is a transcription factor belonging to the Kruppel-
like family and mediates some basic biological progresses,
such as cell proliferation, differentiation, and migration 27.
KLF4 is highly expressed in colon cells, especially in well-
differentiated cells 28. In our research, KLF4 was verified to
be significantly downregulated in colon cancer cells. Addi-
tionally, when KLF4 was overexpressed, cancer cell prolifera-
tion was greatly repressed, indicating the antitumor role of
KLF4 overexpression in colon cancer. Some literatures have
reported underlying mechanisms of KLF4 in cancers. For
example, miR-10b mediates colorectal cancer cell metastasis
and proliferation via targeting KLF4 29, which is consistent
with our study. Furthermore, high KLF4 expression plays
an inhibitory role in colon cancer development through sup-
pressing IFITM3, which is an interferon-inducible gene over-
expressed in colorectal cancer 15. In the present study, we
conducted Western blot to assay the protein expression of
IFITM3 and also found that IFITM3 was significantly down-
regulated with the presence of KLF4 overexpression.

Furthermore, targeted binding sites of miR-152-3p on
KLF4 were predicted through bioinformatics methods,
and miR-152-3p was verified to suppress KLF4 via qRT-
PCR and Western blot. Dual-luciferase reporter gene assay
indicated that KLF4 was a direct target of miR-152-3p,
and that was in agreement with the report on glioma 24.
In the cell level, we found that silencing miR-152-3p was
observed to potentiate the synthesis of the KLF4 protein,
resulting in the inhibition of cell proliferation and the pro-
motion of apoptosis. Moreover, the trend of the expression
of miR-152-3p and IFITM3 was demonstrated to be con-
sistent. Rescue experiments elucidated that the expression
of IFITM3 was remarkably restored when miR-152-3p
and KLF4 were simultaneously silenced, indicating that
miR-152-3p might affect the IFITM3 expression by target-
ing KLF4, thus regulating colon cancer cell proliferation
and growth.

In conclusion, our study explored a miR-152-3p-depen-
dent mechanism by which miR-152-3p affects colon cancer
progression via the KLF4/IFITM3 axis, which was never
studied before. Our findings provide potent reference for
the molecular targeted therapy towards colon cancer.
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Objective. Esophageal cancer (ESCC) is reported to be the eighth most common malignant tumors worldwide with high mortality.
However, the functions of majority circRNAs in ESCC requires to be further explored. Methods. This study identified differently
expressed circRNAs in 3 paired ESCC using RNA-sequencing method. The interactions among circRNAs, miRNAs, and
mRNAs were predicted using bioinformatics analysis. Results. In this study, using RNA-sequencing method and integrated
bioinformatics analysis, 418 overexpressed circRNAs and 637 reduced circRNAs in ESCC sample were identified. Based on the
mechanism that circRNAs could play as ceRNAs to modulate targets expression, circRNA-miRNA and circRNA-miRNA-
mRNA networks were constructed in this study. Based on the network analysis, 7 circRNAs, including circ_0002255, circ_
0000530, circ_0001904, circ_0001005, circ_0000513, circ_0000075, and circ_0001121, were identified as key circRNAs in ESCC.
We found that circ_0002255 was related to the regulation of substrate adhesion-dependent cell spreading. circ_0001121 was
involved in regulating nucleocytoplasmic transport. circ_0000513 played a key role in regulating Adherens junction, B cell
receptor signaling pathway. Meanwhile, we observed circ_0000075 was involved in regulating zinc II ion transport, transition
metal ion homeostasis, and angiogenesis. Conclusion. We thought this study could provide novel biomarkers for the prognosis
of ESCC.

1. Introduction

In recent years, the functional importance of noncoding
RNAs (ncRNAs) in the tumorigenesis and the development
of cancers have been found. CircRNAs are a type of special
endogenous RNA molecules [1]. With the development of
high-throughput RNA sequencing, circRNAs were found to
be present in human cells. Emerging reports have revealed
the important roles of circRNAs in multiple human diseases,
such as malignant tumors [1–3]. The findings indicated that
circRNAs were abnormally expressed and involved in regu-
lating cancer proliferation and therapy resistance through
various mechanisms, such as sponging miRNAs or proteins,
and regulating RNA splicing and transcription [3–5].

Esophageal cancer (ESCC) is reported to be the eighth
most common malignant tumors worldwide with high mor-

tality [6, 7]. Previous studies showed more than 455800
patients were diagnosed with ESCC, and almost 400200
patients died from this disease [8]. Despite novel methods,
such as radiotherapy and chemotherapy, were used in the
ESCC treatment, the five-year survival rate of ESCC patients
is as low as about 25% due to distant metastasis and therapy
resistance [9, 10]. It is therefore of great importance to
explore an effective treatment to prevent ESCC progression.

A number of reports have indicated that circRNAs were
related to the development of ESCC. A report by Chen
et al. showed circLARP4 suppressed ESCC progression via
sponging miR-1323 and modulating PI3K signaling [11].
Another study by Pan et al. found that hsa_circ_0006948
modulated miR-490-3p/HMGA2 axis, thus regulating
tumorigenesis and EMT processes in ESCC [12]. Moreover,
the special expression pattern of circRNAs in ESCC was

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2020, Article ID 7958362, 12 pages
https://doi.org/10.1155/2020/7958362

https://orcid.org/0000-0002-9107-2928
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/7958362


validated as potential biomarkers for the prognosis of this
disease. For example, hsa_circRNA_100873 upregulation
was correlated to lymphatic metastasis of ESCC [13], and
Circ-SLC7A5 was validated as a potential prognostic circu-
lating biomarker for detection of ESCC, which was corre-
lated to advanced stage and worse prognosis [14]. Despite
a few studies revealed the functions of circRNAs in ESCC
[15, 16], the functions of majority circRNAs require to be
further explored.

Recently, the progress in RNA-sequencing method had
expanded the understanding of the molecular mechanism
of cancers. A series of novel mRNAs and noncoding RNAs
were revealed to be related to the tumorigenesis. For example,
Li et al. revealed that circDDX17 was downregulated in colo-
rectal cancer with RNA sequencing and suppressed tumor
development [17]. Huang et al. reported abundant mRNA,
circRNA, and lncRNA in blood could act as diagnostic
markers for cancers by using extracellular vesicles long
RNA sequencing [18]. Yu et al. found hsa_circ_0001445
was identified to be downregulated by RNA-sequencing
and suppress liver cancer metastasis [19]. Also, using
RNA-sequencing method could provide novel biomarkers
for ESCC.

This study identified differently expressed circRNAs in
ESCC using RNA-sequencing method. The interactions
among circRNAs, miRNAs, and mRNAs were predicted
using bioinformatics analysis. We thought this study was able
to provide novel biomarkers for ESCC.

2. Materials and Methods

2.1. Tissue Specimens. Three paired ESCC tissues and adja-
cent normal tissues were collected from patients who
received radical gastrectomy at the Department of Thoracic
Surgery, The First Affiliated Hospital of Soochow University,
from 2019 to 2020. All specimens were collected under the
guidance of the HIPAA protocol and supervised by the ethics
committee. TNM stage classification complied with the TNM
classification system of the International Union Against
Cancer (7th edition). These patients were diagnosed with
ESCC with average age: 62.7.

2.2. RNA-seq Analysis. The total RNA was isolated with
RNAiso Plus (TaKaRa Japan). The Ribo-Zero rRNA
Removal Kit (Illumina, San Diego, CA, USA) and the
CircRNA Enrichment Kit (Cloud-seq, USA) were used to
remove the rRNA and enrich the circRNAs. The RNA-seq
libraries were constructed by using TruSeq Stranded Total
RNA Library Prep Kit (Illumina, San Diego, CA, USA). The
libraries were denatured as single-stranded DNA molecules,
captured on Illumina flow cells, amplified in situ as clusters,
and finally sequenced for 150 cycles on Illumina HiSeq™
4000 Sequencer (Illumina, San Diego, CA, USA). All these
assays were conducted according to the manufacturer’s
instructions. The raw data were listed as a supplementary
table 1.

2.3. Identification and Quantification of Human circRNAs.
For each sample, the cleaned RNA-seq reads were first

mapped to the human reference genome (GRCh37/hg19,
UCSC Genome Browser [20]) by TopHat2 [21]. Then, the
unmapped reads of each sample in the TopHat2 results were
used to identify the circRNAs by UROBORUS pipeline [22].

2.4. Differential Expression Analysis. Differentially expressed
circRNAs between ESCC and normal samples were deter-
mined using the “limma” package (3.38.3) in R (5.3.2) [23,
24]. A paired Student’s t-test was used to identify any signif-
icant differences in circRNA expression between tumor and
tumor-adjacent normal tissues. The thresholds of fold-
change>2 were set to screen the significantly DESCCs.

2.5. Functional Analysis. Bioinformatics analysis was con-
ducted using the DAVID online database (https://david
.ncifcrf.gov/home.jsp) [25]. The results were visualized by
the imageGP online software (http://www.ehbio.com/
ImageGP/index.php/Home/Index/index.html).

2.6. Correlation Analysis of circRNAs and mRNAs in ESCC.
An Agilent circRNA and mRNA expression profile microar-
ray was used to screen the differentially expressed circRNA
and mRNA gene expression. The regulation of the mRNA
target expression of circRNAs was evaluated to investigate
whether circRNAs could act as “miRNA sponges.”
CircRNA-miRNA interaction analysis was conducted by
Cytoscape 3.2.1 software (Cytoscape Consortium). The size
of each node represents the number of putative miRNAs that
were functionally connected to each circRNA.

3. Result

3.1. Identification and Validation of Differentially Expressed
circRNAs in ESCC. By analyzing the expression pattern of
circRNAs between ESCC tumors and normal tissues, 1055
circRNAs were identified to be differently expressed in ESCC
tissues with fold change ≥2 (Figures 1(a) and 1(b)). Among
these circRNAs, 418 circRNAs were overexpressed, and 637
circRNAs were reduced in ESCC sample compared to nor-
mal tissues (Figure 1(c)). Heatmap and volcano plot analysis
demonstrated these significant differentially expressed
circRNAs (Figures 1(a) and 1(b)).

3.2. Enrichment Analysis of circRNAs’ Parental Genes. Fur-
thermore, we perform GO analysis to explore the potential
functional roles of circRNAs’ parental genes. Our results
showed that the top 10 biological processes related to paren-
tal genes of differently expressed circRNA included cellular
component organization, biosynthetic process, macromole-
cule biosynthetic process, primary metabolic process, RNA
metabolic process, and transcription from RNA polymerase
II promoter (Figure 2(a)). Meanwhile, the top 10 molecular
functions and cellular components related to these circRNAs’
parental genes were shown in Figures 2(b) and 2(c).

The KEGG analysis revealed that the pathways related to
parental genes of differently expressed circRNAs included
ErbB signaling pathway, focal adhesion, and lysine degrada-
tion (Figure 2(d)).
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Figure 1: Analysis of differentially expressed circRNAs in ESCC by RNA-sequencing. (a) Heatmap analysis of differentially expressed
circRNAs between ESCC and normal groups. (b) The volcano plot analysis of differentially expressed circRNAs between ESCC and
normal groups. (c) The summarization of upregulated and downregulated circRNAs between ESCC and normal groups.
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3.3. Construction of circRNA-miRNA-mRNA Network. A
number of studies showed circRNAs act as sponges of
miRNA to suppress their activities. Therefore, we con-
structed a circRNA-miRNA interaction network using bioin-
formatics methods. The interaction between circRNA and

miRNAs was predicted using circinteractome database
(https://circinteractome.nia.nih.gov/) [26].

Next, we constructed a circRNA-miRNA-mRNA net-
work in ESCC. The miRNA-mRNA pairs were identified
using Starbase [27] and TARGETSCAN [28] database. A
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Figure 2: In silico analysis of circRNAs’ parental genes. (a) Enrichment of the top 10 BP of circRNAs’ parental genes. (b) Enrichment of the
top 10 MF of circRNAs’ parental genes. (c) Enrichment of the top 10 CC of circRNAs’ parental genes. (d) Enrichment of the top 10 pathways
of circRNAs’ parental genes. The size: the number of genes. MF: molecular functions; CC: cellular components; BP: biological processes.
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total of 8975 mRNAs were identified as potential circRNA-
miRNA targets. Then, we extracted differently expressed
mRNAs in ESCC using GEPIA database [29]. Finally, ESCC
specific circRNA associated ceRNA network was con-
structed with Cytoscape 3.6.1 software [30], which included
7 circRNAs (circ_0002255, circ_0000530, circ_0001904,
circ_0001005, circ_0000513, circ_0000075, circ_0001121),
7 miRNAs (hsa-miR-31-5p, hsa-let-7i-5p, hsa-miR-4644,

hsa-miR-105-5p, hsa-miR-370-3p, hsa-miR-544a, hsa-miR-
17-3p), and 548 mRNAs (Figures 3(a) and 3(b)).

3.4. Enrichment Analysis of Key circRNAs in This Network.
Next, we conducted the bioinformatics analysis of Key
circRNAs in this network using Clue-GO plugin [31] in
Cytoscape 3.6.1 software. The results revealed that hsa_
circ_0002255 was related to the regulation of substrate
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adhesion-dependent cell spreading (Figure 4(a)). hsa_circ_
0001121 was involved in regulating nucleocytoplasmic
transport and protein export from nucleus (Figure 4(b)).

Moreover, we identified hsa_circ_0000513 played a key
role in regulating Adherens junction, B cell receptor pathway,
ERBB signaling, pri-miRNA transcription, regulation of
phosphatase activity, histone phosphorylation, and protein
processing in endoplasmic reticulum (Figure 4(c)). Among
these pathways, we specially indicated that ERBB signaling
was potentially regulated by this circRNA via PTPRJ, SOS1,
HIP1, PXN, and PIGU.

Meanwhile, we observed hsa_circ_0000075 was involved
in regulating zinc II ion transport, transition metal ion
homeostasis, angiogenesis, blood vessel development, extrin-
sic apoptotic signaling pathway, response to amino acid,
nucleocytoplasmic transport, response to acid chemical,
toll-like receptor 4, cellular response to hepatocyte growth
factor stimulus, chemotaxis transforming, and growth factor
beta2 production (Figure 4(d)).

3.5. The Dysregulation of Key miRNAs Was Related to the
Survival Time in ESCC. Next, we predicted the prognostic
value of key miRNAs in ESCC with TCGA data. The results
showed that higher expression level of hsa−let−7i
(Figure 5(a)), hsa−mir−4644 (Figure 5(b)), hsa−mir−17
(Figure 5(c)), hsa−mir−544a (Figure 5(d)), hsa−mir−105
(Figure 5(e)) were associated with shorter overall survival
time in ESCC patients.

4. Discussion

Recently, the circRNAs have been reported to be related to
ESCC. CircRNA dysregulation was related to prognosis and
tumor proliferation regulation of ESCC. For example, Zhang
et al. revealed 2,046 circRNAs were frequently altered in
ESCC tissues [32]. Su et al. identified 57 induced circRNAs
and 17 reduced circRNAs in radioresistant ESCC cells com-
pared to normal ESCC cells [33]. Also, the special functions
of several circRNAs had been clearly demonstrated. For
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Figure 4: Enrichment analysis of key circRNAs. (a) Enrichment of hsa_circ_0002255 in esophageal cancer. (b) Enrichment of hsa_circ_
0001121 in esophageal cancer. (c) Enrichment of hsa_circ_0000513 in esophageal cancer. (d) Enrichment of hsa_circ_0000075 in
esophageal cancer. The circle: biological pathways; the dots: genes.
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Figure 5: The dysregulation of key miRNAs was related to the survival time in ESCC (a–e) higher expression level of hsa−let−7i (a), hsa−mir
−4644 (b), hsa−mir−17 (c), hsa−mir−544a (d), hsa−mir−105 (e) were associated with shorter overall survival time in ESCC patients.
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example, CiRS-7 promotes growth and metastasis of ESCC
via regulation of miR-7/HOXB13 [34]. However, these stud-
ies just revealed a limited amount of circRNAs in ESCC.
According to circBase database, more than 50000 circRNAs
exited in human cells [35]. Therefore, this was still an urgent
need to identify differently expressed circRNAs in ESCC to
expand our understanding of the mechanism related to
ESCC development. In this study, using RNA-sequencing
method and integrated bioinformatics analysis, 418 overex-
pressed circRNAs and 637 reduced circRNAs in ESCC sam-
ple were identified. Based on the mechanism that circRNAs
could play as ceRNAs to modulate targets expression [36,
37], circRNA-miRNA and circRNA-miRNA-mRNA net-
works were constructed in this study. Based on the network
analysis, 7 circRNAs, including circ_0002255, circ_
0000530, circ_0001904, circ_0001005, circ_0000513, circ_
0000075, and circ_0001121, were identified as key circRNAs
in ESCC. We found that circ_0002255 was related to the reg-
ulation of substrate adhesion-dependent cell spreading. circ_
0001121 was involved in regulating nucleocytoplasmic trans-
port. circ_0000513 played a key role in regulating Adherens
junction, B cell receptor signaling pathway. Meanwhile, we
observed circ_0000075 was involved in regulating zinc II
ion transport, transition metal ion homeostasis, and
angiogenesis.

CircRNAs have been shown to function as regulators of
parental gene transcription and alternative splicing and
miRNA sponges. Exon–intron circular RNAs (EIciRNAs)
hold U1 snRNP through interaction with U1 snRNA, and
then, the EIciRNA–U1 snRNP complexes further interact
with Pol II transcription complex at the promoters of paren-
tal genes to enhance gene transcription and expression [38,
39]. Zhang et al. [39, 40] found that circEIF3J and circPAIP2
with higher expression levels can complement U1 and inter-
act with U1 small ribonucleoprotein to promote the tran-
scription of EIF3J and PAIP2 genes in cis. Intronic
circRNAs (CiRNAs) also positively regulate Pol II transcrip-
tion. For example, ci-ankrd52, generated from gene
ANKRD52, is capable of accumulating to its transcription
sites and regulates elongation Pol II machinery acting as a
positive regulator for transcription [39]. Moreover, circRNAs
could acted as ceRNAs to affect parental gene expression. For
example, circ-VANGL1 as a competing endogenous RNA
modulates VANGL1 expression via miR-605-3p [41]. Thus,
prediction of the molecular functions related to circRNAs’
parental genes could provide more clues to understand the
potential functions of circRNAs. The present study showed
the pathways related to parental genes of differently
expressed circRNAs included ErbB signaling pathway, focal
adhesion, and lysine degradation.

Recently, circRNA-mediated ceRNA pathways played a
crucial role in cancer initiation and development. For exam-
ple, circRNA-UCK2 suppressed prostate cancer viability and
metastasis through sponging miRNA-767-5p [42]. cir-
cFOXO3 was found to promote prostate cancer and glioma
progression through sponging miR-29a-3p [43] and miR-
138-5p [44]. CircPTPRA suppressed bladder cancer via
sponging miR-636 [45]. Also, several cancer-related ceRNA
networks were identified. Song et al. constructed a colorectal

cancer-related ceRNA network, which includes 13 circRNAs,
62 miRNAs, and 301 mRNAs [46]. In this study, we for the
first time built a miRNA-mRNA network in ESCC, containing
33 circRNAs and 158 miRNAs. hsa_circ_0001904, hsa-miR-
1273g-3p, hsa-miR-6089, hsa-miR-6873-3p, hsa-miR-8485,
and hsa-miR-939-5p were identified as key regulators in
ESCC. miR-1273g was found to suppress colorectal cancer
proliferation via activation of AMPK signaling [47]. hsa-
miR-6089 played a crucial role in regulating inflammation
through regulating TLR4 [48, 49]. miR-939 had been revealed
to be a key regulator in human cancers, including lung cancer
[50], colorectal cancer [51], tongue squamous cell carcinoma
[52], epithelial ovarian cancer [53, 54], and gastric cancer
[55]. Overexpression of this miRNA enhanced lung cancer
progression [50]. In gastric cancer, knockdown of miR-939
modulated metastasis and chemoresistance via dysregulation
of SLC34A2 and Raf/MEK/ERK pathway [55].

Also, we built an ESCC-related circRNA-miRNA-mRNA
network, including 7 circRNAs, 7 miRNAs, and 548 mRNAs.
Very interestingly, bioinformatics analysis showed that hsa_
circ_0000513 played a key role in regulating ERBB signaling
pathway, regulation of pri-miRNA transcription, and histone
phosphorylation in endoplasmic reticulum. ERBB signaling
pathway was reported to be activated in ESCC [56, 57]. For
example, inhibitors of ERBB signaling were found to sup-
press ESCC cell migration. miRNAs played an important role
in ESCC via affecting cell growth, migration, and autophagy.
Very interestingly, we showed hsa_circ_0000513 may affect
miRNA functions through modulating their transcription.
A recent study showed hsa_circ_0000075 participated in
the AF pathogenesis via TGF-beta signaling pathway.
However, the roles of hsa_circ_0000075 in ESCC remained
unclear. The present study showed that hsa_circ_0000075
was involved in regulating angiogenesis, blood vessel
development, and regulation of extrinsic apoptotic signal-
ing pathway.

Despite this study identified differently expressed cir-
cRNAs and predicted their functions in ESCC with bioinfor-
matics method, several limitations should be noted. Firstly,
the molecular functions and mechanisms of these circRNAs
should be further confirmed using experimental assays.
Secondly, the prognostic value of key circRNAs should be
further explored. The correlation between circRNAs expres-
sion and tumor stage, survival time should be further evalu-
ated with collected clinical samples. Finally, the raw data of
the Ribo-zero library-based RNA-seq data should be further
analyzed to confirm circRNA-mRNA interaction in the
future study.

In our study, we identified 418 overexpressed circRNAs
and 637 downregulated circRNAs in ESCC and conducted
bioinformatics to reveal the potential mechanisms and
molecular functions of these circRNAs in ESCC. We thought
this study could provide novel biomarkers for the prognosis
of ESCC.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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Background. Gastric cancer (GC) is one of the most commonmalignant tumors in the digestive system with high mortality globally.
However, the biomarkers that accurately predict the prognosis are still lacking. Therefore, it is important to screen for novel
prognostic markers and therapeutic targets. Methods. We conducted differential expression analysis and survival analysis to
screen out the prognostic genes. A stepwise method was employed to select a subset of genes in the multivariable Cox model.
Overrepresentation enrichment analysis (ORA) was used to search for the pathways associated with poor prognosis. Results. In
this study, we designed a seven-gene-signature-based Cox model to stratify the GC samples into high-risk and low-risk groups.
The survival analysis revealed that the high-risk and low-risk groups exhibited significantly different prognostic outcomes in
both the training and validation datasets. Specifically, CGB5, IGFBP1, OLFML2B, RAI14, SERPINE1, IQSEC2, and MPND were
selected by the multivariable Cox model. Functionally, PI3K-Akt signaling pathway and platelet-derived growth factor receptor
(PDGFR) were found to be hyperactive in the high-risk group. The multivariable Cox regression analysis revealed that the
risk stratification based on the seven-gene-signature-based Cox model was independent of other prognostic factors such as
TNM stages, age, and gender. Conclusion. In conclusion, we aimed at developing a model to predict the prognosis of gastric
cancer. The predictive model could not only effectively predict the risk of GC but also be beneficial to the development of
therapeutic strategies.

1. Introduction

Gastric cancer (GC) is the fifth most common malignancies
worldwide in 2018, accounting for 5.7% of total new cases
and 8.2% of cancer-related deaths [1]. Most GC cases are
from developing countries, and increased prevalence in the
younger population is observed [2]. The major risk factor
for GC is Helicobacter pylori infection, and its eradication
is considered as the most critical for the prevention of GC
[3]. Meanwhile, GC often exhibits a high metastasis rate,
and most GC patients are not effectively diagnosed at early
stages, where surgical resection could become unavailable,
which leads to the generally poor prognoses of GC patients
[4]. Therefore, there is an urgent need to focus on accurately

identifying markers of prognostic value, in order to provide
personalized treatment strategies and to improve the survival
of GC patients.

Thanks to the development in sequencing technologies,
the utilization of gene expression data makes it possible to
explore the molecular background of GC. GC is considered
a heterogeneous disease, and so far, several classifications
of molecular subtypes of GC have been established. The
genomic studies reveal that mutations in CDH1, ERBB4,
MET, and CD44 are closely associated with poor prognosis
in gastric cancer [5, 6]. A recent research has reported 4
molecular subtypes that can be identified using immuno-
histochemical analysis, the Pentaplex assay and certain
gene expression (VIM, ZEB1, MDM2, and CDKN1A), which
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are the mesenchymal-like type, Microsatellite-unstable type,
tumor protein 53- (TP53-) active and TP53-inactive types,
each of them characterized by distinctive prognosis and
recurrence patterns [7]. A 19-gene signature was developed

to distinguish grades and stages of GC, with an overall accu-
racy at 79.6%, but among those detected genes, only CLDN7,
CLDN1, and DPT exhibited significantly varied expression
when compared with normal tissues [8]. Notably, another
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Figure 1: The expression patterns and functionalities of prognostic genes in GC. (a) The expression patterns of the 24 prognostic genes
selected by differential expression analysis and univariable Cox regression analysis. The expression levels were scaled to -3 to 3. (b) The
pathways enriched by the 24 prognostic genes. The node color and size represent the statistical significance and the number of genes
included in the pathway.
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study has presented a prognostic scoring system developed
with 53 gene signatures for GC, including well-reported
cancer hallmark genes like FGFR4, CEP55, and MCM2 [9].
However, the identification of biomarkers with high prog-
nostic efficacy and the establishment of prognostic scoring
with fewer but more effective markers are still essential. In
the present study, we aimed at identifying a combination of
prognostic genes to predict the risk of GC and stratify the
samples, which might be beneficial to the development of
therapeutic strategies.

2. Materials and Methods

2.1. Data Acquisition. The gene expression data from the
Cancer Genome Atlas (TCGA) project [10] were collected
from the UCSC Xena database [11]. We only retained 350
gastric cancer and 32 normal tissues with detailed clinical
information. The independent validation dataset was col-
lected from Gene Expression Omnibus [12] (GEO) with
accession GSE84433. The TCGA dataset was normalized by
log-transforming the FPKM (Fragment Per Kilobase Per
Million Reads) +1. The microarray gene expression data of
GSE84433 was normalized following a previous study [13].
The former dataset was used for selecting genes for model
training, and the latter was used to validate the model
performance.

2.2. Selection of Prognostic Genes in Gastric Cancer. To select
the prognostic genes in gastric cancer, we first conducted
differential expression analysis between the gastric cancer
and adjacent normal tissues. Wilcoxon rank -sum test and
fold change were employed to identify the upregulated and
downregulated genes in gastric cancer. The adjusted p value
of 0.05 and fold change of 2 were chosen as the thresholds
for the differentially expressed genes (DEGs). Furthermore,
a univariate Cox regression analysis was conducted to iden-
tify those overall survival-associated genes from the DEGs
(p < 0:05). The optimal combination of prognostic genes
was selected by a stepwise method with the R language step
function. The gene sets with minimal Akaike information
criterion (AIC) values were selected as the predictors in the
multivariable Cox model.

2.3. Overrepresentation Enrichment Analysis (ORA). The
ORA was employed to identify the pathways enriched by a

given gene set. The Fisher’s exact test was used to test
the statistical significance of each pathway. The analysis
and visualization was implemented in the R package clus-
terProfiler [14].

2.4. Discovery of Drug-Target. The upregulated genes in the
gastric cancer samples with worse prognosis were used to
identify the potential therapeutic targets. The drug-target
data was curated by R maftools package [15] drugInterac-
tions, which searched for the drugs based on the genes.

2.5. Survival Analysis. The Cox proportional hazard regres-
sion analysis was employed to identify genes associated with
the overall survival of gastric cancer. The genes were binar-
ized based on the median of expression levels. The samples
were stratified into high-risk and low-risk groups based on
the median of risk scores estimated by the Cox model.

3. Results

3.1. Identification of Prognostic Genes in Gastric Cancer. To
identify the prognostic genes in gastric cancer, we first col-
lected gene expression data of 350 gastric cancer and 32
normal tissues from the Cancer Genome Atlas (TCGA)
project. Subsequently, we conducted a differential expres-
sion analysis of the gene expression data by comparing
the tumor with the normal tissues. Moreover, we also con-
ducted Cox regression analysis to identify the upregulated
and downregulated genes that were associated with overall
survival (OS) of the gastric cancer (adjusted p value < 0.05
and fold change > 1). Specifically, we identified a total of
24 prognostic genes in gastric cancer including 22 upregu-
lated and 2 downregulated genes (Supplementary Table S1,
Figure 1(a), adjusted p value < 0.05). To reveal the
functionality of these genes, we conducted overrepresentation
enrichment analysis (ORA) of the 24 prognostic genes and
found that these genes were enriched in cancer-related
pathways, such as PI3K-Akt signaling pathway, focal
adhesion, complement and coagulation cascades, and ECM-
receptor interaction. These results indicated that these
prognostic genes could not only act as predictors for OS
prediction but also be used for interpreting the reason of the
worse prognosis in gastric cancer.

Table 1: The hazard ratio and statistical significance of the seven signature genes in univariate and multivariate analyses.

Genes
Univariate analysis

p value
Multivariate analysis

p value
HR (95% CI) HR (95% CI)

CGB5 1.79 (1.28-2.50) 6.02E-04 1.78 (1.27-2.50) 8.99E-04

IGFBP1 1.66 (1.19-2.30) 2.63E-03 1.33 (0.95-1.87) 1.02E-01

OLFML2B 1.77 (1.27-2.48) 7.60E-04 1.64 (1.13-2.38) 9.36E-03

RAI14 1.82 (1.30-2.54) 4.19E-04 1.35 (0.93-1.96) 1.16E-01

SERPINE1 1.95 (1.39-2.72) 9.32E-05 1.62 (1.14-2.30) 6.66E-03

IQSEC2 0.71 (0.51-0.99) 4.35E-02 0.77 (0.55-1.07) 1.24E-01

MPND 0.65 (0.47-0.91) 1.14E-02 0.73 (0.51-1.03) 7.67E-02
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Figure 2: The gene expression levels of the seven gene signatures in the two risk groups. The differential expression levels of the seven
prognostic genes between the high-risk and low-risk groups in TCGA (a) and GSE84433 (b) datasets, which were referred to as training
and validation datasets, respectively. The red and blue boxes represent the high-risk and low-risk groups. (∗ < 0:05, ∗∗ < 0:01, ∗∗∗ < 0:001,
and ∗∗∗∗ < 0:0001).
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3.2. Construction and In Silico Validation of Multivariable
Cox Model for OS Prediction. With the 24 prognostic genes,
a stepwise method was employed to identify a subset of genes
in the multivariate analysis. Specifically, CGB5, IGFBP1,
OLFML2B, RAI14, SERPINE1, IQSEC2, and MPND were
selected by the multivariable Cox model (Table 1). The
samples in TCGA and the validation cohorts were then
stratified into high-risk and low-risk groups by the median
of the risk scores. The seven signature genes were
observed to be remarkably differentially expressed between
the two groups in both TCGA (Figure 2(a)) and the vali-
dation cohorts (Figure 2(b)). The log-rank test revealed
that the high-risk group had a significantly worse progno-
sis than the low-risk group (Figure 3(a)). Moreover, the
two groups in the validation cohort were also observed
to have significantly different prognostic outcomes in the
independent dataset (Figure 3(b)). Furthermore, we com-
pared the seven-gene-signature with others by Cui et al. [8]
and Wang et al. [9], and our proposed gene signatures exhib-
ited higher performance than the others (Supplementary
Table S2). These results suggested that the seven-gene-
signature-based Cox model was capable of predicting the
overall survival of gastric cancer.

3.3. The Risk Stratification Is an Independent Prognostic
Factor in Gastric Cancer. To demonstrate the independence
of the risk stratification, we built a multivariable Cox model
on the risk stratification with TNM stage, age, and gender
as cofactors. Consistently, the risk stratification still main-
tained higher statistical significance than the TNM stage
in the multivariable Cox model (Table 2). Moreover, the

older age was an unfavorable factor in gastric cancer. Con-
sistently, we found that high-risk group had a shorter
overall survival than the low-risk group in both samples
with early stage (I-II) and those with advanced stage
(III-IV) (Figures 4(a) and 4(b)). These results indicated
that the risk stratification is an independent prognostic
factor in gastric cancer.

3.4. The Biomarkers and Pathways Associated with OS in
Gastric Cancer. To further interpret the underlying
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Figure 3: The Kaplan-Meier (KM) curves of the two risk groups in the training and validation datasets. The difference of the probabilities of
the overall survival in the training (a) and validation (b) datasets. The log-rank test was used to test the differences between the high-risk and
low-risk groups. The yellow and blue lines represent the high-risk and low-risk groups.

Table 2: The multivariate Cox analysis of the risk stratification,
TNM stage, age, and gender.

Factors HR (95% CI) p value

Risk stratification

High-risk 1 (reference)

Low-risk 0.40 (0.28-0.58) 1.41E-06

TNM stage

I 1 (reference)

II 1.44 (0.75-2.80) 2.73E-01

III 1.99 (1.07-3.69) 3.02E-02

IV 3.82 (1.86-7.84) 2.58E-04

Age 1.03 (1.01-1.04) 5.81E-03

Gender

Female 1 (reference)

Male 1.04 (0.72-1.51) 8.31E-01
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mechanism and key molecules resulting in poor outcome in
gastric cancer, we compared the gene expression profiles of
the high-risk group with those of the low-risk group. ORA
analysis of these upregulated genes in high-risk group
revealed that PI3K-Akt signaling pathway and tumor
microenvironment-related pathways such as focal adhesion,
ECM-receptor interaction, and complement and coagulation
cascades might play key roles in the high-risk group of gastric
cancer (Figure 5(a)). Notably, two receptors of growth factor
in PI3K-Akt signaling, PDGFRA and PDGFRB, were signifi-
cantly upregulated in the high-risk group of both TCGA and
validation cohorts (Figure 5(b)). Moreover, drugs including
Nilotinib, Crenolanib, Dasatinib, Benzonatate, Carboplatin,
Sunitinib, Regorafenib, Paclitaxel, Ponatinib, Gefitinib, and
Imatinib were found to target the two receptors, suggesting
that the high-risk group might be treated by these PDGFR
inhibitors.

4. Discussion

Gastric cancer (GC) is one of the most common malignant
tumors in the digestive system. Here, we designed a seven-
gene-signature-based Cox model to stratify the GC samples
into high-risk and low-risk groups. The survival analysis
revealed that the high-risk and low-risk groups exhibited sig-
nificantly different prognostic outcomes in both the training
and validation datasets, suggesting that the seven-gene-sig-
nature-based Coxmodel was capable of predicting the overall
survival of gastric cancer.

Specifically, CGB5, IGFBP1, OLFML2B, RAI14, SER-
PINE1, IQSEC2, and MPND were selected by the multivari-
able Cox model. CGB5 is one of the key hCGβ encoding

genes, which acts as a proangiogenic factor in some tumors
[16, 17], suggesting that CGB5 might also promote angiogen-
esis in gastric cancer. IGFBP1 is involved in the insulin
signaling pathway [18], which also participates in the regula-
tion of the PI3K-Akt signaling pathway [19–21]. In accor-
dance with this, the PI3K-Akt signaling pathway was found
to be hyperactive in the high-risk group. Notably, the
platelet-derived growth factor receptor [22, 23], PDGFRA
and PDGFRB, was significantly upregulated in the high-risk
group, further demonstrating that the PDGF/PDGFR and
PI3K-Akt signaling pathway were responsible for the worse
prognostic outcome and might be the potential therapeutic
targets in gastric cancer. Among the drugs inhibiting the
activity of PDGFR, Crenolanib [24] and Regorafenib [25]
have been found to act as potential targeted therapies in
gastric cancer. The remaining prognostic genes such as
OLFML2B, RAI14, SERPINE1, andMPNDwere also reported
to be dysregulated and associated with poor prognosis in
gastric cancer [26–29].

The further evaluation of the risk stratification revealed
that it is an independent prognostic factor in gastric can-
cer. With the TNM stage, age, and gender as cofactors,
the risk stratification still maintained statistical significance
in the multivariable Cox model, indicating that the risk
stratification, combined with TNM stage, age, and gender,
had the potential to be applied in OS prediction of gastric
cancer.

In summary, we aimed at developing a combination of
prognostic gene signatures and building a robust model for
GC risk prediction. The predictive model could not only
effectively predict the risk of GC but also be beneficial to
the development of therapeutic strategies.
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Figure 4: The differential prognostic outcomes in the early-stage and advanced GC. The early-stage and advanced GC were defined by those
samples with TNM stage I-II, and III-IV, respectively. The KM curves of the early-stage and advanced GC were displayed in (a) and (b). Log-
rank test was used to test the difference.
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Figure 5: The critical biomarkers and pathways in the high-risk group of GC. (a) The pathways enriched by the upregulated genes in the
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two panels represent the data in the TCGA cohort, and the right two represent the GSE84433 cohort. (c) The drugs that potentially inhibit
the PDGFRA or PDGFRB. (∗ < 0:05, ∗∗ < 0:01, ∗∗∗ < 0:001, and ∗∗∗∗ < 0:0001).
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Coronary heart disease (CHD) is the most common cardiovascular disease with high prevalence, disability, and mortality. The
balance between proliferation and apoptosis of vascular smooth muscle cells (VSMCs) plays a key role in the initiation of
atherosclerosis. In this study, we found a significant decrease in the expression of lncRNA-SNHG14 in atherosclerotic plaque
tissues of ApoE-/- mice. Overexpression of lncRNA-SNHG14 can inhibit VSMC proliferation while promoting apoptosis. There
is a potential reciprocal regulatory relationship between lncRNASNHG14 and miR-19a-3p, which inhibit each other’s
expression in vascular smooth muscle cells. In addition, the luciferase reporter gene analysis results showed that there was a
direct interaction between miR-19a-3p and the 3′UTR of RORα. The results of qRT-PCR showed that the level of RORα mRNA
was significantly increased in the aortas treated with miR-19a-3p and SNHG14 compared with that treated with miR-19a-3p
alone. In conclusion, we demonstrated that lncRNA-SNHG14 regulates the apoptosis/proliferation balance of VSMCs in
atherosclerosis.

1. Introduction

Coronary atherosclerotic heart disease (CHD), referred to as
coronary heart disease, is mainly due to the occurrence of
atherosclerosis in the coronary artery, which makes the
lumen narrow or obstructed [1, 2]. This heart disease is asso-
ciated with coronary spasm, leading to myocardial ischemia,
hypoxia, or necrosis [3]. CHD is the most common cardio-
vascular disease, which has become the number one killer
of human health in the 21st century due to its high morbidity,
high disability, as well as high mortality [4]. With the acceler-
ation of the aging social process in China, the incidence of
this disease has been increasing year by year. The latest data
of WHO in 2017 show that as many as 17.7 million people
succumb to cardiovascular disease (CVD) every year, making
up about 30% of the total global deaths, among which CHD
ranks first [5]. However, the causes and mechanisms of
CHD are not completely clear, and there are still many short-
comings in the prevention and treatment of this disease,
which cannot fundamentally curb the increasing trend of

the incidence and mortality of CHD. In order to explore its
pathogenesis, it is of great significance to carry out experi-
mental studies, especially intervention studies on animal
models.

Pathological changes of atherosclerosis (AS) are charac-
terized by lipid deposition in the intima and subintima of
large and middle arteries [6]. In addition, smooth muscle cell
(SMC) migration to the intima, proliferation and matrix pro-
liferation, and inflammatory cell infiltration are also
involved. These processes lead to intimal thickening and
the formation of atherosclerotic lesions or fibrolipid plaque
lesions [7, 8]. The research and debate on the mechanism
of AS has lasted for more than 160 years, forming a variety
of theories and factions, such as lipid infiltration theory,
injury-response theory, inflammatory response theory, mac-
rophage receptor deletion theory, SMC-causing mutation
theory, platelet aggregation, and thrombosis theory [9].
However, neither doctrine alone can comprehensively
explain the occurrence nor development of AS. Vascular
smooth muscle cells (VSMC) is an important cellular
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component of the vascular wall. During development and
maturation, VSMC is responsible for vasoconstriction and
relaxation and responds to the stimulation of hemodynamic
and environmental signals to regulate blood pressure and
control vascular homeostasis in the body [10–12]. VSMC
has strong plasticity. Normal VSMCs have no significant
activity of proliferation, migration, and secretion of extracel-
lular matrix, which is called contractile/differentiated
VSMCs. However, VSMCs exhibit significant proliferative
and migratory activities when they are immature, when
physiological conditions change (such as long-term exercise,
pregnancy), or when they are under pathological conditions
(such as hypertension), and synthesize a large amount of
extracellular matrix, which is called secretory/proliferative
VSMC at this time [13–15]. The proliferation and differenti-
ation of VSMC is a key regulatory process that affects the
maturation and development of the vascular system. When
vascular intima is damaged, VSMC overproliferation, migra-
tion, and synthesis of a large number of cellular matrix can
induce cardiovascular diseases such as vascular restenosis,
hypertension, and atherosclerosis [16, 17].

Long noncoding RNAs (lncRNAs) refer to bioactive RNAs
with a length of >200 bases that cannot be translated into pro-
teins and display mRNA-like features such as 5′capping, splic-
ing, and polyadenylation. Several studies have confirmed that
lncRNAs become powerful bioregulators by regulating a series
of cellular processes in the nucleus or cytoplasm [18, 19]. Recent
evidence has emerged that a variety of lncRNAs are involved in
the regulation of AS and inflammatory response. For example,
Wu’s team [20] found that the expression of lincRNA-p21
was downregulated in the ApoE knockout mouse AS model.
By interfering with the gene expression in vitro, it was con-
firmed that lincRNA-p21 inhibited the proliferation of VSMC
and monocyte macrophages and induced apoptosis. Hu et al.
[21] found that RP5-833A20.1 is an lncRNA regulating the
NFIA gene, which may reduce the expression of NFIA by
inducing the expression of mi-38R2-5p. Overexpression of
NFIA increased HDL, decreased LDL and VLDL, increased
reverse transport of CHOL, and inhibited AS formation.

Recent studies have shown that lncRNA-SNHG14 is
upregulated in gliomas participates in tumor proliferation
and migration as an oncogene [22]. The expression of miR-
19a-3p was downregulated in gastric cancer, acting as a
tumor suppressor by regulating the expression of different
genes [23]. Recent studies have shown that lncRNA-
SNHG14 promotes microglial activation in cerebral infarc-
tion by regulating miR145-5p/PLA2G4a [24]. However, the
expression of lncRNA-SNHG14 in atherosclerosis remains
unclear, and the relationship between the two and the clini-
copathological features of patients have not yet been pub-
lished. Herein, we aimed at further revealing the role of
lncRNA in cardiovascular diseases and its possible molecular
mechanism by studying the role of lncRNA-SNHG14 in the
pathological process of atherosclerosis.

2. Methods

2.1. Bioinformatics Analysis. The prediction module of the
DIANA LncBase2 tool (https://omictools.com/diana-

lncbase-tool) was used to predict lncRNA-SNHG14-miR-
19a-3p interaction. Target relationships between miR-19a-
3p and RORα were predicted using miRanda and target Scan.

2.2. Mouse Studies. Clean C57BL/6J mice were purchased
from Jining Medical College Laboratory Animal Center,
and ApoE knockout (ApoE-/-) mice were purchased from
Jining Medical College Laboratory Animal Center. The mice
were raised in the SPF grade mouse feeding room of Jining
Medical College Laboratory Animal Center. Animal hus-
bandry meets relevant management requirements, and all
animal operations meet the ethical requirements of labora-
tory animals. Genotypes were homozygous ApoE knockout
mice detected by RT-PCR using the genomic DNA of rat tail
tissue as a template. Then, 10 male suckling mice were fed in
two cages after the end of lactation and fed with 60% high-fat
diet for one month to induce atherosclerosis. This study was
approved by the Ethics Committee on Animal Experiments
of XX Hospital.

2.3. Cell Culture and Transfection. Human primary aortic
smooth muscle cells (HA-VSMC) are adherent cells with
large cell morphology, spindle shape, and slow growth. In
order to make it grow better, SmGM smooth muscle cell
growth medium consisting of smooth muscle cell basal
medium (Lonza, USA) was used in this study. TM-2 Bullet
Kit™ Cell culture medium and kit, the mixed cell culture
medium was prepared according to requirements. After add-
ing various growth factors, fetal bovine serum was added to
make the serum concentration reach 5%, and finally, penicil-
lin streptomycin was added to prevent cell contamination.
RAW264.7 mouse macrophages were also adherent growth
cells with small cell morphology and polygonal or round
shape, which were routinely cultured in DMEM medium
containing 8% fetal bovine serum. The cells were placed in
an incubator with 5% CO2 at 37

°C. After the cells grew to log-
arithmic phase, experiments were carried out.

To induce overexpression of lncRNASNHG14 in
VSMCs, pcDNA3.1-lncRNA-SNHG14 vectors were trans-
fected into the cells. To enhance the miR-19a-3p level, miR-
19a-3p mimics were transfected. siRNA of lncRNA-
SNHG14 and miR-19a-3p was used to knockdown the
expression of lncRNASNHG14 and miR-19a-3p in VSMCs.
The pcDNA3.1 empty vectors and scramble control
sequences were used as negative transfection controls. One
day before transfection, HA-VSMC/RAW264.7 cells were
passaged and seeded on cell culture plates at a certain density.
Ensure that the cells can grow to 75%-85% fusion within 24
hours, ready for transfection. Add 100nM siRNA to 100ml
of Opti-MEM andmix gently. Mix the Lipofectamine reagent
with 100 uL serum-free DMEM or Opti-MEM, dilute the
4 uL Lipofectamine RNAiMAX reagent, mix gently, and
stand for 5 minutes at room temperature. The diluted siRNA
and reagents were mixed and left for 20 minutes, and then
the complex was added to the cell plate for subsequent exper-
iments. If the cell line is sensitive, remove the complex and
replace the medium after incubation for 4-6 hours to prevent
cell death.
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Both small interference sequence of specific targeting
SNHG14 (named si-SNHG14) and negative control sequence
(named si-NC) were designed and synthesized by Shanghai
Gma Biotechnology Co., LTD. The specific sequences were
si-SNHG14, forward: 5′-GCUGAUAUUUAAGGCACUA
TT-3′ and reverse 5′-UAGUGCCUUAAAUAUCAGCTT-
3′. Si-NC forward: 5′-UUCUCCGAACGUGUCACGUTT-
3′ and reverse 5′-AACGUGACACGUUCGGAGAATT-3′.

2.4. CCK-8 Assay. CCK-8 solution (CCK-8; Dojindo) was
added to each well with 10 microliters. A cell-free pore with
the appropriate amount of cell culture medium was set up;
drugs and CCK-8 solution were as a blank control. HA-
VSMC (1.5 h) and RAW264.7 (1 h) were incubated in the cell
incubator and absorbance was measured at 450nm.

2.5. Flow Cytometry Assay for Apoptosis. The cells were col-
lected and stained with cimin V-FITC and propidium iodide
after transfection for 48h. With Guava_easyCyte flow
cytometry instrument testing process cells apoptosis rate,
built-in software was used for analysis.

2.6. Real-Time Quantitative PCR (qRT-PCR). Total RNA was
extracted from cells by TRIzol™ reagent. In order to detect
the mRNA levels of lncRNA-SNHG14 and miR-19a-3p,
reverse transcription PCR was carried out with the Prime-
Script RT Master Mix kit. Next, SYBR premix EX Taq II
was used to amplify and quantify the cDNA according to 2
microliters of 5 ∗ RT Buffer, 0.5 microliters Enzyme mix,
0.5 microliters Primer mix, 2 microliters RNA, 5 uL Rnase
free water. Then, set the Takara reverse transcription instru-
ment at 37°C for 5min, 95°C for 5min, 4°C for reverse tran-
scription PCR. The qRT-PCR instrument runs the PCR
program: preheating at 95°C for 2min, 8 cycles at 95°C for
30 s, 60°C for 4 s, and 72°C for 30 s, followed by 40 cycles at
95°C for 30 s, 56°C for 45 s, 72°C for 30 s, heating, and unlink-
ing the chain to detect the fluorescence intensity. The
sequence of lncRNA-SNHG14 is lncRNA-SNHG14 F: 5′
-GGGTGTTTACGTAGACCAGAACC-3′, R: 5′- CTTCCA
AAAGCCTTCTGCCTTAG-3′. The primer sequences of
GAPDH are F: 5′- CCAAAATCAGATGGGGCAATG
CTGG-3′, R: 5′- TGATGGCATGGACTGTGGTCATTCA-
3′; the primer sequences of miR-19a-3p are F: 5′- CGCT
GTGCAAATCTATGCAA-3′, R: 5′-CGGCCCAGTGTTCA
GACTAC-3′. The RORα primer sequences are F: 5′-GCTT
CGGCAGCACATATACTAAAAT-3′, R: 5′-CGCTTCACG
AATTTGCGTGTCAT-3′.

2.7. Western Blot. The VSMCwas cleaved with a RIPA buffer,
and the total protein was collected. The protein was isolated
by SDS-PAGE and transferred to the NC membrane using
a conventional protocol. The membrane was sealed with
5% skimmilk at room temperature for 2 hours and incubated
with RORα (ab60134, Abcam, 1 : 1000) and β-actin (ab8226,
Abcam, 1 : 1000) primary antibody at 4°C for 12 hours. Wash
the membrane and incubate it with HRP secondary antibody
for 2 h at room temperature. The blotting was visualized

using an electrochemical luminescent Western blot kit. The
strip strength was quantified using ImageJ software.

2.8. Dual-Luciferase Reporter Assay. Add 70 microliter PLB
(Obio Technology) into the hole to be tested, shake, and lyse
for 15min in the dark. Then, add 100 microliter LARI and 20
microliter cell lysate into the white 96-well plate together,
and measure the fluorescence value of firefly after mixing.
Later, add 100 uL Stop&Glo into the sample immediately,
the fluorescence value measured again after mixing was the
internal reference kidney fluorescence value. Finally, the
intensity of fluorescence was expressed by the ratio of the
firefly fluorescence value to the kidney fluorescence value.

2.9. Statistical Analysis. All data were expressed as mean
standard deviation (mean SD). Unpaired Student t-test was
used when comparing two groups of data, and one-way
ANOVA was used to compare more than two groups of data.
Statistical differences were considered when P < 0:05. Data
statistics and plotting were performed using SPSS17.0 and
GraphPad Prism 5.0.

3. Results

3.1. Expression of lncRNA-SNHG14 in Atherosclerotic
Plaques. Atherosclerosis was successfully induced in ApoE-
/- mice fed a 60% high-fat diet for one month. Total RNA
from atherosclerotic plaque tissues of male ApoE-/- mice
and aortic vascular tissues of normal C57BL/6J mice was
extracted and quantified by qPCR. We found that compared
with wild-type C57BL/6J mice, the expression of lncRNA-
SNHG14 in atherosclerotic plaque tissue of ApoE-/- mice
was significantly reduced, as shown in Figure 1(a). After
transfection of siRNA against murine and human lncRNA-
SNHG14 in RAW264.7 cells and HA-VSMC cells, respec-
tively, the expression of lncRNA-SNHG14 was successfully
knocked down in both cells by qPCR detection, as shown in
Figure 1(b).

3.2. Detection of the Role of lncRNA-SNHG14 in Cell
Proliferation and Apoptosis. To further clarify the function
of lncRNA-SNHG14, we transfected siRNA against murine
and human lncRNA-SNHG14 in RAW264.7 cells and HA-
VSMC cells. After cell counting detection, we found that
the number of both cells increased significantly 48 hours after
transfection compared with the siRNA transfection group
with unrelated sequence after lncRNA-SNHG14 silencing
(Figure 2(a)). After the transfection of siRNA targeting
murine and human lncRNA-SNHG14 in RAW264.7 cells
and HA-VSMC cells, CCK-8 cell proliferation assay indi-
cated that the proliferation level of the two cells was signifi-
cantly increased 48hours after transfection compared with
the siRNA control group after lncRNA-SNHG14 silencing
(Figure 2(b)).

In addition, we also transfected siRNA against murine
and human lncRNA-SNHG14 in RAW264.7 cells and HA-
VSMC cells, respectively, and detected apoptosis by flow
cytometry. We found that after lncRNA-SNHG14 silencing,
the apoptotic level of the two cells was significantly lower
than that of the siRNA control group, indicating that the
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Figure 1: Expression of lncRNA-SNHG14 in atherosclerotic plaques. (a) Expression of lncRNA-SNHG14 in mouse atherosclerotic plaques.
WT: 5 normal C57BL/6 mice; ApoE-/-: 5 ApoE-/- knockout mice, ∗P < 0:05. (b) Detection of lncRNA-SNHG14 expression in
RAW264.7/HA-VSMC cells. Cntl-siRNA was the irrelevant sequence siRNA control transfection group, si-mlncRNA-SNHG14 was the
siRNA transfection group for mouse lncRNA-SNHG14, si-hlncRNA-SNHG14 was the siRNA transfection group for human lncRNA-
SNHG14, ∗P < 0:05.
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Figure 2: Continued.
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Figure 2: Detection of the role of lncRNA-SNHG14 in cell proliferation and apoptosis. (a) Cell counts of RAW264.7/HA-VSMC cells at
different time points after lncRNA-SNHG14 silencing. Left: RAW264.7 cells; Right: HA-VSMC cells. The ordinate represents the relative
cell number; the harvesting time of 0, 24, 48, 72 cells after transfection, in hours. (Cntl-siRNA was the irrelevant sequence siRNA control
transfection group, si-mlncRNA-SNHG14 was the siRNA transfection group for mouse lncRNA-SNHG14, si-hlncRNA-SNHG14 was the
siRNA transfection group for human lncRNA-SNHG14, ∗P < 0:05). (b) Cell proliferation detection of RAW264.7/HA-VSMC cells at
different time points after lncRNA-SNHG14 silencing. Left: RAW264.7 cells; Right: HA-VSMC cells. The ordinate represents the relative
absorbance value; the harvesting time of 0, 24, 48, 72 cells after transfection, in hours. (Ctl-siRNA was the irrelevant sequence siRNA
control transfection group, si-mlncRNA-SNHG14 was the siRNA transfection group for mouse lncRNA-SNHG14, si-hlncRNA-SNHG14
was the siRNA transfection group for human lncRNA-SNHG14, ∗P < 0:05. (c) Detection of apoptosis in RAW264.7/HA-VSMC cells after
lncRNA-SNHG14 silencing. Flow cytometry two-dimensional dot plot and Flow cytometry two-dimensional dot plot data statistical
graph. The ordinate of the two-dimensional dot plot of flow cytometry data is the percentage of apoptotic cells. Cntl-siRNA was an
irrelevant sequence siRNA control transfection group, and si-lncRNA-SNHG14 was a siRNA transfection group for mouse or human
lncRNA-SNHG14, ∗P < 0:05.
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silencing of lncRNA-SNHG14 inhibited the apoptosis of the
two cells (Figure 2(c)).

3.3. Interaction between lncRNA-SNHG14 and miR-19a-3p.
To verify whether there is a regulatory relationship between
lncRNA-SNHG14 and miR-19a-3p, we performed targeted
binding prediction between LncRNA SNHG14 and miR-
19a-3p (Figure 3(a)). In addition, we transfected lncRNA-
SNHG14 overexpression plasmid or infected with miR-19a-
3p lentivirus on vascular smooth muscle cells. The results
showed that the upregulation of lncRNA-SNHG14 could sig-
nificantly inhibit the expression of miR-19a-3p. When the
expression of miR-19a-3p was upregulated, the expression
of lncRNA-SNHG14 was also inhibited. This suggests that
lncRNA-SNHG14 and miR-19a-3p inhibit each other’s
expression in vascular smooth muscle cells, and there is a
potential mutual regulatory relationship between the two
(Figure 3(b)).

We constructed dual-luciferase reporter plasmids con-
taining the sequences of wild-type and mutant (in which all
three potential binding targets were mutated) of the potential
targeting binding sites of miR-19a-3p and lncRNA-SNHG14
to verify their binding in vivo. Luciferase assay found that the
relative fluorescence activity of wild-type luciferase plasmid
decreased significantly compared to the mutant group
(Figure 3(c)). Subsequently, we validated the binding in vitro
of lncRNA-SNHG14 to miR-19a-3p by RNA pull-down
assay. It was found that the biotin-labeled lncRNA-
SNHG14 sense strand could pull out more miR-19a-3p than
lncRNA-SNHG14 antisense strand. The binding and adsorp-
tion of lncRNA-SNHG14 on miR-19a-3p were further illus-
trated (Figure 3(d)).

3.4. SNHG14/miR-19a-3p Promotes VSMC Proliferation and
Inhibits Its Apoptosis by Targeting RORα. Through bioinfor-
matics prediction analysis, there is a binding site of miR-19a-
3p in the 3′UTR of RORα, and it is speculated that RORα
may be a downstream target of SNHG14 to play a regulatory
role through miR-19a-3p (Figure 4(a)). The results of lucifer-
ase reporter gene analysis showed that there was a direct
interaction between miR-19a-3p and the 3′UTR of RORα
(Figure 4(b)). Furthermore, Western Blot assay showed that
after overexpression of miR-19a-3p, the expression of RORα
decreased compared with the control group (P < 0:05), con-
firming that RORα can be used as a regulatory target of
miR-19a-3p (Figure 4(c)).

We injected the SNHG14 overexpression plasmid with
adenovirus pMIR-19a-3p and the corresponding control tail
vein into ApoE-/- mice and aortic tissues, respectively. The
results of qRT-PCR showed that the level of RORα mRNA
was significantly increased in the aortas treated with miR-
19a-3p and SNHG14 compared with that treated with miR-
19a-3p alone (Figure 5(a)). Western blot also showed that
the expression of RORα protein in the aorta treated with
SNHG14 and miR-19a-3p was higher than that in the tissues
treated with only miR-19a-3p, but lower than that in the tis-
sues treated with only SNHG14. The result suggests that
SNHG14 can reverse the inhibitory effect of miR-19a-3p on

the expression of RORα in the liver and aorta of ApoE -/-
mice (Figure 5(b)).

4. Discussion

LncRNA-SNHG14, also known as UBE3A-ATS, is located on
human chromosome 15q11.2. Knockout of the SNHG14
gene significantly inhibits the survival, migration, invasion,
and promotes apoptosis of gastric cancer SGC-7901 cells
[25]. Studies in renal cancer have found that lncRNA-
SNHG14 is upregulated and can be used as a ceRNA to pro-
mote the migration and invasion of clear cell renal cancer
[26]. Qi and other studies have shown that lncRNA-
SNHG14 promotes microglial activation by regulating
miR145-5P/PLA2G4a and participates in the occurrence of
cerebral infarction [24]. The study confirmed that the expres-
sion level of lncRNA-SNHG14 in the serum of acute cerebral
infarction was upregulated, and with the aggravation of acute
cerebral infarction, the expression level of lncRNA-SNHG14
gradually increased, suggesting that lncRNA-SNHG14 par-
ticipates in the occurrence and progression of acute cerebral
infarction. However, to our knowledge, there is no published
evidence that lncRNA-SNHG14 is associated with dysfunc-
tion of VSMC in atherosclerosis. We examined the expres-
sion of lncRNA-SNHG14 in patients and analyzed its
function in vitro. As expected, downregulated lncRNA-
SNHG14 was observed in the AS mouse model, and
lncRNA-SNHG14 could inhibit VSMC proliferation but
induce apoptosis. These results suggest that lncRNA-
SNHG14 plays a role in atherosclerosis and may be used as
a potential target for therapy. The mechanism by which
lncRNA-SNHG14 regulates proliferation/apoptosis deserves
further study. However, the molecular functions performed
by lncRNAs and the corresponding mechanisms are essen-
tially complex. To simplify the problem, we only tried a pop-
ular theory called ceRNA theory to partially explain how
lncRNA-SNHG14 performs its function. In brief, we estab-
lished a model of lncRNA-microRNA-mRNA regulation
based on the concept of ceRNA, and designed experiments
to confirm whether certain mechanisms are suitable for this
model. In addition, we performed a bioinformatics analysis
to understand the potential interaction between lncRNA-
SNHG14 and microRNA. Using the DIANA LncBase2 tool,
we speculated that >200 microRNAs might interact with
lncRNA-SNHG14.Among these candidate microRNAs, we
chose miR-19a because it is fully studied in the regulation
of VSMC function.

miRNAs are a class of endogenous noncoding small
RNAs with a length of 21-25 nucleotides, which can cleave
or repress target gene mRNAs by binding to the 3′-non-cod-
ing region of target mRNAs.MiR-19a is located in chromo-
some region 13q31.3 and has been confirmed to be
associated with malignant transformation of metastatic
breast and colon cancer [27, 28]. Studies have shown that
in hyperlipidemia, mildly oxidized LDL can stimulate HIF-
1a expression in vascular endothelial cells, and endothelial
HIF-1a can trigger miR-19a-mediated CXCL1 expression
and monocyte adhesion to promote atherosclerosis progres-
sion [29]. miR-19a is an important member of the
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polycistronic gene cluster of miR-17-92. Current studies have
found that the gene cluster in which miR-19a resides can be
activated during atherosclerosis, promoting vascular inflam-
mation and foam cell formation [30]. miR-19a was also
found to be upregulated in endothelial vascular cells under
hypoxia-inducible factors and shear stress, increasing the
proliferation and antiapoptotic ability of endothelial vascular
cells [29]. Animal models of atherosclerosis provide more
evidence for the role of miR-19a in vivo. ApoE-/- mice fed
a high-fat diet were treated with an antagonist of miR-19a,
which is consistent with our findings. Histological analysis
of thoracic and abdominal aorta specimens revealed that ath-
erosclerotic plaques and lipid content were significantly
reduced in mice [31]. The above evidence suggests that inhi-
bition of miR-19a can alleviate the inflammatory response
and slow down the development of atherosclerosis. At pres-
ent, it has been reported that miR-19a is elevated in serum
and atherosclerotic lesions of patients with coronary artery
disease, which may be one of the initiating factors of athero-
sclerosis [32].

Nuclear receptors are a class of ligand-dependent tran-
scription factor superfamily. Retinoic acid-related orphan
receptors (RORs) are named for their similarity in gene
sequence to retinoic acid receptors (RARs) and retinoid
X receptors (RXRs). RORs include three subfamilies:

RORα, RORβ, and RORγ. Because the endogenous ligands
of RORs receptors are unknown, they are called orphan
nuclear receptors. Through the study of RORα molecular
structure, action characteristics, and RORα gene mutation
deficient (RORαsg/sg) mice, we found that RORα plays
an important role in the regulation of lipid metabolism.
Compared with wild-type mice, the serum triglyceride
(TG), total cholesterol (TC), and high-density lipoprotein
(HDL) of RORα sg/sg mice were lower under normal die-
tary conditions [33, 34], which indicated that RORα was
closely related to lipid metabolism. Abnormal expression
of RORα can cause metabolic disorders, leading to an
increased prevalence of various metabolic-related diseases,
including obesity, type 2 diabetes, atherosclerosis, and so
on. When atherosclerosis occurs, RORα expression is sig-
nificantly reduced in smooth muscle cells and endothelial
cells. Vascular smooth muscle cell apoptosis and extracel-
lular matrix homeostasis are key links in regulating ath-
erosclerotic plaque stability. When unstable plaques are
formed, the phagocytic clearance of apoptotic cells by
macrophages is defective or inadequate, leading to
decreased clearance of apoptotic cells. The increase of apo-
ptotic cells and the decrease of macrophage’s funeral effect
on apoptotic cells make a large accumulation of apoptotic
cells in plaque, which will promote the further release of
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Figure 3: Interaction between lncRNA-SNHG14 and miR-19a-3p. (a) Targeted binding between LncRNA SNHG14 and miR-19a-3p. (b).
Left: the expression result of miR-19a-3p when overexpressing LncRNASNHG14; Right: the expression result of lncRNASNHG14 when
overexpressing miR-19a-3p; ∗P < 0:05, ∗∗P < 001. (c) Analysis results of fluorescence data after cotransfection of mimic with dual
luciferase plasmid; (d) RNA pull-down validates the binding of miR-19a-3p to lncRNA SNHG14; ∗P < 0:05, ∗∗P < 0:01.
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inflammatory factors and matrix-degrading enzymes, trig-
ger the expansion of necrotic core, further thinning and
rupture of plaque fibrous cap, and promote the occurrence
of acute coronary events.

In this study, we first used ApoE knockout mice to detect
the expression of SNHG14 in atherosclerotic plaques by
qRT-PCR after atherosclerosis was induced by high-fat diet
feeding. We found that the expression of SNHG14 in
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Figure 4: SNHG14/miR-19a-3p promotes VSMC proliferation and inhibits its apoptosis by targeting RORα. (a) Patterns of construction of
wild-type and mutant dual-luciferase plasmids; the red part is the mutated base site; (b) Analysis results of fluorescence value data after
cotransfection of mimic and dual-luciferase plasmids; ∗∗P < 0:1. (c) Relative expression of RORalpha protein in cells; ∗P < 0:05, ∗∗P < 0:01.
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Figure 5: Overexpression of SNHG14 reverses the inhibition of RORalpha mRNA (a) and protein (b) levels in ApoE-/- mouse aorta by miR-
19a-3p. Note: ∗P < 0:05 vs. miR-NC group; #P < 0:05 vs. miR-19a-3p group.

8 Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

atherosclerotic plaque tissues of ApoE-/- mice was signifi-
cantly decreased compared with wild-type C57BL/6J mice.
Thus, the possible correlation between SNHG14 and AS
was preliminarily verified. Next, we used mouse macrophage
cell line RAW264.7 and human primary cultured aortic vas-
cular smooth muscle cell HA-VSMC. The cell model of
SNHG14 gene silencing was prepared by siRNA transfection,
and then the levels of cell proliferation and apoptosis were
detected in vitro. Results after silencing SNHG14 in
RAW264.7 cells and HA-VSMC cells, the proliferation level
of the above two cells increased while the apoptotic level
was inhibited. This finding indicates that SNHG14 can affect
the proliferation and apoptosis of the above two AS-related
cells at the in vitro level. In addition, the upregulation of
lncRNA-SNHG14 can cause changes in the microRNA 19a-
3p/RORα axis. Combined with the results of bioinformatics
analysis and dual-luciferase reporter gene experiment, we
believe that lncRNA-SNHG14 has the potential of sponge
adsorption of microRNA-19a-3p.

It has been reported that both microRNA-19a-3p and
RORα are involved in regulating the function of VSMCs in
atherosclerosis, thus indirectly confirming the possible target
relationship between microRNA-19a-3p and RORα. These
results suggest that there may be a regulatory mode of
lncRNA-SNHG14/microRNA-19a-3p/RORα in the dysfunc-
tion of atherosclerotic VSMCs.

5. Conclusion

In conclusion, we believe that lncRNA-SNHG14 is an impor-
tant regulator of vascular smooth muscle cell proliferation
and apoptosis in the process of atherosclerosis. lncRNA-
SNHG14 can exert this function by regulating the micro-
RNA-19a-3p/RORα axis as ceRNA. Restoring the expression
of lncRNA-SNHG14 in vascular smooth muscle cells may be
a potential target for atherosclerotic treatment.
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Neonatal sepsis is one of the most prevalent causes of death of the neonates. However, the mechanisms underlying neonatal sepsis
remained unclear. The present study identified a total of 1128 upregulated mRNAs and 1008 downregulated mRNAs, 28
upregulated lncRNAs, and 61 downregulated lncRNAs in neonatal sepsis. Then, we constructed PPI networks to identify key
regulators in neonatal sepsis, including ITGAM, ITGAX, TLR4, ITGB2, SRC, ELANE, RPLP0, RPS28, RPL26, and RPL27.
lncRNA coexpression analysis showed HS.294603, LOC391811, C12ORF47, LOC729021, HS.546375, HNRPA1L-2, LOC158345,
and HS.495041 played important roles in the progression of neonatal sepsis. Bioinformatics analysis showed DEGs were
involved in the regulation cellular extravasation, acute inflammatory response, macrophage activation of NF-kappa B signaling
pathway, TNF signaling pathway, HIF-1 signaling pathway, Toll-like receptor signaling pathway, and ribosome, RNA transport,
and spliceosome. lncRNAs were involved in regulating ribosome, T cell receptor signaling pathway, RNA degradation, insulin
resistance, ribosome biogenesis in eukaryotes, and hematopoietic cell lineage. We thought this study provided useful
information for identifying novel therapeutic markers for neonatal sepsis.

1. Introduction

Neonatal sepsis was a severe systematic infectious disease
in neonates induced by bacteria, fungi, and viruses [1]. Neo-
natal sepsis is one of the most prevalent causes of death of
neonates [2]. Adult sepsis has been studied in depth, but
many abundant studies stated that the neonatal immune
response to sepsis is different from adults; comparable
research on neonatal vascular endothelium is not enough.
Neonatal endothelial cells expressing lower amounts of adhe-
sion molecules show a reduced capacity to reactive oxygen
species [3]. In the past decades, emerging studies showed
activation of lymphocytes, neutrophils, and mononuclear
macrophages played crucial roles in the progression of neo-
natal sepsis. A few genes were identified to be associated with
neonatal sepsis. For example, TLR2 and TLR4 were associ-

ated with the recognition of the bacteria in neonates [4].
PIK3CA, TGFBR2, CDKN1B, KRAS, E2F3, TRAF6, and
CHUK were reported to be key regulators in neonatal sepsis
[5]. However, the detailed mechanisms underlying these pro-
cesses remained elusive.

Long noncoding RNAs (lncRNAs) were a class of ncRNAs
longer than 200bps. Emerging studies showed lncRNAs were
important regulators in multiple human diseases such as dia-
betes, cancers, and neonatal sepsis. lncRNAs regulate target
expression in different levels, including transcriptional and
posttranscriptional levels. lncRNAs could bind to RNA, pro-
tein, and DNAmolecules in cells. Very few reports are aimed
at elucidating the functions and roles of lncRNAs in neonatal
sepsis. Until now, only one report showed lncRNA SNHG16
reverses the effects of miR-15a/16 on the LPS-induced
inflammatory pathway in neonatal sepsis [6]. Exploring the
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roles of lncRNAs in neonatal sepsis could provide novel
clues for us to understand the mechanisms underlying this
disease progression.

The previous study is aimed at identifying differently
expressed mRNAs and lncRNAs in neonatal sepsis by ana-
lyzing GSE25504 [7]. Protein-protein interaction network
and coexpression network analysis were used to identify key
mRNAs and lncRNAs. Bioinformatics analysis was also con-
ducted to predict the potential roles of these genes in neonatal
sepsis. This study could provide novel clues to understand the
mechanisms of underlying neonatal sepsis progression.

2. Materials and Methods

2.1. Microarray Data. Three gene expression profile
GSE25504 [8] was downloaded from the GEO database.
GSE25504, which was based on the GPL6947 platform,
was submitted by Dickinson et al. The GSE25504 dataset
contained 38 negative blood culture result samples and 25
positive blood culture result samples. The analysis for differen-
tial gene expression between tumor and normal tissue was
performed using GeneSpring software version 11.5 (Agilent
Technologies, Inc., Santa Clara, CA, USA). Student’s t-test
was used to identify DEGs with an alteration of ≥2-fold.
p < 0:05 was considered to indicate a statistically significant
difference. We applied Limma package to identify DEGs with
R software [9].

2.2. Coexpression Network Construction and Analysis. In this
study, Pearson’s correlation coefficient of differently expressed
gene- (DEG-) lncRNA pairs was calculated according to the
expression value of them. The coexpressed DEG-lncRNA
pairs with the absolute value of Pearson’s correlation
coefficient ≥ 0:8 were selected, and the coexpression network
was established by using Cytoscape software.

2.3. Pathway Enrichment Analysis. Pathway analysis was
used to find the significant pathways according to Kyoto
Encyclopedia of Genes and Genomes (KEGG). Fisher’s exact
test was adopted to select the significant pathways, and the
threshold of significance was defined by FDR and p value.
Significant pathways were extracted according to the thresh-
olds of p < 0:05 and intersection gene count > 1.

2.4. Integration of the Protein-Protein Interaction (PPI)
Network. The Search Tool for the Retrieval of Interacting
Genes version 10.0 (STRING: http://string-db.org) [10] was
used for the exploration of potential DEG interactions at
the protein level. The PPI networks of DEGs by STRING
were derived from validated experiments. A PPI score of
>0.4 was considered significant. The PPI networks were visu-
alized using Cytoscape software [11] (http://www.cytoscape
.org). p < 0:05 was considered to indicate a statistically signif-
icant difference.

3. Results

3.1. Identification of Differently Expressed mRNAs and
lncRNAs in Neonatal Sepsis by Analyzing Whole Blood
Expression Profiling. The present study is aimed at identify-

ing differently expressed mRNAs and lncRNAs in neonatal
sepsis by analyzing whole blood mRNA expression profiling,
GSE25504, from the NCBI GEO dataset (https://www.ncbi
.nlm.nih.gov/geo/query/acc.cgi?acc=GSE25504). A total of
38 negative blood culture result samples and 25 positive
blood culture result samples were included in this dataset.
As shown in Figures 1(a) and 1(b), 1128 upregulated
mRNAs and 1008 downregulated mRNAs with log2 fold
change ðFCÞ∣ ≥ 1:0 and false discovery rate ðFDRÞ ≤ 0:01
were identified as differently expressed genes (DEGs). Mean-
while, this study identified 28 upregulated lncRNAs and 61
downregulated lncRNAs in positive samples compared to
negative samples as differently expressed lncRNAs (DElncs).

3.2. PPI Network Analysis of DEGs in Neonatal Sepsis. The
above analysis revealed multiple differently expressed genes
in neonatal sepsis. However, the interactions of these DEGs
remained largely unclear. To obtain the interactions among
the 22 upregulated mRNAs and 863 downregulated mRNAs
in the neonatal sepsis, the present study constructed and pre-
sented PPI networks using the STRING database and Cytos-
cape software. The combined score > 0:4 was used as the cut-
off criterion. Following the construction of PPI network, a
MCODE plug-in analysis was performed to identify hub net-
works (degree cut-off ≥ 2 and the nodes with edges ≥ 2-core)
in the PPI network using Cytoscape software (Figure 2). As
shown in Figure 2, upregulated hub network 1 included 71
nodes and 1187 edges, upregulated hub network 2 included
66 nodes and 611 edges, and upregulated hub network 3
included 62 nodes and 529 edges. As shown in Figure 3,
downregulated hub network 1 included 94 nodes and 4048
edges, downregulated hub network 2 included 30 nodes
and 247 edges, and downregulated hub network 3 included
26 nodes and 199 edges. Blue nodes indicate upregulated
genes, and pink nodes indicate downregulated genes in the
neonatal sepsis.

Also, we identified several key regulators in these PPI
networks. The key regulators in upregulated PPI networks
included ITGAM (degree = 131), ITGAX (degree = 101),
TLR4 (degree = 100), ITGB2 (degree = 92), SRC (degree =
87), and ELANE (degree = 81). The key regulators in down-
regulated PPI networks included RPLP0 (degree = 128),
RPS28 (degree = 128), RPL26 (degree = 124), RPL27 (degree
= 123), NSA2 (degree = 122), RPS15 (degree = 120), RPS10
(degree = 117), RPS13 (degree = 117), RPS20 (degree =
117), RPL36 (degree = 110), FAU (degree = 108), NHP2L1
(degree = 106), RPL23 (degree = 106), RPS25 (degree = 105),
RPL9 (degree = 101), RPL30 (degree = 100), and RPL35A
(degree = 100).

3.3. Bioinformatics Analysis of DEGs in Neonatal Sepsis.
Furthermore, we explored the potential functions of DEGSs
in neonatal sepsis. We next performed bioinformatics analy-
sis of upregulated and downregulated hub PPI networks in
thyroid cancer using Cytoscape’s ClueGo plug-in. Only sig-
nificant biological processes and pathways (p ≤ 0:05) were
shown. Our results (Figure 4) showed upregulated hub net-
work 1 was involved in regulation of myeloid cell apoptotic
process, cellular extravasation, acute inflammatory response,
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neutrophil degranulation, macrophage activation, antimi-
crobial humoral response, and collagen metabolic process.
Upregulated hub network 2 was involved in regulating NF-
kappa B signaling pathway, TNF signaling pathway, HIF-
1 signaling pathway, Toll-like receptor signaling pathway,
tuberculosis, legionellosis, and complement and coagulation
cascades. Upregulated hub network 3 was involved in reg-
ulating ubiquitin-mediated proteolysis, Toll-like receptor
signaling pathway, chemokine signaling pathway, and circa-
dian entrainment.

Meanwhile, our results (Figure 5) showed downregulated
hub network 1 was involved in regulating ribosome, and
RNA transport. Downregulated hub network 2 was involved
in regulating Parkinson’s disease and oxidative phosphoryla-

tion. Downregulated hub network 3 was involved in regulat-
ing spliceosome.

3.4. Coexpression Network Analysis of DElncs in Neonatal
Sepsis. We next explored the interactions between mRNAs
and lncRNAs. We performed Pearson’s correlation calcula-
tion of lncRNA-mRNA pair in neonatal sepsis. Based on
the correlation analysis results, we constructed an mRNA-
lncRNA coexpression network, including 62 lncRNAs, 726
mRNAs, and 2041 interactions between lncRNAs and
mRNAs (p value < 0.05 and absolute value of correlation
coefficient > 0:85). Eight lncRNAs are significantly associ-
ated with more than 100 genes, suggesting their key roles
in this network (Figure 6), including HS.294603 (degree =
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Figure 1: Identification of differently expressed mRNAs and lncRNAs in neonatal sepsis by analyzing whole blood mRNA expression
profiling. (a) Hierarchical clustering analysis showed differential mRNAs expression in negative blood culture result samples and positive
blood culture result samples. (b) Hierarchical clustering analysis showed differential lncRNA expression in negative blood culture result
samples and positive blood culture result samples.
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Figure 2: Continued.
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Figure 2: Construction of upregulated PPI networks in neonatal sepsis. PPI network analysis showed upregulated hub PPI network 1 (a), hub
PPI network 1 (b), and hub PPI network 3 (c).
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195), LOC391811 (degree = 179), C12ORF47 (degree = 168),
LOC729021 (degree = 155), HS.546375 (degree = 151),
HNRPA1L-2 (degree = 127), LOC158345 (degree = 100), and
HS.495041 (degree = 100).

3.5. Bioinformatics Analysis of DElncs in Neonatal Sepsis. Bio-
informatics analysis for DElncs in neonatal sepsis was also
conducted. GO analysis (Figure 7) showed that differentially
expressed lncRNAs were associated with translation, cyto-
plasmic translation, rRNA processing, ribosomal large sub-
unit biogenesis, regulation of translational initiation, tRNA
processing, response to peptidoglycan, positive regulation
of natural killer cell mediated cytotoxicity, T cell receptor sig-
naling pathway, and negative regulation of apoptotic process.
KEGG pathway analysis indicated these lncRNAs were asso-
ciated with ribosome, T cell receptor signaling pathway, RNA
degradation, insulin resistance, ribosome biogenesis in
eukaryotes, and hematopoietic cell lineage.

4. Discussion

Neonatal sepsis is the most common cause of death of new
born children with few certainly reported biomarkers. Infec-
tions remained to be the main risk factor that causes the neo-
natal death. In the past decades, only few reports indicated

the potential mechanisms underlying the progression of neo-
natal sepsis. For example, Medzhitov et al. reported that
TLR2 and TLR4 were associated with the recognition of bac-
teria in neonates [12]. Meng et al. identified core regulators
involved in the regulation of neonatal sepsis using bioinfor-
matics analysis [13]. Wynn et al. used gene microarray to
identify whole genome gene expression change in very low
birth weight with neonatal sepsis [14]. The present study is
aimed at identifying differently expressed mRNAs and
lncRNAs in neonatal sepsis by analyzing GSE25504. A total
of 1128 upregulated mRNAs, 1008 downregulated mRNAs,
28 upregulated lncRNAs, and 61 downregulated lncRNAs
were identified. Of note, several DEGs identified by this study
had also been reported to be associated with neonatal sepsis.
For example, IL1R2 and SOCS3 were reported to drive the
neonatal innate immune response to sepsis [15]. In order to
elucidate the interactions among these DEGs, we constructed
upregulated and downregulated genes regulating PPI net-
works in neonatal sepsis.

Several key genes were identified in neonatal sepsis,
including ITGAM, ITGAX, TLR4, ITGB2, SRC, ELANE,
RPLP0, RPS28, RPL26, and RPL27. ITGAM (CD11b) was
reported as an early diagnostic marker of neonatal sepsis.
TLR4 had been reported to be a key regulator in neonatal
sepsis [16]. TLR4 was associated with the recognition of the
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Figure 3: Construction of downregulated PPI networks in neonatal sepsis. PPI network analysis showed downregulated hub PPI network 1
(a), hub PPI network 1 (b), and hub PPI network 3 (c).
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bacteria in neonates [17]. The single-nucleotide polymor-
phisms (SNPs) in TLR4 were regarded as genetic modulators
of infection in neonatal sepsis [18]. Bioinformatics analysis
revealed these DEGs were significantly associated with multi-
ple biological processes, including myeloid cell apoptotic
process, cellular extravasation, acute inflammatory response,
neutrophil degranulation, macrophage activation, antimicro-
bial humoral response, collagen metabolic process, NF-kappa
B signaling pathway, TNF signaling pathway, HIF-1 signal-
ing pathway, Toll-like receptor signaling pathway, tuberculo-
sis, legionellosis, complement and coagulation cascades,
chemokine signaling pathway, circadian entrainment, ribo-
some, RNA transport, and spliceosome. This signaling had
been demonstrated to play crucial roles in neonatal sepsis.
For example, altered neonatal Toll-like receptor (TLR) func-
tion is hypothesized to contribute to the heightened suscepti-
bility to infection and perpetuated inflammation in term and
preterm neonates, clinically evident in neonatal sepsis and
increased rates of inflammatory disorders [19].

Emerging studies had demonstrated noncoding RNAs,
such as lncRNAs and miRNAs, were involved in regulating
the progression of human diseases. In neonatal sepsis,
multiple miRNAs were reported. For example, microRNA-
300/NAMPT regulates inflammatory responses through acti-
vation of the AMPK/mTOR signaling pathway in neonatal
sepsis [20]. miR-15a/16 are upregulated in the serum of neo-
natal sepsis patients and inhibit the LPS-induced inflamma-
tory pathway [21]. lncRNAs were a type of ncRNAs longer
than 200bps. Emerging evidences showed lncRNAs played
important roles in human diseases, such as diabetes, multiple
cancers, and neurodegenerative diseases. A recent study
showed lncRNA SNHG16 reverses the effects of miR-15a/16

on the LPS-induced inflammatory pathway in neonatal sepsis
[6]. However, the molecular functions of lncRNAs in neonatal
sepsis remained unclear. This study identified 28 upregulated
lncRNAs and 61 downregulated lncRNAs in neonatal sepsis.
Coexpression analysis were used to identify key lncRNAs,
including HS.294603, LOC391811, C12ORF47, LOC729021,
HS.546375, HNRPA1L-2, LOC158345, and HS.495041. Bio-
informatics analysis showed these lncRNAs were involved in
regulating ribosome, T cell receptor signaling pathway, RNA
degradation, insulin resistance, ribosome biogenesis in
eukaryotes, and hematopoietic cell lineage.

In this study, there also existed some limitations. Firstly,
more samples were needed considering the small sample size
in the present study. Secondly, further experimental valida-
tion would be required for future verification. Moreover, spe-
cific functions of those dysregulated circRNAs had not been
further excavated in this study. Therefore, the further
researches with a larger samples group should be performed
and more experimental validation and much deeper analysis
were still needed in the near future.

5. Conclusion

In conclusion, the present study identified a total of 1128
upregulated mRNAs, 1008 downregulated mRNAs, 28 upreg-
ulated lncRNAs, and 61 downregulated lncRNAs in neonatal
sepsis. Then, we constructed PPI networks to identify key
regulators in neonatal sepsis, including ITGAM, ITGAX,
TLR4, ITGB2, SRC, ELANE, RPLP0, RPS28, RPL26, and
RPL27. lncRNA coexpression analysis showed HS.294603,
LOC391811, C12ORF47, LOC729021, HS.546375, HNRPA1L-
2, LOC158345, and HS.495041 played important roles in
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Figure 4: Bioinformatics analysis of hub upregulated PPI networks in neonatal sepsis. Bioinformatics analysis of up-regulated hub PPI
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the progression of neonatal sepsis. Bioinformatics analysis
showed DEGs were involved in the regulation cellular extrav-
asation, acute inflammatory response, macrophage activation

of NF-kappa B signaling pathway, TNF signaling path-
way, HIF-1 signaling pathway, Toll-like receptor signaling
pathway, and ribosome, RNA transport, and spliceosome.

Figure 6: Construction of differently expressed lncRNAs regulating coexpression networks in neonatal sepsis.
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lncRNAs were involved in regulating ribosome, T cell recep-
tor signaling pathway, RNA degradation, insulin resistance,
ribosome biogenesis in eukaryotes, and hematopoietic cell
lineage. We thought this study provided useful information
for identifying novel therapeutic markers for neonatal sepsis.
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Background. Patella fracture accounts for 1% of bone injury, of which anatomical reduction is of great significance to the recovery.
Tension band with cannulated screw and Kirschner wire is commonly used methods for the treatment of displaced patella fracture.
However, there is still some controversy on the clinical efficacy of the two treatment methods. Objective. This study aimed at
comparing the therapeutic effects of the cannulated screw and Kirschner wire tension bands on patella fracture and at providing
more data basis for clinical selection of treatment methods for patella fracture. Methods. Altogether, 146 patients with displaced
patella fracture admitted to our hospital from March 2016 to February 2018 were selected and divided into two groups
according to the different treatment methods. Among them, 71 patients received tension band with a cannulated screw (TBWCS
group) and 75 patients received tension band with Kirschner wire (TBWKW group). Two groups of patients were compared in
terms of surgical treatment effect after one year of treatment, complications within six months after the operation and
operation-related indexes. The pain visual analogue scale (VAS) score, knee flexion degree, Lysholm score, and Bostman score
were recorded at 1, 3, 6, and 12 months after operation, and the activity of daily living scale (ADL) score was evaluated at the
last follow-up. Results. During the operation of patella fracture patients, the intraoperative blood loss, hospitalization time, and
knee flexion loss of patients in TBWCS group were less than those in the TBWKW group (P < 0:05), the starting time of
postoperative functional exercise was earlier than that of patients in TBWKW group (P < 0:05), and the incidence rate of
secondary operation was lower than that of patients in the TBWKW group (P < 0:05), but there was no statistical difference in
the operation time, incision length, and postoperative fracture gap between the two groups. The results of curative effect analysis
showed that the knee flexion, Lysholm score, and Bostman score of patients treated with tension band with cannulated screw
were higher than those treated with Kirschner wire (P < 0:05), and VAS score was lower. Tension band with cannulated screw
had a better curative effect on patella fracture (P < 0:05), lower complication rate (P < 0:05), and higher quality of life of patients
(P < 0:05). Conclusion. Tension band with cannulated screw has a good curative effect on patella fracture, low incidence of
complications, early start of postoperative functional exercise, and high quality of life.

1. Introduction

Patella is the largest sesamoid bone of the human body,
which has the function of transmitting muscle strength dur-
ing knee extension [1]. Patella fracture accounts for 1% of
bone injury [2]. If not treated properly, complications such
as traumatic knee arthritis and knee function limitation

may occur [3, 4]. Anatomical reduction is of great signifi-
cance to the recovery of the patella function.

Intraoperative fixation is a commonmethod for the treat-
ment of displaced patella fracture, which can better recover
joint function and quadriceps femoris function, and prevent
osteoarthritis [5, 6]. Traditionally, the Kirschner wire tension
band method is widely used, which is superior to other
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surgical methods in terms of tension resistance and can
recover patella function to the maximum extent [7]. How-
ever, foreign body reaction caused by Kirschner wire indwell-
ing affects skin and tissues, such as inflammatory granulation
tissue [8]. In addition, Kirschner wire loosening, bending,
and the like may also be caused during knee exercise, result-
ing in treatment failure [9]. About 10%-20% of the patients
suffered from displacement between fracture fragments,
and 5% of the patients underwent two operations [10]. In
view of this, medical workers made an improvement plan,
namely, cannulated screw method, using a cannulated screw
instead of Kirschner wire, cannulated screw can be embed-
ded into bone tissue, causing less subcutaneous foreign body
sensation, and can be used for annular binding fixation of
more severely crushed fracture blocks without lacunae [11,
12]. However, a tension band with a cannulated screw will
irritate the skin, and the metal tail will sometimes sting and
damage the bone [13]. Therefore, there is still some contro-
versy on the clinical efficacy of the two treatment methods.

This study compared the therapeutic effects of cannu-
lated screw and Kirschner wire with tension band on patella
fracture, providing more data basis for clinical selection of
treatment methods for patella fracture.

2. Data and Methods

2.1. Research Participants. This study applied prospective
analysis. Altogether, 146 patients with displaced patella frac-
ture admitted to our hospital from March 2016 to February
2018 were selected and divided into two groups according
to the different treatment methods. Among them, 71 patients
received tension band with a cannulated screw (TBWCS
group), and 75 patients received tension band with Kirschner
wire (TBWKW group).

2.2. Inclusion and Exclusion Criteria. Inclusion criteria:
patients were aged 30-75 years old; patients underwent ante-
roposterior and lateral X-ray films; patients were diagnosed
as acute closed patella fracture with separation and displace-
ment by X-ray; patients had complete medical records and
follow-up data; patients signed informed consent forms and
could cooperate with medical stuff to complete relevant diag-
nosis and treatment work. Exclusion criteria: patients with
pathological, open, and comminuted fractures; patients with
Rockwood classification of patella fractures in I, VI, and VII;
patients with suppurative infection of joints, old fractures,
severe acetabular destruction, or obvious degeneration;
patients combined with fractures of other parts; patients with
cardiopulmonary dysfunction and severe diabetes (fasting
blood glucose greater than 10mmol/L); patients with cogni-
tive impairment could not cooperate with follow-up.

2.3. Treatment Method. Patients in the TBWCS group were
treated with a tension band with a cannulated screw, while
patients in the TBWKW group were treated with a tension
band with Kirschner wire.

Kirschner wire tension band: the patient underwent gen-
eral anesthesia and took the supine position. A midline longi-
tudinal incision was taken on the patella, the full-thickness

skin flap was raised, the fracture position was exposed, and
then thorough debridement was carried out. Under the per-
spective of the c-arm X-ray machine, Kirschner wire was pried
to replace and fix the fracture fragments, and continuous trac-
tion was carried out to maintain the correction stability.
Kirschner wire with a diameter of 2mm was used to fix it,
and the joint cavity was cleaned. After the fixation, the 8-
figure fixation outside the wire, the deep tissue was buckled
and embedded, the joint cavity was cleaned, the drainage tube
was retained, the wound was sutured, and the pressure dress-
ing was carried out after the operation.

Tension band with cannulated screw: the patient under-
went general anesthesia and took the supine position. A mid-
line longitudinal incision was taken on the patella, the full-
thickness skin flap was raised, the fracture position was
exposed, then, thorough debridement was carried out. A sharp
reduction clamp was carried out to temporarily fix the fracture
fragments. After the finger proved that the patella joint surface
was flat, two Kirschner wires with a diameter of 1.6mm was
used to longitudinally pass through the fractured patella, and
the Kirschner wires were used as parallel as possible and
located in the anterior 1/3 of the patella. Under the guidance
of Kirschner wire, a 4.5 mm semithreaded stainless steel can-
nulated compression screw was screwed in. After the cannu-
lated screw was embedded into the patella bone, the needle
was pulled out. Steel wire was inserted from the screw, fixed
in the shape of 8-figure, buckled, and embedded into deep tis-
sue. The joint cavity was then cleaned, the drainage tube was
retained, and the wound was sutured.

2.4. Follow-Up Arrangements. The patients in this study were
followed up for 12 months. The patients were followed up,
and the pain visual analogue scale (VAS), knee flexion,
Lysholm score, and Bostman score were recorded at 1, 3, 6,
and 12 months after operation, and the activity of daily living
scale (ADL) score was evaluated at the last follow-up. ADL
Score includes tips for assessing a resident’s need for assis-
tance with activities of daily living (ADLs). VAS score was
0-10, and the high score was closely related to the severity
of the pain; Lysholm score was 0-100, and the high score
was closely related to the better joint function; Bostman score
was 0-30, and the high score was closely related to the better
recovery of knee joint function; ADL score was 0-100, and
the high score was closely related to the better quality of life
of patients.

2.5. Observation Index. Two groups of patients were com-
pared in terms of surgical treatment effect after one year of
treatment, complication occurrence within 6 months after
the operation and operation-related indexes, including oper-
ation time, incision length, fracture gap after the operation
(Measurement was conducted according to CT image), intra-
operative blood loss, hospitalization time (Measurement was
conducted according to CT image), angle of knee flexion loss
of affected limb, the start time of postoperative functional
exercise, and incidence rate of secondary operation.

2.6. Efficacy Evaluation Criteria. (1) Markedly effective:
patients had no pain in the knee joint after operation; knee
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joint movement was normal; imaging examination showed
that bone healing was satisfactory, there was no traumatic
arthritis, bursitis, and other complications. (2) Effective: the
patient’s knee joint movement was slightly limited after oper-
ation, and the bone healing was satisfactory by imaging
examination. (3) Ineffective: none of the above curative
effects have been achieved, delayed healing, or malunion of
fracture occurred, and knee joint movement was limited.
Total effective rate = markedly effective rate + effective rate.

2.7. Statistical Analysis. SPSS 19.0 (Asia Analytics Formerly
SPSS China) was used to analyze the data. Measurement data
were expressed by %, and the comparison of rates used χ2

test. The counting data were expressed by Mean ± standard
deviation (mean ± SD). K-S was used to test whether the data
conform to the normal distribution, the Wilcoxon test was
used for nonnormal distribution data between the two
groups. The comparison between the two groups for normal
distribution data adopted t-test. The comparison between the
two groups adopted t-test, the comparison at different time
points adopted repeated measurement analysis of variance,
and the back testing adopted the LSD test. P < 0:05 indicates
that the difference is statistically significant.

3. Results

3.1. General Data. There were 71 patients in the TBWCS
group, including 33 male and 38 female patients, with an
age of (57:23 ± 8:67) years, and 75 patients in the TBWKW
group, including 31 male and 44 female patients, with an
age of (60:74 ± 14:82) years. There was no statistical differ-
ence in gender ratio and age between the two groups. There
was no significant difference between the two groups in other
data, such as body mass index and fracture causes (P > 0:05),
see Table 1 for details.

3.2. Clinical Efficacy. One year after treatment, the markedly
effective rate, effective rate, and ineffective rate of patients
in the TBWCS group were 76.06%, 23.94%, and 0.00%,

Table 1: Comparison of general data of two groups of patients (mean ± SD; n, %).

TBWCS (n = 71) TBWKW (n = 75) χ2/t P

Gender 0.392 0.531

Male 33 (46.48) 31 (41.33)

Female 38 (53.52) 44 (58.67)

Age (years) 57:23 ± 8:67 60:74 ± 14:82 1.734 0.085

Body mass index (kg/cm2) 22:49 ± 1:83 22:36 ± 1:86 0.671 0.425

Affected side 3.441 0.064

Left 44 (61.97) 35 (46.67)

Right 27 (38.03) 40 (53.33)

Cause of fracture 1.705 0.426

Fall injury 41 (57.75) 40 (53.33)

Traffic accident 19 (26.76) 17 (22.67)

Other 11 (15.49) 18 (24.00)

AO/OTA 0.913 0.633

Transverse, middle (45-C1.1) 41 (57.75) 49 (65.33)

Transverse, proximal (45-C1.2) 11 (15.49) 9 (12.00)

Transverse, distal (45-C1.3) 19 (26.76) 17 (22.67)

Underlying diseases 0.087 0.957

Hypertension 10 (14.08) 9 (12.00)

Coronary heart disease 14 (19.72) 15 (20.00)

Diabetes 5 (7.04) 5 (6.67)

ASA classification 0.185 0.912

I 24 (33.80) 23 (30.67)

II 42 (59.15) 46 (61.33)

III 5 (7.04) 6 (8.00)

Displaced distance of fracture fragment (mm) 4:3 ± 1:8 4:7 ± 1:7 1.381 0.169

Injury time before operation (days) 2:8 ± 1:2 3:3 ± 1:4 1.849 0.067

Table 2: Clinical efficacy (N , %).

TBWCS
(n = 71)

TBWKW
(n = 75) χ2 P

Markedly effective 54 (76.06) 49 (65.33) 2.018 0.155

Effective 17 (23.94) 20 (26.67) 0.143 0.705

Ineffective 0 (0.00) 6 (8.00) Fisher 0.028

Total efficiency 71 (100.00) 69 (92.00) Fisher 0.028
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respectively, while those of patients in the TBWKW group
were 65.33%, 26.67%, and 8.00%, respectively. There was
no statistical difference in the markedly effective rate and
effective rate between the two groups (P > 0:05), but the inef-
fective rate of patients in the TBWCS group was significantly
lower than that in the TBWKW group (P < 0:05). (Table 2).

3.3. Operation Related Indicators. There was no statistical dif-
ference between the two groups in terms of operation time,
incision length, and fracture gap after operation. The intra-
operative blood loss, hospitalization time, and angle of knee
flexion loss in patients with TBWCS were less than those in

patients with TBWKW (P < 0:05). The starting time of the
postoperative functional exercise of the TBWCS group was
earlier than those of the TBWKW group, and the incidence
of secondary operation was lower than those in patients with
TBWKW (P < 0:05) (Table 3).

3.4. Pain Score. We evaluated the changes of VAS scores of
the two groups of patients within 1 year after the operation,
but we did not continue to follow up on the VAS scores
because those of the two groups of patients were less than 1
point 6 months after the operation. The follow-up results
showed that the VAS scores of the two groups decreased
gradually with the time (P < 0:05). The VAS scores of the
patients in the TBWCS group were lower than those in the
TBWKW group at 1, 3, and 6 months after operation
(P < 0:05) (Figure 1).

3.5. Knee Flexion Degree.At 1, 3, 6, and 12months after oper-
ation, knee flexion degree of the two groups of patients grad-
ually increased with the time (P < 0:05), and the knee flexion
of patients in TBWCS group was higher than that of patients
in TBWKW (P < 0:05) (Figure 2).

3.6. Lysholm Score. At 1, 3, 6, and 12 months after operation,
the Lysholm scores of the two groups of patients gradually
increased with the time (P < 0:05). The Lysholm scores of
the patients in the TBWCS group were higher than those in
the TBWKW group (P < 0:05) (Figure 3).

3.7. Bostman Score. At 1, 3, 6, and 12 months after the oper-
ation, the Bostman score of the two groups of patients grad-
ually increased with the time (P < 0:05), while the Bostman
score of the TBWCS group was higher than that of the
TBWKW group (P < 0:05) (Figure 4).

3.8. Comparison of Complications between Two Groups of
Patients. There was no significant difference in the incidence
of knee joint movement limitation, traumatic arthritis, bursi-
tis, displaced internal fixation, reduction loss, and delayed
fracture healing between the two groups, but the total

Table 3: Operation related indicators (mean ± SD).

TBWCS (n = 71) TBWKW (n = 75) χ2/t P

Operation time (min) 57:37 ± 9:83 54:87 ± 9:58 1.556 0.122

Incision length (cm) 6:24 ± 1:02 5:94 ± 1:09 1.715 0.089

Intraoperative blood loss (mL) 155:38 ± 28:37 187:47 ± 23:27 7.490 <0.001
Hospitalization time (days) 13:58 ± 3:53 14:57 ± 1:12 2.309 0.022

Start time of postoperative functional exercise (days) 32:13 ± 5:88 46:12 ± 9:02 11.035 <0.001
Fracture healing time (weeks) 10:7 ± 1:7 13:2 ± 3:1 5.995 <0.001
Angle of limb loss (angles) 10:8 ± 5:6 19:3 ± 7:2 7.932 <0.001
Fracture gap after operation 0.669 0.716

0mm 52 (73.24) 58 (77.33)

≤2mm 14 (19.72) 11 (14.67)

≥3mm 5 (7.04) 6 (8.00)

Secondary operation 1 (1.41) 11 (14.67) 6.832 0.009
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Figure 1: Difference of VAS score between the two groups within 6
months after the operation. Repeated measurement analysis of
variance showed that the VAS scores of the two groups of patients
decreased gradually with time. The VAS scores of patients in the
TBWCS group (n = 71) were lower than those in the TBWKW
group (n = 75) at 1, 3, and 6 months after operation. ∗ indicates
compared with the TBWCS group, P < 0:05.
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incidence of complications in the TBWCS group was lower
than that in the TBWKW group (P < 0:05) (Table 4).

3.9. Quality of Life Assessment. There was no statistical differ-
ence in ADL scores between the two groups before the oper-
ation. Twelve months after operation, the ADL scores of
patients in the TBWCS group were higher than those in the
TBWKW group (P < 0:05) (Figure 5).

4. Discussion

Surgical is a common method for the treatment of displaced
patella fracture, of which tension band fixation is the current
treatment standard [14]. However, due to the complexity of
patella fracture, there is no consistent conclusion on the best
clinical treatment scheme at present. This study compared
the therapeutic effects of cannulated screw tension band
and Kirschner wire tension band on patella fracture and
found that the cannulated screw tension band had more
advantages in treatment of patella fracture, with a fast recov-
ery of patients and low incidence of complications.

Cannulated screw tension band is an improved technique
based on the Kirschner wire tension band. Theoretically, the
cannulated screw tension band has the advantages of stable
fixation and implant protection [15]. In a biomechanical
analysis on the treatment of patella fracture with wire tension
band by Lee et al. [16], a cannulated screw tension band has
higher load-carrying capacity and rigidity, and can absorb
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Figure 2: Difference of knee flexion between the two groups within
12 months after the operation. Repeated measurement analysis of
variance showed that the knee flexion of the two groups of patients
gradually increased with time. The knee flexion of patients in the
TBWCS group (n = 71) was higher than that of patients in the
TBWKW group (n = 75). ∗ indicates compared with the TBWCS
group, P < 0:05. # indicates compared with 1 month after treatment
in the same group, P < 0:05; & indicates compared with 3 months
after treatment in the same group, P < 0:05; @ indicates compared
with 4 months after treatment in the same group, P < 0:05.

0

20

40

60

80

100

1 
m

on
th

 a�
er

 su
rg

er
y

3 
m

on
th

s a
�e

r s
ur

ge
ry

6 
m

on
th

s a
�e

r s
ur

ge
ry

12
 m

on
th

s a
�e

r s
ur

ge
ry

Ly
sh

ol
m

 sc
or

e

⁎
⁎#

#

⁎#&

#&

⁎#&@

#&@

TBWKW

TBWCS

Figure 3: Difference of Lysholm score between the two groups
within 12 months after the operation. Repeated measurement
analysis of variance showed that the Lysholm scores of the two
groups of patients gradually increased with time. The Lysholm scores
of patients in the TBWCS group (n = 71) were higher than those in
the TBWKW group (n = 75). ∗ indicates compared with the TBWCS
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Figure 4: Bostman score difference between the two groups within
12 months after the operation. Repeated measurement analysis of
variance showed that the Bostman score of the two groups of
patients gradually increased with time. The Bostman score of
patients in the TBWCS group (n = 71) was higher than that of
patients in the TBWKW group (n = 75). ∗ indicates compared
with the TBWCS group, P < 0:05.
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higher energy. However, Wang et al. [17] showed that there
was no significant difference between cannulated screw and
Kirschner wire tension band in improving Iowa knee joint
score of patella fracture patients. Lin et al. [18] also found
that after 12 months of treatment, there was no significant
difference between cannulated screws and Kirschner wire
tension band in improvement of VAS score, knee joint
mobility, flexion, and extension of patella fracture patients.
Hoshino et al. [19] also reported that the failure rate of patella
fracture fixation with a cannulated screw tension band was
higher than that with the Kirschner wire tension band. The
results of this study show that during the operation of patella
fracture patients, the intraoperative blood loss, hospitaliza-
tion time, and knee flexion loss of patients in TBWCS group
were less than those in the TBWKW group, the starting time
of postoperative functional exercise was earlier than that of
patients in the TBWKW group, and the incidence rate of sec-
ondary operation was lower than that of patients in the

TBWKW group, but there was no statistical difference in
the operation time, incision length, and postoperative frac-
ture gap between the two groups. The results of curative
effect analysis showed that the knee flexion, Lysholm score,
and Bostman score of patients treated with tension band
with cannulated screw were higher than those treated with
Kirschner wire, and VAS score was lower. Tension band
with cannulated screw had a better curative effect on patella
fracture, lower complication rate, and higher quality of life
of patients. A meta-analysis report showed that there was
no difference in the success rate of operation, operation time,
fracture healing time, and the number of infections between
the cannulated screw and Kirschner wire tension band in
treating patella fracture, but cannulated screw tension band
was superior to Kirschner wire tension band in reducing
the incidence of complications [20]. In the internal fixation
of patella fracture, biodegradable implants were not as effec-
tive as metal implants in the treatment of displaced patella
fracture, but implant stimulation was the main reason for
the second operation, and the removal rate of symptomatic
implants after treatment with cannulated screw tension band
was low (8%) [21]. Tan et al. [22] also reported in the study
that the cannulated screw tension band had a better curative
effect in the treatment of patella fracture compared with the
Kirschner wire tension band, and it reduced the occurrence
of pain caused by implants and implant loosening. These
studies all supported our conclusion.

However, some problems need to be paid attention to
when using a cannulated screw tension band to treat patella
fracture. The cannulated screw placed in the operation needs
to be of appropriate size and can be completely embedded
into bone. The head and tail of the screw do not penetrate
through the upper and lower ends of the patella, thus ensur-
ing the action of the tension band of steel wire and reducing
the friction loss between the screw and steel wire, steel wire,
and patella.

To sum up, the cannulated screw tension band has a bet-
ter curative effect on patella fracture, low incidence of com-
plications, early start of postoperative functional exercise,
and higher quality of life.

Data Availability

All the data can be provided if other researchers need.
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Background and Objective. Colorectal cancer (CRC) is a common gastrointestinal tumour with high morbidity and mortality.
Endoscopic examination is an effective method for early detection of digestive system tumours. However, due to various
reasons, missed diagnoses and misdiagnoses are common occurrences. Our goal is to use deep learning methods to establish
colorectal lesion detection, positioning, and classification models based on white light endoscopic images and to design a
computer-aided diagnosis (CAD) system to help physicians reduce the rate of missed diagnosis and improve the accuracy of the
detection rate. Methods. We collected and sorted out the white light endoscopic images of some patients undergoing
colonoscopy. The convolutional neural network model is used to detect whether the image contains lesions: CRC, colorectal
adenoma (CRA), and colorectal polyps. The accuracy, sensitivity, and specificity rates are used as indicators to evaluate the
model. Then, the instance segmentation model is used to locate and classify the lesions on the images containing lesions, and
mAP (mean average precision), AP50, and AP75 are used to evaluate the performance of an instance segmentation model.
Results. In the process of detecting whether the image contains lesions, we compared ResNet50 with the other four models, that
is, AlexNet, VGG19, ResNet18, and GoogLeNet. The result is that ResNet50 performs better than several other models. It scored
an accuracy of 93.0%, a sensitivity of 94.3%, and a specificity of 90.6%. In the process of localization and classification of the
lesion in images containing lesions by Mask R-CNN, its mAP, AP50, and AP75 were 0.676, 0.903, and 0.833, respectively.
Conclusion. We developed and compared five models for the detection of lesions in white light endoscopic images. ResNet50
showed the optimal performance, andMask R-CNNmodel could be used to locate and classify lesions in images containing lesions.

1. Introduction

Colorectal cancer (CRC) is a common malignancy of the
digestive system. According to the latest data, the morbidity
and mortality of CRC rank among the top four in cancer
[1]. With the improvement of Chinese people’s living stan-
dards, the incidence of CRC increases year by year. The most
common precancer disease of CRC is colorectal adenoma
(CRA) [2]. At present, total colonoscopy is still the best
screening method for colorectal polyps, CRA, and CRC [3].
Early detection of CRA and endoscopic resection of adenoma
under colonoscopy can reduce or avoid the occurrence of
CRC, thereby reducing the mortality rate of CRC [4, 5]. Early
diagnosis of digestive system tumours has always been a hot
spot for the medical community to conquer. However, it is

difficult to detect early precancerous lesions of the digestive
system because they generally involve a small range and are
shallow in depth, and the morphological manifestations
under endoscopy are not obvious [6]. Moreover, the evalua-
tion results of endoscopy often depend on the subjective
experience of the operating physician, which is highly subjec-
tive and requires a high level of clinical skills and work expe-
rience of the physician. The low-qualified or fatigued
physician is more likely to misdiagnose the lesion [7].

At present, the application of artificial intelligence (AI) in
the medical field has shown an exciting dawn, and its explo-
ration in the field of digestive endoscopy has also achieved
some preliminary results [8]. In the study conducted by [9],
two different shape description features were compared to
distinguish whether there are polyps in the colorectal region.
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The algorithm was tested on 300 images, among which 150
images contain polyps and 150 images of normal mucosa,
with an accuracy of 86%. In the study [10], the author used
the fitting ellipse method and multiscale Gaussian texture
geometric features, and the true positive of the algorithm
was 64.8%. Reference [11] combined the advantages of wave-
let transform and local uniform binary mode to characterize
image features and used support vector machine (SVM) as
the classifier. Their data set contained a total of 1200 images
(600 polyp images and 600 nonpolyp tissue images), and the
algorithm accuracy reached 91.6%.

With the emergence of deep learning algorithm, machine
learning has gradually gotten rid of the limitation of low effi-
ciency and imprecision in manually extracting data features,
which has brought revolutionary progress to the research and
development of artificial intelligence. Zhang et al. [12] used
white light endoscopic images to distinguish polyps from
adenoma, with an accuracy rate of 85.9%. Patino-Barrientos
et al. [13] used the VGG16 model to perform Kudo’s Classi-
fication for Colon Polyps on white light endoscopic images.
The accuracy rate was 83%, and the F1 score was 0.83. Ruikai
et al. [14] used the YOLOv3 algorithm to detect and locate
polyps on white light endoscopes. The accuracy of the results
was 88.6%, and the recall rate was 71.6%.

In summary of the above studies, it can be concluded that
the application of convolutional neural network of deep
learning in the detection, location, and classification of colo-
rectal polyps is feasible and has achieved good results. More-
over, due to the late development of endoscopic medical
technology in China, the overall technical level lags behind
that of developed countries, so most of the endoscopic tech-
niques used in hospitals in China are still dominated by ordi-
nary white light endoscopes. In the daily diagnosis, the
endoscopist must thoroughly examine each image of each
patient; the process is very cumbersome. Therefore, the
development of a computer-aided diagnosis system based
on white light endoscopy can greatly reduce the burden on
medical personnel and is of great significance.

The contribution of our study is to establish a model of
detection, localization, and classification of colorectal lesions
based on white light endoscopy. Compared with other
models based on the research of white light endoscopy, the

models of this study have improved to some extent in some
evaluation indicators of experimental results. In the process
of detecting whether white light endoscopic pictures contain
lesions, we compared five convolutional neural network
models. As a result, the ResNet50 model showed higher
detection performance; it scored an accuracy of 93.0%, a sen-
sitivity of 94.3%, and a specificity of 90.6%. In the process of
locating and classifying lesions, the Mask R-CNN model was
used to segment the images, and a satisfactory result was
obtained; its mAP, AP50, and AP75 were 0.676, 0.903, and
0.833, respectively.

2. Materials and Method

2.1. Data Set. In this study, images of patients undergoing
colorectal examination under white light endoscopy (as
shown in Figure 1) were used.

These images were derived from the Digestive Endoscopy
Centre, East Hospital, Shanghai Sixth People’s Hospital,
China. The time span is from June 2015 to September 2019.
We created a database containing 3413 WLE images of
dimensions 420 × 389 × 3 (RGB), of which 1709 of them con-
tained lesions (CRC, CRA, and polyps) and 1704 of them are
normal colorectal mucosa. Images with clear surface and
boundary under the white light endoscope and complete film
were selected, and corresponding microscope pathology was
recorded, which was marked and classified by trained endos-
copy physicians and gastroenterologists. Images of normal
mucosa have varying degrees of cleanliness and air bubbles.
All images containing lesions have been checked to ensure
the accuracy of the data set. We randomly divide the image
into a training set, a validation set, and a test set (respectively,
70%, 15%, and 15% of the full data set), and limit the balance
between the validation set and the test set.

2.2. Study Design. In this study, we will follow the following
process (Figure 2) to detect, locate, and classify white light
endoscopic colorectal lesions.

First of all, we will use the convolutional neural network
(CNN) [15] model to distinguish whether the white light
endoscopic images contain lesions (CRC, CRA, and polyps)
and whether output images also contain lesions. Next, an

Figure 1: Colorectal polyps in different stages of neoplasia and different grades of bowel cleanliness under white light endoscopy.
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instance segmentation [16] model Mask R-CNN is used on
the image containing a lesion to locate the position of the
lesion, and a prediction of the corresponding category of
the lesion is given.

2.3. CNN Architecture. Convolutional neural networks
(CNN) are a kind of Feedforward Neural Network that con-
tains convolutional computation and has a deep structure
and is one of the representative algorithms of deep learning
[17, 18]. LeCun and his collaborators constructed the convo-
lutional neural network LeNet-5 and achieved success in the
recognition of handwritten digits [19]. LeNet-5 and its subse-
quent variants define the basic structure of modern convolu-
tional neural networks. The alternating convolutional layer
and pooling layer in its construction are considered to be able
to extract the higher-order features of the input image.

We evaluated five network architectures: AlexNet [20],
GoogLeNet [21], ResNet50 [22], ResNet18 [23], and VGG19
[24]. These networks all use a hierarchical structure, with
the output of the previous layer as the input of the next layer,
continuously extracting and building the higher-order fea-
tures of the input picture. Because our white light endoscopy
image data set is not far enough to support from scratch or
train the network, we will use transfer learning to use the
above-mentioned pretrained CNN convolutional layer as a
feature extractor. These pretrained networks use a large
amount of image data (including 1000 categories) for train-
ing, and on ILSVRC (ImageNet Large-Scale Visual Recogni-
tion Challenge) good results have been achieved, so these
networks have the ability to classify various images. Accord-
ing to the use of the feature extraction scheme and transfer
learning to solve the new classification problem, the last layer
or the last three layers of CNN must be fine-tuned. In this
study, we changed the final classification layer to output
two categories, namely, normal images and images contain-
ing lesions.

For the binary classification, the success of classifica-
tion of WLE images using CNN is measured by accuracy,

sensitivity, and specificity, which are widely employed by
colleagues to assess the performance of classification. Here
is their definition:

Accuracy = Number of correct predictions
Number of positives + number of negatives

,

ð1Þ

Sensitivity =
Number of correct positive predictions

Number of positives
, ð2Þ

Specificity =
Number of correct negaive predictions

Number of negatives
: ð3Þ

In this study, we observed that pretrained ResNet50 usu-
ally performs better than the other four networks (Table 1).
Therefore, we will introduce this network architecture in
detail. ResNet50’s network consists of 50 layers, including 17
layers (16 convolutional layers and 1 fully connected layer)
of learnable weights. Each convolutional layer contains 64 to
2048 kernels of size 1 × 1 and 3 × 3. In order to enhance the
robustness of the internal deformation of the class and avoid
overfitting, the convolution kernel with a size of 1 × 1 before
the shortcut uses the Rectified Linear Unit (ReLU). ReLU, as
the activation function of the neural network, defines the non-
linear output of the neuron after linear transformation; here is
the definition:

f xð Þ =max 0,wTx + b
� �

: ð4Þ

In order to improve network performance, we have fur-
ther optimized the network architecture. And the stochastic
gradient descent withmomentum (SGDM) is used as the opti-
mization algorithm. The learning rate was initially set to 1e-4
and was adaptively modified during the training process until
the verification criteria were met. The maximum epoch size of
the training process is 50. In order to standardize the model
and reduce overfitting, image data enhancement is used in
the model training process, including rotation, cropping, and
mirror conversion. These data enhancement operations do
not affect the content or size of the image. Finally, in order
to overcome the generalization gap while taking into account
the limited GPU memory, a mini batch size of 16 was chosen.

2.4. Mask R-CNN Network Architecture. Mask R-CNN was
extended from Faster R-CNN [25]. Faster R-CNN is a popu-
lar target detection framework, which was extended to the
instance segmentation framework by Mask R-CNN. Mask
R-CNN [26] is a two-stage framework. The first stage scans

Input
(normal or lesion)

CNN model

Image contains lesions

Instance segmentation
model (Mask R-CNN)

Location and
classification of lesion

Figure 2: Colorectal lesion detection localization and classification
process.

Table 1: Performance of different networks on test dataset.

Network Accuracy (%) Sensitivity (%) Specificity (%)

AlexNet 85.5 78.9 92.2

VGG19 89.5 85.9 93.0

ResNet18 87.9 84.4 91.4

ResNet50 93.0 90.6 95.6

GoogLeNet 87.9 82.8 93.0
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the images and relies on the Region Proposal Network (RPN)
algorithm [27] to generate proposals (region of interest, or
ROI), and the second stage classifies the proposals and gener-
ates bounding boxes and masks. Mask R-CNN can effectively
detect the target in the image, add a parallel branch for pre-
dicting the target mask on its existing branch for border
box recognition, and generate a high-quality segmentation
mask for each instance. So it was called Mask R-CNN.

Mask R-CNN was trained in the following steps
(Figure 3):

Step 1. Enter an image you want to process and then carry
out the corresponding pre-processing operation or the pre-
processed picture.

Step 2. Input it into a pretrained neural network (ResNe50,
etc.) to obtain the corresponding feature map.

Step 3. Set a predetermined ROI for each point in the feature
map, so as to obtain multiple candidate ROI.

Step 4. Send these candidate ROIs into the RPN network for
binary classification (foreground or background) and BB
regression and filter out some candidate ROIs.

Step 5. Perform ROI align operation on the remaining ROIs,
that is, match the original image with the pixel of the feature
map first and then match the feature map with the fixed
feature.

Step 6. Perform operations on each ROI in Fully Convolu-
tional Networks (FCN) for classification, bounding-box
regression, and mask generation.

To develop our Mask R-CNN, we selected 1709 images
containing lesions (CRC, CRA, and polyps) as the image
database. Next, manually label these images to mark the loca-
tion and correspondence of the lesions in the picture cate-
gory, which is a tedious labelling task, and finally, we
created an image database in MSCOCO format for lesion
location and classification. Each image contains a bounding
box around the large intestine lesion in the format of ½x, y,
width, and height�, which specifies the lesion’s position and
size in the upper left corner of the image. We further divided
the images into 70% for training, 15% for validation, and 15%
(256 images) for testing the Mask R-CNN network.

In the Mask R-CNN developed in this study, ResNet50
was used as the backbone network. The minimum batch is
set to 1, so that each iteration processes multiple image areas
from one training image. Each image is controlled by two dif-
ferent parameters, positive training samples and negative
training samples. These two values are set to overlap with
ground truth boxes by a factor of [0.6-1.0] and [0-0.3],
respectively. Considering the bounding box as a true positive
box containing lesions, we chose a threshold of 0.7 for the
IoU measure, which is a good threshold for calculating the
“intersection” of various bounding boxes.

IoU (Intersection-over-Union) represents the overlap
rate between the generated candidate bound and the ground
truth bound, that is, the ratio of their intersection and union.

IoU = area Cð ÞT area Gð Þ
area Cð ÞS area Gð Þ : ð5Þ

Feature extractor Object classification

Input Backbone
(ResNet50)

Feature maps

RPN Proposal

ROI align FC layers

Coordinate Category

Figure 3: Mask R-CNN model training process.

(a) (b)

(c) (d)

Figure 4: Misclassification examples: (a, b) false negatives; (c, d)
false positives.
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Table 2: Performance of Mask R-CNN model on test dataset.

Network AP AP50 AP75 APS APM APL AR AR10 AR100 ARS ARM ARL

Mask R-CNN 67.6 90.3 83.3 100 65.1 64.8 75.4 78.2 78.2 100 79.9 76.5

Adenoma 0.93

Polyp 0.98

Cancer 0.93

Figure 5: Colorectal lesion localization and classification using Mask R-CNN.
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In this study, we used some outcome indicators that eval-
uated the MSCOCO data set to evaluate our model, such as
mAP (mean average precision), AP50, and AP75, as the main
evaluation criteria for the results.

For the binary classification, the sample can be divided
into four cases of true positive (TP), false positive (FP),
true negative (TN), and false negative (FN). Precision pre-
dicts the correct value in the case of predicting positive
samples; recall predicts the correct value in instances with
positive labels.

Precision =
TP

TP + FP
, ð6Þ

Recall =
TP

TP + FN
, ð7Þ

mAP =
ð1
0
P Rð ÞdR: ð8Þ

In formula (8), P represents precision and R represents
recall. mAP is the average AP value of multiple verifica-
tion set individuals. So the higher the mAP score is, the
higher the confidence in the test results will be and the
more likely polyps will be contained in the boundary box.

3. Results and Discussion

3.1. Performance of CNN Model. Table 1 lists the perfor-
mance of different networks after transfer learning in the
process of detecting whether white light endoscopic pictures
contain lesions, mainly reflected in the accuracy, sensitivity,
and specificity of the network. We found that the modified
ResNet50 performed significantly better than the other four
networks.

The reason why high sensitivity is very important is
because the consequences of false negatives (missed polyps)
are much more serious than false positives (misdiagnosed
as polyps). Figure 4 shows some examples of misclassified
images. Missed polyps (false negatives) and normal mucosa
are misidentified as polyps (false positives).

We have observed a situation that easily leads to missed
diagnosis of polyps, that is, the size of polyps is small. Usually
in endoscopic detection, some smaller polyps are also easily
missed [28], but these polyps are less likely to form tumours
at advanced stages, and our models are often correct when
detecting large polyps, so to a certain extent, the conse-
quences of missed diagnosis of small polyps are reduced.

3.2. Performance of Mask R-CNNModel. Since the data set we
marked is in MSCOCO format, a series of result metrics of
the MSCOCO data set will be used to evaluate our data set.
Here is their definition:

mean average precision (AP):
AP: AP at IoU = 0:50 : 0:05 : 0:95 (primary challenge

metric),
AP50: AP at IoU = 0:50,
AP75: AP at IoU = 0:75,
APS: AP for small objects: area < 322,
APM: AP for medium objects: 322 < area < 962,
APL: AP for large objects: area > 962.
Average recall (AR):
AR: AR given 1 detection per image,
AR10: AR given 10 detections per image,
AR100: AR given 100 detections per image,
ARS: AR for small objects: area < 322,
ARM: AR for medium objects: 322 < area < 962,
ARL: AR for large objects: area > 962.
The results are shown in Table 2.

Or

ResNet50

Mask R-CNN Adenoma 0.87

Figure 6: Our computer-aided diagnosis system workflow.
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An example of the Mask R-CNN we developed to locate
and classify lesions is presented in Figure 5.

4. Conclusions

Due to the late development of endoscopic medical technol-
ogy in China, the overall technical level lags behind that of
developed countries; ordinary white light endoscopy is still
the endoscopic technique used in most hospitals in China.
The endoscopist needs to examine each image of each
patient carefully. The process is cumbersome. Therefore,
the development of a computer-aided diagnosis system
based on a white light endoscope is of great significance.
Compared with other models based on white light endo-
scopic research, the model developed in this study has
improved the effect and can assist the endoscopist in daily
diagnosis, which will greatly reduce the daily burden of
medical staff.

In this study, we used white light endoscopic images as a
screening tool for colorectal lesions. Through comprehen-
sive evaluation of supervised machine learning algorithms,
we find that different algorithms have different prediction
performances on image data. By comparing the predictive
performance of the classifier, we found that ResNet50 is a
good model.

In addition, we also annotated images containing lesions,
constructed a data set in MSCOCO format, and used the
instance segmentation algorithm Mask R-CNN to perform
experiments on this data set. Through comparison and anal-
ysis of some result indicators, we found that location and
classification of colorectal lesions have achieved a good
result.

We hope to develop a computer-aided diagnosis system;
the process is shown in Figure 6.

Through the combination of the two models, a white
light endoscopic image is inputted, the ResNet50 model is
used to determine whether it contains a lesion, and the image
containing the lesion is then input into the Mask R-CNN
model to locate and classify the lesion.

Future work includes exploring architectures such as
capsule networks and attention model, which may be diffi-
cult to implement but can provide more specific interpret-
ability. Our goal is to develop a more accurate, real-time
colorectal lesion detection, localization, and classification
model and deploy it on a system where white light endos-
copy works to help physicians better perform colonoscopy
for patients.
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Off-pump coronary artery bypass grafting (OPCABG) is an effective strategy for revascularization. Preoperative anesthesia appears
critical due to surgical instability and the risk of organ damage. This study, based on a functional module network, analysed the
effects of preoperative inhalation anesthesia and intravenous anesthesia on OPCABG and performed a pivot analysis of its
potential drug regulators. We obtained microarray data of sevoflurane anesthesia and propofol anesthesia from the GEO
database and analysed the difference between the two groups of data, resulting in 5701 and 3210 differential genes to construct
the expression matrix. WGCNA analysis showed that sevoflurane anesthesia clustered into 7 functional disorder modules,
including PDCD6IP, WDR3, and other core genes; propofol anesthesia clustered to form two functional disorder modules,
including KCNB2 and LHX2, two core genes Enrichment analysis of the functions and pathways of interest suggests that both
anesthesia-related module genes tend to function as pathways associated with ion and transmembrane transport. The
underlying mechanism may be that targeted regulation of transmembrane-associated biological processes and ion pathways in
the core genes of each module affect the surgical process. Pivot analysis of potential drug regulators revealed 229 potential drugs
for sevoflurane anesthesia surgery, among which zinc regulates three functional disorder modules via AHSG, F12, etc., and 67
potential drugs for propofol anesthesia surgery, among which are propofol, methadone, and buprenorphine, regulate two
functional disorder modules through four genes, CYP2C8, OPRM1, CYP2C18, and CYP2C19. This study provides guidance on
clinical use or treatment by comparing the effects of two anesthesias on surgery and its potential drugs.

1. Introduction

Currently, off-pump coronary artery bypass grafting
(OPCABG) is an innovative technique in cardiac surgery.
In recent years, an aging population, increased risk of sur-
gery, and improved technology contribute to the resurgence
of OPCABG [1]. OPCABG can reduce postoperative compli-
cations such as systemic inflammatory response, myocardial
damage, kidney damage, and brain damage [2]. Currently, it
is the best choice for modern cardiac surgery. Mortality and
stroke rate of the elderly after surgery are extremely low,
indicating that surgery is the safe management option for
coronary artery disease in this population [3]. However, dur-
ing the operation, the patient needs to be anesthetized. Thus,

choosing which kind of anesthesia is very important. Com-
mon methods are inhalation anesthesia, intravenous
anesthesia, sevoflurane anesthesia, and propofol anesthesia.
Compared with propofol-based total intravenous anesthesia
(TIVA), sevoflurane anesthesia reduced cardiac biomarker
release and hospital stay. It also could reduce mortality
compared with CFG [4]. This may be due to the fact that
sevoflurane can better protect the heart muscle during car-
diac surgery [5]. The induction characteristics of sevoflurane
anesthesia in congenital heart disease are similar. Sevoflurane
induced good tolerance technology, suitable for children with
congenital heart disease [6]. Although sevoflurane anesthesia
has numerous benefits, when sevoflurane is paused to use
after surgery, rhythmic heart separation returns to sinus
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rhythm. Sometimes, it might cause atrioventricular conduc-
tion disturbances, leading to rhythmic arrhythmias [7].
Another common anesthetic is propofol. It can be quickly
induced and rapidly eliminated with short duration of action,
smooth recovery of anesthesia, and few side effects. So it has
been widely used. It is more effective and harmless than
hypnotic drug [8]. Propofol is also considered as the best
anesthetic alternative in experiments comparing the recovery
periods of the two anesthesia regimens [9]. Propofol is also
reported to be approved for continuous intravenous seda-
tion. Surgical clinical studies have revealed that the combina-
tion of propofol and opioids is a reasonable anesthetic option
[10]. OPCABG surgery is associated with lymphopenia.
Propofol anesthesia with protective effects is superior to
sevoflurane maintenance anesthesia [11]. When it comes to
the difference between the two anesthesia methods, the
researchers have many different opinions. Of course, some
people thought that no difference exists in myocardial
protection after sevoflurane anesthesia or propofol anesthe-
sia in OPCABG surgery [12]. Although propofol-induced
anesthesia can attenuate the feedback pathway of cardiac
baroreflex and the feedforward pathway can be immune to
anesthesia [13], we still have no conclusion about the use of
the two anesthetic methods. To further investigate the differ-
ence between the two anesthetic methods, we conducted a
study on molecular mechanisms of its regulation.

Here, we analysed the effects of postoperative inhalation
anesthesia and intravenous anesthesia on off-pump coronary
artery bypass grafting based on a functional modular net-
work, to explore the underlying molecular mechanisms.

2. Materials and Methods

2.1. Differential Expression Analysis. We collected an expres-
sion microarray dataset for inhaled anesthesia and intrave-
nous anesthesia prior to coronary artery bypass grafting
from the NCBI Gene Expression Omnibus (GEO) database
[14], numbered GSE4386, and performed variance analysis
in the collected disease samples (containing interleukin 23;
no interleukin 23) using the R language limma package
[15]. With threshold P < 0:05, significantly differentially
expressed genes were obtained. In the end, a total of 6699 dif-
ferential genes were obtained, including 2212 common genes,
3489 specific differential genes for sevoflurane anesthesia,
and 998 differentially expressed genes for propofol anesthe-
sia. We used two sets of differential genes to construct an
expression profile matrix for nonexternal coronary artery
bypass grafting.

2.2. Coexpression Analysis. WGCNA [16] on two sets of dif-
ferential expression profiles, respectively, clusters similar or
identical genes to form a module, also known as a functional
disorder module, in order to explore synergistically express
relationships of differential genes in the two groups. Since
the two sets of data in this study are subject to scale-free net-
works, correlation coefficients can be used for cluster analy-
sis. Firstly, the correlation coefficient between the genes is
taken to the N th power by the correlation coefficient weight-
ing, and the Person Coefficient between the genes is obtained.

Then, the results of the Person Coefficient are clustered to
obtain the clustering tree. Various branches of the cluster tree
means various functional barrier modules while diverse
colours represent diverse modules, and the genes of the same
branch have strong correlations. There are numerous regula-
tory genes in each module, and we have extracted these genes
with relatively large regulatory powers as key genes leading to
the dysfunction of functional modules. Seven key genes were
obtained for sevoflurane anesthesia-related modules, namely
PDCD6IP, DNAH10, WDR3, PROP1, ASCL2, LRRC2-AS1,
and SDC3. In addition, the two key genes of the module
related to propofol anesthesia are KCNB2 and LHX2, respec-
tively. Therefore, we believe that these core genes are
involved in the molecular regulation of anesthesia for nonex-
ternal coronary artery bypass grafting.

2.3. Analysis of Functional and Pathway Enrichment. Explor-
ing the function and signalling pathways involving genes is
often an effective means of studying the molecular mecha-
nisms of disease. We performed the GO function and KEGG
pathway enrichment analysis for the differentially expressed
genes of seven functional disorders related to sevoflurane
anesthesia and two functional disorder modules related to
propofol anesthesia. The enrichment analysis of the GO
function and the KEGG pathway uses the clusterProfiler
package in the R language [17, 18], with threshold
pvalueCutoff = 0:05. Through the perspective of data, we
filter out the functions and paths of interest that interact with
multiple modules and draw bubble maps based on the count
values that act between the modules. This study screened 15
interesting functions and pathways, and used ggplot2 in R
language to draw bubble maps for display. The size of the
bubble in the display represents the count value of the func-
tion and the path. The larger the value of the count, the more
obvious the potential effect, while the colour refers to its
LogFC value.

99822123489

Differential gene of different anesthesia

Suction

Venous

Figure 1: Venn diagram: Red represents the differential gene of
sevoflurane anesthesia surgery, green represents the differential
gene of propofol anesthesia, and the middle overlap is the
difference gene shared by both.
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Figure 2: Synergistic expression of preoperative anesthesia OPCAB. (a) Synergistic expression of sevoflurane anesthesia for OPCABG, 7
coexpression groups obtained by clustering were identified as modules, and 7 colours represented 7 coexpression modules. (b) Here are
heatmaps of all genes expression in the sample, whose expression behaviour is clustered into 7 coexpression modules. (c) Coexpression of
propofol anesthesia for OPCABG, two coexpression groups obtained by clustering were identified as modules, and two colours
represented two coexpression modules. (d) Propofol anesthetizes the expression heatmap of all genes in the sample, and its expression
behaviour is clustered into two coexpression modules.
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2.4. Identification of Drug Regulation of Modular Genes. To
further enhance the impact of the two anesthetics on surgery,
we performed a pharmacomodulator predictive analysis of
the functional modules. Comparing the effects of two differ-
ent anesthesia methods on the operation and the mechanism
of action leaves guidance for clinical application. A pivotal
analysis of the effects of the drug supplements given during
anesthesia on the surgery will provide a better understanding
of the effects of the drug on anesthesia. We calculated the
enrichment target significance in each module based on the
hypergeometric test (pvalueCutoff = 0:01, LogFC = 0:5) and
obtained the drug related to the module. The data was input
into Cytoscape for a module-drug network diagram. 229 drugs
with potential effects on sevoflurane anesthesia were obtained.
We selected related drugs andmodules for network regulation.
In addition, there are 67 drugs with potential effects on the
operation of propofol anesthesia. We have a network diagram
of potential interactions between drugs in the module for the
interaction between these 67 modules and drugs.

2.5. Potential Role of Drug Target Genes. After analysing the
interaction between the module and the drug, we do not
know about the regulated target gene, so we need to analyse
its target gene. This study was based on the pivot analysis
of drugs and modules and review of the target gene for drug
action in the DrugBank database, with threshold P < 0:05.
We interpreted drugs with potential effect on sevoflurane
anesthesia and propofol anesthesia as well as the relation-
ship list of their target genes to Cytoscape and got regula-
tory network diagram of Module_Drug_TargetGene.
When constructing the Module_Drug_TargetGene regula-
tory network map for the interaction of sevoflurane anes-
thesia surgery, we selected the zinc-related interaction
relationship mapping.

3. Results

3.1. Time Series Expression of Dysregulated Molecules for
Postoperative Anesthesia for Off-Pump Coronary Artery
Bypass Grafting. First, we constructed the gene expression
profiles of OPCABG under two anesthesia and analysed the
differences in order to further understand the effect of anes-
thesia on off-pump coronary artery bypass grafting. Result-
ing in 5701 differential genes from sevoflurane anesthesia
CABG surgery and 3210 differential genes from propofol
anesthesia CABG surgery. The Venn map of the two groups
of differential genes revealed 6699 differential genes compris-
ing 2212 shared genes, 3489 specific for sevoflurane anesthe-
sia, and 998 specific for propofol anesthesia (Figure 1).

3.2. Identification of Functional Module Networks. To further
explain the effect of two anesthesia methods on off-pump
coronary artery bypass grafting, based on the WGCNA
analysis, we constructed 7 functional disorder modules
using sevoflurane anesthesia-specific differential genes
(Figures 2(a) and 2(b)). Two functional disorder modules
were constructed by specific differential genes of propofol
anesthesia (Figures 2(c) and 2(d)). In addition, we identi-
fied the module’s hub genes by regulation of genes within

the functional disorder module (Tables 1 and 2). Then, we
analysed the various effect of its key genes in two anesthe-
sia situations that participated in different functions and
pathways on OPCABG.

3.3. Functions and Pathways Involved in the Gene of Interest.
In order to further understand the biological characteristics
of the functional impairment module, we performed the
GO function and KEGG pathway enrichment analysis for
the two functional module networks. The sevoflurane
anesthesia-related module gene was involved in 371 cell
composition entries, 680 molecular function terms, 2567 bio-
logical processes, and 128 signal pathways (Figures 3(a) and
3(b)). In light of functional analysis, we observed that related
functional modules favour various biological process-related
functions, including axonogenesis, anion antiporter activity,
regulation of neurotransmitter levels, and PI3K-Akt signal-
ling pathway. Besides, propofol anesthesia-related module
genes involved 84 cell component entries, 179 molecular
functional terms, 648 biological processes, and 15 signalling
pathways (Schedule 2-2, Figures 3(c) and 3(d)). We observed
that the relevant functional modules are mainly involved in
ion channel and transmembrane transport, such as metal
ion transmembrane transporter activity, channel activity,
passive transmembrane transporter activity, and neuroactive
ligand-receptor interaction. These signalling pathways have
been shown to be associated with the development and pro-
gression of OPCABG under anesthesia.

3.4. Drugs with Potential Effects on OPCABG under
Anesthesia. A pharmacomodulator predictive analysis of the
functional modular genes was carried out for the impact of
the two anesthetics on surgery. According to the number of
regulatory modules with P value < 0.05, 229 drugs with
potential effects on sevoflurane anesthesia were obtained
(Schedule 3-1, Figure 4(a)), in which zinc significantly partic-
ipated in the regulation of three modules. In addition, 67
drugs with potential effects on propofol anesthesia surgery
(Schedule 3-2, Figure 4(b)), among which are propofol,

Table 1: Key genes of sevoflurane anesthesia related modules.

Colour Hub genes Module

Black PDCD6IP m6

Blue DNAH10 m1

Brown WDR3 m2

Green PROP1 m5

Red ASCL2 m7

Turquoise LRRC2-AS1 m3

Yellow SDC3 m4

Table 2: Key genes of propofol anesthesia related modules.

Colour Hub genes Module

Blue KCNB2 m2

Turquoise LHX2 m1
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methadone, and buprenorphine, significantly involved in the
regulation of the two modules. Most drugs can have certain
auxiliary or obstructive effects on anesthesia with certain
impact on the surgical procedure.

3.5. Potential Role of Drug Target Genes. Based on the pivot
analysis of the drug, the target gene for drug action was

traced back through the DrugBank database with threshold
P < 0:05. Module_Drug_TargetGene regulatory relationship
table for its target genes and drugs with potential effects on
sevoflurane anesthesia was obtained, and zinc-related inter-
actions were selected to construct a regulatory network map
(Figure 5(a)). The figure indicates that zinc affects the pro-
gression of OPCABG through AHSG, F12, and other genes
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Figure 3: Functional and pathway enrichment analysis excerpts of preoperative anesthesia for OPCABG. (a) Sevoflurane anesthesia for
excision analysis of GO gene functional enrichment of OPCAB. From blue to purple, the enrichment increases significantly. The larger the
circle, the greater the proportion of the module gene in the GO function entry gene. (b) Sevoflurane anesthesia for excision analysis of the
KEGG gene functional enrichment of OPCABG. From blue to purple, the enrichment increases significantly. The larger the circle, the
greater the proportion of the module gene in KEGG function entry gene. (c) Propofol anesthesia for excision analysis of the GO gene
functional enrichment of OPCABG. From blue to purple, the enrichment increases significantly. The larger the circle, the greater the
proportion of the module gene in GO function entry gene. (d) Propofol anesthesia for OPCABG modular gene KEGG pathway
enrichment analysis excerpt. From blue to purple, the enrichment increases significantly. The larger the circle, the greater the proportion
of the module gene in KEGG function entry gene.
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Figure 4: Regulation of drugs on dysfunction modules. (a) Potential module_drug regulatory relationship for preoperative sevoflurane
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regulation of propofol anesthesia before surgery, with blue circles representing modules and green triangles representing potential drugs.

9Computational and Mathematical Methods in Medicine



regulating functional disorder modules. In addition, the
Module_Drug_TargetGene regulatory network for target
genes and drugs with potential effect on propofol anesthesia
surgery was obtained (Schedule 4-1, Figure 5(b)).

4. Discussion

Coronary vascular disease has become a problem facing the
world while common treatment is coronary artery bypass
surgery (CABG). In the United States alone, about 500,000

patients need CABG surgery every year. OPCABG is a form
of CABG surgery. According to statistics, due to its hemody-
namic abnormalities during surgery [19], only about 20% of
CABG surgeries are now performed under nonextracorpor-
eal circulation. OPCABG has exhibited some advantages,
especially in reducing postoperative complications such as
systemic inflammation and myocardial and cerebral damage
[20, 21]. Acute kidney injury (AKI) is also one of the
common postoperative complications of OPCABG, which
may be related to chlorine free radical IVF [22]. We need to
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Figure 5: Regulation of drug target genes on dysfunction modules. (a) Potential Module_Drug_TargetGene regulation map for preoperative
sevoflurane anesthesia, with green circles representing modules, pink quadrilateral for drugs, and purple triangles for target genes. (b)
Potential Module_Drug_TargetGene regulation map of propofol anesthesia before surgery, pink quadrilateral represents the module, blue-
green circles represent drugs, and purple triangles represent target genes.
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anesthetize patients before OPCABG surgery, and anesthe-
sia may also cause unexpected hypothermia, which may be
another complication of perioperative cardiovascular [23].
Therefore, it is very important to choose a suitable anes-
thesia method.

In this study, the typical anesthesia methods were
selected: sevoflurane anesthesia and propofol anesthesia.
The effects of two anesthesia methods on OPCABG were
studied, based on a functional module network. We obtained
microarray data from sevoflurane anesthesia (inhalation
anesthesia) and propofol anesthesia (intravenous anesthesia)
from the GEO database, differentially analysed the two
groups of data, respectively, and obtained 5701 and 3210 dif-
ferentially expressed genes, respectively. We believe that
these differential genes are dysfunctional molecules. We then
performed WGCNA analysis on the two groups of differen-
tial genes, and seven functional barrier modules were
obtained by sevoflurane anesthesia clustering, including
PDCD6IP, WDR3, and other core genes; propofol anesthesia
clustering obtained two functional disorders module includ-
ing two core genes, KCNB2 and LHX2. After obtaining the
dysfunction module, the mechanism of action cannot be fully
explained, so further enrichment analysis of the functions
and pathways of interest is needed. The GO enrichment anal-
ysis of the sevoflurane anesthesia-related module gene found
that it mainly focused on biological processes such as anion
antiporter activity, and KEGG enrichment analysis found
that it was mainly related to the PI3K-Akt signalling path-
way. The GO enrichment analysis of the gene related to pro-
pofol anesthesia showed that it mainly focused on biological
processes such as channel activity. The KEGG enrichment
analysis found that it was mainly relative with the neuroac-
tive ligand-receptor interaction plasma pathway. In addition,
through the coexpression network, some scholars have found
that anesthetics may protect the heart by activating the
complement and coagulation system [24]. There is still some
controversy about the impact of two anesthesia methods on
surgery. On the one hand, clinical data have shown that sevo-
flurane can reduce death within 180 to 365 days after surgery
with positive inotropic and vasoconstrictor support with
minimal impact on cardiac index [25]. It can also be labelled
with the sensitive biomarkers miR-499 and miR-208b [26].
On the other hand, studies have shown that 30% of hernia
in propofol anesthesia improves hemodynamic stability by
reducing the patient’s norepinephrine requirement [27]. Of
course, some new anesthesia methods are now available, such
as remifentanil target-controlled infusion, constant-rate
infusion, chest epidural anesthesia (EA), and postoperative
epidural infusion (EI) [28, 29]. During the operation, drugs
are often used, so we analysed the potential drugs of the
two anesthesia methods to provide guidance for clinical
use. The pivot analysis of potential drug regulators in this
study showed that there were 229 potential drugs in the oper-
ation of sevoflurane anesthesia and zinc regulated three func-
tional disorder modules through core genes such as AHSG
and F12; pivot analysis of potential drug regulators during
propofol anesthesia surgery showed 67 potential agents,
including propofol, methadone, and buprenorphine which
regulate two functional barrier modules via the four genes

CYP2C8, OPRM1, CYP2C18, and CYP2C19. This study pro-
vides guidance on clinical use or treatment by comparing the
effects of two anesthesias on surgery and its potential drugs.
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Osteosarcoma (OS) is one of the most common types of primary bone tumors in early adolescence with unsatisfied prognosis.
Aberrant DNA methylation had been demonstrated to be related to tumorigenesis and progression of multiple cancers and
could serve as the potential biomarkers for the prognosis of human cancers. In conclusion, this study identified 18
downregulated hypomethylation genes and 52 upregulated hypomethylation genes in OS by integrating the analysis the
GSE97529 and GSE42572 datasets. Bioinformatics analysis revealed that OS-specific methylated genes were involved in
regulating multiple biological processes, including chemical synaptic transmission, transcription, response to drug, and
regulating immune response. KEGG pathway analysis showed that OS-specific methylated genes were associated with the
regulation of Hippo, cAMP calcium, MAPK, and Wnt signaling pathways. By analyzing R2 datasets, this study showed that the
dysregulation of these OS-specific methylated genes was associated with the metastasis-free survival time in patients with OS,
including CBLN4, ANKMY1, BZW1, KRTCAP3, GZMB, KRTDAP, LY9, PFKFB2, PTPN22, and CLDN7. This study provided
a better understanding of the molecular mechanisms underlying the progression and OS and novel biomarkers for the prognosis
of OS.

1. Introduction

Osteosarcoma (OS) is one of the most common types of pri-
mary bone tumors in early adolescence, which was character-
ized by an aggressive osteolytic or osteoblastic appearance
with a periosteal reaction [1]. Chemotherapy and surgery
are the most important treatments for patients with OS [2,
3]. The survival rate of primary OS patients after treatments
remains at 60–70% [4]. However, the prognosis of patients
with progressive or recurrent OS was less than 20% [5]. In
the past decades, emerging studies reported that multiple fac-
tors are associated with the tumorigenesis and progression of
OS, including germline genetic variants [6], dysregulation of
oncogenes or tumor suppressors [7], and the abnormal epi-

genetics change [8, 9]. A few proteins had been revealed to
be related to the progression of OS. For example, GFRA1
was reported to promote autophagy and cisplatin-induced
chemoresistance in OS [10]. The isoform 1 of TMIGD3 sup-
pressed OS progression though downregulating NF-κB [11].
Understanding the mechanisms related to OS development
could provide new targets for OS.

DNA methylation could affect the gene expression
though suppressing transcription [12]. Aberrant DNAmeth-
ylation had been demonstrated to be involved in regulating
tumorigenesis and progression of multiple cancers [13, 14].
In OS, DNA methylation-mediated suppression of miR-
449c could promote cell cycle though inhibiting c-Myc in
OS [15]. Hypomethylation of IRX1 was found to promote
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OS metastasis by activating CXCL14/NF-κB signaling [16].
Very interestingly, recent studies showed that aberrant
DNA methylation was associated with the prognosis of OS.
For example, the DNA methylation level of WNT6 was neg-
atively correlated to the prognosis of children with osteosar-
coma [17]. The hypermethylation of ESR1 was correlated to
the worse overall survival of OS [18]. These results suggested
that the DNA methylation status could be potential diagnos-
tic and therapeutic targets for OS.

The present study analyzed the GSE97529 [19] dataset to
identify OS-specific methylated genes. In silico analyses were
performed to explore the functions of OS-specific methylated
genes. Next, the GSE42572 dataset was used to validate the
expression levels of OS-specific methylated genes [20]. Of
note, we found that these OS-specific methylated genes were
correlated to the prognosis of patients with OS. By these
methods, it is hopeful that novel aberrant methylation genes
and pathways will be screened in the OS and an understand-
ing of the underlying molecular mechanisms will be
enhanced.

2. Materials and Methods

2.1. Microarray Data. The present study is aimed at identify-
ing dysregulated OS-specific methylated genes in OS by ana-
lyzing public databases with bioinformatics analysis. Thus,
we screened the GEO databases. The candidate databases
were selected according to 3 standards: (1) the candidate
database should contain clinical OS samples, (2) the number
of clinical samples should be more than 10 cases, and (3) the
candidate database was not noncoding RNA datasets. Finally,
only the SE97529 and GSE42572 datasets were selected for

further analysis. We have included this information in Mate-
rials and Methods. The GSE97529 dataset was used to iden-
tify OS-specific methylated genes, which was downloaded
from the NCBI GEO database (GSE97529). A total of 10
Ewing’s sarcoma, 11 synovial sarcoma, and 15 OS samples
were included in this dataset. The GSE42572 dataset was ana-
lyzed to identify differently expressed genes in OS compared
to normal samples, which was also downloaded from the
NCBI GEO database (GSE42572). Differentially expressed
genes (DEGs) and differentially methylated genes (DMGs)
were identified by applying GEO2R. P < 0:05 and ∣fold
change ∣ ≥2 is set as the cutoff criterion.

2.2. Functional and Pathway Enrichment Analyses. The
DAVID system was used to predict the potential biological
processes and KEGG pathways involved in target genes in
this study [21]. P < 0:05 was set as the cutoff criterion.

2.3. Protein-Protein Interaction (PPI) Network Analysis. In
the present study, PPI networks were used to reveal the inter-
actions among differentially expressed OS-specific methyl-
ated genes using the STRING database (https://string-db
.org/). PPI was visualized using Cytoscape [22].

2.4. Survival Analysis. Survival analysis was performed using
the OS microarray dataset (mixed osteosarcoma (mesenchy-
mal)-Kuijjer-127-vst-ilmnhwg6v2) from the R2: Genomics
Analysis and Visualization Platform (http://r2.amc.nl). The
median expression of targets was selected as the cutoff to
divide all OS samples into the high or low group.
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Figure 1: OS-specific methylated genes were identified by using the public dataset GSE97529. (a) DNA methylation status of 482,421 CpG
sites in 10 Ewing’s sarcoma, 11 synovial sarcoma, and 15 OS samples were included in this dataset.
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Figure 2: Continued.
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3. Results

3.1. Identification of OS-Specific Methylated Genes. The pub-
lic dataset GSE97529 was used to identify OS-specific meth-
ylated genes. DNA methylation status of 482,421 CpG sites
in 10 Ewing’s sarcoma, 11 synovial sarcoma, and 15 OS sam-
ples were included in this dataset (Figure 1(a)). Totally, we
identified 3125 OS-specific methylated genes, including 875
hypermethylation genes and 2250 hypomethylation genes
in OS samples compared to Ewing’s sarcoma or synovial sar-
coma samples (Figure 1(a)).

3.2. GO and KEGG Pathway Enrichment Analyses. GO anal-
ysis showed that hypermethylation genes were significantly
associated with biological processes (BP) of the nervous sys-
tem development, chemical synaptic transmission, transcrip-
tion from RNA polymerase II promoter, anterior/posterior
pattern specification, regulation of synaptic plasticity, neuron
differentiation, movement of cell or subcellular component,
skeletal muscle cell differentiation, response to drug, potas-
sium ion transmembrane transport, hindbrain development,
gland development, and cell migration (Figure 2(a)). Hypo-
methylation genes were significantly related to immune
response, signal transduction, inflammatory response,
acute-phase response, sodium ion transport, monocyte che-
motaxis, detection of chemical stimulus, defense response
to fungus, positive regulation of PI3K pathway, cell chemo-
taxis, chemotaxis, neutrophil chemotaxis, innate immune
response, ion transmembrane transport, and cell adhesion
(Figure 2(b)).

KEGG pathway analysis showed that significant path-
ways of hypermethylation genes in OS included the Hippo
pathway, cAMP signaling, thyroid cancer, pathways in can-
cer, calcium signaling, endometrial cancer, Rap1 signaling
pathway, transcriptional misregulation in cancer, MAPK sig-
naling pathway, Epstein-Barr virus infection, Wnt signaling
pathway, cocaine addiction, and basal cell carcinoma

(Figure 2(c)). And hypomethylation genes in OS were associ-
ated with Staphylococcus aureus infection, olfactory trans-
duction, inflammatory bowel disease (IBD), complement
and coagulation cascades, allograft rejection, fat digestion
and absorption, graft-versus-host disease, phagosome, viral
myocarditis, and fatty acid biosynthesis (Figure 2(d)).

3.3. OS-Specific Methylated Genes Were Differentially
Expressed in OS. Subsequently, an independent public data-
set, GSE42572, was used to identify differentially expressed
genes in OS. As shown in Figure 3(a), we identified 614
upregulated genes and 696 downregulated genes in OS com-
pared to healthy control samples (Figure 3(a)). Among
DEGs, a total of 18 downregulated hypomethylation genes
were screened out from overlapping 875 hypermethylation
and 690 downregulated genes, while 52 upregulated hypome-
thylation genes were screened out from overlapping 2250
hypomethylation and 614 downregulated genes
(Figure 3(b)). The 70 differentially expressed OS-specific
methylated genes were presented by heat map (Figure 3(c)).

3.4. Construction of PPI Network to Identify Hub
Differentially Expressed OS-Specific Methylated Genes. Fur-
thermore, we constructed a PPI network to identify a hub dif-
ferentially expressed OS-specific methylated gene using the
STRING database. As presented in Figure 4, a total of 29
nodes and 30 edges were included in this network. The hub
genes included NPSR1, PTAFR, LPAR5, PTGER3, NPY5R,
KCNK3, KRTDAP, HCN4, KRT38, KCNIP2, KCNJ5, and
KRTCAP3 (Figure 4).

3.5. The Survival Time Analysis of Differentially Expressed
OS-Specific Methylated Genes. The above analysis was con-
ducted with the GSE97529 and GSE42572 datasets. Unfortu-
nately, the clinical information about metastasis-free survival
time was not included in both databases. Thus, we analyzed
an independent database, R2 dataset (http://r2.amc.nl), to
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Figure 2: Bioinformatics analysis of hypermethylation genes and hypomethylation genes. (a) GO analysis of OS-specific hypermethylation
genes. (b) GO analysis of OS-specific hypomethylation genes. (c) KEGG pathway analysis of OS-specific hypermethylation genes. (d)
KEGG pathway analysis of OS-specific hypomethylation genes. The gene ratio was present in the X-axis.
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further evaluate the prognostic value of OS-specific methyl-
ated genes. The median expression of candidates in all OS
samples was selected.

As the cutoff is used to divide OS samples into the high
and low groups, it was shown that higher expression of
CBLN4 (P < 0:05) was associated with longer metastasis-
free survival time in patients with OS, as well as ANKMY1
(P < 0:05), BZW1 (P < 0:05), and KRTCAP3 (P < 0:001).
However, higher expression of GZMB (P < 0:05), KRTDAP

(P < 0:05), LY9 (P < 0:05), PFKFB2 (P < 0:05), PTPN22
(P < 0:05), and CLDN7 (P < 0:05) was associated with
shorter metastasis-free survival time in patients with OS
(Figure 5).

4. Discussion

The mechanisms underlying OS progression remained
largely unclear. It has been widely accepted that DNA
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Figure 3: GSE42572 was analyzed to identify differently expressed genes in OS compared to normal samples. (a) 614 induced genes and 696
reduced genes in OS compared to healthy control samples. (b) Among DEGs, a total of 18 downregulated hypomethylation genes and 52
upregulated hypomethylation genes were screened out. (c) The 70 differentially expressed OS-specific methylated genes were presented by
heat map.
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methylation was involved in regulating the tumorigenesis
and development though modulating gene expression.
DNA methylation has been shown to play an important role
in gene regulation and implicated in various types of cancer.
Emerging studies revealed that the cancer-specific CpG
hypermethylation could turn off the expression of tumor
suppressors; however, cancer-specific CpG hypomethylation
could activate the expression of oncogenes [23]. Identifica-
tion of aberrantly methylated genes in OS would be helpful
to identify new diagnostic and therapeutic biomarkers for
OS. The present study identified OS-specific methylated
genes from Ewing’s sarcoma or synovial sarcoma samples.
Bioinformatics analysis revealed that OS-specific methylated
genes were involved in regulating multiple biological pro-
cesses, including chemical synaptic transmission, transcrip-
tion, response to drug, and regulating immune response.
Further validation indicated that OS-specific methylated
genes were dysregulated in OS samples and correlated to
the prognosis of patients with OS.

OS, together with Ewing’s Sarcoma (EWS) and synovial
sarcoma (SS), was the most common pediatric sarcomas
[24]. These types of sarcomas occur in similar anatomical
locations; however, the treatments for these sarcomas dif-
fered depending on the tumor type. The accurate diagnosis
of OS remained to be a big challenge. Emerging studies dem-
onstrated that aberrant DNA methylation was associated
with the prognosis of human cancers, including OS. For

example, DNA methylation level of WNT6 and ESR1 was
related to the prognosis of OS. The present study is aimed
at identifying OS-specific methylated genes. A total of 3125
OS-specific methylated genes were identified, including 875
hypermethylation genes and 2250 hypomethylation genes
in OS samples compared to Ewing’s sarcoma or synovial sar-
coma samples. Furthermore, GO and KEGG pathway analy-
ses were further used to predict the potential roles of OS-
specific methylated genes. Of note, our predictions showed
that these methylated genes were associated with the Hippo
signaling and Wnt signaling. Hippo pathway aberrations
had been demonstrated in OS by multiple studies and
involved in regulating primary tumor growth, angiogenesis,
epithelial to mesenchymal transition, and metastatic dissem-
ination [25]. The Hippo signaling played an important role
controlling cancer cell proliferation and apoptosis [26]. Mul-
tiple studies indicated YAP was overexpressed in OS samples,
and knockdown of YAP significantly inhibits OS cell growth
and invasion [27]. Sox2, as a YAP upstream regulator, was
reported to be required for tumor development and cancer
cell proliferation in OS [28]. This study provided a potential
mechanism to elucidate how the Hippo signaling activated in
OS. Many studies support an aberrant activation of the
canonical Wnt signaling pathway in osteosarcoma cells. For
example, two recent studies described a high β-catenin level
in osteosarcoma tissues compared to adjacent healthy tissues
associated with poor prognosis and lung metastatic
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dissemination. Wnt signaling pathway played a crucial role
in tumorigenicity and metastasis via regulation of the
immune system, bone remodeling, angiogenesis, hypoxia
response, and EMT [29].

Of note, this study showed that OS-specific methylated
genes were significantly differentially expressed in OS sam-
ples. A total of 18 downregulated hypomethylation genes
and 52 upregulated hypomethylation genes were identified
in this study. PPI network analysis was constructed to reveal
the relation among these genes. Totally, 29 nodes and 30
edges were included in this network. By analyzing R2 data-
sets, we found the dysregulation of these OS-specific methyl-
ated genes were associated with the metastasis-free survival
time in patients with OS, including CBLN4, ANKMY1,
BZW1, KRTCAP3, GZMB, KRTDAP, LY9, PFKFB2,
PTPN22, and CLDN7. Among these regulators, BZW1 is a
transcription factor related to the regulation of cell cycle
and proliferation [30]. LY9 was a member of SLAM family
of immunomodulatory receptors [31] and interacted with
the adaptor molecule signaling lymphocyte activation
molecule-associated proteins. A previous study showed LY9
was related to the cancer progression and correlated to over-
all survival of the patients with breast cancer. PFKFB2 is an
enzyme involved in regulating the Warburg effect (also

termed as glycolysis) [32]. PFKFB2 had been found to have
a key role in regulating tumor growth and survival in multi-
ple cancer types, including gastric cancer, gliomas, and oste-
osarcoma [32–37].

Several limitations were also exited in this study. First,
our studies revealed several hub OS-specific methylated
genes. However, the roles of these genes remained to be
unclear. The gain or loss of function assays should be per-
formed to further explore their roles in OS. Next, the expres-
sion levels and methylation levels of hub OS-specific
methylated genes in OS samples should be confirmed using
clinical samples. Third, the direct interaction among these
hub genes has not been confirmed using experimental assays.

5. Conclusion

In conclusion, this study identified 18 downregulated hypo-
methylation genes and 52 upregulated hypomethylation
genes in OS and a series biological processes and pathways
regulated by aberrantly methylated genes. PPI network anal-
ysis revealed the interactions among these genes. Moreover,
the present study showed that the dysregulation of OS-
specific methylated genes was correlated with the
metastasis-free time in patients with OS, including CBLN4,
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Figure 5: The prognostic values of differentially expressed OS-specific methylated genes were calculated by using the R2: Genomics Analysis
and Visualization Platform. (a–j) Higher expression of CBLN4 (a) was associated with longer metastasis-free survival time in patients with
OS, as well as ANKMY1 (b), BZW1 (c), and KRTCAP3 (e). However, higher expression of GZMB (d), KRTDAP (f), LY9 (g), PFKFB2
(h), PTPN22 (i), and CLDN7 (j) was associated with shorter metastasis-free survival time in patients with OS.
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ANKMY1, BZW1, KRTCAP3, GZMB, KRTDAP, LY9,
PFKFB2, PTPN22, and CLDN7. This study provided a better
understanding of the molecular mechanisms underlying the
progression and OS and novel biomarkers for the prognosis
of OS.
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Nowadays, visual encoding models use convolution neural networks (CNNs) with outstanding performance in computer vision to
simulate the process of human information processing. However, the prediction performances of encoding models will have
differences based on different networks driven by different tasks. Here, the impact of network tasks on encoding models is studied.
Using functional magnetic resonance imaging (fMRI) data, the features of natural visual stimulation are extracted using a
segmentation network (FCN32s) and a classification network (VGG16) with different visual tasks but similar network structure.
Then, using three sets of features, i.e., segmentation, classification, and fused features, the regularized orthogonal matching pursuit
(ROMP) method is used to establish the linear mapping from features to voxel responses. The analysis results indicate that
encoding models based on networks performing different tasks can effectively but differently predict stimulus-induced responses
measured by fMRI. The prediction accuracy of the encoding model based on VGG is found to be significantly better than that of
the model based on FCN in most voxels but similar to that of fused features. The comparative analysis demonstrates that the CNN
performing the classification task is more similar to human visual processing than that performing the segmentation task.

1. Introduction

Complex neural circuits in the human brain allow us to easily
understand the external visual world. However, the mecha-
nisms of how visual areas encode visual stimuli have not
yet been elucidated. Therefore, the development of a visual
encoding model to predict the voxel response induced by
any input stimulus, that is, simulating the complex nonlinear
relationship between visual input and evoked voxel
responses, has attracted wide attention [1, 2]. It can explain
how the brain processes visual information through neural
circuits [3]. In visual research based on functional magnetic
resonance imaging (fMRI), linearized encoding has been
widely applied to these models. It consists of a nonlinear
mapping from visual stimuli to features and a linear mapping
from features to voxel responses [4]. Nonlinear mapping is
critical to visual encoding that can be implemented by vari-
ous feature extractors such as Gabor wavelet pyramid
(GWP) [5], histogram of oriented gradient (HOG) [6], local
binary patterns (LBP) [7], scale-invariant feature transform

(SIFT) [8], and convolution neural networks (CNNs). On
the other hand, linear mapping generally uses linear
regression models with specific regularization.

In recent years, CNNs have been widely used in visual
encoding models. CNNs, proposed based on early discoveries
of the network structure and the visual system [9], can be
used in a variety of computer vision tasks such as image
classification [10], target recognition [11], and semantic
segmentation [12]. Studies have shown that a deep network
is comparable to the human visual system, which can auto-
matically learn effective features from large data for specific
tasks and predict voxel responses measured by fMRI in a
multilevel manner [13]. Agrawal et al. [14] first proposed a
CNN to predict human brain activity based on low-level
visual input (pixels). Güçlü and van Gerven [15, 16]
illustrated the similarity between a CNN and the mechanism
of visual processing in both the ventral visual pathway, which
is responsible for object recognition, and the dorsal visual
pathway, which is responsible for motion perception. These
studies demonstrated that a CNN is similar to a visual
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pathway from a low level to a high level. Wen et al. [17]
established an encoding model based on the deep residual
network (DRN), which has been shown to perform better
than the shallow AlexNet for video stimuli. Their study
showed that improvements in prediction accuracy are due
to the better feature expression of the deep network with a
residual structure. Therefore, in computer vision, the choice
of a network to obtain suitable feature transformations is crit-
ical, which directly influences the encoding performance [18].

In 2016, Yamins and DiCarlo [19] proposed a particu-
larly important challenge, which was whether a model opti-
mized for tasks other than classification can better explain
neural data. In particular, task-driven deep networks per-
forming different computer vision tasks can extract different
features from the same image stimuli, resulting in variations
in the performance of encoding models. Currently, studies on
encoding models based on deep networks are limited to the
visual classification task, which is different from the com-
plexity and diversity of the human visual system.

Here, we explore the impact of network tasks on the per-
formance of encoding models by building models based on
the features extracted from a segmentation network, features
extracted from a classification network, and the fusion of the
two features. We use the largest dataset in the published data-
set, BOLD5000 [20], to train and test the encoding model.
We calculate the Pearson Correlation Coefficient between
the predicted and experimental fMRI responses to compare
the prediction performances of the three encoding models.
Using the results, we describe the impact of changes in net-
work tasks on the visual encoding model. We then discuss
the advantages and disadvantages of simulating the human
visual processing.

In this study, our main contributions are as follows: (1)
we analyze the drawbacks of current encoding methods
based on the complexity and diversity of the human visual
system, (2) we propose to employ different task-driven
networks to construct encoding models, and (3) we analyze
the impact of different task-driven networks on the perfor-
mance of encoding models and provide a possible direction
for subsequent research on visual encoding.

2. Materials and Methods

2.1. Experimental Data. We used the public fMRI dataset,
BOLD5000 [20], which can be downloaded from https://
bold5000.github.io/download.html. Details of the visual
stimuli and fMRI protocols of the dataset have been discussed
elsewhere [20]. Hence, we only briefly summarize the details
of the dataset in this subsection.

The dataset comprised fMRI data collected from four
subjects, with three having a full set of data. Hence, we only
used the data of three subjects. A full set of data included
16 MRI scan sessions, with 15 functional sessions and a
session for the acquisition of high-resolution anatomical
and diffusion data. Each functional session lasted 1.5 hours,
consisting of 8 sessions with 9 image runs and an additional
functional localizer run and 7 sessions with 10 image runs.

The stimuli included 5254 images, 4916 of which were
unique. The images were obtained from three computer

vision datasets: Scene UNderstanding (SUN) [21], Common
Objects in Context (COCO) [22], and ImageNet [23]. They
were downsampled to 375 × 375 pixels and subtended a
visual angle of approximately 4.6 degrees. The stimuli were
presented using an event-related design. Each run comprised
37 stimuli, with approximately 2 from repeated images. Each
image was presented for 1 second followed by a fixation cross
for 9 seconds. At the beginning and end of each run, a fixa-
tion cross was displayed for 6 seconds and 12 seconds,
respectively. fMRI data were acquired using a 3T Siemens
Verio MR scanner at the Carnegie Mellon University campus
with a 32-channel phased array head coil. The repetition time
(TR) was 2000ms, the echo time (TE) was 30ms, the field of
view was 212mm, and the slice thickness was 2mm.

The data we used covered five visual areas in the human
visual cortex, i.e., early visual area (EarlyVis), the lateral
occipital complex (LOC), the occipital place area (OPA),
the parahippocampal place area (PPA), and the retrosplenial
complex (RSC). Note that different visual areas perform
different visual functions. EarlyVis in this dataset goes
beyond the typical V1 and V2 areas. Human visual cortex
V1 is mainly responsible for the detection of local features
and provides this information to the middle or even higher
visual areas [24, 25]. V2 has a slightly complex modulation
for positioning, spatial frequency color, and moderate
modulation for complex shape [26, 27]. The other four areas
belong to advanced visual areas, which perform more
complex visual tasks such as perceiving the boundaries of a
scene [28], processing shape [29], encoding and recognizing
an environmental scene [30], and dealing with scenarios [31].

2.2. Overview of the Proposed Method. In general, linearized
encoding adopts a two-step strategy, requiring two computa-
tional models to encode voxels. The first one is feature trans-
formation, which is a nonlinear mapping from input space to
feature space using feature extractors. The other is a linear
regression model, which is a linear mapping from feature
space to voxel space. The parameters of the feature transfor-
mation model are typically fixed and do not need further
training. On the other hand, the linear weights of the linear
regression model need to be trained. In this paper, we con-
structed CNN-based visual encoding models that use the
classification network VGG and the segmentation network
FCN to extract features of the input stimuli. Figure 1 shows
the overall process.

5254 natural images were randomly divided into a group
of 4754 images and a group of 500 images. Two groups of the
images and their corresponding voxel responses were consid-
ered, with one group used as the training set and the other as
the test set. We employed pretrained VGG16 and FCN32s to
accomplish feature transformation and then used ROMP to
construct a linear regression model. We mapped the features
extracted by the two networks and the fused features to the
voxel responses of visual areas to learn the weight coeffi-
cients. Hence, we attained three encoding models based on
different CNN features. The encoding models were then
tested on the test set to obtain the prediction accuracy for
each voxel. Here, we defined the prediction accuracy as the
Pearson Correlation Coefficient between the observed and
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predicted responses across the test set. A high correlation
coefficient corresponds to a high prediction accuracy of the
encoding model, which means that the features and voxel
responses are more linearly related.

2.3. Extracting Hierarchical Visual Features Based on VGG16.
To extract the features of natural images using a classification
network, we employed the pretrained model of VGG16 based
on the open-source deep learning framework of PyTorch
[32]. VGG16, which is a classification model proposed by
Oxford University in 2014 [33], comprises of 16 hidden
layers (13 convolutional layers and 3 fully connected layers).
Each artificial neuron in the convolutional layer corresponds
to a feature detector, called a feature map, which represents
the characteristics of the input stimuli. Each convolutional
layer has 64, 64, 128, 128, 256, 256, 256, 256, 512, 512, 512,
512, 512, 512, 512, and 1000 (class of the dataset) kernels.
In order to make the gradient descent and reverse propaga-
tion more effective, the activation function called the
Rectified Linear Unit (ReLU) [34] is used by the artificial
neurons at layers 1–15. The pooling layer that reduces redun-
dancy can also be interpreted as a form of the nonlinear
downsampling operation. The most common form of
pooling layer is maximum pooling and average pooling. In
the VGG16 architecture, layers 2, 4, 7, 10, and 13 adopt max-
imum pooling, while layers 14 and 15 adopt a nonlinear
transformation to eliminate regularization. The architecture
of VGG16 is shown in Table 1.

2.4. Extracting Hierarchical Visual Features Based on
FCN32s. To extract the features of natural images using a
segmentation network, we employed pretrained FCN32s for
semantic segmentation [11]. In this structure, the FCN

converts fully connected layers into convolutional layers.
The output image of the last layer is sampled 32 times to
obtain the image with the same size as the original input
image. FCN32s initializes the network with the structural
parameters of VGG16, discards the final classification layer,
and converts all fully connected layers into convolutional
layers; hence, it is called a fully convolutional network. We
used a 1 × 1 convolution with a channel size of 21 to predict
the score of each location (including background) of the
Pascal class. Then, the deconvolution layer was added to
the output at the pixel level to sample the output upwards.

FCN32 comprises 16 convolutional layers with each
having 64, 64, 128, 128, 256, 256, 256, 256, 512, 512, 512,
512, 512, 512, 4096, 4096, and 21 (class of the dataset) ker-
nels. In the architecture of FCN32s, ReLu is used in layers
1–16. Layers 2, 4, 7, 10, and 13 adopt maximum pooling,
while layers 14 and 15 adopt dropout regularization to realize
nonlinear transformation. The architecture of FCN32s is
shown in Table 1.

The FCN32s architecture we employed released in 2017
is available at https://github.com/meetshah1995/pytorch-
semseg. We trained the FCN32s on 2913 high-resolution
images from the Pascal-VOC 2012 dataset for semantic
segmentation using PyTorch [32]. Each input image was
represented as three RGB color channels and filtered through
the convolutional layers. The stride of the convolutional
layers was 3 pixels at layers 1–13, 7 pixels at layer 14, 1 pixel
at layer 15, and 21 pixels at layer 16. In the training process,
we adopted momentum and weight attenuation for random
gradient descent. The learning rate was initialized to 0.01,
and the final intersection over union (IOU) was 0.59. We
trained FCN32s on the segmentation dataset to obtain a pre-
trained network for feature extraction of the encoding model.

Best feature layer

Correlation
coefficient

(a)
(b)

(c)

(e)

(d)

Figure 1: Main process of visual encoding. (a) Natural image stimuli; (b) visual processing of human brain; (c) real fMRI responses obtained
by an MRI scanner; (d) CNN features of natural images extracted by pretrained CNN; (e) predicted voxel responses. When subjects saw the
visual stimuli, the corresponding brain signals would be generated in the visual areas of the brain, and the fMRI responses were obtained
through the MRI scanner. Using the pretrained network to extract the features of natural images, the CNN features of each layer were
linearly mapped to voxel space, and the feature layer with the best prediction performance was selected as the best encoding feature layer
to obtain predicted voxel responses. Then, the correlation coefficient between predicted responses and real responses was calculated to
evaluate the prediction performance of the encoding model.
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2.5. Training theMapping from the Features to Voxel Responses
Based on Sparse Representation.Corresponding to each layer of
the CNN features, a linear model can be constructed to map
CNN features into voxel responses of the visual areas. For
responses of one voxel to all training samples, the model can
be expressed by

y = Xw + ε: ð1Þ

Here, y is the measured voxel responses represented by an
m − by − 1matrix, wherem is the number of training samples;
X is the CNN features of images represented by an m − by −
ðn + 1Þ matrix, where n is the dimension of features and the
last column is the constant vector; w is the weight coefficient
to be solved represented by an ðn + 1Þ − by − 1 matrix; and ε
is the noise term.

However, the number of training samples m is signifi-
cantly smaller than the number of voxels n in visual areas.
Hence, Equation (1) is an ill-posed equation without a
unique solution. In addition, in several studies [35, 36], the
visual cortex uses sparse coding for the expression of stimuli,
which means that a specific stimulus can only activate a few
specific visual neurons. Hence, sparse representation can be
used as an effective tool to encode information related to
natural images. Considering a sparse coefficient w, Equation
(1) is converted into a traditional sparse representation prob-
lem, which is typically considered as an NP-Hard problem,
defined as follows:

min
w

wk k0 subject toXw = y: ð2Þ

To approximate the solution of Equation (2), we used the
greedy algorithm [37], which follows the heuristic of making
the locally optimal choice at each stage with the intent of
finding a global optimum, which is quite fast by computing
the support of the sparse signal iteratively [38]. Considering
that the encoding model must be estimated for each voxel,
the method we need to employ should be fast enough and
simple to reduce the time cost. Therefore, we used the greedy
algorithm to investigate the sparseness of the encoding
model, in particular, the ROMP algorithm.

ROMP is an iterative fitting technique that reduces the
difference between model fit and data [39, 40]. The specific
calculation process is shown in Algorithm 1.

The features of each layer in FCN32 and VGG16 on the
training set were mapped to the voxel space by ROMP, and
the weight coefficients were obtained. Here, the coefficient
of the final nonzero term was 100. Then, the predicted voxel

responses for the test set were obtained through the weight
coefficients of each layer. We compared the correlation
between the predicted responses and the measured voxel
responses. Based on the correlation coefficient, the highest
prediction accuracy was selected for each voxel; that is, the
feature layer with the highest correlation was taken as the
best feature layer for each voxel. The linear mapping from
the best feature layer to the voxel response was added to
obtain the voxel-wise encoding model.

2.6. Combined Encoding Model Based on the Fusion of
Features. To fit the diversity of the mechanism of human
vision, we fused some image features extracted from the
classification and segmentation networks and established an
encoding model based on the fused features. Firstly, we
employed the ROMP algorithm to construct a linear mapping
from the voxel responses to all the image features extracted
from the FCN32s and VGG16 on the training set and obtained
the predicted image features on the test set. For the specific
one-dimensional feature on a certain layer of CNN, the model
can be expressed by

y1 = X1w1 + ε1: ð3Þ

Here, y1 is the CNN features of images represented by an
p − by − 1 matrix, where p is the number of training samples;
X1 is the measured voxel responses represented by an p − by
− ðq + 1Þmatrix, where q is the number of voxels and the last
column is the constant vector;w1 is the weight coefficient to be
solved represented by a ðq + 1Þ − by − 1 matrix; and ε1 is the
noise term.

To reduce the influence of ineffective features, we calcu-
lated correlation coefficients between the predicted and real
image features. According to the ranking of correlation
coefficients from largest to smallest, the corresponding image
features of the first 10% dimension (including the part of
image features extracted by FCN32s and VGG16) were
selected at each layer.

After feature selection, visual encoding was carried out
according to the method mentioned in Training the Mapping
from the Features to Voxel Responses Based on Sparse Repre-
sentation. The features of selected dimensions were extracted
from the training set and linearly mapped to the voxel
responses by ROMP. Then, the predicted voxel responses based
on different feature layers (including image features extracted
from FCN32s and VGG16) were obtained by using the calcu-
lated weights. For each voxel, the feature with the highest pre-
diction accuracy was selected as the best feature layer, and the
voxel-wise visual encoding model was established.

Table 1: The layer index and corresponding layer names of VGG16 and FCN32s.

Index 1 2 3 4 5 6 7 8

Layer name of VGG16 conv1 conv2 mpool conv3 conv4 mpool conv5 conv6 conv7 mpool conv8

Layer name of FCN32s conv1 conv2 mpool conv3 conv4 mpool conv5 conv6 conv7 mpool conv8

Index 9 10 11 12 13 14 15 16

Layer name of VGG16 conv9 conv10 mpool conv11 conv12 conv13 mpool fc1 fc2 fc3

Layer name of FCN32s conv9 conv10 mpool conv11 conv12 conv13 mpool conv14 conv15 conv16
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2.7. Quantitative Standards. We define the prediction accu-
racy for a voxel as a Pearson Correlation Coefficient between
the measured and the predicted responses across all 500
images in the test set:

r =
cov vp, vm

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var vp

� �
vm½ �

q : ð4Þ

In Equation (4), vp represents the predicted voxel
responses, vm represents the measured voxel responses in the

test set, and r represents the correlation coefficient between
them, i.e., the encoding accuracy.

To examine whether each voxel’s prediction accuracy
value significantly deviated from the null hypotheses, we
randomly shuffled the pairing between measured and
predicted responses across 500 images in the test set 1000
times and in each randomized sample recalculated the voxel’s
prediction. This calculation constructed a null hypothesis
distribution for each voxel. For all voxels, the prediction
accuracy value above 0.13 was significant (p < 0:001) relative
to its null hypothesis distribution.

ROMP algorithm.
Input: observation matrix X (specific features of a certain layer of CNN), observation vector y (voxel responses), sparsity parameter p;
Output: weight vector w;
Process:
1. Initialization
Initialize the atomic support set A =∅, residual r0 = y, and repeat the following steps s times;
2. Atomic selection
Select the column index of the top n maximum or all non-zero values (the number of non-zero coordinates is less than p) in u = ab
s½XTr�, and form an atomic support set J;
3. Regularization
Find a subset in the set J so that any two inner product ui and uj satisfy juij ≤ 2jujj, and select the subset J0 with the maximum energy

∑jjujj2, j ∈ J0 among the subsets that satisfy the condition;
4. Update atomic support set and residual
A← A ∪ J0. Update the residual: ŵ = arg min

z
ky −XjAzk2 ;  r = y −Xŵ, and return to the second step.

Algorithm 1
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Figure 2: Comparison of the prediction accuracy between FCN32-based and VGG16-based encoding models in five visual areas of subject 1. (a)
Prediction accuracies. The abscissa and ordinate represent the prediction accuracy of the FCN32-based encoding model and the VGG16-based
encoding model, respectively. The orange dots represent the voxels that can be better predicted by the FCN32-based model than the VGG16-
based model. The blue dots represent the opposite. And the black dots represent voxels with prediction accuracy less than 0.13. The green
dashed lines indicate that the prediction accuracy is 0.13. (b) Distribution of the difference in prediction accuracies. The blue color denotes
that the prediction accuracy is higher for the VGG16-based model. The orange color denotes that the prediction accuracy is higher for the
FCN32-based model. The numbers on each side indicate the fraction of voxels with higher prediction accuracy under the model.
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To examine the significance of a model advantage, that is,
the number of voxels that can be predicted by the model that
is significantly more than that of the other, we randomly
permuted (with a probability of 50%) the prediction accuracy
of each voxel of the two models being compared and then
calculated the advantage of each model (the percentage of
voxels with the highest prediction accuracy). In this paper,
we repeated such permutations 1000 times, and null hypoth-
esis distribution was obtained. From the null hypothesis
distribution, it is concluded that for any two models, the model

which can accurately predict more than 53% of voxel responses
is significantly better than the other model (p < 0:05).

3. Results

3.1. Comparison of Prediction Accuracy

3.1.1. Comparison of VGG16-Based and FCN32-Based
Encoding Models. To evaluate the encoding capabilities of
different networks based on different training tasks, we
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Figure 3: Comparison of prediction accuracy between FCN32-based and VGG16-based models for subject 2. Refer to Figure 2 for a detailed
description of the plot elements.
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Figure 4: Comparison of prediction accuracy between VGG16-based and FCN32-based models for subject 3. Refer to Figure 2 for a detailed
description of the plot elements.

6 Computational and Mathematical Methods in Medicine



calculated the prediction accuracy of voxels in five ROIs
based on two encoding models: classification network and
segmentation network. We used a scatter plot to compare
the accuracy of the two models and analyze their perfor-
mances. Each plot represents a single voxel from the five
ROIs. The ordinate of each point represents the highest

encoding accuracy of the FCN32s model, while the abscissa
represents the highest encoding accuracy of the VGG16
model. Here, the correlation threshold for significance
prediction is 0.13 (p < 0:001). The results show that the pre-
diction accuracy of the encoding model based on VGG16 is
better than that of the encoding model based on FCN32s.
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Figure 5: Comparison of the prediction accuracy between the fused feature-based encodingmodel and (a) VGG16-based or (b) FCN32-based
encoding models in five visual areas. The ordinate represents the prediction accuracy of the fused feature-based encoding model, and the
abscissas represent the prediction accuracy of the VGG16-based or FCN32-based encoding models. The orange dots represent the voxels
that can be better predicted by the fused feature-based model than the VGG16-based or FCN32-based models. The blue dots represent the
opposite. The green dashed lines and the black dots represent the same meanings as Figure 2. (c) Distribution of the difference between
fused features and VGG16 or (d) FCN32-based model in prediction accuracies. The blue color denotes that the prediction accuracy is
higher for the VGG16-based model or FCN32-based model. The orange color denotes that the prediction accuracy is higher for the fused
feature-based model. The numbers on each side indicate the fraction of voxels with higher prediction accuracy under the model.
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Figure 2 show the results for subject 1, while the results for
subjects 2 and 3 are presented in Figures 3 and 4.

The VGG16-based model has significant advantages over
the FCN32-based model in the five visual areas (p < 0:05).
The results show that the encoding performance of the
network based on classification features is significantly better
than that of the network based on segmentation features,
which indicates that different network tasks can affect the per-
formance of the encoding model. However, some voxels have
better prediction accuracy in the FCN32-based model than
in the VGG16-based model, which indicates that there are still
inconsistencies between the classification or segmentation net-
works and the visual encodingmechanism of the human brain.

3.1.2. Comparison between VGG16-Based, FCN32-Based, and
Fused Feature-Based Encoding Models. To explore the rela-
tionship between segmentation features and classification
features in visual encoding, i.e., the intersection and union
of classification and segmentation tasks in the human visual
system, we compared the prediction performance of the
encoding model based on fused features with that of the
VGG16-based and FCN32-based encoding models. The
results shown in Figure 5 are used to compare the accuracy
of the three models and analyze their performances.

Consistent with the results of subject 2 and subject 3 in
Figures 6 and 7, the prediction performance of the fused
feature-based encoding model is significantly better than that
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Figure 6: Comparison of prediction accuracy between fused feature-based and VGG16-based or FCN32-based models for subject 2. Refer to
Figure 5 for a detailed description of the plot elements.

8 Computational and Mathematical Methods in Medicine



of the FCN32-based encoding model (p < 0:05), while it is
slightly different from that of the VGG16-based encoding
model. To a certain extent, this indicates that the fused
features can significantly improve the prediction perfor-
mance of the encoding model compared with the segmenta-
tion features but have little effect compared with the
classification features. In other words, in the process of the
human visual system perceiving external stimuli, the classifi-
cation task performed by the visual areas covers most of the
segmentation task; that is, in the process of completing the
classification of external objects, the segmentation of objects
is basically completed, which means that people can recog-
nize the category, size, and location of objects almost at the
same time when they see a picture.

3.2. Relationship between Feature Quantity and Prediction
Accuracy. We compared and analyzed the influence of the
number of features on the encoding performance for subject
1, as shown in Figure 8. Results for subject 2 and subject 3
are shown in Figures 9 and 10. The results show that too few
or too many features can negatively impact the performance
of the encoding model. In particular, a small number of fea-
tures lead to the lack of effective information, while a high
number of features lead to redundancy of effective information.

3.3. Contribution of Each CNN Layer to Prediction
Performance. To further compare the encoding differences
of different networks based on different training tasks as
feature models and verify the hierarchical similarity between
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Figure 7: Comparison of prediction accuracy between fused feature-based and VGG16-based or FCN32-based models for subject 3. Refer to
Figure 5 for a detailed description of the plot elements.
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CNNs and the human visual system, we analyzed the best
encoding feature layer of the two CNNs. In detail, for voxels
of different ROIs, we counted which layer of the CNN the
best encoding layer came from. Figure 11 shows the contri-
bution of each layer of the two feature models to voxel

responses in different visual areas. And the results of subject
2 and subject 3 are shown in Figures 12 and 13. From the
figures, it is clear that voxel responses of the primary
visual area can be better predicted by features in lower-
level layers irrespective of the network’s task. For the other
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Figure 8: Relationship between the percentage of selected features and prediction accuracy of two encoding models in five visual areas: (a)
VGG-based model and (b) FCN32-based model. The abscissa represents the percentage of selected features, and the ordinate represents
the prediction accuracy of the models. The lines represent the results for five different visual areas.
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Figure 9: Relationship between the percentage of selected features and prediction accuracy of two encoding models (VGG16-based and
FCN32-based models) in five visual areas of subject 2. Refer to Figure 8 for a detailed description of the plot elements.
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Figure 10: Relationship between the percentage of selected features and prediction accuracy of two encoding models (VGG16-based and
FCN32-based models) in five visual areas of subject 3. Refer to Figure 8 for a detailed description of the plot elements.
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Figure 11: Contribution to the prediction accuracy of each layer in (a) VGG16 and (b) FCN32 networks. The ordinate represents the
contribution of each layer, and the abscissa represents the five visual areas. The color bar from deep to shallow indicates the network layer
from a low level to a high level.
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four high-level visual areas, features in higher-level layers
can better predict voxel responses (Mann-Kendall method,
p < 0:05).

This study verifies the hierarchical similarity between
CNNs and the human visual system. It also confirms that
the human visual system and CNNs similarly process visual
information in a hierarchical manner [15, 16]. Specifically, in
the visual information processing pathway of the human
brain, primary visual areas process relatively simple informa-
tion, such as edges and shapes, and advanced visual areas pro-
cess more complex visual features such as semantics and color.
This is similar in CNNs where lower layers deal with simpler
features and deeper layers deal with more complex features.

4. Discussions

4.1. Encoding Model Based on the Classification Network
(VGG16) Has Better Prediction Performance. From the
obtained prediction accuracies, we found that the encoding
model based on the classification network is superior to that
based on the segmentation network. Meanwhile, the predic-
tion performance of the encoding model based on fused
features is significantly better than that of the model based
on segmentation and is almost the same as that of the model
based on classification.

Our results show that different networks based on differ-
ent computer vision tasks can affect the performance of the
encoding models. We can also infer, to some extent, that
the visual classification task can better fit human visual
information processing than the visual segmentation task,
with the human brain already completing the segmentation
of objects in the process of completing the visual classifica-
tion task. This is consistent with the discovery of David H.
Hubel and Torsten Wiesel, 1981 Nobel Prize winners, that
the information processing of the visual system is hierarchi-
cal in visual areas and the working process of the brain is
iterative and abstract [41]. Upon obtaining the original infor-
mation by the retina, visual area V1 firstly processes features
related to edges and directions. Then, visual area V2 pro-
cesses features related to contours and shapes. Finally, higher
visual areas perform more refined classifications through
more high-level abstractions iteratively. Hence, the human
visual system already implements most of the segmentation
tasks during information processing to realize the classifica-
tion of external stimuli. This process is embedded in our
brain and happens almost instantaneously.

From the point of view of natural evolution, primitive
humans only need to identify whether an object in the field
of vision is threatening them to avoid risk. This means that
the object only needs to be categorized without the need for
a specific segmentation.
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Figure 12: Contribution to the prediction accuracy of each layer in (a) VGG16 and (b) FCN32s networks for subject 2. Refer to Figure 11 for a
detailed description of the plot elements.
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From the experimental point of view, the subjects
performed a task to judge the likes and dislikes of the input
stimuli, which does not involve specific visual segmentation.
This may have limitations that could affect the encoding per-
formance. However, we can deduce that in the case of humans
performing default visual tasks, the visual system gives priority
to the classification of objects. On the other hand, when per-
forming specific visual tasks, such as visual attention tasks,
humans may give more priority to object segmentation.

4.2. Relationship between Classification and Segmentation
Tasks in the Human Visual System. The visual encoding
model based on classification and segmentation task-driven
networks has advantages in predicting voxel responses, which
indicates that the human visual system cannot be completely
simulated by a certain task-driven network and performs
various and complex visual tasks during visual information
processing. We found that the prediction performance of the
encoding model based on classification features is significantly
better than that of the model based on segmentation features;
hence, the CNN performing the classification task is more
similar to the human visual system. The encoding model
based on fused features and that based on classification
features have almost the same performance, which indicates
that the classification task is similar to most of the segmenta-
tion task. In other words, during visual processing, the human

brain completes most of the visual segmentation when the
visual stimuli are classified.

4.3. The Prediction Accuracies of the Three Models Are Not
High. From the perspective of encoding efficiency, Güçlü
and van Gerven [16] employed a motion recognition net-
work to predict the voxel responses in the dorsal pathway.
In addition, a recent study investigated the impact of differ-
ent computer vision tasks on deep networks performing
visual encoding [19]. This demonstrates that research on
encoding efficiency is beginning to gain attraction in the field.

In this study, we used the BOLD5000 dataset, which is the
largest publicly published dataset. However, the obtained
prediction accuracies of the three encoding models are not
particularly high, which may be related to the diversity of
stimuli in the dataset and absence of restrictions of the
subjects’ sights in the experiments. It should be emphasized
that subjects only judged whether they liked or disliked the
input images during the experiment. Hence, this limitation
in the task may have an impact on the encoding performance.
Moreover, it is unknown whether the performance of the
encoding model based on the segmentation network would
be improved if the subjects performed a corresponding visual
segmentation task. This needs to be addressed in future work,
highlighting its importance and relevance.
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Figure 13: Contribution to the prediction accuracy of each layer in (a) VGG16 and (b) FCN32 networks for subject 3. Refer to Figure 11 for a
detailed description of the plot elements.
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5. Conclusions

In conclusion, we explored the impact of different networks
based on different tasks on encoding models. We found that
the performance of the encoding model based on fused
features is significantly better than that of the model based
on segmentation and is almost the same as that of the model
based on classification. This demonstrates that the CNN
performing the classification task is more similar to the human
visual system, and most of the segmentation of the visual
system for the stimuli is completed with the process of object
classification. However, we also found that the encoding
model based on segmentation had better prediction perfor-
mance on some voxels, which further illustrates the complex-
ity and diversity of the human visual mechanism. In the
future, we will consider more types of networks that perform
different computer vision tasks, such as target detection and
object recognition, which are aimed at not only improving
the prediction performance but also better realizing the mech-
anism of human vision. Here, we demonstrated a valuable way
of developing a computational neuroscience model from the
perspective of computer vision.
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Background. The differential diagnosis of subcentimetre lung nodules with a diameter of less than 1 cm has always been one of the
problems of imaging doctors and thoracic surgeons. We plan to create a deep learning model for the diagnosis of pulmonary
nodules in a simple method. Methods. Image data and pathological diagnosis of patients come from the First Affiliated Hospital
of Zhejiang University School of Medicine from October 1, 2016, to October 1, 2019. After data preprocessing and data
augmentation, the training set is used to train the model. The test set is used to evaluate the trained model. At the same time,
the clinician will also diagnose the test set. Results. A total of 2,295 images of 496 lung nodules and their corresponding
pathological diagnosis were selected as a training set and test set. After data augmentation, the number of training set images
reached 12,510 images, including 6,648 malignant nodular images and 5,862 benign nodular images. The area under the P-R
curve of the trained model is 0.836 in the classification of malignant and benign nodules. The area under the ROC curve of the
trained model is 0.896 (95% CI: 78.96%~100.18%), which is higher than that of three doctors. However, the P value is not less
than 0.05. Conclusion. With the help of an automatic machine learning system, clinicians can create a deep learning pulmonary
nodule pathology classification model without the help of deep learning experts. The diagnostic efficiency of this model is not
inferior to that of the clinician.

1. Introduction

Malignant tumours are a type of malady that seriously
threatens human life and health. In China, although the 5-
year survival rate of malignant tumours is increasing year by
year [1], the morbidity and mortality still increase every year
[2]. Among them, lung cancer ranks first in the incidence of
malignant tumours in China [1]. The results of the study show
that screening low-dose spiral CT for people at high risk of
lung cancer can significantly reduce lung cancer mortality
[3]. However, the ensuing problem is that the detection rate
of pulmonary nodules is increased. The differential diagnosis
of subcentimetre lung nodules with a diameter of less than
1 cm has always been one of the problems of imaging doctors
and thoracic surgeons [4].

In recent years, research and application of artificial intel-
ligence based on deep learning are in full swing. In the field of
medicine, the use of deep learning techniques for the diagno-
sis of imaging [5] and pathological [6] images is emerging.

However, deep learning is a subject with a high threshold,
and such research often requires the in-depth participation
of deep learning engineers. In order to further reduce the
threshold of deep learning, people of insight have proposed
the concept of automatic machine learning (AutoML) [7].
AutoML can completely automate the creation of the entire
deep learning process, reducing the knowledge of researchers
in various fields using deep learning for research work.

This study intends to use Microsoft’s Custom Vision [8]
AutoML system to train the model by learning the thin-layer
CT imaging data of the lung nodules and the corresponding
pathological diagnosis. Use the test data set to test the diagnos-
tic model and compare the diagnosis of the clinician. Use the
results to evaluate the effectiveness of the model.

2. Materials and Method

2.1. Training Set and Test Set. Retrieve the pathological diag-
nosis database of surgical specimens from the Department of
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Pathology, the First Affiliated Hospital of Zhejiang Univer-
sity School of Medicine, from October 1, 2016, to October
1, 2019. In the database, screen out the pathological diagnosis
with a higher ranking in the pathological results of pulmo-
nary nodules. According to the patient data selected by the
above diagnosis, the CT images of the patient in the hospital
imaging system are retrieved one by one according to the
patient’s medical record number. The inclusion criteria
include the following:

(a) Must be CT images of lungs within 30 days before
surgery

(b) The CT image of the lungs should be a high-
resolution horizontal sequence CT image (layer
thickness 1.0~1.25mm)

(c) There is no limit to the size of the lung nodule, but
they need to be spherical or quasispherical, the
boundaries can be recognized, and the surroundings
are surrounded by inflatable lung tissue, without
atelectasis

(d) There is only one lesion in the same lung lobe, or
there are multiple lesions, but they are all removed,
and the pathological results after surgery are the
same

Download the patient’s high-resolution CT image
sequence (DICOM format) from the imaging system, and
record the pathological diagnosis corresponding to the nod-
ule. Randomly select 90% of all nodules as the training data
set and 10% as the test data set.

2.2. Data Preprocessing. Convert DICOM format images to
bitmap images. The conversion scheme is as follows: in
DICOM format, each pixel records the CT value whose unit
is the Hounsfield unit. The range of the CT value is from
-1000 to 1000. We specified for each CT value the only colour
corresponding to it. Through this conversion, we get a colour
CT bitmap image (Figure 1).

Select the images in the sequence that contain a lung nod-
ule with the diameter of the lung nodule in the image not less
than 80% of the largest diameter of the nodule. Crop the
selected bitmap image to obtain an approximately square
rectangular image containing the nodule image. The side
length of the cropped image should be between 2 and 3 times
the diameter of the nodule. Moreover, the nodule pattern is
located approximately in the middle.

2.3. Data Augmentation. Perform the following operations
on the training set image: rotate 90 degrees, 180 degrees,
and 270 degrees clockwise, flip horizontally, and flip verti-
cally. The above means make the training data set data
increased by six times.

2.4. Training a Deep Learning Diagnostic Model.Visit https://
www.customvision.ai, register a new account, and log in.
Create a new training project, and select “Classification” for
the “Project Type” option, “Multiclass (Single tag per image)”
for the “Classification Types” option, and “General” for the

“Domains” option. Upload all the training data set images,
and add labels to the images according to the pathology type,
and then start training. Wait for a moment, and record the
training result data after the training is completed.

2.5. Evaluate the Trained Model with Test Data Set Images.
Upload the test data set images on the test page to test the
trained model. Since each nodule contains multiple test
images, upload and test each image, record the percentage
of each diagnosis possibility for each image, and average the
multiple images. The diagnosis with the highest percentage
is the final predicted diagnosis.

Invite three thoracic surgeons. View the lung nodules in
the CT images corresponding to the test data set one by
one, and diagnose according to the pathological grouping
of the training data set. Make statistics after comparing the
actual pathological results.

3. Results

Finally, a total of 2,295 images of 496 lung nodules and their
corresponding pathological diagnosis were selected as a
training set and test set. After data augmentation, the number
of training set images expanded to 6 times before and eventu-
ally reached 12,510 images, including 6,648 malignant nodu-
lar images and 5,862 benign nodular images (Table 1).

The model trained using the training data set without
data augmentation has a training result with a 50% probabil-
ity threshold, the accuracy rate is 69.7%, the recall rate is
67.0%, and the area under the curve is 0.738. The training
results of the model trained with the data augmentation
training data set are as follows: at a 50% probability thresh-
old, the accuracy rate is 78.8%, the recall rate is 76.2%, and
the area under the curve is 0.836. After data augmentation,
the area under the curve of the model is more excellent than
before (Figure 2).

Use the model trained with enhanced data to make diag-
nostic predictions on the test data set. For benign and malig-
nant classification, the model trained after data augmentation
can reach a sensitivity of 88.24%, a specificity of 90.91%, and
an overall accuracy rate of 90.0%. For pathological classifica-
tion, the classification accuracy rate is 78%. For this test data
set, three clinicians judged that the average sensitivity of benign
and malignant classification is 86.27%, the average specificity is
65.66%, the average overall accuracy rate is 72.67%, and the
average pathological accuracy rate is 48.67% (Table 2).

For the model trained after data augmentation and the
three doctors, ROC curves are constructed for the diagnosis
of benign and malignant nodules, which are used to judge
their diagnostic value for the test data set. The area under
the curve (AUC) corresponding to the model was 0.896
(95% CI: 78.96%~100.18%), and the area under the curve
values corresponding to the three doctors were 0.759 (95%
CI: 62.17%~89.70%), 0.775 (95% CI: 63.97%~90.93%), and
0.745 (95% CI: 60.12%~88.90%). The results mean that the
model has a high value for the diagnosis of benign and malig-
nant nodules in test data sets, and the corresponding optimal
cutoff value is 0.791 (at this time, the sensitivity is 88.2% and
the specificity is 90.9%). Moreover, the area under the curve
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is greater than that of the three doctors. However, the P value
is not less than 0.05 (Table 3).

4. Discussion

Since deep learning has shown high accuracy in many com-
puter vision tasks, in recent years, the research field of lung
nodule detection and classification based on deep neural net-
works has rapidly heated up [9]. However, deep learning is a
profession with a high threshold. Such research must rely on
the participation of experienced deep learning engineers. In
this study, the authors did not deeply study deep learning
algorithms and specific operating practices. Only after a
rough understanding of deep learning principles, an auto-
matic deep learning system was used to create a deep learning
diagnostic model. In this study, less than 500 cases of pulmo-
nary nodules were collected as training data sets. Although
the amount of data is not large, the final diagnostic model
is still satisfactory and can be equivalent to the diagnosis of
human doctors.

In previous studies [10], professional deep learning
frameworks were often used to directly read lung nodule data
in DICOM format to train models. However, in this study,
Custom Vision can only read image data for training. To this
end, we must convert DICOM format images into image for-
mat data for model training.

(a) (b)

Figure 1: (a) A grayscale image of lung CT in a lung window and (b) a colour image after conversion.

Table 1: Training set and test set.

Type Nodules Images

Benign or malignant Pathology Training set Test set All Training set Test set All

Malignant

AAH/AIS/MIA 131 6 137 400 18 418

IAC 72 8 80 460 36 496

Metastatic cancer 54 3 57 248 10 258

All 257 17 274 1108 64 1172

Benign

Chronic inflammation/granuloma 91 16 107 556 92 648

Intrapulmonary lymph nodes 42 11 53 119 28 147

Hemangioma 12 1 13 77 2 79

Hamartoma 44 5 49 225 24 249

All 189 33 222 977 146 1123

All 446 50 496 2085 210 2295
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Figure 2: The P-R curve of the trained model with and without data
augmentation.
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In the CT image of lungs in DICOM format, the data of
each pixel is between -1000 and 1000. In other words, the
CT machine can recognize 2000 different density differences
in the human body. The CT values of human organs are
mostly concentrated in a relatively narrow range. In order
to facilitate display and doctor reading, DICOM format
images will be displayed as grayscale images through differ-
ent window width and window level values. The doctor can
very sensitively perceive the difference in the CT value within
the window width by reading the CT image with the naked
eye. The disadvantage is that the CT value outside the win-
dow width will eventually be displayed as completely white
or completely black. This image conversion will lose data.

In order to avoid losing data, we have created an image
conversion method. CT can identify 2000 different gray levels
in the human body. In the computer, taking the 24-bit colour
bitmap as an example, the number of colours that can be dis-
played is 16,777,216. Therefore, each different CT value in
the DICOM format can be given a corresponding colour, so
that all the information in the DICOM format image can be
completely retained. In the colour image after conversion,
human eyes cannot recognize the slight difference between
some colours. However, for computer processing, it has
entirely different colours.

Lung adenocarcinoma is the most common type of
pathology in non-small-cell lung cancer, and it accounts for
about 50% of all lung cancer patients [11]. With the changes
in the epidemiology of lung cancer, the International Associ-
ation for the Study of Lung Cancer (IASLC), the American
Thoracic Society (ATS), and the European Respiratory Soci-
ety (ERS) formed a joint working group in 2011 to announce
a new classification method for lung adenocarcinoma [12]:
atypical adenomatous hyperplasia (AAH), adenocarcinoma
in situ (AIS), minimally invasive adenocarcinoma (MIA),
and invasive adenocarcinoma cancer (IAC). It is generally
believed that AAH, AIS, MIA, and IAC are different stages
of early non-small-cell lung cancer during the progression
of the disease [13]. Statistical analysis of the prognosis of dif-
ferent types of lung adenocarcinoma revealed that AAH, AIS,

and MIA have an excellent prognosis [14], and their 5-year
survival rate can reach almost 100%. The 5-year survival rate
of invasive adenocarcinoma is significantly lower than that of
the previous three types.

In the choice of surgical procedures, for the types of AAH,
AIS, and MIA, recent studies [15] have been more inclined to
perform sublobar resection (pulmonary wedge resection, seg-
mentectomy, and combined subsection resection). The sur-
vival rate and local recurrence rate are not significantly
different from those of lobectomy. Some scholars [16] even
believe that because of the types of AAH, AID, and MIA, the
possibility of lymph node metastasis is extremely low. Stereo-
tactic body radiotherapy (SBRT) treatment of these types of
lesions can achieve similar treatment effect to traditional sur-
gery. After the lesion reaches the level of invasive adenocarci-
noma, lobectomy is more recommended.

In the process of rapid intraoperative pathological diag-
nosis, due to the influence of factors such as the material lim-
itation, it is sometimes difficult for pathologists to distinguish
between AAH, AIS, and MIA [17]. The three types of lesions
have an excellent prognosis, and the clinical significance of
surgical guidance is almost the same. Therefore, these three
types are combined into a group as a low-risk group, and
invasive adenocarcinoma is considered to belong to a high-
risk group. Therefore, the classification model of deep learn-
ing can be more focused on identifying whether the lesion is
invasive adenocarcinoma, which is of great significance for
the formulation of surgical procedures and the prediction
of disease prognosis.

In this study, the number of benign diseases is relatively
small. For example, there are only 13 cases of pulmonary
sclerosing hemangioma. If such a small number of cases are
directly input into the deep learning engine for learning, it
is bound to fail to obtain good results. Therefore, various
forms of data augmentation are necessary. For image data,
pure data augmentation methods generally include geomet-
ric transformation. In this study, the flip and rotation opera-
tions in geometric transformation are used. Rotating and
flipping the image of a lung nodule do not affect the essence

Table 2: Diagnosis results of the trained model and the doctors on the test data set.

Sensitivity (%) Specificity (%) Accuracy rate (%) Pathological accuracy rate (%)

Trained model (data augmentation) 88.24 90.91 90 78

Doctor A 88.24 63.64 72 46

Doctor B 88.24 66.67 74 48

Doctor C 82.35 66.67 72 52

Doctor average 86.27 65.66 72.67 48.67

Table 3: AUC and ROC curve best cutoff of the trained model and the doctors.

AUC Optimal cutoff Sensitivity (%) Specificity (%) P (compared to the trained model)

Trained model (data augmentation) 0.896 0.791 88.2 90.9

Doctor A 0.759 0.519 88.2 63.6 0.1212

Doctor B 0.775 0.549 88.2 66.7 0.1673

Doctor C 0.745 0.490 82.4 66.7 0.0963
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and characteristics of the image. This operation method is
simple, but the effect is pronounced. The model uses the
enhanced image for training, which increases the area under
the curve by about 0.1 compared to the previous one.

The two most basic indicators in the fields of deep learn-
ing related to information retrieval, classification, recogni-
tion, translation, etc. are the recall rate and precision rate.
Recall rate = true positive/ðtrue positive + false negativeÞ, and
precision rate = true positive/ðtrue positive + false positiveÞ.
Therefore, the recall rate is the sensitivity in medical diagno-
sis, but the precision rate is not specific. Nonetheless, the
relationship between the precision rate and recall rate is sim-
ilar to the relationship between sensitivity and specificity:
precision and recall affect each other, and the ideal situation
is, of course, both high precision and recall. But under nor-
mal circumstances, precision rate is inversely proportional
to recall rate.

Therefore, similar to the ROC curve formed by the correla-
tion between sensitivity and specificity, the relationship
between the precision rate and recall rate can also build a P-R
curve, where the recall rate value is used as the x-axis and the
precision rate value is used as the y-axis to indicate the different
relationship between precision and recall. The average preci-
sion rate represents the average value of the precision rate dur-
ing the change of the recall rate from 0 to 1, that is, the
integration of the precision rate during the shift in the recall
rate from 0 to 1, which is equivalent to the area under the PR
. The area surrounded by the x- and y-axes (area under the P
-R curve). In this way, the comparison between multiple
models becomes intuitive. You only need to place the P-R
curves of various models in the same coordinate system and
compare the area under the curve.

By analyzing the diagnosis results, the AUC value corre-
sponding to the ROC curve of the neural network is 0.896,
indicating that the model is of higher value for the diagnosis
of benign and malignant nodules in test data sets. The model
can achieve 90% accuracy for benign and malignant classifi-
cation and 78% accuracy for pathological classification.
Moreover, the AUC value is higher than that of the three doc-
tors. However, the P value is not less than 0.05, indicating
that the model’s diagnostic efficiency of benign and malig-
nant classification is similar to that of the clinician.

When clinicians diagnose lung nodules, the sensitivity is
not much different from that of the diagnostic model, but
the specificity is significantly lower than that of the diagnostic
model. The possible reason is that as a clinician when diag-
nosing pulmonary nodules, they tend to increase sensitivity,
increase the detection rate of potentially malignant tumours,
and reduce the rate of missed diagnosis. As a result, the false
positives are high and the specificity is reduced.

5. Conclusion

This study shows that with the help of an automatic machine
learning system, clinicians can create a deep learning pulmo-
nary nodule pathology classification model without the help
of deep learning experts. The diagnostic efficiency of this
model is not inferior to that of the clinician, but the deep
learning algorithm model will not replace the status of clini-

cians and radiologists. On the contrary, it can effectively help
clinicians and radiologists in clinical work.
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Purpose. Our aim is to conduct analysis and comparison of somemethods commonly used to measure the volume of hematoma, for
example, slice method, voxelization method, and 3D-Slicer software method (projection method).Method. In order to validate the
accuracy of the slice method, voxelization method, and 3D-Slicer method, these three methods were first applied to measure two
known volumetric models, respectively. Then, a total of 198 patients diagnosed with spontaneous intracerebral hemorrhage
(ICH) were recruited. The patients were split into 3 different groups based on the hematoma size: group 1: volume < 10ml
(n = 89), group 2: volume between 10 and 20ml (n = 59), and group 3: volume > 20ml (n = 50). And the shape of the hematoma
was classed into regular (round to ellipsoid) with smooth margins (n = 76), irregular with frayed margins (n = 85), and
multilobular (n = 37). The slice method, voxelization method, and 3D-Slicer method were adopted to measure the volume of
hematoma, respectively, considering the nonclosed models and the models which may contain inaccurate normal information
during CT scan. Moreover, the results were compared with the 3D-Slicer method for closed models. Results. There was a
significant estimation error (P < 0:05) using these three methods to calculate the volume of the closed hematoma model. The
estimated hematoma volume was calculated to be 14:2086743 ± 0:900559087ml, 14:2119130 ± 0:900851812ml, and 14:2123825
± 0:900835916ml using slice method 1, slice method 2, and the voxelization method, respectively, compared to 14:212656 ±
0:900992371ml using the 3D-Slicer method. The mean estimation error was -0.00398172ml, -0.00074303ml, and
-0.00027354ml caused by slice method 1, slice method 2, and voxelization method, respectively. There was a significant
estimation error (P < 0:05), applying these three methods to calculate the volume of the nonclosed hematoma model. The
estimated hematoma volume was calculated to be 14:1928246 ± 0:902210314ml using the 3D-Slicer method. The mean
estimation error was calculated to be -0.00402121ml, -0.00078237ml, -0.00031288ml, and -0.01983136ml using slice method 1,
slice method 2, voxelization method, and 3D-Slicer method, respectively. Conclusions. The 3D-Slicer software method is
considered as a stable and capable method of high precision for the calculation of a closed hematoma model with correct
normal direction, while it would be inappropriate for the nonclosed model nor the model with incorrect normal direction. The
slice method and voxelization method can be the supplement and improvement of the 3D-Slicer software method, for the
purpose of achieving precision medicine.

1. Introduction

Intracerebral hemorrhage (ICH) has been identified as a sig-
nificant cause of death and disability around the world [1].
The increasing incidence of cerebral hemorrhage can cause
progression of the disease. In addition, the amount of cere-
bral hemorrhage, or the cerebral hematoma volume, can be
taken as a major indicator of early mortality at the time of

admission. It is also among the most effective indicators of
the degree of neurological recovery within 90 days of the
onset of the disease [2–6].

The diversity of hematoma shapes is one of the primary
causes of errors in applying volume assessment methods. In
practice, there will be brain lesions with inconspicuous
lesions, irregular borders, discontinuities, and high noise.
The shape of hypertensive cerebral hemorrhage can be
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categorized into kidney shape, round shape, oval shape, fusi-
form shape, and irregular shape, as shown in Figure 1. The
diversity of hematoma shapes (Figure 1) makes it necessary
to apply volumetric calculation methods that ensure both
accuracy and robustness. Therefore, in order to facilitate
the accurate diagnosis and treatment of disease, choosing
an accurate, simple, and noninvasive approach to the mea-
surement of intracranial hematoma volume is definitely con-
ducive to the selection of treatment options, evaluation of
clinical outcomes, and prediction of disease progression.

There are various methods to measure the volume of
hematoma, and they are mainly classed into four categories,
including the mathematical formula method, tool measure-
ment method, CT machine measurement method, and soft-
ware method. Among them, the Tada formula method is
one of most commonly used formula methods. The formula
is V = 1/2 × A × B × C, where A indicates the long diameter,
B represents the broad diameter, and C denotes the number
of hematoma layers. The Tada formula has been extensively
applied to assess the volume of intracerebral hematoma.
Since the Tada formula in theory is derived from the ellipsoid
volume formula, when the shape of an intracranial hema-
toma shows similarity to an ellipsoid, which has a regular
shape, a hematoma such as a “ball” shape can be calculated
using this method. However, when the shape of an intra-
cranial hematoma is distant from the ellipsoid, that is,
irregular hematoma or lobular hematoma, the Tada for-
mula performs poorly [7]. In order to address this draw-
back, some improved ball volume formulas [8] were
proposed based on the Tada formula. In spite of this,
the accuracy of calculation for the volume formula
remains associated with the shape of the hematoma. The
more irregular the hematoma morphology, the more sig-
nificant the error in the calculation results.

As computer technology progresses at a fast pace, the
hematoma model can be measured and analyzed using differ-
ent software methods. The 3D-Slicer method is one of the
software methods purposed to measure the volume of a
hematoma. It provides a free open source software platform
for biomedical research to be conducted (http://www.slicer
.org). With regard to the measurement principle, it is similar
to the computer-aided volume analysis. The software is capa-
ble of identifying hematoma pixels based on CT data in cere-
bral hemorrhage images and reconstructing blood clots in a
three-dimensional manner. Besides, it is free from restriction
by hematoma morphology and bleeding sites. The 3D-Slicer
method could ensure both accuracy and simplicity for hema-
toma assessment [9], which makes it gradually accepted as an
effective measurement method [10–12]. In addition, the 3D-
Slicer software method has been demonstrated to be faster
and less user-intensive compared to manual delineation,
which makes it suitable as a standard method. Xu et al. [7]
analyzed the accuracy of the Tada formula by comparing
with the 3D-Slicer software method, which led to the
conclusion that hematoma assessment with software 3D-
Slicer is a low-cost, accurate, and effective technique for the
measurement of ICH volume. However, the stability of the
3D-Slicer software method has not yet been included in dis-
cussion. As for measurement of ICH volume, some other

methods can be analyzed and applied as well, such as the slice
method and voxelization method.

In this paper, our aim is to improve the accuracy of
hematoma assessment. The stability of the 3D-Slicer method
was analyzed, and a comparison was performed between the
3D-Slicer method and two other methods. It was found out
that, when the three-dimensional hematoma model is non-
closed or the surface normal of the hematomamodel is incor-
rect, the 3D-Slicer method will give rise to some errors, which
can be rectified by two other methods, the slice method and
the voxelization method.

2. Commonly Used Methods

2.1. 3D-Slicer Method (Projection Method). Jointly developed
by Harvard University Brigham and Women’s Hospital and
the Massachusetts Institute of Technology, 3D-Slicer soft-
ware represents a free open source software platform for bio-
medical research. Hematoma is reconstructed using the
original DICOM format data in 3D-Slicer software according
to CT scanning, which ensures an accurate measurement for
hematoma. Besides, the triangular mesh model is used for the
volume measurement of hematoma by the 3D-Slicer method,
slice method, and voxelization method.

2.1.1. Operation. Run 3D-Slicer software (3D-Slicer 4.6.2,
Harvard University, USA), import the CT data of the patient
in DICOM format, adjust the size of image, and proceed as
follows: run Editor→ Threshold→Apply. The CT threshold
range is manually set, while the software automatically iden-
tifies and marks the pixels that constitute the hematoma. If
necessary, editing is continued to completely separate the
hematoma from the surrounding normal brain tissue. Run
MakeModel→Models. Then, the three-dimensional shape
of the hematoma and the volume of the hematoma can be
determined, as shown in Figure 2.

2.1.2. Principle. 3D-Slicer software, as developed for the pro-
cessing of image visualization and image analysis, is premised
on VTK, ITK, Teem, QT, and other open source software [9,
13]. The principle of volume measurement is similar to the
computer-aided volume analysis. The hematoma is seg-
mented using the GrowCut method [9]. The hematoma
volume is calculated following the three-dimensional recon-
struction of hematoma. This method is simple, accurate,
and resistant to the impact made by the shape and location
of hematoma [14].

Its volume calculation is performed by referencing the
volume calculation formula in the open source software
VTK, where the major class for the calculation of volume
and area in VTK is vtkMassProperties [15]. The principle
of this method is premised on the triangulation projection,
which means that the model volume refers to the algebraic
sum of the convex polyhedral volume enclosed by all triangu-
lar patches and the projection plane.

It is assumed that the coordinates of each triangle vertex
are P0ðx0, y0, z0Þ, P1ðx1, y1, z1Þ, P2ðx2, y2, z2Þ, the length of
the triangle edge are a, b, and c, the normal of the triangular
patch is u ðux , uy , uzÞ, and the center of gravity of the
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triangular patch is avgðx, y, zÞ. Then, the projection volume
is expressed as

Vx = area · ux · avgx ,

Vy = area · uy · avgz ,

Vz = area · uz · avgz ,

ð1Þ

where area =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijs · ðs − aÞ · ðs − bÞ · ðs − cÞjp

means the trian-
gular area and s = ða + b + cÞ/2. Therefore, the calculation
formula for model volume is written as

Figure 2: The hematoma model was reconstructed using 3D-Slicer
software.
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Figure 1: Hematoma shape classification.
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V = kx · Vx + ky · Vy + kz · Vz

�� ��, ð2Þ

where Vx, Vy, and Vz denote the sums of the projection vol-
umes for the triangular patches, while kx, ky, and kz represent
the weights of each projection direction.

The measurement by 3D-Slicer software provides an
accurate and simple method for the hematoma volume based
on CT data. As shown in experiment, intracranial hematoma
clearance (only about 2.71ml left in average) is performed in
combination with 3D-Slicer software, which achieves a 93.8%
clearance rate [16]. However, it is discovered that the hema-
tomamodel required for the 3D-Slicer software method must
be the closed triangular mesh model, and accurate normal
information of the model surface needs to be known in
advance. In some cases, the hematoma model may be non-
closed or with incorrect normal information before the vol-
ume measurement. For example, when the boundary of a
tumor surrounds that of the hematoma data, there is a possi-
bility that the hematoma model is not closed. When the
Marching Cube algorithm is applied to reconstruct the
three-dimensional hematoma model, it will also give rise to
the situation where the surface normal is inaccurate. There-
fore, measuring the volume with the 3D-Slicer method in
these cases will result in a significant error.

2.2. Slice Method. This method firstly performs layering on
the three-dimensional hematoma model, then calculates the
area of the corresponding section, and estimates the model
volume based on the distance between adjacent planes. The

idea of slicing is to measure the volume of hematoma by
the sum of quantitative measurement between consecutive
sections; that is, the hematoma volume calculation formula
is obtained as V =∑Si × h, where Si indicates the area of each
CT slice and h denotes the thickness of the CT slice. The vol-
ume is determined based on the accumulation, which means
that the three-dimensionally reconstructed hematoma is
sliced, the adjacent section is supposed to form a round table,
and the volume of all the sliced round tables is added as the
total volume of the model. Different formulas can be
obtained to calculate the volume of hematoma by applying
different methods to calculate the volume of the round table
Vi. For example, see the following.

Slice method 1: formula for each sliced round table
volume is expressed as

Vi = Si1 + Si2 +
ffiffiffiffiffiffiffiffiffiffi
Si1Si2

p� � step
3

, ð3Þ

where Si1 represents the upper floor area, Si2 indicates the
lower floor area, and step refers to the interval between two
slices.

Slice method 2: formula for each sliced round table
volume is shown as follows:

Vi = Si1 + Si2ð Þ step2 , ð4Þ

where Si1 indicates the upper floor area, Si2 refers to the lower
floor area, and step denotes the interval between two slices.

Table 1: Volumes of pyramid and cubic models by voxelization, slice, and 3D-Slicer methods.

Model Facets Segments Voxel unit
Slice method

Voxelization method 3D-Slicer method
Method 1 Method 2

Pyramid (closed) 2048
7 0.46875 6000.00 6000.18 6000.18

6000.00
8 0.23438 6000.00 6000.04 6000.04

Pyramid (unclosed) 1792
7 0.46875 6000.00 6000.18 6000.18

4625.18
8 0.23438 6000.00 6000.04 6000.04

Cubic (closed) 2304
7 0.15625 1000.00 1000.00 1000.00

1000.00
8 0.07813 1000.00 1000.00 1000.00

Cubic (unclosed) 2088
7 0.15625 1000.00 1000.00 1000.00

943.12
8 0.07813 1000.00 1000.00 1000.00

Table 2: Volumes of hematoma models by voxelization, slice, and 3D-Slicer methods.

Model Facets Segments Voxel unit
Slice method

Voxelization method 3D-Slicer method
Method 1 Method 2

Hematoma 1 (closed) 13436 7 0.427 6131.83 6135.47 6135.47 6134.42

Hematoma 1 (unclosed) 13433 7 0.427 6131.83 6135.46 6135.46 6085.78

Hematoma 2 (closed) 2424 7 0.212 1056.25 1056.54 1056.54 1056.18

Hematoma 2 (unclosed) 2421 7 0.212 1056.25 1056.54 1056.54 929.30

Hematoma 3 (closed) 12582 7 0.599 12104.49 12107.78 12107.78 112107.68

Hematoma 3 (unclosed) 12579 7 0.599 12104.48 12107.77 12107.77 11872.43
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From the aforementioned volume calculation formulas, it
can be known that the calculation of the hematoma volume is
related to the slice thickness (slice interval). A small thickness
can improve accuracy, but this incurs more computation
costs. Conversely, a large thickness reduces computation
costs, but this causes accuracy to be compromised. Therefore,
how to identify the appropriate slice thickness (interval) is a
major problem facing the use of the slice method.

2.3. Voxelization Method. Voxelization provides a modeling
method that approximates the geometric shape of a three-
dimensional model by using spatial voxel units. These spatial
voxels show similarity to pixels in a two-dimensional image
and can be regarded as the expansion from a two-
dimensional square area to a three-dimensional cube unit.

The realization of the voxelization method for the volume
measurement involves two aspects. The octree operation is
firstly implemented, and then, the calculation of boundary
voxel volume is optimized. The major details are as follows:

(1) Implementation of the Octree Operation. (a) The
bounding box of the models is computed. (b) The
octree is subdivided, the voxel with no intersection
with the model mesh as a leaf voxel is marked, and
the nonleaf voxel is subdivided again. (c) All leaf vox-
els are determined as either inside or outside the
model. (d) The volume is defined as the sum of the
volume of all inside leaf voxels and boundary voxels
(i.e., the lowest nonleaf voxels).

(2) Optimization of the Boundary Voxel Volume. The
volume of the boundary voxel (the lowest nonleaf
voxel) can be calculated using the slice method.

According to the voxelization method, spatial voxel units
are required to approximate the three-dimensional model,
and the computational complexity is higher compared to
the 3D-Slicer software method (projection method) and the
slice method. The computational accuracy of the voxelization
method is determined by the size of the voxel unit and the
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Figure 4: Comparisons of slice method 2 for measuring closed and nonclosed hematoma with the 3D-Slicer method.
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Figure 3: Comparisons of slice method 1 for measuring closed and nonclosed hematoma with the 3D-Slicer method.
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volume calculation of the boundary voxel. When the model
volume is unknown, the results obtained by the voxelization
method can be taken as the reference to compare the accu-
racy between the slice method and the 3D-Slicer software
method.

2.4. Comparison of Three Measurement Methods

2.4.1. Standard Models with Known Volume. Firstly, a com-
parison is performed between the 3D-Slicer method, the slice
method, and the voxelization method for the volume mea-
surement of standard models, the volumes of which are
known. For the slice method and voxelization method, we
firstly calculate the volume with a large interval and a large
voxel unit, respectively, and then reduce the interval and
the voxel unit by a certain value until the calculated volume
is relatively stable.

(1) Volume Measurement for Quadrangular Pyramid
Model. It is assumed that the length of a pyramid is l = 30,
the width is w = 30, and the height is h = 20. Then, the vol-
ume of a pyramid is calculated to be 6000 using the quadran-

gular pyramid volume formula. The model is triangulated to
construct a nonclosed 3D model and a closed 3D model with
different triangular facets, respectively. Then, the 3D-Slicer
method, the slice method, and the voxelization method are
applied to measure the quadrilateral pyramid models, respec-
tively. The results are indicated in Table 1.

(2) Volume Measurement for Cube. Suppose the length of
the cube is a = 10, it can be known intuitively that the volume
is 1000. Similarly, the model is triangulated to obtain a non-
closed 3D model and a closed 3D model with different trian-
gular facets. Then, the 3D-Slicer method, the slice method,
and the voxelization method are employed to measure the
volumes, respectively. The results are presented in Table 1
as well.

2.4.2. Nonstandard Models with Unknown Volume. Two 3D
models of hematomas stemming from the patients were first
reconstructed using 3D-Slicer software. Besides, the 3D-
Slicer method, the slice method, and the voxelization method
are applied to measure the volumes of the nonclosed 3D
model and the closed 3D model, respectively. The results
are shown in Table 2.

2.4.3. Discussion

(1) As for the closed cube model, the 3D-Slicer method is
capable of ensuring accuracy. In comparison with the
3D-Slicer method, the results obtained by the slice

Table 3: Mean errors of closed hematoma (grouping by size) by
slice and voxelization methods compared with the 3D-Slicer
method.

n
Slice method

1
Slice method

2
Voxelization
method

First group 89 0.00125517 0.00220450 0.00082404

Second
group

59 0.00405220 0.00067305 0.00067305

Third group 50 0.08751800 0.00175580 0.00175580
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Figure 6: Comparisons of the 3D-Slicer method for measuring
closed and nonclosed hematoma.
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Figure 5: Comparisons of the voxelization method for measuring closed and nonclosed hematoma with the 3D-Slicer method.
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method and the voxelization method show their
accuracy and minor errors

(2) The slice method and the voxelization method are
consistent for either closed or nonclosed models.
In addition, the results as obtained by the slice
method and the voxelization method show similar-
ity to the 3D-Slicer method applied for the closed
model. However, the 3D-Slicer software method
could result in a significant estimation error for
the nonclosed model

(3) The voxelization method and the slice method
exhibit a low level of sensitivity to the number of
triangular facets, and the volumes are identical
for the model with different facets. The 3D-Slicer
method shows sensitivity to the closeness of the
model, and a small reduction of the facets will lead
to a large error

3. Hematoma Volume Measurement and
Comparison Analysis

For all patients, the 3D hematoma models were recon-
structed using the 3D-Slicer software. Then, volume
measurements were performed using the 3D-Slicer
method, the slice method, and the voxelization method,
respectively.

3.1. Materials and Methods

3.1.1. Patients. In this study, the patients admitted to the
Affiliated Hospital of Hangzhou Normal University between
December 2017 and January 2018 with diagnosis of sponta-
neous ICH were recruited. A total of 198 consecutive patients
were recruited, including 132 male patients and 66 female
patients, with the average age of 56:2 ± 28:8. The patients
with multiple sites of ICH were excluded from this study.

Table 4: Mean errors of nonclosed hematoma (grouping by size) by slice, voxelization methods, and 3D-Slicer method, compared with the
3D-Slicer method for closed models.

n Slice method 1 Slice method 2 Voxelization method 3D-Slicer method for nonclosed models

First group 89 0.00128517 0.00025000 0.00079449 0.01426753

Second group 59 0.00405797 0.00067915 0.00036763 0.04990034

Third group 50 0.00888480 0.00185180 0.00131520 0.00574640
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All cases were included to the standard that the onset to head
CT examination time is less than 24 hours.

3.1.2. Imaging. A total of 198 brain computed tomographic
image data sets were acquired according to the hospital PACS
system with the digital imaging standard in medicine format.

3.1.3. Patient Groups. The patients were split into 3 different
groups depending on the hematoma size. Group 1 was com-
prised of 89 patients with volume < 10ml, group 2 consisted

of 59 patients with volume ranging from 10 to 20ml, and
group 3 was made up of 50 patients with volume > 20ml.
Based on the maximal slice, the shape of the hematoma was
classed into regular (round to ellipsoid) with smooth margins
(76 cases), irregular with frayed margins (85 cases), and mul-
tilobular (37 cases).

3.1.4. Statistical Analysis. All of the statistical analyses were
conducted with SPSS Statistics 21 (IBM Corporation, Amer-
ica). Moreover, GraphPad Prism was applied to draw charts.
The relationship between the hematoma volume and the
measurement method was analyzed by applying the simple
linear correlation. Subsequent to the confirmation of distri-
bution, the data were indicated as the mean ± SD, and
unpaired t-test or 1-way ANOVA was conducted for com-
parison between different methods and groups, while the
LSD method was applied to compare the two groups. A value
of P < 0:05 was treated as statistically significant.

3.2. Results. We set the volumes of the closed models mea-
sured by the 3D-Slicer method as the standard values. The
slice method (slice methods 1 and 2), voxelization method,
and 3D-Slicer software method were compared using the
closed hematoma and nonclosed hematoma models. For
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Figure 8: Distribution of measurement errors of nonclosed hematoma models by slice method 1, slice method 2, voxelization method, and
3D-Slicer method (grouping by size).

Table 5: Mean errors of closed hematoma (grouping by shape) by
slice and voxelization methods compared with the 3D-Slicer
method.

n
Slice method

1
Slice method

2
Voxelization
method

Regular
group

76 0.00188145 0.00019487 0.00019487

Irregular
group

85 0.00601259 0.00155753 0.00046388

Lobular
group

37 0.00363027 0.00000216 0.00000216
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different methods, a simple correlation analysis was con-
ducted under different models.

Figures 3–6 show the comparison results obtained by
slice method 1, slice method 2, voxelization method, and
3D-Slicer method for the closed and nonclosed hematoma
models. The results displayed in (a) are those for closed
hematoma models. The scatter plots shown in Figures 3–6
have demonstrated that the results obtained from slice
method 1, slice method 2, and voxelization methods are lin-
early related to those from the 3D-Slicer method. Moreover,
their correlation is close to one. As revealed by the linear
correlation analysis carried out by SPSS, the correlation coef-
ficients between the slice methods 1 and 2, the voxelization
method, and the 3D-Slicer method for the closed hematoma
model were r = 1. There were statistically significant differ-
ences (t = −5:627, P < 0:01) observed for the results between
the slice method, the voxelization method, and the 3D-Slicer
method. From the results in Figures 3–5, we can see that the
figures in (b) are similar to the results in the figures in (a).

That means the slice methods 1 and 2 and voxelization
method are stable when the hematomamodel was nonclosed,
and the measurement results conform to those of the 3D-
Slicer method when the hematomamodel is closed. However,
large errors will be caused by applying the 3D-Sclicer method
to the nonclosed hematoma model.

3.3. Analysis. When the patients are split into groups based
on hematoma size, the statistical analyses are shown in
Tables 3 and 4 and Figures 7 and 8. We can see that the mean
errors of the results obtained by using the slice methods 1 and
2 and the voxelization method for closed and nonclosed
hematoma measurements are broadly the same. The mean
error of the voxelization method is less significant compared
to the mean error of the slice method. The 3D-Slicer software
method measures the nonclosed hematoma model with a sig-
nificantly higher error than the slice method and the voxeli-
zation method. Specifically, for the first group, the error
caused by the 3D-Slicer measurement for the nonclosed

Table 6: Mean errors of nonclosed hematoma (grouping by shape) by slice, voxelization methods, and 3D-Slicer method, compared with the
3D-Slicer method for closed models.

n Slice method 1 Slice method 2 Voxelization method 3D-Slicer method for nonclosed models

Regular group 76 0.00193513 0.00024842 0.00013171 0.01995789

Irregular group 85 0.00605059 0.00159624 0.00109388 0.01590706

Lobular group 37 0.00364405 0.00000946 0.00002892 0.02858676
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Figure 9: Distribution of measurement errors of closed hematoma models by slice method 1, slice method 2, voxelization method, and 3D-
Slicer method (grouping by shape).

9Computational and Mathematical Methods in Medicine



model is 18 times that of the voxelization method. For the
second group, the error by the 3D-Slicer measurement for
the nonclosed model exceeds 100 times that of the voxeliza-
tion method.

When the hematoma is classed by shape, the statistical
analyses are shown in Tables 5 and 6 and Figures 9 and 10.
It can be found out that slice methods 1 and 2 and voxeliza-
tion methods are unaffected by the shape of the hematoma,
and the measurement results obtained by these methods do
not cause significant errors due to the irregular shape of
hematoma. The mean errors as measured by slice method 1
and voxelization method show the same order of magnitude
for the regular group and the irregular group. Besides, the
voxelization method measures the hematoma of the lobu-
lated group with less error, with its order of magnitude
reaching 10-6. Compared with the voxelization method, the
3D-Slicer method measures the nonclosed hematoma with
significant errors. The error of the regular group, irregular
group, and lobular group measured by the 3D-Slicer method
is shown to be 151 times, 15 times, and nearly 1000 times that
of the voxelization method, respectively.

4. Discussion

The accurate measurement of hematoma volume is of clinical
significance as hematoma volume has been commonly used
to correlate with treatment strategy, functional outcome,
and mortality. It is inevitable for an inaccurately assessed
hematoma volume to exert influence on the initial treatment
decisions, thus leading to an undesirable outcome. Mean-
while, hematoma volume plays a crucial role in the prognosis
of patients. The measurement of hematoma volume after
cerebral hemorrhage can be taken as a potential indicator
for prediction, which is of great significance to the clinical
development of a sensible treatment. There are various forms
of cerebral hemorrhage, especially for the presence of irregu-
lar hematoma, which makes it necessary to find an accurate
method to determine the size of the volume based on differ-
ent hematoma morphologies.

At present, the widely used methods to measure the vol-
ume of hematoma include the 3D-Slicer method and the
Tada formula method. The Tada formula method is consid-
ered to be a rough calculation of hematoma due to its
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inaccuracy in measuring irregular hematoma [7]. Moreover,
the 3D-Slicer method is unaffected by the shape and location
of the hematoma. Due to its real-time efficiency and low
requirements on the operator, the 3D-Slicer method has been
widely applied to measure the volume of hematoma.

For precision medicine, the 3D-Slicer method and other
popular approaches to the volume measurement of hema-
toma were studied in this paper. The 3D-Slicer method
caused a significant error in the measurement of the non-
closed hematoma model or the model with wrong surface
normal information. Nevertheless, the slice method and
voxelization method were unaffected by closeness of the
hematoma model nor the model with wrong normal infor-
mation. Therefore, they can be treated as effective supple-
ment methods of the 3D-Slicer method to measure the
volume of hematoma. The drawbacks shown by slice and
voxelization methods are the slice interval and the division
of voxel units which affect both efficiency and accuracy. If
there are significant errors between the 3D-Slicer method
and the slice method (or the voxelization method), the voxe-
lization method (or slice method) can be applied to validate
the accuracy of these methods of measurement.
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Transesophageal echocardiography (TEE) has become an essential tool in interventional cardiologist’s daily toolbox which allows
a continuous visualization of the movement of the visceral organ without trauma and the observation of the heartbeat in real
time, due to the sensor’s location at the esophagus directly behind the heart and it becomes useful for navigation during the
surgery. However, TEE images provide very limited data on clear anatomically cardiac structures. Instead, computed
tomography (CT) images can provide anatomical information of cardiac structures, which can be used as guidance to
interpret TEE images. In this paper, we will focus on how to transfer the anatomical information from CT images to TEE
images via registration, which is quite challenging but significant to physicians and clinicians due to the extreme
morphological deformation and different appearance between CT and TEE images of the same person. In this paper, we
proposed a learning-based method to register cardiac CT images to TEE images. In the proposed method, to reduce the
deformation between two images, we introduce the Cycle Generative Adversarial Network (CycleGAN) into our method
simulating TEE-like images from CT images to reduce their appearance gap. Then, we perform nongrid registration to align
TEE-like images with TEE images. The experimental results on both children’ and adults’ CT and TEE images show that our
proposed method outperforms other compared methods. It is quite noted that reducing the appearance gap between CT and
TEE images can benefit physicians and clinicians to get the anatomical information of ROIs in TEE images during the cardiac
surgical operation.

1. Introduction

Congenital heart disease accounts for 28% of all congenital
malformations. In China, the incidence of congenital heart
disease is 0.4-1% among the infants approximately 150000-
200000 newborns annually. Transesophageal echocardiogra-

phy (TEE) is an imaging of congenital heart disease. The
sensor is usually placed at the esophagus directly behind
the heart and allows a continuous visualization of the move-
ment of the visceral organ without trauma and the observa-
tion of the heartbeat in real time. Therefore, it has become
an essential tool for most interventional cardiologists in
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navigation during the surgery. However, TEE images usually
provide very limited data on clear anatomically cardiac
structures, which makes TEE images difficult to interpret.
While high-resolution computed tomography (CT) images
can provide anatomical information of cardiac structures, a
CT scanner is not flexible to move and cannot be used in sur-
gery. Despite the limitations of a CT scanner, the sufficient
anatomical information of organs in CT images can benefit
us to transfer the anatomical information to TEE images by
the registrations between CT and TEE images.

Recently, similar ideas have been proposed to transfer the
anatomical information of prostate frommagnetic resonance
(MR) image to CT images via registration methods. Cao et al.
[1] developed a bidirection registration method from MR
images to CT images via simulating CT and MR images with
a structural random forest. Fundamentally, the similarity mea-
surement is a core issue in registration. Recently, Cao et al. [2]
proposed a similarity measurement for a registration-based
convolution neural network. Fan et al. [3] proposed a registra-
tion method-based adversarial similarity network.

However, the registration between CT and TEE images
is more challenging. For one, the quality of TEE images is
much lower than other modalities, especially for children’
cardiac TEE images. For others, the appearance patterns
of CT and TEE images are quite different, even from the
same subject. This big gap on appearance between two
images makes most typical nongrid registration methods
[4] be inefficient. It is quite significant in surgical operation
to reduce the appearance gaps between these two modalities
of medical images.

To reduce the appearance gap cross-image modalities, a
generative adversarial network (GAN) [5] has been proposed
to generate an image following a distribution. Nie et al. [6]
introduced the GAN in medical image synthesis. Tanner
et al. [7] proposed a GAN for MR-CT deformable registra-
tion. Yan et al. [8] proposed an end-to-end adversarial net-
work for MR and TRUS image fusion. However, most
GANs need paired data to train and it is difficult to collect
sufficient number of paired medical image data. Wolterink
et al. [9] proposed a GAN to synthesize CT image from an
MR image which is trained by unpaired image data. On the
other hand, Zhu et al. [10] proposed the Cycle Generative
Adversarial Network (CycleGAN) for the image translation
from different domains. Compared with the GAN, it can be
efficiently trained by the unpaired image data, which are
more easily collected. This advantage can benefit to the
cross-domain medical image registration. In particular, for
the cross-modal medical images with big appearance and
morphological gaps, CycleGAN can be introduced to them.

Inspired by this, in this paper, we proposed a learning-
based registration method to align CT and TEE images of
the same subject. In the proposed method, we introduce a
cycle adversarial network to generate TEE-like images from
the corresponding CT images and CT-like images from the
corresponding TEE images, with which reduces the appear-
ance gap between two modalities. After that, the nongrid
registration methods are applied to align TEE-like images with
TEE images and CT images with CT-like images, respectively,
to obtain two deformation fields. The final registration results

can obtained by averaging these two deformation fields. It is
quite significant to reduce the appearance gap between CT
and TEE images which can benefit physicians and clinicians
to get the anatomical information of ROIs in TEE images
during the cardiac surgical operation.

The rest of this paper can be organized as follows. The
proposed method will be introduced in Section 2, and the
experimental results will be presented in Section 3. Finally,
the conclusion will be made in Section 4.

2. Method

2.1. Datasets and Preprocessing. In this study, we collect a
dataset of paired CT images and TEE images of 12 subjects
with congenital heart disease. They include 2 adults and 10
teenagers. All the CT images are scanned by the SIEMENS
CT VA1 DUMMY scanner, and their sizes of the XoY planes
are 512 × 512. Their spacing variously ranges from 0:28 ×
0:28mm2 to 0:45 × 0:45mm2, while the TEE images are
scanned by Philips iE33 Medical Imaging System with the
size of the XoY plane being 800 × 600. Their spacing vari-
ously ranges from 0.15 × 0.15mm 2 to 0.28 × 0.28mm 2.
Due to the difficulty of data acquisition, TEE images for all
patients only include 22 standard sections of the heart. Before
training the CycleGAN, we resample all the images into the
same spacing 0:45 × 0:45mm2 and crop all the image into
the same size.

2.2. CT-TEE Image Generation by CycleGAN. The CycleGAN
is a weakly supervised GAN that is trained by unpaired
samples achieving the cross-domain image translation with
different distributions. In this section, we introduce it to CT-
TEE image generation to reduce the appearance and morpho-
logical gap between them. The architecture of CT-TEE image
generation with CycleGAN can be illustrated in Figure 1.

As shown in Figure 1, the architecture contains two
directions of image generation: from a TEE image to generate
a CT-like image and from a CT image to generate a TEE-like
image. First, starting a TEE image as illustrated the top-left
“BEGIN” in the figure, a CT-like image can be generated by
the TEE-CT generator and then, a cyclic TEE image will be
generated by the CT-TEE generator. The generated cyclic
TEE image is forwarded to a discriminator giving a measure
how it is like the real TEE image.

On the other thread, starting a CT image as illustrated the
bottom-right “BEGIN” in the figure, a TEE-like image can be
generated by the CT-TEE generator and then, a cyclic CT
image will be generated by the TEE-CT generator. Similarly,
the generator cyclic CT image is forwarded to a discriminator
to measure how it is like the real CT image. The generator
here is designed as the one in [11].

The discriminator here can be illustrated in Figure 2. It is
shown that the discriminator includes two parts. The one is
used to determine whether the generated image is a real or
fake, and the other is used to classify whether the generated
image is a TEE or a CT image. The discriminative loss will
be used to update the parameters of the whole network. It
can be computed as follows:
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LGAN G,D1,D2, X, Yð Þ = Ey∼P Yð Þ D1 yð Þ − 1ð Þ2� �

+ Ey∼P Yð Þ D1 G xð Þð Þ2� �

+ α ⋅ Ey∼P Yð Þ D2 yð Þ − 1ð Þ2� ��

+ Ey∼P Yð Þ D2 G xð Þð Þ2� �Þ,

ð1Þ

where G and D1, D2 denote the generator and discriminator,
respectively. X and Y denote the CT and TEE domains,
respectively. α is a weight which balances two parts of
discriminative loss.

2.3. CT-TEE Registration Based on Generated Images. It is a
great challenge to perform CT-TEE registration due to the
appearance and morphological gaps between CT and TEE
images. TEE and CT images are shown in Figures 3(a) and

3(d), respectively. It can be observed that the cardiac in
TEE and CT images appears to have a different appearance
and morphology. In the above paragraphs, we have intro-
duced the CycleGAN to perform CT-TEE image translation,
reducing the appearance and morphological gaps.

In this section, we will propose a learning-based registra-
tion method to reduce the appearance gap between TEE
images and CT images by introducing a cycle adversarial
network (CycleGAN). The whole framework can be illus-
trated by Figure 4.

In this framework, we first generate a TEE-like image
from the corresponding CT image, and a CT-like image from
the corresponding TEE image with the trained CycleGAN.
By this network, the generated TEE-like images with the
same morphological feature with the corresponding CT
images of the same subject possess the similar appearance
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Generator CT-TEE
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CT
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CT 
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Figure 1: The architecture of CT-TEE image generation.
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features to TEE images, while the generated CT-like images
with the same morphological features with the correspond-
ing TEE images, possess the similar appearance features to
CT images.

Then, we can perform the registration between CT images
and TEE images through aligning TEE-like images with TEE
images and CT images with CT-like images, respectively.

2.4. Training Network. The structure of the adversarial
network we employ in this paper is illustrated in Figure 5.
In this network, we employ a convolution network with 7
convolution-BatchNorm-ReLU layers as the generator. On
the other hand, we introduce another convolution network
with 5 Convolution-BatchNorm-ReLU layers as the
discriminator.

To train CycleGANs between CT images and TEE
images, we randomly draw patches with size 256 × 256 from
the collected dataset, where 9750 and 15020 ones are
collected from CT images and TEE images, respectively.
The model is trained on a PC with Intel i7 9700K CPU,

64GB memory and NVIDIA TITAN Xp GPU. The platform
is built on TensorFlow with Ubuntu 16.04. In the training
process, the network is optimized by the Adam algorithm,
where the batchsize and learning rate are set as 2 and 2 ×
10−4, respectively. The training loss becomes stable after
19055 iterations.

3. Experiment Results

In the following experiments, the proposed model is verified
by the leave-one-out validation; i.e., a patient is taken out first
as a testing subject and the rest subjects are employed to train
the CycleGAN.

3.1. Image Generation Results. The comparisons between the
original image and generated image are shown in Figure 3.The
results show that the CT-like images generated from TEE
images possess not only the same morphologic structure as
original TEE images but also the similar appearance feature
with CT images. The TEE-like image and TEE image tell the
same story. Furthermore, the histogram in Figures 3(c) and
3(f) shows that the intensity distribution of the CT-like image
is quite similar to the CT image, while the TEE-like image fol-
lows the similar distribution to the TEE image.

More TEE-like images are shown in Figure 6, where CT
images are shown in odd columns and the corresponding
TEE-like images are shown in even columns. It can be
observed from numerous results that the framework in
Figure 1 can reduce the gap between CT and TEE images
which provides a good precondition for the following
registration.

3.2. Image Registration Results. In the registration process, we
employ the FLIRT [12] method as grid registration followed
by Powell and Demons [4] as nongrid registration methods.
Through the deformation field, we map the labels from CT
images with the labels in TEE images of the same organ.

We show the registration results of two subjects in
Figure 7. We applied FLIRT and Demons registrations to
perform registration between CT and TEE images and
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Figure 5: The network structure of CycleGAN.

Figure 6: The TEE-like images generated from CT images.
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overlapped the CT image and the aligned TEE image. The
results are shown in the panel (d) and (e). We can observe
that two images are not well-aligned in both two subjects
due to their appearance and morphological gaps. Instead,
through CycleGAN, we perform the registration between
the CT-like image and the CT image. It is shown in the panel
(c) that we can get better alignment performance.

We also show another two examples including an adult
subject and a teenager subject of registration results in
Figures 8 and 9, respectively, where in the panels (e)-(h),
the pink indicates the ground truth of TEE domain, the green
indicates the mapped labels from CT domain to TEE domain,
and the white indicates the overlap of them. It can be shown

from Figures 8(e) and 8(f) that the overlapping regions in
Figures 8(g) and 8(h) are larger than (e) and (f), respectively.
It means that the better alignments are obtained on generated
images than original images. Similar visual results can also be
obtained on the teenager subject. Our proposed method can
tackle with both adult subjects and teenager subjects.

Furthermore, the registration performances are evalu-
ated by the Dice ratio (DR), Hausdorff distance with per-
centile of 95% (HD95) [13] and the average symmetric
surface distance(ASD) between the mapped labels through
the deformation field and the ground truth in TEE domain.
Hausdorff distance with percentile of 95% (95% HD) is
based on the calculation of the 95th percentile of the

(a) (b) (c) (d) (e)

Figure 7: The registration result. (a) Original CT image. (b) Original TEE image. Results of (c) the proposed method. (d) FLIRT. (e) Demons
registration.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 8: The registration of an adult subject. (a) Original CT image. (b) CT-like image. (c) Ground truth on CT domain. (d) Ground truth on
TEE domain. (e) Demons registration on original image. (f) Powell registration on original image. (g) Demons registration on generated
image. (h) Powell registration on generated image.
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Hausdorff distance between boundary points in two sets,
Hausdorff distance means the maximum value of the short-
est distance from a point set to another point set. Better
results can get higher DR and lower HD95 and ASD. We
show the mapped labels from the CT image and the ground
truth on the TEE image, where we compare the Demons
and Powell methods on both original images (OI) and gen-
erated images (GI). We list the means and standard devia-
tions of evaluations on both teenager and adult registration
results in Table 1. In terms of Dice Ratio, the values on the
GI are much larger than the ones on the original images,
while in terms of HD95 and ASD, the registrations on GI
get lower ones than those on OI. It is demonstrated that
classic nongrid registration methods are almost noneffective
on original CT and TEE images alignment. Instead, the
performances of registrations on generated images improve
significantly than original images.

It is demonstrated from all of the above visual results and
quantitative evaluations that our proposed method is effec-
tive for CT-TEE registration. It is benefited from the Cycle-
GAN that reduces the appearance gaps between CT and
TEE images. However, Demons is a nonrigid registration

method that is easy to fall into local optimum, and the regis-
tration result is usually not good when there is a certain dif-
ference in shape and size between two images, panels (g)
and (h) in Figure 9 show the limitation of Demons.

4. Conclusion

It is quite significant to reduce the appearance gap between
CT and TEE images which can benefit physicians and clini-
cians to get the anatomical information of ROIs in TEE
images during the cardiac surgical operation. In this paper,
we develop a CycleGAN-based registration method to align
CT images with TEE images. The CycleGAN reduces the
appearance gap between CT images and TEE images. Our
proposed method is verified on 12 pairs of CT-TEE images.
Both visual results and quantitative evaluations show that
the performance of the registration with generated images
is better than original images. It indicates that our proposed
method can get reasonable registration results between CT
and TEE images with the challenges of large appearance.
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Surgery, Structural Heart Disease, Guangdong General Hospi-
tal, Guangzhou, China.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9: The registration of a teenager subject. (a) Original CT image. (b) CT-like image. (c) Ground truth on CT domain. (d) Ground truth
on TEE domain. (e) Demons registration on original image. (f) Powell registration on original image. (g) Demons registration on generated
image. (h) Powell registration on generated image.

Table 1: Quantitative evaluations of registrations.

DR HD95 ASD

Demons on OI 0:31 ± 0:22 76:50 ± 52:17 32:91 ± 37:98
Demons on GI 0:75 ± 0:09 33:83 ± 16:17 9:83 ± 3:75
Powell on OI 0:26 ± 0:29 84:81 ± 48:41 40:69 ± 28:38
Powell on GI 0:78 ± 0:05 32:16 ± 16:89 8:61 ± 4:62
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Primary immune thrombocytopenia (ITP) is an autoimmune disease. However, the molecular mechanisms underlying ITP
remained to be further investigated. In the present study, we analyzed a series of public datasets (including GSE43177 and
GSE43178) and identified 468 upregulated mRNAs, 272 downregulated mRNAs, 134 upregulated lncRNAs, 23 downregulated
lncRNAs, 29 upregulated miRNAs, and 39 downregulated miRNAs in ITP patients. Then, we constructed protein-protein
interaction networks, miRNA-mRNA and lncRNA coexpression networks in ITP. Bioinformatics analysis showed these genes
regulated multiple biological processes in ITP, such as mRNA nonsense-mediated decay, translation, cell-cell adhesion,
proteasome-mediated ubiquitin, and mRNA splicing. We thought the present study could broaden our insights into the
mechanism underlying the progression of ITP and provide a potential biomarker for the prognosis of ITP.

1. Introduction

Primary immune thrombocytopenia (ITP) is an autoimmune
disease characterized by a decrease in platelets due to platelet
destruction and insufficient platelet production [1, 2]. Previ-
ous studies had showed the increasing antiplatelet antibodies
produced by B cells, and the aberrant functions of T lym-
phocytes were involved in regulating the progression of
ITP [3]. However, the mechanisms regulating ITP progres-
sion remained to be further investigated.

In the past decades, increasing evidence showed more
than 90% human genome could not be translated to proteins.
Noncoding RNAs, such as miRNAs and lncRNAs, played
important roles in the progression of human diseases [4].
miRNAs were a type of ncRNAs with 19-25 bps in length
and regulated gene expression and protein translation by tar-
geting 3-UTR of mRNAs. Previous studies showed miRNAs
were dysregulated and associated with the regulation of

ITP. For example, miR-99a expression was overexpressed in
CD4+ cells [5], while expression of miR-182-5p and miR-
183-5p was overexpressed in ITP. MIR130A was downregu-
lated and suppressed TGFB1 and IL18 in ITP [6]. Meanwhile,
MIR409-3p was also reported to be reduced in ITP samples
[7]. Long noncoding RNAs (lncRNAs) are a class of ncRNAs
longer than 200 nucleotides with no protein-coding poten-
tial. The roles of lncRNAs in autoimmune diseases were
also implicated. Wang et al. found that lncRNA TMEVPG1
expression was lower than that in healthy control samples
[8]. Liu et al. identified a total of 1177 and 632 lncRNAs
were significantly upregulated or downregulated in ITP
patients compared to normal samples [9].

In the present study, we screened differently expressed
mRNAs, miRNAs, and lncRNAs in ITP compared to normal
samples using two public datasets, GSE43177 and GSE43178.
Then, bioinformatics analysis was employed to predict the
potential functions of differently expressed mRNAs, miR-
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NAs, and lncRNAs in ITP. This study could provide useful
information for exploring therapeutic candidate targets and
new molecular biomarkers for ITP.

2. Material and Methods

2.1. Microarray Data and Data Preprocessing. Gene expres-
sion datasets were obtained from the NCBI Gene Expression
Omnibus (GEO) (http://www.ncbi.nlm.nih.gov/geo) with
accession numbers GSE43177 [10] and GSE43178 [10]. The
10 normal and 9 ITP samples were included in the
GSE43177 dataset. Meanwhile, the 9 normal and 9 ITP
samples were included in GSE43178 dataset.

2.2. lncRNA Classification Pipeline. In order to evaluate the
expression of lncRNAs in microarray data, a pipeline was
employed to identify the probe sets uniquely mapped to
lncRNAs from the Affymetrix array. A total of 2448 anno-

tated lncRNA transcripts with corresponding Affymetrix
probe IDs were obtained. The cutoff values used for selecting
differentially expressed lncRNAs were fold change ≥ 2 and
P < 0:05.

2.3. Prediction of the Targets of miRNAs. To obtain valuable
insights into the potential mechanisms of miRNAs, a bio-
informatics analysis was performed to identify the target
genes of miRNAs using starBase. starBase is a database
that combines data from six prediction programs: Tar-
getScan, PicTar (http://www.pictar.org/), miRanda (http://
www.microrna.org/microrna/home.do), PITA (http://www
.genie.weizmann.ac.il/index.html), RNA22 (http://www.cm
.jefferson.edu/rna22/), and CLIP-Seq (http://www.starbase
.sysu.edu.cn/).

2.4. Functional Group Analysis.GO analysis and KEGG anal-
ysis were employed to determine the biological functions of
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Figure 1: Heat map of differently expressed mRNAs, lncRNAs, and miRNAs in immune thrombocytopenia. Heat map depicts different
expression of (a) mRNAs, (b) lncRNAs, and (c) miRNAs in immune thrombocytopenia. Shades of yellow and deongaree represent log2
gene expression values.
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the identified differentially expressed mRNAs, based on
the freely available online MAS 3.0 system from CapitalBio
Corporation (http://bioinfo.capitalbio.com/mas3/; Beijing,
China). The P value (hypergeometric P value) denotes the
significance of the pathway associated with the conditions.
P < 0:05 was considered to indicate a statistically significant
difference.

2.5. Protein-Protein Interaction Network Mapping. We
followed the methods of Chen et al. [11]. The Search Tool
for the Retrieval of Interacting Genes/Proteins (STRING)
[12] online software (https://string-db.org) was utilized to
assess the potential interactions. The interactions of the pro-
teins encoded by the differently expressed genes were
searched using STRING online software, and the combined
score of >0.4 was used as the cutoff criterion. Cytoscape soft-
ware (http://www.cytoscape.org) was used for the visualiza-
tion of the PPI network.

2.6. Construction of the Coexpression Network between
Differentially Expressed mRNAs and lncRNAs. The Pearson
correlation coefficient of DEG-lncRNA pairs was calculated

according to their expression values. The coexpressed DEG-
lncRNA pairs with an absolute value of the Pearson correla-
tion coefficient of ≥0.8 were selected, and the coexpression
network was visualized by using Cytoscape software.

3. Result

3.1. Identification of Differently Expressed mRNAs, lncRNAs,
and miRNAs in Immune Thrombocytopenia. First, we ana-
lyzed a public dataset GSE43177 to identify differently
expressed mRNAs in ITP samples compared to healthy
control samples. Subsequently, differential expression anal-
ysis was conducted by using GEO2R (∣log 2FC ∣ >1 and
adj. P value < 0.05). A total 740 genes were identified as
DEGs in ITP, including 468 upregulated genes and 272
downregulated genes. These upregulated and downregu-
lated significant DEGs were present using hierarchical clus-
tering (Figure 1(a)).

By reannotating the gene probes in GSE43177, we found
that 1561 lncRNA probes were included in this dataset.
Among them, 157 lncRNAs were found to be dysregulated
in ITP. 134 lncRNAs were overexpressed and 23 lncRNAs
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Figure 2: PPI network of differently expressed mRNAs in ITP. The PPI network consists of 404 mRNAs. The red subnetwork included 24
nodes and 132 edges. The green subnetwork included 11 nodes and 55 edges. And the purple subnetwork included 8 nodes and 28 edges.
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were downregulated in ITP samples compared to healthy
control samples (Figure 1(b)).

Then, we analyzed a public dataset GSE43178 to identify
differently expressed miRNAs in ITP. 68 miRNAs were
observed to be differentially expressed, including 29 upregu-
lated miRNAs and 39 downregulated miRNAs. The heat map
of DEGs in the ITP and control stromal cells is shown in
Figure 1(c).

3.2. Construction of the PPI Network Mediated by DEGs in
ITP. Subsequently, the PPI network analyses were conducted
to reveal the relationships among DEGs. As shown in
Figure 2, a total of 404 nodes and 1391 interactions were
identified in this PPI network. Interestingly, three sub-PPI
networks (red network, green network, and purple network)
were identified. The red network included 24 nodes and 132
edges. The green network included 11 nodes and 55 edges.
And the purple network included 8 nodes and 28 edges.
Seven DEGs played a more important regulatory role in this
network by connecting with more than 10 different DEGs,
including MMP9, LCN2, DYNLL2, CKAP4, FOLR3,
FBXO32, and PLD1.

3.3. Construction of miRNA-DEG Networks in ITP. Further-
more, we used TargetScan and starBase [13] to predict the

downstream targets of differently expressed miRNAs in
ITP. Then, a miRNA-DEG network was constructed using
Cytoscape software (Figure 3). A total of 26 miRNAs and
279 mRNAs were included in this network. Interestingly,
we found that hsa-miR-30a, hsa-let-7b, hsa-miR-30e, hsa-
miR-200a, hsa-miR-520e, hsa-miR-494, hsa-miR-543, hsa-
miR-302d, hsa-miR-377, hsa-miR-363, and hsa-miR-200b
played crucial roles in ITP.

3.4. Construction of lncRNA-mRNA Coexpression Networks
in ITP. In order to reveal the potential functions of lncRNAs
in ITP, we first conducted lncRNA coexpression analysis
based on their expression levels in ITP samples. Then,
the lncRNA-mRNA pairs with the value of the absolute
Pearson correlation coefficient ≥ 0:75 were selected for net-
work construction. The lncRNA coexpression networks in
ITP were constructed using Cytoscape 3.0 [14] (http://
www.cytoscape.org/).

As presented in Figure 4, 136 lncRNAs, 430 mRNAs,
and 1415 edges were contained in this coexpression net-
work. Based on the coexpression network analysis, 8
lncRNAs (LOC101927237, LINC00515, LOC101927066,
LOC440028, RP11-161D15.1, LOC101929312, AX747630,
and LOC100506406) were identified as key regulators in
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Figure 3: PPI network of differently expressed mRNA-target miRNA in ITP. The PPI network consists of 26 miRNAs and correlated 279
target mRNAs. The lilac dot represents mRNA; the green dot represents miRNA.
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Figure 4: Coexpression networks of lncRNAs in ITP. The coexpression network consists of 136 lncRNAs and correlated 430 mRNAs. The
blue dot represents mRNA; the green dot represents lncRNA.
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ITP and regulated more than 55 dysregulated mRNAs in
ITP (Figure 3).

3.5. Bioinformatics Analysis of mRNAs, miRNAs, and
lncRNAs in ITP. In Figure 5, bioinformatics analysis showed
DEGs in ITP were associated with the mRNA nonsense-
mediated decay, translation, cell-cell adhesion, proteasome-
mediated ubiquitin, and mRNA splicing, via spliceosome,

protein polyubiquitination, viral process, autophagy, rRNA
processing, and macroautophagy. ITP-related miRNAs
were involved in regulating the cytoskeleton-dependent
intracellular transport, negative regulation of epithelial cell
proliferation, protein localization, proteasome, nuclear DNA
replication, nucleotide excision repair, branched-chain amino
acid catabolic process, regulation of mitophagy, cellular
response to cAMP, and negative regulation of transcription.
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Figure 5: GO analysis and KEGG analysis of mRNAs, miRNAs, and lncRNAs in ITP. (a) Biological process analysis of the related mRNAs.
(b) KEGG pathway analysis of the related mRNAs. (c) Biological process analysis of the related miRNAs. (d) KEGG pathway analysis of the
related miRNAs. (e) Biological process analysis of the related lncRNAs. (f) KEGG pathway analysis of the related lncRNAs.
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ITP-related lncRNAs were involved in regulating the positive
regulation of inflammatory response, cellular response to
cGMP, ephrin receptor signaling pathway, chronic inflam-
matory response, forelimb morphogenesis, stem cell popula-
tion maintenance, cell junction assembly, positive regulation
of cell growth, chemical synaptic transmission, and inflam-
matory response.

Bioinformatics analysis showed DEGs in ITP were asso-
ciated with the oxytocin signaling pathway, glutamatergic
synapse, choline metabolism in cancer, dopaminergic syn-
apse, FoxO signaling pathway, hypertrophic cardiomyopa-
thy (HCM), ovarian steroidogenesis, thyroid hormone
synthesis, serotonergic synapse, and metabolic pathways.
ITP-related miRNAs were associated with endocytosis,
pyrimidine metabolism, prostate cancer, drug metabolism-
other enzymes, FoxO signaling pathway, glioma, choline
metabolism in cancer, thyroid hormone synthesis, hepatitis
B, and metabolic pathways. ITP-related lncRNAs were asso-
ciated with glutamatergic synapse, endocytosis, serotonergic
synapse, dopaminergic synapse, arrhythmogenic right ven-
tricular cardiomyopathy, platelet activation, estrogen signal-
ing pathway, thyroid hormone synthesis, FoxO signaling
pathway, and focal adhesion.

4. Discussion

ITP is an autoimmune disorder. The increasing antiplatelet
antibodies produced by B cells, and the aberrant functions
of T lymphocytes were involved in regulating the ITP. Previ-
ous studies revealed that the dysregulation of multiple genes,
such as miRNAs and lncRNAs, contributed to the progres-
sion of ITP. For example, MIR130A, MIR409-3p, and
lncRNA TMEVPG1 were downregulated in ITP. Moreover,
Qian et al. identified a total of 1809 lncRNAs were signifi-
cantly dysregulated in ITP patients compared to normal
samples. Better understanding of the regulation of ITP is very
crucial for the discovery of therapeutic targets for the treat-
ment of this disease.

The present study screened differently expressed
mRNAs, lncRNAs, and miRNAs in ITP. A total 740 genes
were identified as DEGs in ITP, including 468 upregulated
genes and 272 downregulated genes. Subsequently, a PPI
network, including 404 nodes and 1391 interaction, was
constructed to identify hub regulators in ITP. Seven DEGs
played a more important regulatory role in this network by
connecting with more than 10 different DEGs, including
MMP9, LCN2, DYNLL2, CKAP4, FOLR3, FBXO32, and
PLD1. This is the first time their regulatory roles in ITP were
revealed. Notably, PLD1 had been demonstrated to play an
important role in autoimmune diseases. PLD1 mediated
lymphocyte adhesion and migration in autoimmune
encephalomyelitis [15]. PLD1 regulated the expression of
proinflammatory genes in rheumatoid arthritis synovial
fibroblasts [16]. Bioinformatics analysis showed DEGs in
ITP were associated with the mRNA nonsense-mediated
decay, translation, cell-cell adhesion, proteasome-mediated
ubiquitin, and mRNA splicing, via spliceosome, protein
polyubiquitination, viral process, autophagy, rRNA process-
ing, and macroautophagy.

Increasing evidence indicated that miRNAs and lncRNAs
are essential in regulating gene expression, cell proliferation,
apoptosis, and migration. However, the detail functions and
special expression pattern of miRNAs and lncRNAs in ITP
remained largely unclear. Meanwhile, we identified 134
upregulated lncRNAs, 23 downregulated lncRNAs, 29 upreg-
ulated miRNAs, and 39 downregulated miRNAs in ITP
patients. Furthermore, we constructed the miRNA-DEG net-
work and lncRNA coexpression network to explore their
functions in ITP. Interestingly, 8 lncRNAs (LOC101927237,
LINC00515, LOC101927066, LOC440028, RP11-161D15.1,
LOC101929312, AX747630, and LOC100506406) were
identified as key regulators in ITP. Among them, LINC00515
was reported to promote multiple myeloma autophagy and
chemoresistance though the miR-140-5p/ATG14 axis [17].
However, the functions of most lncRNAs were unknown
in human diseases. Bioinformatics analysis showed ITP-
related lncRNAs were involved in regulating the positive
regulation of inflammatory response, cellular response to
cGMP, ephrin receptor signaling pathway, chronic inflam-
matory response, forelimb morphogenesis, stem cell popula-
tion maintenance, cell junction assembly, positive regulation
of cell growth, chemical synaptic transmission, and inflam-
matory response.

Several limitations should be noted in this study. First,
this study was mainly based on bioinformatics analysis.
Therefore, the functional validation should be conducted in
the near future. Second, the sample size in this study was
small. We should collect more clinical samples to detect the
expression of the key mRNAs, miRNAs, and lncRNAs in
the progression of ITP.

In conclusion, our integrative analysis identified key
mRNAs, miRNAs, and lncRNAs in the progression of ITP.
Bioinformatics analysis showed these genes regulated multi-
ple biological processes in ITP, such as mRNA nonsense-
mediated decay, translation, cell-cell adhesion, proteasome-
mediated ubiquitin, and mRNA splicing. We thought the
present study could broaden our insights into the mechanism
underlying the progression of ITP and provide a potential
biomarker for the prognosis of ITP.
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Background. This study was aimed at exploring the effects of miR-215 and its target gene stearoyl-CoA desaturase (SCD) on colorectal
cancer (CRC) cell migration and invasion. Methods. Here, we analyzed the relationship between miR-215 and SCD, as well as the
regulation of miR-215 on CRC cells. We constructed wild-type and mutant plasmids of SCD to identify whether SCD was a target
gene of miR-215 by using a luciferase reporter assay. The expression of miR-215 and SCD was detected by quantitative real-time
polymerase chain reaction (qRT-PCR) and western blot, respectively. MTT, wound healing, and Transwell assays were applied to
determine the effect of miR-215 on CRC cell proliferation, migration, and invasion. Results. It was found that miR-215 expression
was significantly decreased in CRC tissue while SCD was highly expressed compared with those in adjacent normal tissue. The
luciferase reporter assay indicated that SCD was a direct target gene of miR-215. Functional analysis revealed that miR-215
overexpression significantly inhibited CRC cell proliferation, migration, and invasion in vitro. In addition, the result of rescue
experiments showed that overexpression of SCD could promote the proliferation, migration, and invasion of CRC cells, and the
carcinogenic effect of SCD could be inhibited by miR-215. Conclusions. Taken together, our findings suggested that miR-215 could
inhibit CRC cell migration and invasion via targeting SCD. The result could eventually contribute to the treatment for CRC.

1. Background

Colorectal cancer (CRC) is one of the common malignant can-
cers of the digestive tract, including the rectum and colon,
which mainly occurs in the rectum and the junction between
the rectum and sigmoid colon. CRC is also the third most fre-
quently diagnosed cancer and the fourth leading cause of
cancer-related death globally [1, 2]. Although cancer treatment
strategies are increasingly developed and the treatment effect of
CRC patients in early stages has been significantly improved
during the past several decades, most patients have been already
diagnosed in advanced stages. At present, surgical resection is
the most effective method of treating CRC, but 25%-40% of
patients still experience recurrence or metastasis. Therefore, it
has become a hot topic to explore the invasion and migration

of CRC cells at the molecular level, which helps to find new
effective treatment options and improve patients’ survival rate.

Stearoyl-CoAdesaturase (SCD) is akeyenzyme for the for-
mation of monounsaturated fatty acids from saturated fatty
acids, and its main components include palmitoleic acid
(C16:1) and oleic acid (C18:1) [3]. In recent years, SCD has
been confirmed to play an important regulatory role in the
occurrence anddevelopment of a variety of cancers. For exam-
ple, decreased SCD expression can inhibit breast cancer pro-
gression through the β-catenin signaling pathway [4]. SCD
can significantly promote the growth of lung cancer by activat-
ing EGFR/PI3K/AKT signaling in tumor tissue [5]. However,
the regulatory mechanism of SCD in CRC remains unclear.

MicroRNAs (miRNAs) are a class of small noncoding
RNAs that can regulate gene expression by facilitating
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mRNA degradation or inducing translational repression [6].
The miRNA miR-215 has been proven to play an important
role in tumorigenesis and tumor progression in many types
of human cancers, such as epithelial ovarian cancer (EOC)
[7], endometrial cancer [8], breast cancer [9], and non-
small-cell lung cancer [10]. Recent studies show that overex-
pression of miR-215 markedly downregulates LEFTY2
protein expression level in HEc-1A cells and endometrial
cancer tissue [11]. It is also reported that overexpression
of LEFTY2 protein promotes epithelial-mesenchymal
transition (EMT) and sensitizes HEc-1A cells to cisplatin
treatment [11]. In addition, overexpression of miR-215
suppresses EOC growth and invasion by targeting NOB1
[12]. However, the relationship between miR-215 and
SCD has not been reported yet.

In this study, we tested miR-215 expression in CRC cells
and investigated the biological effect of miR-215 on migra-
tion and invasion of CRC cells. Here, we found that miR-
215 exerted a suppressive effect on tumor migration and
invasion by targeting SCD.

2. Methods

2.1. Microarray Analysis. We searched the Gene Expression
Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/
geo/) with “Colorectal cancer” as the key word, and two
miRNA microarrays GSE110224 and GSE35834 were
selected. GSE110224 included 17 normal samples and 17
tumor samples with histologically confirmed CRC. Total
mRNAs were extracted for further processing with the
Human Genome U133 Plus 2.0 Array (Affymetrix Inc., Santa
Clara, CA, USA). GSE35834 contained 78 samples compris-
ing 23 normal adjacent mucosa tissue samples and 55 CRC
tumor samples, and GPL8786 Multispecies miRNA-1 Array
(Affymetrix Inc., Santa Clara, CA, USA) was used as the
sequencing platform. The datasets were analyzed with the R
package “Limma.” ∣logFC ∣ >1 and p value < 0.05 were set
as the threshold for screening the differentially expressed
genes (DEGs).

2.2. Analysis of the miRNAs That Regulate SCD. The miRNAs
that regulate SCD were retrieved in the starBase V2.0 (http://
starbase.sysu.edu.cn/), TargetScan (http://www.targetscan
.org/), and miRTarBase (http://mirtarbase.mbc.nctu.edu.tw/)
databases. A Venn diagram (http://bioinformatics.psb.ugent
.be/webtools/Venn/) was used to find the intersections of the
predicted results in the three databases.

2.3. Human Tissue Specimens. Paraffin-embedded pathologi-
cal specimens from 30 CRC tumor and paired adjacent nor-
mal tissue samples were included in this study. Samples were
obtained from Taizhou Cancer Hospital, Zhejiang Province,
from July 2016 to June 2017. All the patients were diagnosed
by pathological examination and had never received chemo-
therapy or radiotherapy before surgery. All the samples were
collected with patients’ informed consent after approval from
the Institute Research Medical Ethics Committee of Taizhou
Cancer Hospital.

2.4. Cell Lines and Transfection. The CRC cell line HT29 was
obtained from the Bena Culture Collection (Beijing, China)
and was grown in Dulbecco’s Modified Eagle’s Medium
(DMEM, Gibco) with 100U/mL penicillin, 0.1mg/mL strep-
tomycin, and 10% fetal bovine serum (FBS). All cells were
maintained in a humidified incubator with 5% CO2 at 37

°C
until they were grown to a logarithmic phase. Cells (2 × 105
cells/well) were seeded in a six-well plate and then subjected
to transfection by employing Lipofectamine 2000 (Invitro-
gen, Karlsruhe, Germany).

NC (transfected with negative sequence), miR-215 mimic,
and miR-215 inhibitor were purchased from GeneCopoeia
(Guangzhou, China). SCD overexpression (oe-SCD) and
corresponding negative control (oe-NC) were constructed
by lentiviral vectors.

2.5. Dual-Luciferase Reporter Gene Assay. Target sequences
of wild-type (WT) and mutant (WUT) SCD 3′UTR were
constructed artificially and ligated into the pmirGLO (Pro-
mega, Madison, USA) reporter plasmids with enzymes
BamHI and XhoIII to obtain WT and MUT reporter plas-
mids. Afterwards, the two reporter plasmids were cotrans-
fected with the miR-215 mimic or NC into the cancer cell
line using Lipofectamine 2000. Relative luciferase activities
were determined by the Dual-Luciferase® Reporter Assay
System (Promega) following the instructions 48h after
transfection.

2.6. qRT-PCR. Total RNA was extracted from CRC cells,
tumor tissue, and paired adjacent normal tissue using Trizol
Reagent (Ambion, USA) according to the manufacturer’s
instructions. The concentration and purity of RNA were
determined with an ultraviolet spectrophotometer. RNA
was reversely transcribed into cDNA by using RT-PCR Kit
(ABI Company, 243 Forest City, CA, USA), and quantitative
real-time- (qRT-) PCR was performed according to the man-
ufacturer’s instructions of SYBR Premix Ex Taq II (TaKaRa).
The relative expression level of RNA was calculated by the
2-ΔΔCT method with U6 and GAPDH as the internal reference
formiR-215 and SCD, respectively. miR-215 stem-loop primers
were as follows: 5′-CTCAACTGGTGTCGTGGAGTCGGC
AATTCAGTTGAGCGTCTGT-3′. The sequences of the PCR
primers were as follows: miR-215 forward 5′-CTCAAC
TGGTGTCGTGGAGTCGG-3′ and reverse 5′-ACAGGA
AAATGACCTATGAATTGAC-3′, U6 forward 5′-GTAC
AAAATACGTGACGTAGAAAG-3 and reverse 5′-GGTG
TTTCGTCCTTTCCAC-3′, SCD forward 5′-TCTAGCTCC
TATACCACCACCA-3′ and reverse 5′-TCGTCTCCAAC
TTATCTCCTCC-3′, and GADPH forward 5′-GGAGCG
AGATCCCTCCAAAAT-3′ and reverse 5′-GGCTGTTGT
CATACTTCTCATGG-3′.

2.7. Western Blot Analysis. Cells in the logarithmic growth
phase were collected and lysed with the RIPA buffer contain-
ing protease and phosphatase inhibitors. Extracted proteins
were loaded onto 8% SDS-PAGE at a voltage of 150V after
quantification. Thereafter, the proteins were transferred onto
the PVDF membrane and incubated with the primary mouse
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antibodies against SCD (1 : 500, Abcam) and GADPH
(1 : 1000, Abcam), respectively, overnight at 4°C. After three
times being washed with TBST, the membrane was probed
with the secondary antibody rabbit anti-mouse IgG (HRP)
(1 : 2000, Abcam) for 1 h at room temperature. Finally, the
protein bands were detected using the ABI 7500 Real-Time
PCR System (Applied Biosystems; Thermo Fisher Scientific,
NY, USA).

2.8. MTT. TheMTT assay was conducted to evaluate cell pro-
liferation capacity. Cells were trypsinized after 24 h of culture
in serum-free medium. The cells were counted with a hemo-
cytometer, and the cell density was adjusted to 1 × 105
cells/mL. Then, the cells were seeded in 96-well plates at a
density of 2 × 103 cells/well with the volume of 200μL.
5mg/mL of MTT solution was added to each well at 24 h,
48 h, and 72h, respectively. After incubation for 4 h, the reac-
tion was stopped. The supernatant was discarded after centri-
fugation, and 100μL of DMSO was added to each well to
promote crystal dissolution. The absorbance was measured
at 490nm. The assay was performed in triplicate.

2.9. Wound Healing Assay. CRC cells in the logarithmic
phase were inoculated into a 6-well plate (2 × 105 cells/well)
with marks on the back of the plate. After 24 h of culture,
the cells covered the entire plate, and scratches were created
perpendicular to the marks using a 10μL pipette. The
detached cells were washed away with PBS, followed by the
addition of serum-free DMEM. Cells were incubated in an
incubator with 5% CO2 at 37

°C, and images at 0 h and 48 h
were captured under an inverted microscope. Three parallel
wells were prepared for each group.

2.10. Transwell Invasion Assay. Transwell inserts (Millipore,
Bedford, Mass., USA) covered with Matrigel were used for
a cell invasion assay. CRC cells in the logarithmic phase were
harvested for digestion with trypsin, then washed once with
PBS and resuspended in serum-free DMEM. The cell density
was adjusted to 1 × 105 cells/mL. A total of 200μL of cell sus-
pension was seeded in the upper chambers, and 500μL of
DMEM containing 15% FBS was added to the lower cham-
bers. The cells were then cultured in an incubator with 5%
CO2 at 37

°C for 48 h. Cells invading the lower chambers were
fixed with 95% ethanol for 10min and stained with 0.1%
crystal violet for 10min, and PBS was used to remove the
unstained cells. After observation under an inverted micro-
scope, cells from 5 randomly selected fields were counted
and the mean value was determined. This experiment was
repeated three times. The number of cells that penetrated
the Matrigel showed the invasion ability of cells in each
group.

2.11. Statistical Analysis. Statistical analysis was conducted
using SPSS 21.0 software and GraphPad Prism 6.0. Experi-
ment data were recorded as the mean ± standard deviation.
Comparisons between two groups were assessed by Student’s
t-test, while comparisons among multiple groups were
assessed by one-way ANOVA. Counting data were analyzed
by the chi-square test. P < 0:05 was considered statistically
significant.

3. Results

3.1. SCD Is Upregulated in CRC. The transcriptome expres-
sion data of CRC were analyzed by the bioinformatics
method. The results showed that SCD was significantly
upregulated in CRC samples compared with normal samples
(Figures 1(a) and 1(b)). At the same time, the qRT-PCR
result showed that the expression level of SCD mRNA in
CRC tissue was significantly higher than that in adjacent
tissue (Figure 1(c)).

3.2. SCD Is a Direct Target Gene of miR-215. In order to
explore the underlying mechanism of SCD in CRC cells, we
firstly analyzed the GSE35834 dataset and obtained 20 miR-
NAs with significant differential expression in CRC
(Figure 2(a)). Then, the starBase V2.0, TargetScan, and miR-
TarBase databases were used to predict the potential
upstream miRNAs for SCD (Figure 2(b)). According to bio-
informatics databases, there was a binding site of miR-215
and 3′-UTR of SCD (Figure 2(c)). In addition, the expression
level of miR-215 in CRC tissue was significantly decreased
(Figure 2(d)).

To confirm whether SCD was a direct target gene of miR-
215 in CRC cells, we conducted the luciferase reporter assay
in HT29 cells 48 h after cotransfection of WT or MUT SCD
and miR-215 mimic or NC. The result exhibited that overex-
pression of miR-215 reduced the luciferase activity of WT
SCD in HT29 cells but had no effect on MUT SCD
(Figure 2(e)). Additionally, overexpression of miR-215 sig-
nificantly inhibited the mRNA and protein expression of
SCD (Figures 2(f) and 2(g)). Subsequently, we analyzed the
correlation between miR-215 and SCD expression in clinical
specimens. The result indicated that there was a negative cor-
relation between them (Figure 2(h)). These results indicated
that SCD was a direct target gene of miR-215.

3.3. miR-215 Inhibits CRC Cell Proliferation, Migration, and
Invasion In Vitro. According to the aberrant expression of
miR-215 in CRC cells, we speculated that it might regulate
cancer cell proliferation, invasion, and migration. In order
to test our hypothesis, we overexpressed and inhibited miR-
215 in HT29 cells by transfecting the miR-215 mimic and
inhibitor, respectively. qRT-PCR was used to confirm that
the miR-215 expression was decreased significantly in the
miR-215 inhibitor group and increased in the miR-215
mimic group (Figure 3(a)). After transfection, we used the
MTT assay to evaluate the cell proliferation capacity at
24 h, 48 h, and 72 h. The result observed low proliferation
activity of HT29 cells after overexpressing miR-215
(Figure 3(b)). Meanwhile, we investigated whether miR-215
affected CRC cell invasion and migration. Wound healing
and Transwell invasion assays were performed in HT29 cells
transfected with NC, miR-215 mimic, andmiR-215 inhibitor.
The results demonstrated that overexpression of miR-215 sig-
nificantly inhibited cell invasion and migration (Figures 3(c)
and 3(d)).

3.4. miR-215 Mediates the Migration and Invasion of CRC
Cells via Targeting SCD. In order to verify that miR-215 can
regulate the cellular function of CRC cells by inhibiting the
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Figure 1: SCD is upregulated in CRC, and the number unit is expression log2. (a) The top 20 DEGs in GSE110224. (b) The SCD gene is
significantly upregulated in CRC samples. (c) qRT-PCR is used to detect the expression of the SCD gene in cancer tissue and
paracancerous tissue (n = 30, ∗P < 0:05).
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Figure 2: Continued.
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expression of SCD, we conducted the rescue experiments.
Firstly, we detected the mRNA and protein levels of SCD in
three transfected HT29 cell lines (NC+oe-NC, NC+oe-SCD,
and miR-215 mimic+oe-SCD), and the results showed that
the elevated expression of SCD was downregulated by miR-
215 (Figures 4(a) and 4(b)). Then, we measured the prolifer-
ation of cancer cells through the MTT assay and discovered
that overexpression of SCD promoted the proliferation of
cancer cells, and its promoting effect could be reversed by
overexpression of miR-215 (Figure 4(c)). In addition, we
used the wound healing assay and Transwell invasion assay
to detect the migration and invasion of cells. The results indi-
cated that the overexpression of SCD significantly promoted
the migration and invasion of HT29 cells, while the simulta-
neous overexpression of miR-215 and SCD attenuated such
promoting effect (Figures 4(d) and 4(e)). Therefore, we
believed that miR-215 could inhibit the proliferation and
migration of CRC by downregulating the expression of SCD.

4. Discussion

More than 1.2 million patients are diagnosed with CRC each
year. The mortality of CRC is the fourth highest of all the
cancer deaths, and the disease tends to be younger in epi-

demiology. Therefore, studying the mechanism of occur-
rence, invasion, and migration of CRC can improve the
therapeutic effect of CRC patients. Accumulating evidence
shows that miRNAs are closely related to the proliferation,
invasion, migration, and recurrence of various tumors, and
they can be used as effective molecular markers as well as
therapeutic targets for cancer diagnosis, prognosis, and
treatment [13–15].

In this study, we found that SCD was highly expressed in
CRC by bioinformatics. The literature on SCD has also
showed that SCD is upregulated in multiple cancers, such
as ovarian cancer [16], breast cancer [17], and liver cancer
[18]. Next, in order to verify the result of bioinformatics,
we detected the expression of SCD in normal tissue and
CRC tissue and confirmed that SCD was upregulated in
CRC tissue. It is universally known that miRNAs exert their
biological functions by regulating the expression of target
genes [19]. Therefore, we used bioinformatics to further
explore the miRNAs that could target SCD, and it was found
that miR-215 and SCD had binding sites. miR-215 is a widely
studied miRNA that has been confirmed to targetedly inhibit
various mRNAs, including ARFGEF1 [20], RUNX1 [21],
KDM1B [22], and ZEB2 [10]. In order to verify that SCD
was a downstream target of miR-215, we detected the
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Figure 2: SCD is a direct target gene of miR-215. (a) The top 20 DEmiRNAs in GSE35834. (b) The Venn diagram of miRNAs that regulate
SCD. (c) The targeting sites of miR-215 on SCD 3′UTR and the corresponding mutant sequences. (d) qRT-PCR is used to detect the
expression of miR-215 in cancer tissue and paracancerous tissue (n = 30, ∗P < 0:05). (e) Relative luciferase activity in HT29 cells after
cotransfection with WT or MUT SCD and miR-215 mimic or NC (∗P < 0:05, ∗∗P < 0:01, compared to NC). (f) SCD expression on mRNA
level in HT29 cells transfected with the miR-215 mimic or NC (∗P < 0:05, compared to NC). (g) SCD expression on the protein level in
HT29 cells transfected with the miR-215 mimic or NC. (h) The correlation between miR-215 and SCD expression in clinical specimens
(∗P < 0:05, compared to NC).
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expression of miR-215 in normal tissue and CRC tissue by
qRT-PCR and found that miR-215 was downregulated in
CRC, and the expression of miR-215 was negatively corre-
lated with SCD expression in CRC tissue. Meanwhile, the
dual-luciferase assay verified the binding sites of miR-215
on SCD. In addition, we detected the expression of SCD after
overexpressing miR-215 in CRC cells, and it was also discov-

ered that miR-215 could inhibit the expression of SCD in
CRC cells. Thus, SCD was fully confirmed to be a down-
stream target of miR-215. Published literature indicates that
the dysregulated miRNAs and mRNAs may have the func-
tion of regulating the occurrence and development of CRC
[23–25]. Therefore, we further observed the effect of miR-
215 on the proliferation, migration, and invasion of CRC
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Figure 3: miR-215 inhibits CRC cell proliferation, invasion, and migration in vitro. (a) qRT-PCR is used to confirm the transfection efficiency
of miR-215. (b) Cell proliferation is determined by the MTT assay. (c) Cell migration is determined by the wound healing assay. (d) The
invasion of HT29 cells is examined using the Transwell assay, and the representative images are presented (∗P < 0:05, compared to NC).
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cells through MTT, wound healing, and Transwell invasion
assays and found that miR-215 had a significant inhibitory
effect on CRC cells, while SCD could attenuate the inhibitory
effect of miR-215 on CRC cells. The above results suggested
that miR-215 could inhibit the proliferation, migration, and
invasion of CRC cells by targeting SCD.

In summary, we demonstrated that the expression of
miR-215 was downregulated in CRC tissue compared with
adjacent normal colorectal tissue. miR-215 impaired CRC
cell proliferation, migration, and invasion in vitro by inhibit-
ing the expression of SCD. The results of this study contrib-
ute to the improvement of the understanding of the
molecular mechanism underlying CRC development and
progression and provide potential new therapeutic targets
for the management of CRC.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors have no competing interests.

Authors’ Contributions

XHX, YD, JY, ZPW, JF, and RBY contributed to the study
design. XHX, YD, HPJ, CC, JF, and RY are involved in the lit-
erature search. XHX, YD, JY, ZPW, HPJ, CC, JF, and RBY
acquired the data. XHX, JF, and RBY wrote the article. All
revised the article and gave the final approval of the version.

References

[1] M. Arnold, M. S. Sierra, M. Laversanne, I. Soerjomataram,
A. Jemal, and F. Bray, “Global patterns and trends in colorectal
cancer incidence and mortality,” Gut, vol. 66, no. 4, pp. 683–
691, 2017.

[2] N. Keum and E. L. Giovannucci, “Epidemiology of colorectal
cancer,” in Pathology and Epidemiology of Cancer, M. Loda,
L. Mucci, M. Mittelstadt, M. Hemelrijck, and M. Cotter, Eds.,
pp. 391–407, Springer, Cham, 2017.

[3] D. A. Bluemke and J. A. C. Lima, “Using MRI to probe the
heart in hypertrophic cardiomyopathy,” Radiology, vol. 294,
no. 2, pp. 287-288, 2020.

[4] D. Mauvoisin, C. Charfi, A. M. Lounis, E. Rassart, and
C. Mounier, “Decreasing stearoyl-CoA desaturase-1 expres-
sion inhibits β-catenin signaling in breast cancer cells,” Cancer
Science, vol. 104, no. 1, pp. 36–42, 2013.

[5] K. She, S. Fang, W. du et al., “SCD1 is required for EGFR-
targeting cancer therapy of lung cancer via re-activation of
EGFR/PI3K/AKT signals,” Cancer Cell International, vol. 19,
no. 1, p. 103, 2019.

[6] E. A. Miska, “How microRNAs control cell division, differen-
tiation and death,” Current Opinion in Genetics & Develop-
ment, vol. 15, no. 5, pp. 563–568, 2005.

[7] G. Ge, W. Zhang, L. Niu, Y. Yan, Y. Ren, and Y. Zou, “miR-215
functions as a tumor suppressor in epithelial ovarian cancer
through regulation of the X-chromosome-linked inhibitor of
apoptosis,” Oncology Reports, vol. 35, no. 3, pp. 1816–1822,
2016.

[8] M. Karaayvaz, C. Zhang, S. Liang, K. R. Shroyer, and J. Ju,
“Prognostic significance of miR-205 in endometrial cancer,”
PLoS One, vol. 7, no. 4, article e35158, 2012.

[9] S. W. Zhou, B. B. Su, Y. Zhou et al., “Aberrant miR-215 expres-
sion is associated with clinical outcome in breast cancer
patients,” Medical Oncology, vol. 31, no. 11, p. 259, 2014.

[10] Y. Hou, J. Zhen, X. Xu et al., “miR-215 functions as a tumor
suppressor and directly targets ZEB2 in human non-small cell
lung cancer,” Oncology Letters, vol. 10, no. 4, pp. 1985–1992,
2015.

[11] X. Gao, Y. Cai, and R. An, “miR215 promotes epithelial to
mesenchymal transition and proliferation by regulating
LEFTY2 in endometrial cancer,” International Journal of
Molecular Medicine, vol. 42, no. 3, pp. 1229–1236, 2018.

[12] Y. Lin, Y. Jin, T. Xu, S. Zhou, and M. Cui, “MicroRNA-215
targets NOB1 and inhibits growth and invasion of epithelial

0

50

100

150

#

N
C+

oe
-N

C

N
C+

oe
-S

CD

m
iR

-2
15

 m
im

ic
+o

e-
SC

D

NC+oe-NC NC+oe-SCD miR-215 mimic+oe-SCD

N
um

be
r o

f i
nv

ad
ed

 ce
lls

⁎

(e)
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A human papillomavirus type plays an important role in the early diagnosis of cervical cancer. Most of the prediction methods use
protein sequence and structure information, but the reduced amino acid modes have not been used until now. In this paper, we
introduced the modes of reduced amino acids to predict high-risk HPV. We first reduced 20 amino acids into several
nonoverlapping groups and calculated their structure and physicochemical modes for high-risk HPV prediction, which was
tested and compared with the existing methods on 68 samples of known HPV types. The experiment result indicates that the
proposed method achieved better performance with an accuracy of 96.49%, indicating that the reduced amino acid modes might
be used to improve the prediction of high-risk HPV types.

1. Introduction

Cervical cancer is a cancer with a higher morbidity and
mortality rate among women worldwide [1]. There are about
500,000 new cases of cervical cancer each year, with 280,000
deaths [2], which has become the second largest female can-
cer [3, 4]. Studies have indicated that human papillomavirus
(HPV) infection is closely related to the occurrence and
development of cervical cancer, and certain types of HPV
cause abnormal tissue growth in the form of papilloma [5–7].

Human papillomavirus belongs to the papillomavirus
family. It is an icosahedral, uncoated particle composed of
double-stranded DNA of approximately 8,000 nucleotide
base pairs [8, 9]. The circular DNA is about 55nm in diame-
ter [10–13]. To date, there are more than 150 types of human
papillomavirus (HPV), and some new HPV types will be
found when there are significant homologous differences
between some new HPV types and defined HPV types
[14–16]. Epidemiological studies have shown a strong cor-
relation between genital HPV and cervical cancer. Genital
HPV can be divided into three types according to its rela-
tive malignancy: low-risk type, intermediate-risk type, and

high-risk type. The clinical association studies usually use
two types of HPV: high-risk and low-risk. Low-risk types
are associated with low-grade lesions, while high-risk viral
types are more closely related to high-grade cervical lesions
and cancer [17]. High-risk types included HPV-16, HPV-
18, HPV-26, HPV-31, HPV-33, HPV-35, HPV-39, HPV-
45, HPV-51-53, HPV-56, HPV-58, HPV-59, HPV-66,
HPV-68, HPV-70, HPV-73, HPV-82, and HPV-85 [18].
HPV-16 and HPV-18 accounted for 62.6% and 15.7% of
cervical cancers [19], respectively. Therefore, the identifica-
tion of high-risk HPV has become an important part of the
diagnosis and treatment of cervical cancer.

Up to now, many epidemiological and experimental
methods can identify HPV types [5, 20–22], mainly using
polymerase chain reaction (PCR) technology, and be applied
to rapid detection of clinical samples. With the rapid growth
of human papillomavirus (HPV) data and sensitivity require-
ments, we need a reliable and effective calculation method to
predict the high-risk types of HPV directly.

In recent years, several computational models have been
proposed to predict high-risk HPV types. Eom et al. studied
the sequence fragments and introduced genetic algorithms
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to predict the HPV types [23]. Joung et al. used support vec-
tor machines to predict the HPV types based on the hidden
Markov model [24, 25]. Park et al. proposed to use decision
trees to predict human papillomavirus types [26]. Kim and
Zhang calculated the distance of amino acid pairs and further
predict the risk types of HPV based on E6 proteins [7, 9].
Kim et al. proposed a set of support vector machines (GSVM)
for the classification of HPV types using the differential
molecular sequence of protein secondary structure [13].
Esmaeili et al. used ROC to classify HPV types based on
Chou’s pseudo amino acid composition [27]. Alemi et al.
compared the physicochemical properties between the high-
and low-risk HPV types, and they used support vector
machines to predict the high-risk HPV types [28].

These methods have performed well in the prediction of
high-risk HPV types, but the challenge of extracting HPV
information remains. The information widely used in the
prediction of high-risk types of HPV is based on sequence
information, but the information limited to the characteris-
tics of 20 AAs and their reduction groups has not been
explored so far. In this paper, we proposed a novel method
to predict high-risk types of HPVs based on the reduced
amino acid modes. We classified 20 amino acids into several
groups and extract their structure and chemical properties.
These extracted features were used to predict the high-risk
type of HPVs based on a support vector machine. Through
some experiments and comparative analysis, we want to eval-
uate the efficiency of the proposed method, as well as the effi-
ciency of various reduced amino acid modes.

2. Materials and Methods

2.1. Datasets. There are eight open reading frames that
encode early and late genes of the HPVs [11]. The early
and late genes have polyA signal 1 and polyA signal 2. The
produce of the late genes are L1 and L2 proteins which affect
the viral capsid structure [12], while early genes are trans-
formed into E1-E7 proteins. We constructed seven protein
databases of the HPVs whose sequences are downloaded
from the Los Alamos National Laboratory (LANL). Each
protein has 72 HPV types. If a certain type of protein lacks
the sequences of HPVs, we downloaded the missing sequence
from the National Biotechnology Information Center. Since
the E4 protein cannot be found in the National Biotechnol-
ogy Information Center, its total number is 71. According
to an HPV compendium, seventeen HPV types are classified
as high-risk types (HPV-16, HPV-18, HPV-31, HPV-33,
HPV-35, HPV-39, HPV-45, HPV-51, HPV-52, HPV-56,
HPV-58, HPV-59, HPV-61, HPV-66, HPV-67, HPV-68,
and HPV-72), and the remaining is low-risk type [13].

2.2. Reduced Amino Acids (RedAAs). 20 amino acids have
subtle differences, but some of them have similar basic struc-
tures and functions. AAindex is a database of physical and
biochemical indicators of amino acids established by Tomii
and Kanehisa [29]. It mainly includes three parts: AAindex
1, AAindex 2, and AAindex 3. AAindex 1 is a database that
describes the physicochemical and biological properties of
amino acids. AAindex 2 is the matrix of amino acid muta-

tion, and AAindex 3 is the protein contact potential statistics.
These data are from published articles. We mainly used
AAindex 1 to calculate the correlation coefficient as the dis-
tance between the two indicators. AAindex 1 currently con-
tains 544 indexes, and this article selected 522 indexes.
These 522 characteristics are further divided into 7 categories:
(A)—alpha and turn propensities, (B)—beta propensity,
(C)—composition, (H)—hydrophobicity, (P)—physicochem-
ical properties, and (O)—other properties [29].

Here, we introduced BLOSUM62 to classify amino acids
to simplify sequence analysis [30]. We denote the ith
group as Xi and denote its jth amino acid as XiðjÞ. Using
BLOSUM62, we calculated the similarity score SðXiðjÞ, RkÞ
between XiðjÞ and the kth amino acid Rk as follows:

S Xi jð Þ, Rkð Þ = Blosum Xi jð Þ, Rkð Þ, ð1Þ

where BlosumðXiðjÞ, RkÞ denotes the substitution value
between XiðjÞ and Rk. Then, we summed up all scores of
different groups as the score between Seqs and Seq0:

S = 〠
N

i=1
〠
gs ið Þ

j=1
〠
g0 ið Þ

k=1
mi kð ÞS Xi jð Þ, Rkð Þ

" #
/gs ið Þ, ð2Þ

where g0ðiÞ is the ith group size of Seq0, gsðiÞ is the ith
group size of Seqs, miðkÞ is the total number of Rk occur-
rences in Seq0, and N is the group size. S measures the
degree of retention of parent sequence information. Given
a size N group, we analyzed all amino acid groups and
calculated the similarity score between the parent sequence
and the reduced sequence. The reduced alphabets were
selected according to their scores. For example, 20 AAs
are reduced into 9 RedAAs ({C}, {G}, {P}, {IMLV}, {AST},
{NH}, {YFW}, {DEQ}, and {RK}) in the BLOSUM62 matrix.

2.3. Reduced Amino Acid Modes (RedAA Modes). 20 amino
acids were divided into the following nonoverlapping groups
according to their physicochemical properties in AAindex,
and four types of the reduced amino acid modes were calcu-
lated as protein structural and physicochemical features.

2.3.1. Content Modes. The first mode is associated with the
content-specific features, including the distribution of the
RedAA and RedAA pattern in protein sequences.

(1) K-mer. Protein sequences and peptides can be seen as a
collection of symbols, and their characteristics can be ana-
lyzed by the frequency of their small fragments. k-mers are
k consecutive characters in reduced proteins, and a sliding
window of length m can be used to calculate their frequen-
cies [31–33], moving from position 1 to m − k + 1 with one
base at a time. It allows the overlaps of the k-mers and is cal-
culated as

f wRedAA
=

CountwRedAA

∑x∈RCountx
, ð3Þ
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where CountwRedAA
is the occurrence number of the k-mer

wRedAA and R is k-mer set of the RedAAs.

(2) RCTD. “Composition (C),” “Transition (T),” and “Distri-
bution (D)” are three descriptors of RedAAs, which are
defined as follows [34, 35]:

Composition: it can be regarded as a single monomer of
the reduced sequence, and the sequence components are
described by calculating the percentage of each RedAA.

Transition: it can be used as the conversion of RedAA I
and A by calculating the frequency of I followed by A:

TIA =
CountIA + CountAI

N − 1 , ð4Þ

where CountIA and CountAI are the “IA” and “AI” numbers,
respectively, in the reduced sequence with length N .

Distribution: it describes the RedAA distribution in the
reduced sequence, including the specified coding categories:
25%, 50%, 75%, and 100%.

(3) PRseAAC. Type I PRseAAC and type II PRseAAC are
widely used pseudoreduced AA compositions (PRseAAC)
[36–38].

Type I PRseAAC was proposed by Kuo-Chen Chou,
which is defined as follows:

PRseAAC1u =
f u

∑R
i=1 f i +w∑λ

j=1θj
, u ≤ R,

PRseAAC1u =
wθu

∑R
i=1 f i +w∑λ

j=1θ j
, R ≤ u ≤ R + λ,

ð5Þ

where f i is the RedAA frequency and w is the weighting fac-
tor. θi is calculated as

where HiðRedAAÞ is the RedAAs’ property and R is the
RedAA size.

Type II PRseAAC can be calculated as

PRseAAC2u =
f u

∑R
i=1 f i +w∑λ

j=1τj
, u ≤ R,

PRseAAC2u =
wτu

∑R
i=1 f i +w∑λ

j=1τj
, R ≤ u ≤ R + λ,

τ2λ−1 =
1

N − λ
〠
N−λ

i=1
H1

i,i+λ,

τ2λ =
1

N − λ
〠
N−λ

i=1
H2

i,i+λ,

H1
i,j = SH1 RedAAið ÞSH1 RedAAj

� �
,

H2
i,j = SH2 RedAAið ÞSH2 RedAAj

� �
,

ð7Þ

where f i is the RedAA frequency, w is the weighting factor,
SHiðRedAAÞ is the RedAAs’ property, R is the RedAA size,
and N is the sequence length.

2.3.2. Correlation Mode. The second RedAA mode is based
on the characteristics of correlation, which describes the corre-
lation among the RedAAs. In the proposed RedAA mode,
three different autocorrelation features are implemented: nor-
malized Moreau–Broto autocorrelation (NMB) [39], Moran
autocorrelation (M) [40], and Geary autocorrelation (G) [41].

(1) NMB. The RedAA NMB is defined as

NMB dð Þ = ∑N−d
i=1 PRedAA

i PRedAA
i+d

N − d
, ð8Þ

where PRedAA
i denotes the RedAA property at position i of the

sequence, d is the autocorrelation lag, and N is the sequence
length.

θλ =
1

N − λ
〠
N−λ

i=1
Θ Ri, Ri+λð Þ

 !
,

Θ Ri, Rj

� �
=

SH1 Rið Þ − SH1 Rj

� �� �2 + SH2 Rið Þ − SH2 Rj

� �� �2 + SH3 Rið Þ − SH3 Rj

� �� �2
3 ,

SHi RedAAið Þ =
Hi RedAAð Þ − ∑R

j=1Hi jð Þ/R
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑R

t=1 Hi tð Þ − ∑R
j=1Hi jð Þ/R

� �� �2
/R

r ,

ð6Þ
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(2) M. The RedAA M can be calculated as

M dð Þ =
1/ N − dð Þ∑N−d

i=1 PRedAA
i − �PRedAA

� �
PRedAA
i+d − �PRedAA

� �
1/N∑N

i=1 PRedAA
i − �PRedAA

� �2 ,

�PRedAA = 1
N
〠
N

i=1
PRedAA
i ,

ð9Þ

where PRedAA
i denotes the RedAA property at position i of the

sequence, d is the autocorrelation lag, and N is the sequence
length.

(3) G. The RedAA G is defined as

G dð Þ = 1/ 2 N − dð Þð Þ∑N−d
i=1 PRedAA

i − PRedAA
i+d

� �2
1/N∑N

i=1 PRedAA
i − �PRedAA

� �2 ,

�PRedAA = 1
N
〠
N

i=1
PRedAA
i ,

ð10Þ

where PRedAA
i denotes the RedAA property at position i of the

sequence, d is the autocorrelation lag, and N is the sequence
length.

2.3.3. Order Mode. The order mode reflects the physical and
chemical interaction among the RedAA pairs. There are two
kinds of order modes: sequence coupling score and quasi-
sequence score [42].

(1) Sequence Coupling Score. The sequence coupling score is
calculated:

τRedAAd = 〠
N−d

i=1
dRedAAi,i+d , ð11Þ

where dRedAAi,i+d is the Schneider-Wrede physicochemical dis-
tance or Grantham chemical distance between the RedAAs
at positions i and i + d and 1 ≤ d ≤N .

(2) Quasi-Sequence Score. The quasi-sequence score of the
RedAA is defined:

κRedAA = f RedAA
∑R

i=1 f RedAAi
+w∑M

d=1τ
RedAA
d

, ð12Þ

where f RAAi
is the RedAA frequency and w denotes the

weighting factor.

The quasi-sequence score can be calculated as

κτ =
wτRedAAd

∑R
i=1 f RedAAi

+w∑M
d=1τ

RedAA
d

, ð13Þ

where τ is the sequence coupling score, f RAAi
is the RedAA

frequency, and w denotes the weighting factor.

2.3.4. Position Mode. The position mode represents the dis-
tribution of RedAA positions of protein sequences based on
the coefficient of variations [32, 43]. First, we converted the
protein sequence into a digital sequence NðRedAAÞ and cal-
culated the probabilities PRedAAðξÞ of the separation distance
ζ between two adjacent RedAAs. The mean EðRedAAÞðξÞ and
variance DðRedAAÞðξÞ are defined:

E RedAAð Þ ξð Þ =〠
ξ

ξ × P RedAAð Þ ξð Þ,

D RedAAð Þ ξð Þ = E RedAAð Þ ξ2
� �

− E RedAAð Þ ξð Þ
h i2

:

ð14Þ

We then calculated the positional informationCðRedAAÞðξÞ:

C RedAAð Þ ξð Þ = E RedAAð Þ ξð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D RedAAð Þ ξð Þ

q , ð15Þ

where CðRedAAÞðξÞ is the reciprocal of the coefficient of varia-
tion (CV) which compares the degree of change between two
datasets, even if there are large differences between their
means. In this paper, it was denoted as the RedAA position
characteristics.

2.4. Prediction Algorithm. Y = ½y1,  y2,  ⋯, yn�T is an HPV
label set, yi = 1 is from the high-risk type, and yi = 2 is from
the low-risk type. We used xij to represent the jth features of
the RedAA modes of the ith HPV sample, where j = 1, 2,⋯,
m. All of the features of the RedAAmodes for all HPV samples
are denoted as

X =

x1

x2

⋮

xn

x11 x12 ⋯ x1m

x21 x22 ⋯ x2n

⋮ ⋮ ⋱ ⋮

xn1 xn2 ⋯ xnm

2
666664

3
777775

index1 index2 ⋯ indexm

: ð16Þ

We used a support vector machine (SVM) to predict the
HPV type, which is expressed as follows:

min
w,b,ξ

  J w, b, ξð Þ = 1
2 wTw
� �

+ C〠
n

i=1
ξi

subject to 
yi w

Tφ xið Þ + b
� �

≥ 1 − ξi, i = 1, 2,⋯, n,
ξi ≥ 0, i = 1, 2,⋯, n,

(

ð17Þ
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wherew is a linear combination of a set of nonlinear data con-
version:

w = 〠
n

i=1
αiyiφ xið Þ, ð18Þ

where b denotes the bias term, C denotes some regularization
parameters, and ξi is the training error. The above problem
can be expressed:

max
α

  J αð Þ =max
α

〠
n

i=1
αi −

1
2〠

n

i=1
〠
n

j=1
αiαjyiyjφ xið ÞTφ xj

� �

subject to 
〠
n

i−1
αiyi = 0, i = 1, 2,⋯, n,

0 ≤ αi ≤ C, i = 1, 2,⋯, n:

8><
>:

ð19Þ

Here, the Gaussian kernel function is used to calculate φ

ðxiÞTφðxjÞ instead of φðxiÞ and φðxjÞ. The separation problem
can be expressed:

f xð Þ = 〠
n

i=1
αiyiK xi, xð Þ + b,

y xð Þ = sign f xð Þ½ �:
ð20Þ

The training model can predict the risk type of the test
sample x ∈ Rm according to the following formula:

y xð Þ =
1, if f xð Þ > 0,
2, if f xð Þ ≤ 0:

(
ð21Þ

yðxÞ = 1 indicates that the sample x belongs to the high-
risk type; otherwise, it belongs to the low-risk type. In order
to obtain a better model, we used a simple grid search strategy
based on 10-fold cross-validation to find the optimal model
for each dataset.

3. Results and Discussion

3.1. Evaluation Measures. There are three popular methods
to evaluate the efficiency of prediction models: subsampling
test, independent test, and jackknife test. Since the jackknife
test can evaluate the efficiency of various predictor variables,
we used it to evaluate the efficiency of the proposed method
and calculated the class accuracies and overall accuracies:

specificity accuracy of high‐risk typeð Þ = a
a + c

,

sensitivity accuracy of low‐risk typeð Þ = d
b + d

,

accuracy of totality = a + d
a + b + c + d

⋅ 100%,

ð22Þ

where a denotes true positives, c denotes false positives, d
denotes true negatives, and b denotes false negatives.

3.2. HPV Classification.We used the jackknife test to evaluate
the performance of the proposed RedAA modes. We divided
the 20 amino acids into 5 to 19 groups and calculated their
RedAA modes as protein features and then input them into
the support vector machine to predict the HPV type.
Table 1 shows the tagged HPV types and the predicted
results.

It can be seen from Table 1 that the 65 HPV types pre-
dicted by our method are consistent with the actual types
and have better performance. However, HPV-72 is predicted
to be low-risk but is actually high-risk, and HPV-30 is pre-
dicted to be high-risk but is actually low-risk. For further
comparison, we compared our results with Kim et al.’s results
[13]. For Kim et al.’s prediction, HPV-56 was predicted to be
potentially high-risk, and we predicted it to be high-risk;
HPV-53 and HPV-73 were predicted to be potentially high-
risk, but in our results, they were low-risk. Phylogenetic anal-
ysis showed that HPV-30 was closely related to the estab-
lished oncogenic type HPV-56, suggesting that HPV-30 was
more likely to be a high-risk type. The results show that the
proposed method is more consistent with the actual risk type.

We further compared our method with the following
method: SVM based on the mismatch [24], SVM classifier
based on the linear kernel [13], SVM based on the gap spec-
tral kernel (Gap) [7], BLAST model [13] and integrated SVM
(Ensemble) [13], and two text prediction methods based on
AdaCost [26] and naive Bayes [26]. The accuracy of our
method reaches 96.49%, while the accuracy of the integrated
SVM is 94.12%, the accuracy of the SVM based on the
unmatched kernel is 92.70%, the accuracy of the SVM based
on the linear kernel is 90.28%, and the accuracy of BLAST
reaches 91.18%. As for the text prediction method, AdaCost
[26] has an accuracy rate of 93.05%, while naive Bayes [26]
has an accuracy rate of 81.94%. The comparison also shows
that the RedAA model is more effective in classifying the risk
types of human papillomaviruses.

3.3. The Performance of the Early and Late Proteins in HPV
Type Prediction. Early HPV proteins contain E1, E2, E4, E5,
E6, and E7, and late proteins include L1 and L2 [3, 5]. Infor-
mation commonly used for high-risk and low-risk HPV
prediction includes information on protein sequences, sec-
ondary structure, and pseudoamino acid composition, in
which most of them use E6, E7, or L1 protein [23–28]. In this
paper, we used seven protein datasets of early and late pro-
teins in HPV type prediction and compared their perfor-
mance. Figure 1 compares the accuracy of each category
and the overall accuracy based on early and late proteins.

Figure 1 shows that the prediction accuracy of low-risk
types is higher than that of high-risk types, except for E5 pro-
tein. L1 protein outperforms other HPV proteins in the pre-
diction of low-risk types. L2 protein performs best in high-
risk type predictions. The above research shows that E6, E7,
L1, and L2 proteins are closely related to high-risk HPV
and play an important role in the occurrence and develop-
ment of diseases [14]. The function of L1 protein in low-
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risk and high-risk types is not exactly the same. L1 protein in
the high-risk type exists in the form of integration, and L1
gene product self-assembly efficiency is low. L1 protein in
the low-risk type exists in the form of free tissue, with high
self-assembly efficiency. In high-risk typing, if L1 protein
mutates, L1 protein cannot combine with L2 protein to form
capsid protein and then cannot assemble HPV-infected virus
particles. When HPV enters the host cell, the viral DNA rep-
licates in large quantities and can integrate with the host cell
DNA, resulting in host cell infection, infinite value addition,

and cell immortalization. The results show that L1 protein
performs better in the prediction of high-risk HPV types,
while L2 protein is more suitable for low-risk HPV types.

3.4. Influence of the Physicochemical Properties of Amino
Acids. The proposed method reduced 20 AAs into several
nonoverlapping groups, which relies heavily on the physical
and biochemical indices of amino acids. The 522 characteris-
tics of AAindex are divided into seven categories according to
their physical and biochemical features [29]. The largest
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Figure 1: Comparison of prediction accuracy of each class based on all the early and late proteins.

Table 1: Comparison of the real risk types (REAL) and the prediction results using the proposed approach.

Types Real Predicted Types Real Predicted Types Real Predicted Types Real Predicted

HPV-39 High High HPV-7 Low Low HPV-34 Low Low HPV-50 Low Low

HPV-72 High Low HPV-30 Low High HPV-44 Low Low HPV-5 Low Low

HPV-33 High High HPV-73 Low Low HPV-43 Low Low HPV-20 Low Low

HPV-51 High High HPV-6 Low Low HPV-32 Low Low HPV-23 Low Low

HPV-16 High High HPV-27 Low Low HPV-24 Low Low HPV-19 Low Low

HPV-56 High High HPV-13 Low Low HPV-8 Low Low HPV-47 Low Low

HPV-18 High High HPV-55 Low Low HPV-48 Low Low HPV-22 Low Low

HPV-59 High High HPV-2 Low Low HPV-12 Low Low HPV-25 Low Low

HPV-52 High High HPV-10 Low Low HPV-49 Low Low HPV-9 Low Low

HPV-35 High High HPV-42 Low Low HPV-15 Low Low HPV-36 Low Low

HPV-68 High High HPV-28 Low Low HPV-21 Low Low HPV-41 Low Low

HPV-58 High High HPV-40 Low Low HPV-4 Low Low HPV-63 Low Low

HPV-31 High High HPV-3 Low Low HPV-65 Low Low HPV-1 Low Low

HPV-66 High High HPV-11 Low Low HPV-37 Low Low HPV-80 Low Low

HPV-45 High High HPV-29 Low Low HPV-38 Low Low HPV-77 Low Low

HPV-61 High High HPV-74 Low Low HPV-60 Low Low HPV-76 Low Low

HPV-67 High High HPV-53 Low Low HPV-17 Low Low HPV-75 Low Low
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group is hydrophobicity and the second largest group is
alpha and turn propensities, and the sizes of the other four
groups are relatively small. For each HPV protein, we used
522 physicochemical properties to calculate six kinds of
reduced AA modes. For each class of the physicochemical
properties of amino acids, we calculated their mean of the
overall accuracies of HPV type prediction. The comparison
of different physicochemical property classes and the RedAA
modes is shown in Figure 2.

From Figure 2, it can be found that the proposed predic-
tion has no obvious preference among 7 classes of physico-
chemical properties for E1 proteins. As for E2 proteins,
composition is the best of the six reduced AA modes. For
E4 proteins, the physicochemical properties of beta and com-
position are better. For the reduced AA mode position and
RCTD, the physicochemical properties of beta are better in
prediction, but composition is better for the other four

modes. The results of E5, E6, E7, L1, and L2 proteins are sim-
ilar to those of E2 proteins, and the six reduced AA modes
show better performance in beta physicochemical properties.
These results indicate that E5, E6, E7, L1, and L2 proteins
have a preference for beta physicochemical properties to
reduce amino acids and calculate the six reduced AA modes
in HPV type prediction.

3.5. Comparison of the Reduced Amino Acid Modes. In order
to evaluate the performance of different modes, we used 522
physicochemical properties to calculate the RedAA modes of
all the early and late proteins and calculated their average of
the overall accuracies of HPV type prediction, which is
shown in Figure 2. Figure 2 shows that six RedAA modes
have the same preference trend among seven classifications
of the physicochemical properties. As for E1, E2, E4, E5,
and E7 proteins, PRseAAC is better than the other RedAA
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Figure 2: Comparison of the mean of the overall accuracies of HPV type prediction based on seven physicochemical property classes and six
RedAA modes for all the early and late proteins.
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modes, and the average accuracy of its prediction of HPV
typing is also significantly higher than the average of other
RedAAmodes. As for E6, L1, and L2 proteins, RTCD outper-
forms the other five RedAA modes. In addition, PRseAAC
and RTCD show better performance in beta physicochemical
properties of the amino acids.

3.6. Influence of the Number of Reduced Amino Acids. The
proposed method used the structural and physicochemical
features of reduced amino acids, which reduces the dimen-
sion of input information and improves the efficiency of the
prediction model. However, it should be noted that the
RedAA modes are associated with the number of reduced
amino acids. In order to discuss the influence of the RedAA
size, we reduced 20 amino acids into 5-19 classes based on

522 physicochemical properties and calculated their RedAA
modes PRseAAC and RTCD for of all the early and late pro-
teins. The average accuracies of the RedAA modes PRseAAC
and RTCD with 5-19 RedAAs are summarized in Figure 3.

Figure 3 shows the accuracy of HPV type prediction with
the increase in reduced amino acids when combining the
PRseAAC and physicochemical properties of amino acids
for E1 proteins, and the best-performing PRseAAC achieves
95.378% accuracy with 19 reduced amino acids. For E2 pro-
teins, the prediction model achieves the best performance
with the PRseAAC and the physical and physicochemical
properties of the composition class when amino acids are
reduced to 14 classes. As for E5 and E7, PRseAAC achieves
87.18% and 75.07% accuracies when 20 amino acids are
reduced to 7 and 12 classes, respectively. For E6, L1, and L2
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Figure 3: Performance comparison of the RedAAmodes PRseAAC and RTCDwith different reduced amino acids: (a) the average accuracies
of the PRseAAC and RTCD with 5-19 reduced amino acids for E1, E2, E4, E5, and E7 and (b) the average accuracies of the PRseAAC and
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proteins, the combination of the RCTD and beta physico-
chemical properties achieves best performances with 8, 15,
and 11 reduced amino acids, respectively.

4. Conclusion

Genital papillomavirus is closely related to cervical cancer,
especially high-risk HPV. Therefore, the identification of
the HPV risk type is of great significance for the cervical can-
cer. We proposed a computational method for the prediction
of the high-risk HPV based on the RedAA modes. With the
help of the physicochemical properties of the amino acids,
we reduced 20 amino acids into several nonoverlapping
groups and calculated the structure and physicochemical
characteristics of reduced AAs (RedAA) as the RedAA
modes. We used reduced sequence information to predict
high-risk types of HPV. Experiments with 68 known HPV
types show that the proposed method has better performance
than previous methods.

The first contribution is that L1 protein performs better
in the prediction of high-risk HPV types, while L2 protein
is more suitable for low-risk HPV types. The second contri-
bution can be indicated from the influence of the physico-
chemical properties of amino acids; we noticed that E5, E6,
E7, L1, and L2 proteins have a preference for beta physico-
chemical properties to reduce amino acids. The third contri-
bution can be deduced from the comparison of the reduced
amino acid modes; we found that the PRseAAC and RTCD
outperform the other four RedAA modes and show better
performance in beta physicochemical properties of the
amino acids. The final contribution can be seen from the
influence of the number of reduced amino acids; we noticed
that the combination of the RCTD and beta physicochem-
ical properties achieves the best performances with 8, 15,
and 11 reduced amino acids for E6, L1, and L2 proteins,
respectively.
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Background. Moyamoya disease (MMD) is a rare cerebrovascular disease characterized by chronic progressive stenosis or occlusion
of the bilateral internal carotid artery (ICA), the anterior cerebral artery (ACA), and the middle cerebral artery (MCA). MMD is
secondary to the formation of an abnormal vascular network at the base of the skull. However, the etiology and pathogenesis of
MMD remain poorly understood. Methods. A competing endogenous RNA (ceRNA) network was constructed by analyzing
sample-matched messenger RNA (mRNA), long non-coding RNA (lncRNA), and microRNA (miRNA) expression profiles from
MMD patients and control samples. Then, a protein-protein interaction (PPI) network was constructed to identify crucial genes
associated with MMD. Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes pathway (KEGG) enrichment
analyses were employed with the DAVID database to investigate the underlying functions of differentially expressed mRNAs
(DEmRNAs) involved in the ceRNA network. CMap was used to identify potential small drug molecules. Results. A total of 94
miRNAs, 3649 lncRNAs, and 2294 mRNAs were differentially expressed between MMD patients and control samples. A
synergistic ceRNA lncRNA-miRNA-mRNA regulatory network was constructed. Core regulatory miRNAs (miR-107 and miR-
423-5p) and key mRNAs (STAT5B, FOSL2, CEBPB, and CXCL16) involved in the ceRNA network were identified. GO and
KEGG analyses indicated that the DEmRNAs were involved in the regulation of the immune system and inflammation in
MMD. Finally, two potential small molecule drugs, CAY-10415 and indirubin, were identified by CMap as candidate drugs for
treating MMD. Conclusions. The present study used bioinformatics analysis of candidate RNAs to identify a series of clearly
altered miRNAs, lncRNAs, and mRNAs involved in MMD. Furthermore, a ceRNA lncRNA-miRNA-mRNA regulatory network
was constructed, which provides insights into the novel molecular pathogenesis of MMD, thus giving promising clues for
clinical therapy.
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1. Introduction

Moyamoya disease (MMD) is a rare cerebrovascular disease
characterized by chronic progressive occlusion or stenosis of
the bilateral internal carotid artery (ICA), the anterior cere-
bral artery (ACA), and the middle cerebral artery (MCA) [1,
2]. MMD is secondary to the formation of an abnormal vas-
cular network at the base of the skull. Because the abnormal
vascular network of the skull base looks like “smoke” on
cerebral angiography images, it is called “moyamoya dis-
ease” [3]. The MMD incidence rate in Eastern Asian coun-
tries is higher [4], and it mainly occurs in children and
young adults, peaking at the ages of 5 to 9 and 35 to 45 years
[5]. MMD can seriously affect the mental and physical
health of patients. However, the etiology and pathogenesis
of MMD remain poorly understood; it may be related to
genetics, inflammation, immune response, and environmen-
tal factors [6–11].

Many studies have reported that the ring finger protein
213 (RNF213) gene is an important susceptibility gene for
MMD in East Asia, especially the p.R4810K variant [12–
17]. However, MMD also occurs in patients without muta-
tions in RNF213. To date, new candidate risk-MMD genes,
such as the vascular smooth muscle cell-specific isoform of
α-actin (ACTA2) [18, 19], endothelial nitric oxide synthase
(eNOSase) [20], soluble guanylyl cyclase alpha subunit
(GUCY1A3) [21], matrix metalloproteinases (MMPs) [22–
26], tissue inhibitor of metalloproteinases (TIMPs) [23, 24],
transforming growth factor β1 (TGF-β1) [27], Sortilin 1
(SORT1) [28], Connexin 43 (Cx43) [29], and caveolin-1
(Cav-1) [30, 31], have been continuously reported to be asso-
ciated with MMD.

Moreover, with the development of microarray and
sequencing technology, investigators have begun to explore
factors other than direct disease-causing genes, including
noncoding RNAs (ncRNAs). Gao et al. revealed the expres-
sion profile of lncRNAs and mRNAs in MMD patients in
2016 [9], and Dai et al. analyzed miRNAs in the serum of
MMD patients and healthy controls in 2012 [32]. miRNAs
can posttranscriptionally regulate gene expression by binding
to MREs (miRNA-response elements) of their target tran-
script. mRNAs, lncRNAs, and other RNA transcripts could
act as endogenous miRNA sponges to inhibit miRNA func-
tion. These interactions illustrate the famous ceRNA
hypothesis presented by Salmena in 2011 [33], which gave
us a new “language” in different types of RNA transcripts.
After that, the ceRNA hypothesis was applied to many fields
[34]. The Linc2GO database was constructed by Liu et al. in
2013 [35]. StarBase v2.0 was published by Li et al. to predict
miRNA-ceRNA interactions [36]. Moreover, continued
analysis of ceRNA networks would deepen our knowledge
about how different subtypes of noncoding RNAs work with
each other.

In this study, a comprehensive analysis of the miRNA,
mRNA, and lncRNA expression profiles in MMD was done,
and then, we constructed MMD-specific ceRNA networks
using a large cohort from an online database. As far as we
know, this is the first study to establish a ceRNA lncRNA-
miRNA-mRNA network in MMD, which provides novel

insight into the molecular pathogenesis of MMD, thus giving
promising clues for clinical therapy. In addition, core regula-
tory miRNAs (miR-107 and miR-423-5p) and key mRNAs
(STAT5B, FOSL2, CEBPB, and CXCL16) were enriched in
immune system/inflammation biological processes, indicat-
ing their potential role in MMD.

2. Materials and Methods

2.1. Data Collection. miRNA microarray data were down-
loaded from Gene Expression Omnibus (GEO, https://www
.ncbi.nlm.nih.gov/geo/) in NCBI (The National Center for
Biotechnology Information). GEO is an unrestricted open
access repository that provides high-throughput microarray
and next-generation sequence datasets that have been sub-
mitted by researchers around the world. GSE45737 is a
miRNA expression profile of the serum from 10 MMD
patients and 10 normal healthy controls [32]. The lncRNA
and mRNA expression profiles in blood samples from 15
MMD patients and 10 healthy controls were kindly provided
by a collaborating academician, Zhao [9].

2.2. Identification of Differentially Expressed RNAs in MMD
Patients Compared to Healthy Controls. R software with pack-
ages ggplot2, edgeR, and pheatmap (http://bioconductor.org/
bioclite. R) was adopted to identify differentially expressed
RNAs (DERs). In brief, datasets were standardized after con-
version of formats, variance normalization, and the addition
of missing values as well as statistical testing of differentially
expressed probes. The expression levels of all targets, includ-
ing mRNA, miRNA, and lncRNA, within the datasets were
subjected to analysis with R. The threshold was set as a P
value < 0.05 and ∣log2FC ∣ >1. According to these criteria,
DERs were identified for further analysis.

2.3. Gene Ontology and Pathway Enrichment Analyses. The
Database of Annotation, Visualization and Integrated Dis-
covery (DAVID, http://david.ncifcrf.gov) is a public database
with comprehensive online tools for functional annotation.
Kyoto Encyclopedia of Genes and Genomes (KEGG) is a col-
lection of databases that contain information about genomes,
biological pathways, diseases, and chemical substances [37].
Gene Ontology (GO) is an international standardized gene
functional classification system that offers a dynamically
updated controlled vocabulary and a strictly defined concept
to comprehensively describe properties of genes and their
products in any organism. GO has three ontologies: molecu-
lar function, cellular component, and biological process [38].

In the present study, GO and KEGG pathway enrichment
analyses were performed using DAVID. P < 0:05 was consid-
ered statistically significant.

2.4. Construction of the ceRNA (lncRNA-miRNA-mRNA)
Regulatory Network. The prediction of miRNA-mRNA inter-
actions was performed on the open-source platform Encyclo-
pedia of RNA Interactomes (ENCORI, http://starbase.sysu.
edu.cn) [36]. The unique algorithm of ENCORI enables all
obtained interactions to be confirmed by at least one other
major RNA-RNA prediction website, such as miRanda, Pic-
Tar, or TargetScan. In addition to sequence matching, the
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prediction was approved by multidimensional sequencing
data. All these features make ENCORI a reliable source
for predicting RNA-RNA interaction, especially the
miRNA-mRNA interaction. Two other databases, miRcode
(http://www.mircode.org) and DIANA (http://carolina.imis
.athena-innovation.gr), were applied in the study for pre-
dicting miRNA-lncRNA interactions. Afterwards, all inter-
actions were input into Cytoscape (version 3.7.2, http://
cytoscape.org) to visualize ceRNA regulatory networks.
The flow chart can be seen in Figure 1.

2.5. Protein-Protein Interaction (PPI) Network. All DEGs
were imported into STRING 10.5, which is a search tool used
to identify gene interactions (https://string-db.org/). The
PPIs were used to construct a network, which was visualized
by using Cytoscape software 3.6 (http://www.cytoscape.org).
The color of edges in the network indicate protein-protein
associations: light blue and purple indicate known interac-
tions from curated database and experimentally determined,
respectively; dark green/red/dark blue indicate predicted
interactions by gene neighborhood/gene fusions/gene cooc-
currence, respectively; and light green/black/blue indicate
text mining/coexpression/protein homology.

2.6. Gene Expression Signature Analysis with a Connectivity
Map. The DEGs were used to perform gene expression signa-
ture analysis with connectivity maps (CMap, clue.io). The
upregulated and downregulated genes were used as tags,
changed into probe IDs referred to Affymetrix U133 Gene-
Chip and uploaded into the CMap database to calculate their
values from other drug-target datasets. According to the sim-
ilarity of gene expression profiles, pairs of gene expression
signatures and targeted drugs were used to obtain a value.
If the value was a positive number, the target drug would
have an effect that was similar to that of the MMD-induced
gene expression signature. If the value was a negative num-
ber, the targeted drug would have an effect that was opposite
that of theMMD-induced gene expression signature; namely,
the targeted drug might have an effect that could be useful in
treatment.

2.7. Statistical Analysis. We used SPSS 11.0 (SPSS, Chicago,
IL) to analyze the dataset from the microarray experiments.
All data are represented as the mean ± SD. Statistical signifi-
cance was determined at P < 0:05.

3. Result and Discussion

3.1. Differentially Expressed mRNAs, miRNAs, and lncRNAs
between MMD Patients and Healthy Controls. After differen-
tial expression analysis, a total of 2294 DEmRNAs were
screened between MMD patients and healthy controls, 865
of which were downregulated and 1429 of which were upreg-
ulated in MMD patients. (Table S1, Figure 2(a)). Several
genes reported in previous studies in MMD, such as HIF1α
(log2FC = 1:214), SORT1 (log2FC = 1:628), and MMP9
(log2FC = 2:40), are marked in Figure 2. HIF1α was found
to be overexpressed in the intima of the MCA of MMD
patients. HIF1α is a master transcriptional regulator of the
adaptive response to hypoxia. Under hypoxic conditions,

HIF1α translocates to the nucleus, where the HIF1 complex
(HIFα/HIFβ) binds to the hypoxia-response element and
activates the expression of many genes that can increase
oxygen delivery and respond to oxygen deprivation in
MMD [7]. MMP9 belongs to a family of zinc-binding
proteolytic enzymes that are capable of degrading all the
components of the extracellular matrix in a variety of
physiologic and pathophysiological conditions. Fujimura
et al. inferred that the higher expression of MMP9 in MMD
patients may play an integrated role in physiologic and
pathologic angiogenesis and to the instability of the cerebral
vascular structure [39]. SORT1 is another gene reported to
be associated with MMD. Increased expression of SORT1
inhibited endothelial cell tube formation and regulated
major angiogenic factors and MMP9 expression, implying
that SORT1 participated in the pathogenesis of MMD [28].

In addition, 94 DEmiRNAs and 3649 DElncRNAs from
GEO datasets were identified. Representative DERs are
shown in Figure S1 (a-d).

3.2. Construction of a Competing Endogenous RNA
Regulatory Network. The ENCORI database was employed
to screen potential interactions between DERs. A synergistic,
competitive module of the ceRNA network was constructed
separately according to upregulated or downregulated
DEmRNAs, which contained 84 nodes in the upregulated
group and 66 nodes in the downregulated group. In addition,
there were 68 mRNA-miRNA interactions and 16 lncRNA-
miRNA interactions in the upregulated group (Figure 3(a)).
In the downregulated group, there were 61 interactions
between mRNAs and miRNAs and 35 interactions between
lncRNAs and miRNAs (Figure 3(b)). The ceRNA network
was generated using Cytoscape, as previously discussed.

Based on the network organization, we found that miR-
107 competed with 16 mRNAs and 4 lncRNAs (LINC02434,
AL589642.1, AC003092.1, and AL035425.3) in the module
(Figure 3(b)). A previous study showed that miR-107 is
upregulated in response to low-oxygen conditions [40]. Sub-
sequently, miR-107 was found to be abnormally expressed in
several cancers, such as PDAC. When miR-107 expression
was downregulated in PDAC, cell migration and invasion
were inhibited, implying the important role of miR-107 in
tumor cell activity [41]. Furthermore, they found that the
expression of caveolin-1 was upregulated by a miR-107
inhibitor. Caveolin-1 was reported to be associated with neg-
ative remodeling in MMD through the inhibition of angio-
genesis in endothelial cells and the induction of apoptosis
in VSMCs [30, 31]. Another study by Meng et al. found that
miR-107 can inhibit endothelial progenitor cell (EPC) differ-
entiation via HIF1β [42]. HIF1β is another subunit of HIF1
that generally heterodimerizes with HIF1α. Together, they
play key roles during hypoxic conditions, which are similar
to the conditions in MMD: low oxygen because of vascular
occlusion. EPCs can differentiate into mature endothelial
cells and play important roles in the recovery of endothelial
function and tissue repair. The role of EPCs reflects the
mixed state of vascular obstruction and abnormal angiogen-
esis in the pathogenesis of MMD [43]. The ceRNA network
near miR-107 reveals that FoxC1 is one of the potential
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downstream target genes, and it is necessary in the process of
vascular development, involving arterial specification and
lymphatic sprouting. Abnormal expression of FoxC1 leads
to unusual angiogenesis in many tissues [44, 45].

In addition, miR-423-5p competed with 36 mRNAs
(CXCL16, FOSL2, etc.) and 4 lncRNAs (NEAT1, HCG18,
AL137145.2, and LINC00963) in the module (Figure 3(a)).
miR-423-5p was reported to play important roles in the inhi-
bition of the cell proliferation and invasion of cancer cells

such as colon cancer and ovarian carcinoma [46, 47]. There-
fore, the downregulation of miR-423-5p in MMD patients
may increase the proliferation of vascular smooth muscle
cells, which is one likely reason for vessel occlusion. In
addition, numerous studies focusing on NEAT1’s role in
cancer biology found that this lncRNA plays a crucial role
in carcinogenesis [48]. NEAT1 mainly works as a ceRNA
by sponging antitumor miRNAs [49]. NEAT1 is also
involved in immune system responses, viral diseases, and

Differentially expressed
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Differentially expressed
miRNAs (DEmiRNAs)

Differentially expressed
mRNAs (DEmRNAs)

miRcode miRTarBase/TargetScan
/miRDB 

Predited
lncRNAs 

Predicted
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Intersected DElncRNAs Intersected DEmRNAsRegulation mediated by
DEmiRNAs 

lncRNA-miRNA-mRNA 
ceRNA network CMap analysis

Figure 1: Flowchart of the lncRNA-miRNA-mRNA ceRNA network analysis.
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Figure 4: Enriched gene ontology terms for biological process based on the DEmRNAs involved in the ceRNA network.
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neurodegeneration disorders [50]. To study FOSL2, also
named Fra 2, Maurer et al. created Fra 2 knockout mice
and found that the mice developed pulmonary arterial
occlusion due to vascular SMC proliferation and inflam-
mation and pulmonary fibrosis [51, 52]. All of the above
results imply that the ceRNA lncRNA-miRNA-mRNA reg-
ulatory network we constructed provides many new clues
regarding MMD pathogenesis.

3.3. Functional Annotation of the mRNAs Involved in the
ceRNA Network. After the ceRNA network was established
with the help of the DAVID database, functional annotation
and pathway analysis of this small group of DEmRNAs were
performed to identify potential candidate pathways or bio-
logical processes related to MMD.

As shown in Figure 4, some of pathways require our
attention, and processes related to the immune response
and inflammatory reaction, including immune system pro-
cess, T cell aggregation, T cell activation, lymphocyte aggre-
gation, and lymphocyte activation, were significantly
enriched. Additionally, another enrichment also occurred
in biological processes associated with cell development and
differentiation, including paraxial mesoderm development
and mesenchymal cell differentiation; these results suggest
important roles for these biological activities in MMD. The
Kyoto Encyclopedia of Genes and Genomes showed that
DEmRNAs were enriched in chemokine signaling, ErbB sig-
naling, axon guidance, and vascular smooth muscle contrac-
tion (Table 1).

Recently, many studies have shown that immunologica-
l/inflammatory factors are involved in the occurrence and

development of MMD. According to IHC staining, there
were T cells and macrophages infiltrating in the stenosed
and thickened vascular intima of MMD patients [53]. The
abnormal deposition of IgG in the elastic layer of the ICA
and MCA suggests that the infiltration of immune cells and
the damage to the immune functions are related to MMD
[54]. Moreover, the overexpression of inflammatory factors
in MMD patients, such as MCP-1, IL-1β, and SDF-1α, sug-
gests that inflammation may also affect the progression of
MMD [55]. Consistently, in this study, several mRNAs that
encode critical inflammatory molecules, such as chemokines
and cytokines, were dysregulated and were determined to be
DEmRNAs in MMD patients. Nevertheless, although varied
mRNAs were clearly enriched in terms of GO analysis, there
were few found in the ceRNA network. However, several
important genes involved in the regulation of inflammation
in MMD were modulated by ceRNAs. CXCL16 is considered
to be an important pathogenic mediator of atherosclerosis
(clinical severity is graded according to the severity of carotid
stenosis) [56]. CXCL16 is a vascular-derived factor that
induces angiogenesis [57]. CXCL16 also exists in a soluble
form and interacts with its specific chemokine receptor,
CXCR6, to recruit the migration of activated T cells into
the inflammatory tissue [58]. As shown in Figure 3(b), four
potential lncRNAs, including LINC00963, NEAT1, HCG18,
and AL137145.2, could act as ceRNAs to regulate CXCL16
through miR-107. The work on this interesting ceRNA net-
work remains to be done in the future.

3.4. Protein-Protein Interaction (PPI) Network. As shown in
Figure 5, a PPI network for DEmRNA-involved ceRNA

Table 1: KEGG pathway enrichment of all DEmRNAs involved in the ceRNA network.

(a) KEGG pathway enrichment of decreased mRNA involved in the ceRNA network

KEGG ID KEGG term P value Symbols

05216 Thyroid cancer 0.0012614 RET, LEF1

00230 Purine metabolism 0.0353649 PRPS1, POLR1C

04141 Protein processing in the endoplasmic reticulum 0.0365787 HSPH1, SAR1A

(b) KEGG pathway enrichment of increased mRNA involved in the ceRNA network

KEGG ID KEGG term P value Symbols

04012 ErbB signaling pathway 0.000117 ABL2, PAK2, MAPK1, STAT5B

04270 Vascular smooth muscle contraction 0.004943 PPP1R12B, MAPK1, ARHGEF11

04380 Osteoclast differentiation 0.006506 FOSL2, MAPK1, SIRPA

04360 Axon guidance 0.006648 PAK2, MAPK1, SRGAP2

05221 Acute myeloid leukemia 0.012833 MAPK1, STAT5B

05131 Shigellosis 0.014609 MAPK1, ARPC5

04062 Chemokine signaling pathway 0.018775 MAPK1, STAT5B, CXCL16

05211 Renal cell carcinoma 0.018968 PAK2, MAPK1

05220 Chronic myeloid leukemia 0.020529 MAPK1, STAT5B

04810 Regulation of actin cytoskeleton 0.025711 PAK2, MAPK1, ARPC5

04666 Fc gamma R-mediated phagocytosis 0.032876 MAPK1, ARPC5

04660 T cell receptor signaling pathway 0.042378 PAK2, MAPK1
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Table 2: List of the top 10 potential small molecular drugs predicted by CMap. Scores indicate the strong negative correlation found between
MMD and drugs.

Score Type ID Name Description

1 -88.5 cp BRD-K86727142 Embelin HCV inhibitor

2 -88.74 cp BRD-K11630072 Carmofur Thymidylate synthase inhibitor

3 -90.86 cp BRD-A61858259 CAY-10415 Insulin sensitizer

4 -91.54 cp BRD-K04923131 GSK-3-inhibitor-IX Glycogen synthase kinase inhibitor

5 -91.85 cp BRD-K53959060 Indirubin CDK inhibitor

6 -93.79 cp BRD-K50720187 Flupirtine Glutamate receptor antagonist

7 -93.87 cp BRD-A14985772 Ascorbyl-palmitate Antioxidant

8 -94.57 cp BRD-K28143534 Cyproheptadine Histamine receptor antagonist

9 -95.78 cp BRD-K79404599 Enzastaurin PKC inhibitor

10 -97.25 cp BRD-K89687904 PKCbeta-inhibitor PKC inhibitor

8 Computational and Mathematical Methods in Medicine



networks was constructed by Cytoscape software. It is impor-
tant to highlight that some striking genes, such as MAKP1,
STAT5B, CEBPB, FOSL2, PAK2, and ABL2, play vital key
roles in MMD. These interesting genes were also shown in
Table 1, such as ABL2, PAK2, MAPK1, and STAT5B were
enriched in the ErbB signaling pathway. After the identifica-

tion of the overlap between the above genes, chemokine sig-
naling, T cell receptor signaling, and ErbB signaling shed
some light on the pathogenesis of MMD.

3.5. Potential Small Molecule Drugs. All the DEmRNAs
involved in the ceRNA regulatory network in MMD were

Indirubin

(a)

CAY-10415

(b)

Figure 6: Potential molecular drugs. (a) Indirubin. (b) CAY-10415.
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analyzed by CMap to identify small molecule drugs. Strong
negative correlations were found between MMD and enzas-
taurin, cyproheptadine, flupirtine, indirubin, and mitoglita-
zone (CAY-10415); strong positive correlations were found
between MMD and flavokavain-b, CGS-20625, vinburnine,
apicidin, and cytochalasin-d (Table S5). The drugs that
had a strong negative correlation with the pathogenesis of
MMD might have therapeutic effects on MMD (Table 2).
CAY-10415 and indirubin gained our attention. The
structures of the two potential molecular drugs were
investigated using the PubChem database (Figure 6).
CAY-10415 is a member of a new class of compounds
that modulate mitochondrial pyruvate carrier (MPC), a
key controller of cellular metabolism that influences
mTOR activation [59]. It is commonly known that CAY-
10415 can be used as an insulin sensitizer, and it can play
this role without activating PPARᵧ. Therefore, CAY-10415
can avoid negative side effects observed in currently used
insulin sensitizers, such as pioglitazone and rosiglitazone.
CAY-10415 has been used in Alzheimer’s disease patients
[60]. It is generally accepted that insulin sensitizers can
not only improve diabetes but also improve blood lipid
disorders, reduce the level of free fatty acids in plasma,
reduce the effect of fat toxicity, and indirectly protect the
function of β cells [61]. By inhibiting the proliferation
and migration of vascular smooth muscle cells and reducing
the intima-media thickness of arteries, it can play a
protective role in the intima. Likewise, indirubin, a red
isomer of indigo, is the active ingredient of the traditional
Chinese drug Danggui Longhui Wan, which was used for the
treatment of chronic myelocytic leukemia (CML) [62].
Enzyme-based in vitro studies have observed that indirubin
and its derivatives, such as indirubin-3′-monoxime, indirubin-
5-sulfonate, and indirubin-3′-monoxime-5-sulphonic acid,
are potential inhibitors of CDKs [63]. Furthermore,
different indirubin derivatives showed antiangiogenesis
activity by blocking VSMC proliferation and endothelial
cell function through the inhibition of the STAT signaling
pathway and reduction of neointima formation in vivo [64].
All of the above findings suggest that CAY-10415 and
indirubin may be used in MMD patients to avoid vascular
aberration and occlusion.

4. Conclusions

In summary, using bioinformatics analysis of candidate
RNAs, the present study identified a series of clearly altered
lncRNAs, miRNAs, and mRNAs involved in MMD. Further-
more, a ceRNA lncRNA-miRNA-mRNA regulatory network
was constructed, which provides a novel insight into the
molecular pathogenesis of MMD, thus giving promising
clues for clinical therapy. In addition, core regulatory miR-
NAs (miR-107 and miR-423-5p) and key mRNAs (STAT5B,
FOSL2, CEBPB, and CXCL16) were enriched in immune
system/inflammation biological processes, indicating their
potential role in MMD (Figure 7). In the future, more atten-
tion should be paid to the validation of competing endoge-
nous RNA interactions with experimental techniques.

Finally, two potential small molecule drugs, CAY-10415
and indirubin, were identified by CMap to be candidate
drugs for treating MMD.
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Purpose. To explore the influences of smoking, alcohol consumption, drinking tea, diet, sleep, and exercise on the risk of stroke and
relationships among the factors, present corresponding knowledge-based rules, and provide a scientific basis for assessment and
intervention of risk factors of stroke. Methods. The decision tree C4.5 algorithm was optimized and utilized to establish a model
for stroke risk assessment; then, the main risk factors of stroke (including hypertension, dyslipidemia, diabetes, atrial fibrillation,
body mass index (BMI), history of stroke, family history of stroke, and transient ischemic attack (TIA)) and daily habits (e.g.,
smoking, alcohol consumption, drinking tea, diet, sleep, and exercise) were analyzed; corresponding knowledge-based rules were
finally presented. Establish a correlation matrix of stroke risk factors and analyze the relationship between stroke risk factors.
Results. The accuracy of the established model for stroke risk assessment was 87.53%, and the kappa coefficient was 0.8344,
which was superior to that of the random forest and Logistic algorithm. Additionally, 37 knowledge-based rules that can be used
for prevention of risk factors of stroke were derived and verified. According to in-depth analysis of risk factors of stroke, the
values of smoking, exercise, sleep, drinking tea, alcohol consumption, and diet were 6.00, 7.00, 8.67, 9.33, 10.00, 10.60, and
10.75, respectively, indicating that their influence on risk factors of stroke was reduced in turn; on the one hand, smoking and
exercise were strongly associated with other risk factors of stroke; on the other hand, sleep, drinking tea, alcohol consumption,
and diet were not firmly associated with other risk factors of stroke, and they were relatively tightly associated with smoking and
exercise. Conclusions. Establishment of a model for stroke risk assessment, analysis of factors influencing risk factors of stroke,
analysis of relationships among those factors, and derivation of knowledge-based rules are helpful for prevention and treatment
of stroke.

1. Introduction

Stroke is an acute cerebrovascular disease, associating with
the characteristics of high morbidity, high disability, and
high mortality. It is a refractory disease that imposes a major
threat to human health and life [1]. At present, there are no
effective treatments for stroke. Prevention is still the most
feasible strategy to reduce the harm of stroke and reduce its
social burden, especially with respect to high global incidence
and potential risk factors of stroke [2]. The risk factors of

stroke are divided into intervention factors (e.g., smoking,
alcohol consumption, and body mass index (BMI)) and non-
intervention factors (e.g., age, gender, ethnicity, and genetic
attributes) according to whether the risk can be changed
through intervention [3]. Hence, studying the intervention
factors is of great significance for the prevention of stroke.
In addition, we previously found that the interventional risk
factors for stroke appeared more in people’s daily lives and
behavioral habits [4, 5]. Unhealthy lifestyles can trigger or
increase the risk of stroke, and moderate lifestyle changes
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may reduce the risk of stroke as well [6]. Therefore, numer-
ous scholars suggested that further studies should be carried
out to provide effective interventions to guide and improve
people’s lifestyle, so as to reduce the risk and incidence of
stroke [7–9]. However, in 2019, Altobelli et al. analyzed the
relevant literature and found that research in this area was
conducted in only a limited number of developed countries,
and there were very few reports on the impact of lifestyle
and dietary habits on risk factors of stroke [10]. In China,
Huang et al. conducted relevant research and demonstrated
that a healthy lifestyle (high fruit intake, quitting smoking,
doing housework, and good sleep quality) may reduce the
chance of recurrence of first-onset ischemic stroke [11].
Although the risk factors of stroke in daily life habits are
not the main risk factors of stroke, they are closely associated
with the main risk factors [12].

The present study was aimed at the Chinese population,
and large-scale and multidimensional stroke data were col-
lected through modern information technology. The opti-
mized decision tree algorithm was used to analyze risk
factors of stroke in daily life habits, derive knowledge-based
rules, and establish a model for stroke risk assessment to ana-
lyze relationships among risk factors of stroke.

2. Materials and Methods

2.1. Data Collection and Pretreatment. We established a
whole-course stroke management network system via collec-
tion of large-scale data from Shanghai suburban population,
involving nearly 10,000 people, in which 5599 valid data
were finally acquired. The data included subjects’ demo-
graphic characteristics, physical examination, family medical
history, treatment history, personal diet and lifestyle habits,

sleep and breathing, psychological status, quality of life,
and stroke knowledge. In order to facilitate classification of
stroke, we also designed a rapid stroke screening form and
performed statistical analysis. We preliminarily extracted
and integrated data and determined 16 risk factors of stroke
for further analysis. As shown in Table 1, among 5599 data
collected, there were 2491 males and 3108 females, subjects’
minimum and maximum age were 18 and 89 years old,
respectively. The age- and gender-based data are shown in
Figure 1.

As illustrated in Figure 1, [18,30) indicates that age is 18
years old or older and less than 30 years old; F and M denote
female and male, respectively; and PN is the number of
individuals.

The present research analyzed the risk factors of smok-
ing, alcohol consumption, drinking tea, diet, sleep, sport,
and BMI. The above-mentioned factors were defined as
follows:

(i) Smoking: those who have smoked for 6 months or
more in their lifetime were marked as “y”; other-
wise, they are denoted as “n”

(ii) Alcohol consumption: those who have drunk no less
than twice/week and no less than 80ml each time
were marked as “y”; otherwise, they were denoted
as “n”

(iii) Drinking tea: those who have drunk tea at least 3
days/week were marked as “y”; otherwise, they were
denoted as “n”

(iv) Diet: the daily food ingredients are mainly sugars,
fats, or proteins, which were marked with “C1,”
“C2,” and “C3,” respectively

Table 1: Subjects’ clinical data.

Type of data Risk factor of stroke Field Data distribution

Clinical diagnosis

Hypertension Hyte y: 1242, n: 3782, uncertain: 575

Dyslipidemia Dysl y: 511, n: 4508, uncertain: 580

Diabetes Diab y: 403, n: 4618, uncertain: 578

Atrial fibrillation AF y: 75, n: 4940, uncertain: 584

Medical history and family history

Family history of stroke FSH y: 449, n: 4460, uncertain: 690

History of stroke SH y: 165, n: 4730, uncertain: 704

TIA TIA y: 95, n: 4350, uncertain: 1154

Demographic information
Gender Gen M: 2491, F: 3108

Age Age Refer to Figure 1

Physical examination BMI BMIc B1: 205, B2: 2926, B3: 1760, B4: 520, B5: 150, uncertain: 38

Daily habits

Smoking Smok y: 1192, n: 4379, null: 28

Alcohol consumption Alco y: 1065, n: 4500, null: 34

Drinking tea Tea y: 1563, n: 3997, null: 39

Diet DT C1: 2812, C2: 263, C3: 2181, null: 370

Sleep Sleep TS: 366, TB: 4958, BL: 205, null: 70

Exercise sport Sport C1: 1518, C2: 1624, C3: 2275, null: 182

“y”means “yes,” “n” indicates “no,” and definitions of the types of BMI, diet, sleep, and exercise are presented in Figure 1. In Figure 1, we sometimes use fields to
represent their corresponding stroke risk factors.
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(v) Sport: those who have exercised sport more than 3
times/week and more than 30min each time, dem-
onstrating regular level of sport, marked as “C1”;
those who have exercised sport 2-3 times/week,
and 10-30min each time, reflecting medium level
of sport, marked as “C2”; those who have exercised
less than or equal to 1 time/week and less than
10min each time, indicating lower level of sport,
marked “C3”

(vi) BMI: since the WHO standards are not highly
appropriate for Chinese people, the Chinese Refer-
ence Standards were formulated with reference to
the WHO standards and are divided into five types:
B1, B2, B3, B4, and B5 (Table 2)

(vii) Sleep: duration of sleep in different ages can be
divided into three types: very short-term, medium-
term, and very long-term, which could be labelled
as TS, TB, and TL, respectively, as shown in Figure 2

According to the rapid screening of risk factors of stroke
(including hypertension, dyslipidemia, diabetes, atrial fibril-
lation, smoking history, BMI, sport, stroke history, family
history of stroke, and transient ischemic attack (TIA)), refer
to the Guidelines for Screening, Prevention and Control of
Ischemic Stroke presented by theMinistry of Health of China
(hereinafter referred to the guidelines), this study classified
stroke risk into H, M, L, N, T, and Y levels, as summarized
in Table 3.

2.2. Decision Trees. The decision tree is a popular, logic-
based, easily interpretable, straightforward, and widely appli-
cable method [13]. The classic decision tree algorithms
include ID3, C4.5, and CART. In contrast to ID3, which
can only handle discrete variables, C4.5 and CART can han-
dle continuous variables, and they are not sensitive to incom-
plete data. In addition, the CART generates binary trees and
the C4.5 algorithm generates multiple branches. Decision
trees can generate interpretable knowledge rules, which can
express relationship between factors. This is in line with
our goal to explore relationships among the risk factors of
stroke. Therefore, the C4.5 algorithm was selected in the cur-
rent research. Details of the C4.5 algorithm were described in
the following.

2.2.1. C4.5 Algorithm. In 1992, Ross Quinlan developed the
C4.5 decision tree algorithm [14]. C4.5 constructs a decision
tree as a learning model from the data samples. The divide-
and-conquer approach is adopted for construction of deci-
sion tree models using a measure called information gain to
select the attribute from the dataset for the tree.

(1) Information Gain. Suppose that there are C categories of
data in the sample dataset D. The information entropy for-
mula is as follows:

Info Dð Þ = −〠
c

i=1
pi × log2 pið Þ, ð1Þ

[18,30) [30,35) [35,40) [40,45) [45,50) [50,55) [55,60) [60,65) [65,70) [70,75) [75,80) [80,89)

F 70 235 240 321 295 484 399 470 457 66 41 30

M 48 195 199 223 283 367 323 380 389 57 10 17

PN 118 430 439 544 578 851 722 850 846 123 51 47

0

100
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Figure 1: Distribution of age- and gender-based data.
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where D represents the training dataset, C denotes the data
class number, and pi represents the ratio of the sample num-
ber in class i to all samples. When the attribute A is chosen as
the node of the decision tree, the information entropy after
the action of feature A is as follows:

InfoA Dð Þ = −〠
k

j=1

Dj

�
�

�
�

Dj j × Info Dj

� �
, ð2Þ

where k represents the data samples D divided into k parts.

(2) Gain Ratio. The information gain represents the value of
the information entropy that the datasetD decreases after the
action of the feature A. The formula is as follows:

Gain Að Þ = Info Dð Þ − InfoA Dð Þ: ð3Þ

The information gain ratio is given by

Gain Ratio Að Þ = Gain Að Þ
InfoA Dð Þ : ð4Þ

2.2.2. Improvement and Implementation of C4.5 Algorithm.
We used a decision tree algorithm to analyze the above-
mentioned 16 risk factors of stroke (see Table 1). The
decision tree is generated using the J48 (C4.5 algorithm
implementation) in the Weka classifier algorithm. The confi-
dence factor for the pruning is set to 0.25, and the minimum
number of instances per leaf (minNumObj) is set to 1. The
10-fold cross-validation is additionally used to select and
evaluate the model.

In order to solve imbalanced data problem and improve
the robustness of the system, we, in the current study, pre-
sented SMOTE algorithm to improve the model. The
SMOTE algorithm is an intelligent oversampling technique
for unbalanced datasets proposed by Chawla et al. in 2002.
It can effectively improve the overfitting phenomenon caused
by traditional oversampling techniques and solve the
problem of biased classification results. As illustrated in
Figure 3, after classified dataset is preprocessed for equilib-
rium judgment, the number of records in each class is first
counted to find out the maximum value (max) andminimum
value (min) of the number of records and then quotient max
and min, ifmax/min < 3. After the dataset is judged to be bal-
anced, it is directly entered into the C4.5 classifier for classi-
fication. Otherwise, it is judged that the dataset is unbalanced
and is entered into the SMOTE processor: first, the entire
dataset is sampled, the sampling method is nonrepeatable
sampling, the number is equal to the number of datasets,
each record is randomly sorted, and then, SMOTE is used
to generate newminority data. The effects of operations, such
as filtering and sorting preprocessing on the SMOTE algo-
rithm, are eliminated to ensure that the data obtained by
SMOTE is obtained by randomly combining the major data
and the minor data to avoid overfitting caused by the data
generated by SMOTE only from the minor data. Then, the
data are entered into the classification module.

Table 2: Sleep classification.

Age Duration of sleep (hours) Mark

<3 (months)

<14 TS

14~17 TB

>17 TL

1~2 (years old)
<11 TS

11~14 TB

>14 TL

6~13 (years old)
<9 TS

9~11 TB

>11 TL

14~17 (years old)
<8 TS

8~10 TB

<10 TL

18~64 (years old)
<6 TS

6~10 TB

<10 TL

>64 (years old)
<7 TS

7~8 TB

<8 TL

WHO
standard 

Chinese
standard 

BMI

40

20

Thin

18.5

Normal

Obesity

O
ve

rw
ei

gh
t

Severe
obesity

Extreme 
obesity

Fatter

Thin

Normal

Fatter

Obesity

Severe obesity
B5

B4

B3

B2

B1

29.9

26.9

23.9

Figure 2: BMI classification.
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3. Results

The number of leaves of the tree was 98, while the size of the
tree was 171 (Figures 4–8). The performance indexes of the
tree are as follows: classification accuracy: 87.5281%; kappa
statistic: 0.8344; mean absolute error: 0.0567; and root-
mean-square error: 0.175.

To assess the performance of the proposed system for
stroke risk classification, precision, recall, accuracy, and
kappa were calculated, and 10-fold cross-validation was used.
Equations (5)–(8) were presented to calculate precision,
recall, accuracy, and kappa, respectively.

Precision =
TP

TP + FP
, ð5Þ

Recall =
TP

TP + FN
, ð6Þ

Accuracy =
TP + TN

TP + TN + FP + FN
, ð7Þ

Kappa =
po − pe
1 − pe

: ð8Þ

Precision represents the correct positive prediction ratio
to the whole positive samples. Recall is the correct positive
prediction ratio to the whole positive predictions. Accuracy

is correct prediction ratio to the whole predictions. True
positives (TPs) are positive cases that are correctly pre-
dicted as positive. False negatives (FNs) are positive cases
that are incorrectly predicted as negative. True negatives
(TNs) are negative cases that are correctly predicted as
negative. False positives (FPs) are negative cases that are
incorrectly predicted as positive. Meanwhile, kappa offers
a more robust estimated performance of the proposed sys-
tem compared with a simple agreement and gives an over-
all evaluation of all the cases. po is the relative observed
agreement among the proposed system and the physician
analysis, and pe is the hypothetical probability of chance
agreement.

Table 4 presents the confusion matrix of the classification
result using optimized C4.5 algorithm. In order to evaluate
the performance of the optimized C4.5 algorithm, the ran-
dom forest and Logistic algorithm were implemented for
making comparison. Random forests or random decision
forests are an ensemble learning method for classification,
regression, and other tasks that operate by constructing a
multitude of decision trees at training time and outputting
the class that is the mode of the classes (classification) or
mean prediction (regression) of the individual trees [15].
Logistic regression is a generalized linear regression analysis
model, commonly used in data mining, automatic disease
diagnosis, economic prediction, and other fields. The Logistic
regression is good at analyzing linear relationships, and ana-
lyzing nonlinear relationships is worse than decision trees. In
addition, it is sensitive to extreme values and easily affected
by extreme values, and the decision tree performs better in
this respect [16].

In the current study, the number of trees in the random
forest was set to 100, and for each tree, the minimum number
of instances for each leaf was set to 1. The Ridge value in the
Logistic was set to 1:0E − 8, and the maximum number of
iterations to perform was set to -1. They all use tenfold
cross-validation like decision trees. Tables 5 and 6 summa-
rize the confusion matrix of classification results using
random forest and Logistic algorithm, respectively.

Regardless of accuracy or kappa value, the optimized
C4.5 is the highest among the three algorithms. The recall
of the risk type “T” could achieve only 0.208 using the ran-
dom forest algorithm, which was noticeably lower than
0.962 using the C4.5 algorithm. Figures 9–11 demonstrate
that misclassification rate of risk type “T” is the lowest in
optimized C4.5 algorithm among the three algorithms.

Table 3: Definition of different levels of risk factors of stroke.

Type Definition

Y Have a history of stroke.

T Has a previous transient ischemic attack.

H
The major risk factors defined in the guidelines are 2 items or more, or the major risk factors include 1 item, and the

secondary risk factors involve 2 items or more.

M The major risk factors defined in the guidelines include 1 item, and the secondary risk factors involve less than 2 items.

L The main risk factors defined in the guidelines include 0 item, and the secondary risk factors involve 2 items or more.

N The main risk factors defined in the guidelines include 0 item, and the secondary risk factors involve less than 2 items.

Yes

Data set

Data
preprocessing 

Balance judge

Classified
statistics

Balance 
judgement

Is it
balanced? 

C4.5 classifier

SMOTE
processor

No

Figure 3: SMOTE+C4.5 classification model.
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Corresponding knowledge-based rules can be deduced
from the decision tree. There were 98 knowledge-based rules
deduced from the present case. There are 37 rules related to
the 6 daily living habits (smoking, alcohol consumption,
drinking tea, diet, sleep, and sport), which are illustrated in
the Supplementary Information (available here).

4. Discussion

According to the previous decision tree, the average depth
and frequency of each risk factor in the decision tree were
calculated, as shown in Table 7. Values of risk factors for
stroke (stroke history, hypertension, dyslipidemia, diabetes,

family history of stroke, TIA, smoking, atrial fibrillation,
exercise, sleep, gender, BMI, drinking tea, age, and alcohol
consumption) were increased, indicating that their influence
on risk factors of stroke was relatively reduced. Simulta-
neously, the impact of daily living habits on risk factors of
stroke was relatively insignificant, demonstrating that the
influence of lifestyle habits and diet on risk factors of stroke
is indirect.

We further analyzed the above-mentioned 98
knowledge-based rules for risk factors of stroke, in which risk
factors were extracted from the knowledge-based rules.
Within each set, the sum of the reciprocals of factors was
used to represent the weight of each factor. All factor sets
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and their weights will be described in the Supplementary
Information. Within each set, every two factors formed a fac-
tor pair; the same factor pairs were weighted and summed
together to form a factor-based relationship matrix, as shown
in Table 8.

As illustrated in Table 8, it was unveiled that the risk fac-
tors of stroke, such as stroke history (SH), hypertension

(Hyte), dyslipidemia (Dysl), diabetes (Diab), and age (Age),
have the highest correlation. Of the 6 daily habit factors we
examined (smoking, alcohol consumption, tea, diet, sleep,
and exercise), only the correlation of smoking (Smok) and
sport (Sport) was higher than the average (1.95). This indi-
cates that alcohol consumption, drinking tea, diet, and sleep
are not strongly correlated with other factors. In addition,

Table 4: Confusion matrix achieved by the optimized C4.5 algorithm.

Risk level analyzed by optimized C4.5 algorithm
Recall

H M Y T N L

Risk level analyzed by physicians

H 1288 127 0 0 0 0 0.910

M 44 1502 0 0 0 0 0.972

Y 0 0 165 0 0 0 1.000

T 2 0 0 51 0 0 0.962

N 0 0 0 0 679 255 0.727

L 0 0 0 0 182 596 0.766

Precision 0.966 0.922 1.000 1.000 0.789 0.700

Accuracy 87.53%

Kappa 0.8344

Table 5: Confusion matrix achieved by the random forest algorithm.

Risk level analyzed by random forest algorithm
Recall

H M Y T N L

Risk level analyzed by physicians

H 1300 115 0 0 0 0 0.919

M 72 1473 0 0 1 0 0.953

Y 6 0 158 0 0 1 0.958

T 24 6 0 11 3 9 0.208

N 0 0 0 0 699 235 0.748

L 0 0 0 0 239 539 0.693

Precision 0.927 0.924 1.000 1.000 0.742 0.688

Accuracy 85.46%

Kappa 0.8063

Table 6: Confusion matrix achieved by the Logistic algorithm.

Risk level analyzed by Logistic
Recall

H M Y T N L

Risk level analyzed by physicians

H 1289 124 0 1 0 1 0.911

M 97 1446 1 1 1 0 0.935

Y 0 0 164 0 0 1 0.994

T 5 0 1 46 1 0 0.868

N 0 0 0 0 690 244 0.739

L 0 1 0 0 214 563 0.724

Precision 0.927 0.920 0.988 0.958 0.762 0.696

Accuracy 85.83%

Kappa 0.8119
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regarding this weak correlation, the correlation values of
alcohol consumption, drinking tea, diet, sleep, smoking,
and sport were close to those of strong correlation categories
(SH, Hyte, Dysl, Diab, and Age), as shown in Table 9.

4.1. Smoking and Sport. Of the 37 knowledge-based rules
mentioned above, 30 rules included a “smoking” factor, sug-
gesting that smoking significantly increases the risk factors of
stroke. Yamagishi et al. demonstrated that smoking increases
the risk of stroke in patients with hypertension [17], which is
in line with our findings. In addition, the radar chart of the
risk ratio of smoking to nonsmoking is also illustrated by
Figure 12(a).

Of the 37 knowledge-based rules mentioned above, 35
contained “sport.” As displayed in Figure 12(b), there is no
significant difference in the impact of high-intensity and
medium-intensity exercise on risk factors of stroke. Exercise
is the most common factor affecting the risk of stroke, and
moderate exercise helps prevent stroke, which is consistent
with the results of McDonnell et al.’s study [18].

Additionally, 28 knowledge-based rules contained both
“smoking” and “sport” factors, indicating that smoking and
sport are closely associated together, and further, doing exer-
cise by smokers is beneficial to reduce the risk of stroke.

4.2. Alcohol Consumption and Drinking Tea. It was noted
that individuals who drink alcohol have a significantly higher
risk of stroke than nonalcohol consumers (Figure 12(c)).
This is in line with Hu et al.’s outcome that heavy drinking
can increase the risk of stroke, while moderate drinking has
insignificant influence on the risk of stroke [19]. However,
it is not an independent factor and is typically associated with
hypertension, diabetes, and hypercholesterolemia.

Knowledge-based rules showed that drinking tea has no
direct effect on the risk of stroke (Figure 12(d)), and similar
to alcohol consumption, it can be related to BMI. Sosa et al.
demonstrated that tea is highly beneficial to reduce the risk
of stroke in obese people [20]. Zhang et al. conducted
experiments on mice and concluded that drinking tea
has a neuroprotective effect on hemorrhagic stroke [21].
In addition, we found that “tea = y” and “alco = y” do not
simultaneously appear in the same rule in the present
study, and the correlation value of 0.14 (Table 8) between
them is also very insignificant, indicating that drinking tea
and alcohol consumption have simultaneously no effect on
the risk of stroke.

4.3. Diet. As shown in Figure 12(e), the effects of the three
types of diet (mainly sugar, fat, and protein) on risk of stroke
are not significantly different. According to the rules, these
types are more concentrated in the “H” and “M” types, dem-
onstrating that dietary structure has a certain influence on
individuals with high risk of stroke. In addition, from the
perspective of correlation value (Table 8), it has a relatively
higher correlation with other factors compared with alcohol
consumption, drinking tea, and sleep.

4.4. Sleep. As displayed in Figure 12(f), the risk of stroke is
lower when duration of sleep is appropriate. Very long or
short duration of sleep is not conducive to avoid the risk of
stroke, which is consistent with Huang et al.’s findings,
expressing that a good sleep quality helps reduce the risk of
stroke [11, 22]. From the perspective of rules, sleep is associ-
ated with smoking, alcohol consumption, and sport, and
from the perspective of correlation, sleep, smoking, and exer-
cise are relatively correlated together. People who exercise
less and are obese have an increased risk of stroke, if the
duration of their sleep is extremely long. People who exercise
less, as well as being smokers, and alcohol drinkers have a
higher risk of stroke, if the duration of their sleep would be
lower than normal level.

As shown in Figure 12(a), “YESp” stands for “smoking”
and “Nop” stands for “nonsmoking.” As illustrated in
Figure 12(b), “C1p,” “C2p,” and “C3P” represent three kinds
of exercise: “C1,” “C2,” and “C3.” In Figure 12(c), “YESp”
stands for “drinking,” and “Nop” denotes “no drinking.” As
displayed in Figure 12(d), “YESp” stands for “drinking tea,”
and “Nop” represents “no tea drinking.” As depicted in
Figure 12(e), “C1p,” “C2p,” and “C3p” represent “C1,”
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Figure 9: Illustration of errors of the optimized C4.5 algorithm.
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Figure 10: Illustration of errors of the random forest algorithm.
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Figure 11: Illustration of errors of the Logistic algorithm.
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“C2,” and “C3,” respectively. As illuminated in Figure 12(f),
“TSp,” “TBp,” and “TLp” denote “TS,” “TB,” and “TL,”
respectively.

5. Conclusions

In the present study, we optimized the decision tree C4.5
algorithm to assess and analyze risk factors of stroke (stroke
history, hypertension, dyslipidemia, diabetes, family history
of stroke, TIA, smoking, atrial fibrillation, sport, sleep,
gender, BMI, drinking tea, age, alcohol consumption, and
diet) via 5599 valid data collected. The classification result

showed to have an accuracy of 87.5281% and a kappa coeffi-
cient of 0.8344. It also was noted that classification perfor-
mance was higher than that of the random forest and
Logistic algorithm. Then, we focused on 6 factors influencing
daily life, such as smoking, alcohol consumption, drinking
tea, sleep, and sport, and presented a series of knowledge-
based rules that are conducive to guide patients to adjust
individuals’ living habits. With further analysis of decision
tree and knowledge-based rules, the independent influence
of each factor and the relationship between the factors
were analyzed. Different from other studies, we analyzed
the relationship between smoking and exercise, among

Table 8: A factor-based relationship matrix.

SH Hyte Dysl Diab FSH TIA Smok AF Sport Sleep Gen BMIc Tea Age Alco

Hyte 6.84

Dysl 6.34 6.34

Diab 5.71 5.71 5.46

FSH 5.71 4.95 4.95 4.64

TIA 3.91 3.91 3.66 3.46 3.29

Smok 4.16 4.16 4.16 4.16 3.85 3.03

AF 0.45 0.45 0.45 0.45 0.45 0.33 0.20

Sport 4.49 4.49 4.49 3.82 3.98 2.90 3.44 0.20

Sleep 0.42 0.42 0.42 0.42 0.27 0.08 0.42 0.00 0.27

Gen 1.74 1.74 1.74 1.43 1.43 1.05 1.05 0.00 1.74 0.08

BMIc 2.17 2.17 2.17 2.17 2.17 2.17 2.17 0.00 2.17 0.08 1.05

Tea 0.60 0.60 0.60 0.60 0.60 0.48 0.48 0.13 0.48 0.00 0.22 0.38

Age 6.84 6.84 6.34 5.71 4.95 3.91 4.16 0.45 4.49 0.42 1.74 2.17 0.60

Alco 0.70 0.70 0.70 0.70 0.70 0.40 0.70 0.00 0.70 0.19 0.22 0.40 0.14 0.70

DT 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.00 0.96 0.00 0.62 0.86 0.38 0.96 0.22

Table 7: Values of risk factors for stroke.

Risk factors
Depth/frequency

Average depth
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

SH 1 0.00

Hyte 2 2.00

Dysl 2 1 3.33

Diab 4 2 1 3.71

FSH 4 1 5.40

TIA 1 1 1 2 2 5.43

Smok 1 2 1 6.00

AF 7 2 6.67

Sport 1 1 3 7.00

Sleep 1 1 1 8.67

Gen 1 1 3 2 9.00

BMI 3 1 9.25

Tea 1 1 1 9.33

Age 1 2 1 3 3 1 10.00

Alco 1 2 1 1 10.60

DT 1 3 10.75
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alcohol consumption, drinking tea, and BMI, among diet,
sport, and BMI, and among sleep, sport, smoking, and
alcohol consumption and found that although these daily
living habits cannot directly determine the risk of stroke
(with low independent influence) they could be used to
intervene the risk factors of stroke. On the one hand,
smoking and exercise were strongly associated with other

risk factors of stroke; on the other hand, sleep, drinking
tea, alcohol consumption, and diet were not firmly associ-
ated with other risk factors of stroke, and they were
relatively tightly associated with smoking and exercise. How-
ever, further research needs to be conducted to indicate
whether smoking and exercise play a significant role in the
risk of stroke in daily habits.
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Figure 12: Radar charts illustrating the effects of daily life habits on risk factors of stroke.

Table 9: Factors with higher correlation values than the mean values within the group.

Smok Sport Sleep Tea Alco DT
Factors Correlation Factors Correlation Factors Correlation Factors Correlation Factors Correlation Factors Correlation

SH 4.16 SH 4.49 SH 0.42 SH 0.60 SH 0.70 SH 0.96

Hyte 4.16 Hyte 4.49 Hyte 0.42 Hyte 0.60 Hyte 0.70 Hyte 0.96

Dysl 4.16 Dysl 4.49 Dysl 0.42 Dysl 0.60 Dysl 0.70 Dysl 0.96

Diab 4.16 Age 4.49 Age 0.42 Age 0.60 Age 0.70 Age 0.96

Age 4.16 FSH 3.98 Diab 0.42 Diab 0.60 Diab 0.70 Diab 0.96

FSH 3.85 Diab 3.82 Smok 0.42 FSH 0.60 FSH 0.70 FSH 0.96

Sport 3.44 Smok 3.44 FSH 0.27 Smok 0.48 Smok 0.70 Smok 0.96

TIA 3.03 TIA 2.90 Sport 0.27 Sport 0.48 Sport 0.70 Sport 0.96

TIA 0.48 TIA 0.96

BMI 0.86

The effects of the 6 daily habits (smoking, alcohol consumption, drinking tea, diet, sleep, and exercise) on stroke risk are discussed in the next sections.
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Chronic obstructive pulmonary disease (COPD) is a global high-incidence chronic airway inflammation disease. Its deterioration
will lead to more serious lung lesions and even lung cancer. Therefore, it is urgent to determine the pathogenesis of COPD and find
potential therapeutic targets. The purpose of this study is to reveal the molecular mechanism of COPD disease development
through in-depth analysis of transcription factors and ncRNA-driven pathogenic modules of COPD. We obtained the
expression profile of COPD-related microRNAs from the NCBI-GEO database and analyzed the differences among groups to
identify the microRNAs significantly associated with COPD. Then, their target genes are predicted and mapped to a protein-
protein interaction (PPI) network. Finally, key transcription factors and the ncRNA of the regulatory module were identified
based on the hypergeometric test. The results showed that CUL1 was the most interactive gene in the highly interactive module,
so it was recognized as a dysfunctional molecule of COPD. Enrichment analysis also showed that it was much involved in the
biological process of organelle fission, the highest number of regulatory modules. In addition, ncRNAs, mainly composed of
miR-590-3p, miR-495-3p, miR-186-5p, and transcription factors such as MYC, BRCA1, and CDX2, significantly regulate COPD
dysfunction blocks. In summary, we revealed that the COPD-related target gene CUL1 plays a key role in the potential
dysfunction of the disease. It promotes the proliferation of fibroblast cells in COPD patients by mediating functional signals of
organelle fission and thus participates in the progress of the disease. Our research helps biologists to further understand the
etiology and development trend of COPD.

1. Introduction

Chronic obstructive pulmonary disease (COPD) is a respira-
tory system disease which is usually caused by chronic
inflammation caused by respiratory pathogens such as
viruses or bacteria [1]. It is usually accompanied by persis-
tent respiratory symptoms and airflow limitations. As the
main cause of disability and death worldwide, the deteriora-
tion of pathological inflammation will evolve into highly
susceptible chronic bacterial pulmonary infection and acute
recurrence of COPD (AECOPD) [2–4]. Moreover, it can
induce chronic hypercapnia respiratory failure (CHRF)

and lung cancer [5, 6]. These all cause a significant health
burden to patients, seriously impairing their quality of life,
exercise ability, and lung function [7, 8]. In addition to sus-
ceptible adult groups, neonates with pulmonary and bron-
chial dysplasia (BPD) are thought to have a high latent
risk of COPD [9]. COPD is the product of complex interac-
tion between heredity, the environment, and other factors.
In the field of genetics, identifying genetic variants that lead
to disease progression is conducive to identifying risk fac-
tors, understanding potential disease mechanisms, and
developing new therapies. Genome-wide association studies
(GWAS) have successfully identified many loci related to
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lung function, COPD, and asthma. Among them, lung
function-related single nucleotide polymorphisms (SNPs)
overlap considerably with SNPs that may be involved in
COPD mechanisms [10]. Besides, air pollution seriously
impairs lung and airway functions and induces many dis-
eases (including lung cancer, COPD, cardiovascular disease,
and malignant tumors) [11, 12].

At present, there are various reports about the molecular
mechanisms of COPD. For example, PINK1-PARK2-
mediated mitochondrial autophagy plays a major role in
the pathogenesis of aging-related lung diseases such as
chronic obstructive pulmonary disease (COPD) and idio-
pathic pulmonary fibrosis (IPF) [13]. Cytokines such as
interleukin-1 (IL-1), IL-6, and IL-8 are key participants in
the initiation and transmission of inflammation in chronic
inflammatory airway diseases such as COPD [14]. Multipo-
tent mesenchymal stem/stromal cells (MSCs) have strong
self-renewal characteristics and the ability to differentiate
into tissue-specific cells. It has obvious therapeutic potential
in early clinical trials in acute respiratory distress syndrome
(ARDS) and chronic obstructive pulmonary disease (COPD).
It is useful to note that secretory proteins derived from MSC
may become potential therapeutic agents for invasive lung
diseases [15]. Besides, research on molecular functional path-
ways is also an important direction to reveal the pathogenesis
and treatment mechanism of COPD. According to research
reports, fibroblast growth factor 10 (Fgf10) located in the
lung mesenchyme is essential for promoting epithelial cell
regeneration after injury. The signaling pathway plays a reg-
ulatory role in different human lung diseases such as bronch-
opulmonary dysplasia (BPD), idiopathic pulmonary fibrosis
(IPF), and COPD [16]. Abnormal regulation of Wnt/beta-
catenin signal transduction is also closely related to COPD
and other disease types. It can be used as a potential target
for disease treatment, and the progress of Wnt activator is
particularly important [17]. This series of experimental
results has greatly deepened our understanding of the patho-
genesis of COPD and encouraged us to conduct more in-
depth research.

In order to have a deeper understanding of the underly-
ing mechanism of COPD disease progression and related sig-
naling pathways, we combined the frontier reports of
smoking on potential disease risks and systematically ana-
lyzed the microarray expression profiles of healthy smokers
and COPD smokers through involving healthy controls [18,
19]. It was found that CUL1 was highly expressed and signif-
icantly mediated the dysfunction module of COPD, espe-
cially in the enrichment analysis of the function and
pathway. It was noted that CUL1 promoted the proliferation
of fibroblast cells in COPD patients by activating organelle
fission. Therefore, this study identified it as the core bio-
marker of COPD. In conclusion, the comprehensive and sys-
tematic analysis in this study revealed that CUL1 participates
in the organelle fission pathway to inhibit the proliferation of
fibroblast cells in COPD patients. This discovery will contrib-
ute to the understanding of the pathogenic mechanism of
diseases in the medical community and also indicates the
direction for scientific research to effectively curb the global
spread of diseases.

2. Results

2.1. Predicting Target Genes Based on Targeting Relations of
MicroRNAs.Differential expression analysis can screen genes
related to the occurrence and development of COPD. There-
fore, based on the microarray expression profiles of micro-
RNAs, we screened for differentially expressed microRNAs
between nonsmokers and healthy smokers and between non-
smokers and COPD smokers. A total of 123 differentially
expressed microRNAs were obtained. These microRNAs
may play an important role in the pathogenesis of COPD.
Then, 9952 target genes were predicted according to the tar-
geting relationship of microRNAs.

In order to observe the interaction between COPD target
genes, we mapped it to human protein-protein interaction
(PPIs) networks and obtained a PPI of target genes. This
PPI network consists of 5878 gene nodes and 91496 edges.
According to the principles of systems biology and molecular
biology, it can be concluded that this PPI generalizes the
molecular pathogenic mechanism of COPD to a certain
extent.

2.2. High Interaction Module Characterizes Potential
Dysfunction of COPD. In order to further explore the key
pathways involved in COPD, we conducted a modular anal-
ysis of PPIs related to target genes. Based on the cohesion and
neighbor selection algorithm, we identified 19 functional
modules (Figure 1) with 1656 related genes. Relatively speak-
ing, these interactive modules have more significant interac-
tion relationships, which can better characterize the basic
molecular mechanism of COPD. At the gene level, module
genes represent a series of highly related genes. Genes in
the same module may play similar biological functions or
coregulate certain biological processes. From the point of
view of systems biology, searching for modular genes with
potential functions is actually a bridge between the functions
of individual genes and the characteristics of global networks.
In addition, each module may represent a pathway that
mediates the onset of COPD. Therefore, the identification
of gene function modules is the core of targeted COPD
research and the key step to understanding its molecular
mechanism.

In order to further explore the function of module genes
in the pathogenesis of COPD, we analyzed the enrichment of
the function and pathway of module genes (Figures 2(a) and
2(b)). Consequences of 23548 biological processes, 2879 cell
components, 2849 molecular functions, and 944 Kyoto Ency-
clopedia of Genes and Genomes (KEGG) pathways were
obtained. It was found that the genes in the module were sig-
nificantly enriched in various biological processes involving
COPD, such as organelle fission, mitosis, and cell adhesion
molecule binding. At the same time, module genes are also
significantly involved in the PI3K-Akt signaling pathway,
autophagy-animal and RNA transport, and other COPD-
related signaling pathways. In addition, based on statistical
analysis, we found that up to 18 modules were significantly
enriched in the biological processes of organelle fission and
regulation of binding, while mitotic mitosis, negative regula-
tion of binding, and binding of cell adhesion molecules were
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significantly enriched in 17 modules. In retrospect, we inte-
grated 19 dysfunctional module genes and constructed a
functional global network (Figure 2(c)). This functional net-
work may imply the overall dysfunction mechanism of
COPD.

2.3. Modular Introductory Gene May Be the Core Gene of
COPD Disease. The modular approach has deepened our
understanding of the basic molecular mechanism of COPD,
but 1656 genes still fail to accurately represent the dysfunc-
tion mechanism of COPD. Therefore, in order to identify
the genes that play a critical role in the dysfunction module,
we first constructed a protein interaction subnet for the genes
in the module. Then, based on the module subnet, we analyze
the connectivity of nodes (Figure 3). According to regula-
tions, genes with greater connectivity mean more active
supervisory roles in a module, so in a module, genes with
the greatest connectivity will be considered as intrinsic genes
in dysfunctional modules. Depending on the order of con-
nectivity, we find that the core gene CUL1 of module 1 is
the most prominent. It effectively targets other genes and
drives dysfunctional modules and then mediates the occur-
rence of diseases. It plays an important role in the probable
pathogenesis of COPD. Therefore, CUL1 was identified as
the core endogenous gene of COPD.

2.4. Modular ncRNA Pivot Mediates COPD Dysfunction. In
systemic genetics, gene transcription and posttranscriptional

regulation have been taken into account as key regulators of
disease occurrence and development, and ncRNA is recog-
nized as a gene regulator. Although the regulation of a single
or several ncRNAs on the pathogenesis of COPD has been
confirmed by biologists, few studies have focused on their
comprehensive regulation of dysfunctional modules. Scien-
tific prediction of ncRNA pivot regulators in dysfunctional
modules is advantageous for us to explore the transcriptional
regulation mechanism of COPD. To this end, pivot analysis
based on the targeting relationship between ncRNA and
module genes was performed to explore ncRNA regulators
causing module dysfunction. The predicted results
(Figure 4) show that a total of 2511 ncRNAs involve 1360
ncRNA-module target pairs, which substantially regulate
these COPD-related functional modules and affect the occur-
rence and development of diseases. In addition, the number
of pivot regulatory modules was statistically analyzed. It
was found that microRNA miR-590-3p drastically regulated
15 functional modules and played a central role in the poten-
tial dysfunction mechanism of COPD. miR-495-3p was iden-
tified to be significantly associated with 11 dysfunctional
modules and played a major role in the pathogenesis of
COPD. Other ncRNAs also show significant regulatory
effects on modules, which may be a possibility pathogenic
factor of COPD and play a potential role.

2.5. TF Pivot Driver Module Participates in COPD Dysfunction
Mechanism. In addition to ncRNA, transcription factors are
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Figure 1: Highly interactive module characterizes 19 COPD highly interactive modules obtained from modular analysis of potential
dysfunction of COPD. Different color circle dot groups represent 19 different module genes, and the center yellow dot group represents
module overlap genes.
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Figure 2: Continued.
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equally essential for the transcriptional regulation of genes.
Numerous studies have shown that disordered expression of
transcription factors may lead to the occurrence of various dis-
eases. The occurrence of COPD is also closely related to the
dysfunction of transcription factors, which are fully reflected
in the regulation of dysfunctional modules. Based on the pivot
analysis of transcription factors (Figure 5), we identified 55
transcription factors that may be associated with COPD dys-
function, involving 67 TF-module regulatory pairs. It is to be
noted that statistical analysis of these TF-module regulatory
pairs reveals that MYC significantly regulates four modules,
while BRCA1 and CDX2 regulate two modules. These tran-

scription factors play an essential role in the occurrence and
development of COPD. Additional transcription factors also
show significant regulatory effects on modules, contributing
to the pathogenesis of COPD, which may be a potential dys-
functional molecule of COPD.

3. Discussion

Chronic obstructive pulmonary disease (COPD) is one of the
most common diseases in the world, and smoking is thought
to be the main contributing factor to its pathogenesis and
development [18]. Despite the fact that researchers have
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Figure 2: Functional and pathway enrichment analysis of modular genes (excerpts). (a). GO functional enrichment analysis of module genes.
From blue to purple, the enrichment increased dramatically. The larger the circle, the larger the proportion of module genes in GO functional
entry genes. (b). KEGG pathway enrichment analysis of modular genes. From blue to purple, the enrichment increased markedly. The larger
the circle, the larger the proportion of module genes to KEGG pathway entry genes. (c). Network map of the functional pathway.
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explored the etiology of COPD from various aspects, the
potential relationship between COPD and tobacco sub-
stances and other factors remains unclear. In this study, we
synthesized the multivariate analysis to determine key mole-
cules and their disease-mediated functions. At the molecular
level, we first construct the internal subnet of the interaction
module and then analyze the connectivity of each module
subnet and get the most connected intrinsic gene CUL1.
Maximum connectivity of introductory genes means that
these are the genes that interact the most with them in this
module, that is to say, they result in pulling the whole body
together. The slight abnormal expression of endogenous
genes may bring about great changes in the module level.
Cullin1 (CUL1) is a scaffold protein of ubiquitin E3 ligase
Skp1-Cullin1-F-box protein complex (SCF). It is grouped
and located in the nucleus (to a lesser extent in the cyto-
plasm), and its ubiquitousness involves cell cycle processes,
signal transduction, and transcription. At the same time,
CUL1 is also a cancer-related gene which has attracted wide
attention in the academic circles in recent years. It mainly
affects the proliferation, invasion, and metastasis of cancer
cells. It mediates the occurrence, development, and adverse
prognosis of various diseases through related pathways, and
it has been determined that it is a new diagnostic and prog-
nostic marker for lung cancer and other cancers [20–23].
Taking into account these confirmed results, CUL1 was iden-
tified as a dysfunctional molecule and potential biomarker of
COPD. Nevertheless, the underlying relationship between its
functions, pathways, and the physiological processes of

COPD has not been clearly elucidated, and we are required
to conduct enrichment analysis of functional pathways to
verify it.

At the segmental level, we note that modular genes are
involved in the most significant biological process of organ-
elle fission, up to 18 dysfunctional modules. Functions such
as mitochondrial fission and fusion of immune-related
organelles can directly affect health, leading to diseases such
as aging, tumorigenesis, lung injury, and COPD. In addition,
COPD is recognized as oxidative stress injury caused by long-
term exposure to stimulants such as smoke inhalation, and
reactive oxygen species (ROS) induce structural and func-
tional mutations in airway epithelial mitochondria [24, 25].
Therefore, the dysfunctional molecule CUL1 in the COPD
highly interactive module mediates oxidative damage
induced by the fission of functional organelles of the most
prominent module, thus accelerating the proliferation of dis-
ease cells. Other significant functional pathways are also
involved in the process of disease generation and pathogene-
sis to varying degrees, which need further experimental veri-
fication and analysis by future researchers.

Then, we predicted that 2512 ncRNAs participated in the
occurrence and development of COPD through regulatory
modules and verified their abnormal expression in COPD
to varying degrees based on a different analysis. According
to the statistical analysis, we determined that miR-590-3p
had a significant effect on 15 dysfunctional modules,
FENDRR had significant regulation on 9 modules, miR-
218-5p had regulation on 7 modules, and other ncRNAs

Figure 3: Highly interactive module-driven genes. Node colors from brown to dark red represent the connectivity of module genes from tiny
to large, and each node group represents each module.
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had regulation on different numbers of modules. Among
them, downregulation of miR-590-3p is common especially
in breast cancer, which is negatively correlated with SIRT1
expression and coinhibits cell survival and induces cancer
cell apoptosis. It may be a possibility target for further devel-
opment and more effective treatment of breast cancer, but its
potential role in COPD has not been reported [26]. However,
the forecast results of this study clearly indicate that micro-
RNA-590-3p, as the ncRNA regulating the most COPD
dysfunction module, may play a potential role in the patho-
genesis of COPD, which can be used as a candidate factor
for further molecular experimental validation research.
Long-chain noncoding RNA (lncRNA) FENDRR can be

upregulated by CNVR_3425.1, which may be a potential tar-
get for COPD treatment [27]. In a comprehensive analysis of
the microRNA-RNA-lncRNA network in nonsmoking and
smoking COPD patients, the microRNA-218-5p and its
interaction targets may be associated with the deterioration
process of nonsmoking COPD [28].

Finally, we identified 55 transcription factors that sub-
stantially regulate COPD dysfunction in varying degrees.
According to regulatory analysis, MYC significantly regulates
four COPD dysfunction modules, and BRCA1 and E2F1
have regulatory effects on two modules. c-MYC, a transcrip-
tion activator located in small pulmonary vessels, is highly
expressed in COPD lung tissue. The abnormal apoptosis
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and proliferative activity induced by c-MYC may contribute
to the structural remodeling of COPD pulmonary vessels
[28]. Moreover, c-MYC has been recognized as a carcinogen
of lung cancer in molecular biology [29]. In addition, BRCA1
showed increased protein abundance expression in proteo-
mics analysis, which is expected to be a candidate molecule
for further exploration of COPD [30]. E2F1 is a transcription
factor targeted by microRNA-197. Its molecular level
increases in the arteries (PA) of COPD patients and mediates
the role of microRNA-197 in vascular wall remodeling regu-
lating the phenotype of smooth muscle cells (SMC) [31].
Other transcription factors that significantly regulate COPD
dysfunction modules may also participate in the elementary
process of COPD, which needs to be verified by experiments.

In conclusion, based on the modular analysis method,
CUL1 was identified as the core endogenous gene of COPD,

which inhibits the deterioration of COPD by mediating the
organelle fission pathway. COPD patients should reduce
the incidence of cigarette smoking during treatment and quit
smoking as soon as possible. The risk of relapse should also
be paid attention to in subsequent rehabilitation. In addition,
ncRNA and transcription factors mediating dysfunction
modules were explored by combining transcriptional and
posttranscriptional regulation. These findings will help to
reveal the intricate molecular pathogenic mechanism of
COPD and provide new candidate factors and a solid theo-
retical basis for subsequent research.

4. Materials and Methods

4.1. Data Resources. Firstly, we collected a set of microRNA
expression profiles of COPD from the NCBI Gene
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Expression Omnibus database (GEO Dataset) [32], the
number of which is GSE56923. The data set included 8 non-
smokers, 8 healthy smokers, and 8 COPD smokers. Secondly,
we downloaded all the human protein-protein interaction
data in the STRING V10 database [33] to construct the dif-
ferentially targeted gene PPIs related to microRNAs. The
STRING database is a universal search tool for retrieving
interactive genes/proteins. It can help us find and annotate
functional interactions in the life system. Then, we screened
ncRNA-RNA (protein) interaction pairs with a score ≥ 0:5
from the RAID v2.0 database [34] for predicting target genes.
At the same time, all human transcription factor target data
are downloaded and used in the TRRUST V2 database [35]
to predict hypothetical factors that regulate modular genes.

4.2. Difference Analysis. The differential expression analysis
of microRNA expression profile data in this study was imple-
mented by the R language limma package [36–38]. Firstly,
the background correct function is used for background cor-
rection and standardization. Secondly, the method of normal
between array function quantile normalization was used to
filter out the control probe and the low expression probe.
Then, based on the lmFit and eBayes functions, the default
parameters are used to determine the differential expression
of microRNAs in the dataset that are potentially involved in
the pathogenesis of COPD.

4.3. Recognition Module Based on Protein Interaction
Network. Modularization is essential for this study. Firstly,
we use the screened ncRNA-RNA (protein) interaction pairs
as background sets to search for differentially expressed tar-
get genes targeting for microRNAs. Cytoscape [39] visualiza-
tion methods are used to observe the mapping of target genes
into a human protein-protein interaction network more
intuitively. Subsequently, interaction pairs containing only
these genes were extracted, and a target gene PPI for COPD
was constructed. Then, we use the plug-in ClusterONE [40]
with default parameters to identify modules based on the
cohesion algorithm and neighbor selection strategy. Finally,
on the basis of modularization, we also conducted connectiv-
ity analysis among genes to screen out the most interactive
endogenous genes in the module.

4.4. Functional and Pathway Enrichment Analysis. Exploring
the functions and signaling pathways of gene involvement is
often advantageous to study the molecular mechanism of dis-
eases. Enrichment of genes in dysfunctional modules is an
effective means to explore the underlying pathogenesis of
COPD. Therefore, based on the R language clusterProfiler
package [41], we performed enrichment analysis of the gene
of the module with the Gene Ontology (GO) function (p
value cutoff = 0:05, q value cutoff = 0:05) and KEGG path-
way (p value cutoff = 0:05, q value cutoff = 0:05). In addition,
we also used ClueGO plug-in [42] with default parameters in
Cytoscape to analyze the functions of all modules’ compre-
hensive network and build a functional network of COPD.

4.5. Pivot Analysis and Prediction of ncRNA and TF in
Regulatory Module. We stipulate that the pivot regulator
means that the number of targeting regulators between each

regulator and each module exceeds 2. Meanwhile, the signif-
icance of the interaction between the pilot regulator and the
module is calculated by the hypergeometric test (p value <
0.01). In this study, we used the target data of ncRNA and
TF as the background and combined them with the Python
program to forecast the pivot analysis. We obtained pivot
regulators of a meaningful regulatory dysfunction module.
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Deep neural networks have recently been applied to the study of brain disorders such as autism spectrum disorder (ASD) with great
success. However, the internal logics of these networks are difficult to interpret, especially with regard to how specific network
architecture decisions are made. In this paper, we study an interpretable neural network model as a method to identify ASD
participants from functional magnetic resonance imaging (fMRI) data and interpret results of the model in a precise and consistent
manner. First, we propose an interpretable fully connected neural network (FCNN) to classify two groups, ASD versus healthy
controls (HC), based on input data from resting-state functional connectivity (rsFC) between regions of interests (ROIs). The
proposed FCNN model is a piecewise linear neural network (PLNN) which uses piecewise linear function LeakyReLU as its
activation function. We experimentally compared the FCNN model against widely used classification models including support
vector machine (SVM), random forest, and two new classes of deep neural network models in a large dataset containing 871
subjects from ABIDE I database. The results show the proposed FCNN model achieves the highest classification accuracy. Second,
we further propose an interpreting method which could explain the trained model precisely with a precise linear formula for each
input sample and decision features which contributed most to the classification of ASD versus HC participants in the model. We
also discuss the implications of our proposed approach for fMRI data classification and interpretation.

1. Introduction

Autism spectrum disorder (ASD) is a subtype of extensive
developmental disorder which is characterized by reciprocal
social communication impairment as well as repetitive,
restricted, and stereotyped behaviors [1]. The cause of ASD
is uncertain, and the diagnosis is often difficult since the
expressions of ASD symptoms are diverse and may vary over
the course of development [2]. Functional magnetic reso-
nance imaging (fMRI) is one of the most widespread
approaches which is noninvasive and useful for understand-
ing brain function [3]. fMRI has been applied recently for
distinguishing ASD patients from healthy controls, and vari-

ous machine learning methods have been used to analyze
fMRI data of brain disorder [4–7]. However, so far, it has
been challenging to analyze fMRI data for brain disorder
due to the data characteristics such as high dimensionality,
structural complexity, nonlinear separability, and the sequen-
tial changes of traceable signals in each voxel [8].

Given the excellent learning capability and classification
performance in many domains, deep learning methods
have been recently applied to fMRI data from ASD patients
[9–14]. Sólon et al. [9] investigated the patterns of func-
tional connectivity that help to identify ASD participants
from functional brain imaging data. They used stacked
denoising autoencoders for the unsupervised pretraining
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stage to extract a low-dimensional version from the ABIDE
database and then applied the encoder weights to a multilayer
perceptron for classification. The ABIDE (Autism Brain
Imaging Data Exchange) database [15] contains a rich set
of fMRI data that has aggregated functional and structural
brain imaging data collected from multisite around the
world (see Section 2.1 below for details). Guo et al. [10]
stacked multiple sparse autoencoders for data dimension
reduction and developed a feature selection method to
select features with high discriminative power. Then, they
used a softmax regression on top of the stacked sparse
autoencoders for data classification. Eslami et al. [11] used
an autoencoder and a single-layer perceptron to extract
lower dimensional features, and the trained perceptron is
used for the final round of classification. Brown et al. [12]
proposed an element-wise layer based on BrainNetCNN
[16] and used anatomically informed, data dependent, prior
to regularize the weights of the layer.

Researchers are also trying to explain these models, by
analyzing the discriminative features or potential neuroimag-
ing biomarkers that contribute to the classification of ASD
from healthy controls. Li et al. [17] trained a deep neural net-
work to classify 3D fMRI volumes, developed a frequency-
normalized sampling method to replace a ROI of the original
image with the sampling data, and put it in the trained model
to get a new prediction. Based on the different predicting per-
formance, they used a statistical method to interpret the
importance of the ROI. In the study of discovering imaging
biomarkers for ASD [18], they went beyond looking at only
individual features by using Shapley value explanation on
interactive features’ prediction power analysis. Guo et al.
[10] proposed a deep neural network with a feature selection
method from multiple trained sparse autoencoders, then
developed Fisher’s score-based biomarker identification
method for their deep neural network using the rs-fMRI
dataset in ABIDE I. These approaches all led to useful
insights into the mechanism of deep learning models.
However, such deep and nonlinear models are usually
constructed as black boxes with complex network structure
and hidden internal logic and are difficult to interpret with
regard to how architecture decisions are consistently made
by researchers [19].

In this study, we introduce an interpretable learning
approach for resting-state functional connectivity analysis.
We firstly propose an interpretable neural network model
to distinguish between ASD participants and healthy con-
trols (HC) based on resting-state functional connectivity
(rsFC) of each subject. The proposed model is an interpret-
able fully connected neural network (FCNN), which uses
piecewise linear function LeakyReLU as its activation func-
tion. It is a fully connected neural network including two
hidden layers, input layer and output layer. Further, the
proposed model is a piecewise linear neural network
(PLNN) [20], which is mathematically equivalent to a set
of local linear classifiers and could be interpreted precisely
and consistently [19]. Secondly, taking advantage of the
interpretation of PLNN, we propose an interpretable
method which could explain the trained classification
model with a precise linear formula for each input sample

and the decision features which contribute most to classify
ASD versus HC in the model.

We experimentally compared the proposed FCNNmodel
against widely used benchmark models including SVM, ran-
dom forest (RF), and two new neural network models in clas-
sifying data from the multisite ABIDE I database [15]. The
proposed FCNN model, based on input data from rsFC
between regions of interests (ROIs) accord to the AAL atlas
[21], achieved the highest accuracy 69.81% in the large data-
set containing 871 subjects (403 ASD patients and 468
healthy controls). We also explained the most important fea-
tures in the model.

2. Dataset and Preprocessing

2.1. Dataset. We chose the dataset from the Autism Brain
Imaging Data Exchange (ABIDE) initiative [15] to confirm
the approach proposed in this study. The ABIDE initiative
has aggregated functional and structural brain imaging data
collected from multiple sites around the world. The dataset
used in this study contained 871 subjects acquired from 17
acquisition sites with different imaging protocols that met
the imaging quality and phenotypic information criteria
[22]. This dataset includes 403 individuals suffering from
ASD and 468 healthy controls (HC).

2.2. Preprocessing.We downloaded the preprocessed resting-
state fMRI data from the Preprocessed Connectomes Project
(PCP) (http://preprocessed-connectomes-project.org/abide/
download.html). The data [23] was preprocessed by the
Configurable Pipeline for the Analysis of Connectomes
(CPAC) pipeline that included the following procedure: slice
timing correction, motion realignment, intensity normaliza-
tion, regression of nuisance signals, band-pass filtering
(0.01-0.1Hz), and registration of fMRI images to standard
anatomical space (MNI152). The detailed description of
pipeline can be found at http://preprocessed-connectomes-
project.org/abide/Pipelines.html. The data was parcellated
into 116 regions of interests (ROIs) using the AAL atlas [21].

3. Proposed Approach

The flow chart of the proposed interpretable learning
approach is shown in Figure 1. First, we propose the FCNN
model for classifying ASD and healthy participants, includ-
ing extracting the rsFC features, training the FCNN model,
and validating the model. Second, we interpret the trained
model with an easily explained linear formula for each sub-
ject, identifying the decision rsFC features for the ASD group
from the data.

3.1. Feature Extraction. The resting-state fMRI data was pre-
processed as described in Section 2. The brain was parcellated
into 116 regions of interests (ROIs) according to the AAL
atlas [21]. Then, the mean time series of each ROI was
extracted for each subject, and the rsFCs between ROIs were
measured by computing Pearson’s correlation coefficient of
the extracted time series. A 116 × 116 connectivity matrix
was constructed for each subject, respectively.
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Fisher transformation was applied to the connectivity
matrices to improve normality. The upper triangle values
were then extracted and flattened into vectors, with the
dimension of the feature vector which is ð116 × ð116 − 1ÞÞ/
2 = 6670.

3.2. FCNN Model. The architecture of the proposed FCNN
model is shown in Figure 2. The FCNN is a fully connected
neural network and a piecewise linear neural network
(PLNN), where the PLNN is a deep neural network in which
the nonlinear activation function is a piecewise linear func-
tion with a constant number of pieces [20].

The FCNN model contains two fc-BN-LeakyReLU
blocks, where the fc-BN-LeakyReLU block consists of a fully

connected (fc) layer followed by a Batch Normalization (BN)
layer and LeakyReLU activation function.

LeakyReLU is a variant of rectified linear unit (ReLU)
[24] which allows a small, positive gradient when the unit is
not active [25]. For each hidden neuron u, LeakyReLU is
defined as

f uð Þ =
u, u ≥ 0,

αu, u < 0,

(
ð1Þ

where α represents slope coefficient. LeakyReLU is clearly a
piecewise linear function.

In this study, for simplicity and clarity, we regarded a fc-
BN-LeakyReLU block as a hidden layer. For a model with L

Weights of features for
each subject

Test subjects

FC features extracting

S1 S2 Ss

......

Trained model

Model validating and comparing

Stage 1: deep NN model learning

Stage 2: model interpreting

Explained linear fomula

W1 W2 W3 …… Wn-1 Wn

rs-fMRI data

Time series rsFC matrix

rsFC vector

Decision features for
any subject

Decision features for
ASD group

Deep model training

Figure 1: Flow chart of the proposed approach: learning and interpreting model on resting-state fMRI data.

Input layer

fc-BN-LeakyReLU
block

Dropout layer
fc-BN-LeakyReLU 

block

Dropout layer

Output layer

Figure 2: The architecture of the proposed FCNN model.
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layers, a fc layer can be formulated as

z l+1ð Þ =W lð Þa lð Þ + b lð Þ, ð2Þ

where l ∈ f1,⋯, L − 1g; suppose there are n neurons in layer l
andm neurons in layer l + 1,WðlÞ ism × n weight matrix, bðlÞ

is m × 1 bias vector, and aðlÞ will be in Equation (3).
Then, the fc-BN-LeakyReLU block can be written as

a lð Þ = f BN z lð Þ
� �� �

, ð3Þ

where l ∈ f2,⋯, L − 1g are hidden layers, f ð∙Þ is the LeakyR-
eLU function, explicitly, and að1Þ is the input instance x.

The sigmoid function is applied on the output layer to
predict the probability of any given participant being an
ASD patient. The number of units (nodes) is 6670, 64,
32, and 1, respectively, for input layer, two fully connected
layers, and output layer. The dropout layer is added to
avoid data overfitting, and the loss function uses binary
cross entropy.

3.3. Interpreting Method.We interpret the trained neural net-
work model with two stages: (i) computing the decision
boundary of a fixed instance and the weight of features in lin-
ear formula for the instance and (ii) extracting and analyzing
decision features of the trained model in the ASD group level.

In the first stage, we computed the decision boundary of a
fixed instance x.

For each hidden neuron u, BN can be formulated as

y = γffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var u½ � + ϵ

p ∙u + β −
γE u½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var u½ � + ϵ

p
 !

, ð4Þ

where γ and β are learned parameters [26]. In the test
phase of the model, Var½u� and E½u� are fixed, so Equation
(4) can be regarded as a linear function.

As shown in Equation (1), for hidden neurons with Lea-
kyReLU activation function, there are two kinds of activa-
tion status that each corresponds to a corresponding linear
function where the mapping relationship between f ðuÞ
and u is linear. And it is proved that for a fixed PLNN
model and a fixed instance x, the output of model FðxÞ
on an input x can be seen as a linear classifier [19], which
can be formulated as

F xð Þ = sigmoid Ŵx + b̂
� �

, ð5Þ

where Ŵ =
QL−3

h=0
~W

ðL−1−hÞ
Wð1Þ is the coefficient vector of x

and b̂ is the constant intercept. For a fixed input instance x,
FðxÞ is a linear classifier whose decision boundary is explic-
itly defined by Ŵx + b̂. Therefore, Ŵ are weights assigned
to the features of x.

As for FCNN, we computed ~W as follows: since BN
can be regarded as a linear function in the test phase of
model as discussed above, the Equation (3) can be rewrit-

ten as

a lð Þ = f ~γ lð Þ ∘ z lð Þ + ~β
lð Þ� �

, ð6Þ

where ~γðlÞ is the constant slope, ~β
ðlÞ

is the constant inter-
cept, for all l ∈ f2,⋯, L − 1g. Since f ð∙Þ is the piecewise
linear activation function, Equation (6) can be rewritten as

a lð Þ = r lð Þ ∘ ~γ lð Þ ∘ z lð Þ + ~β
lð Þ� �

+ t lð Þ, ð7Þ

where rðlÞ is the constant slope and tðlÞ is the constant
intercept. By plugging Equation (7) into Equation (2), we
rewrite zðl+1Þ as

z l+1ð Þ =W lð Þ r lð Þ ∘ ~γ lð Þ ∘ z lð Þ + ~β
lð Þ� �

+ t lð Þ
� �

+ b lð Þ

= ~W
lð Þ
z lð Þ + ~b

lð Þ,
ð8Þ

where ~W
ðlÞ =WðlÞ ∘ rðlÞ ∘ ~γðlÞ is an extended version of the

Hadamard product.
In the second stage, based on the weights Ŵ for features

of each test instance x, we could get the top K features with
the highest weight. Then, we count the number of occur-
rences nf of feature f in the top-k-feature-set from all the
instances. By setting a threshold on nf , we can get decision
feature set F which contributes most to classify ASD versus
HC in the model.

The whole flow of the interpreting method is formu-
lated as in Algorithm 1. We firstly obtain the top-k-fea-
ture-set FX

K for each instance x, and then, we obtain the
decision feature set F by selecting the feature f whose
occurrence number as a percentage of total instances is
greater to the parameter ε. Meanwhile, we could also get
the weights of all features for any specified test instance,
which could help to explain the decision made by the
trained model for the instance.

4. Classification Experiments

With the above approach and the model architecture, we
conducted experiments on the ABIDE I dataset with 871
subjects and applied the interpretation algorithm to explain
the results.

To evaluate the performance of the proposed method,
we use sensitivity, specificity, accuracy, F1, and AUC as our
metrics. These metrics are defined as follows:

sensitivity =
TP

TP + FN
,

specificity =
TN

TN + FP
,

accuracy =
TP + TN

TP + FN + TN + FP
,

F1 =
2∙TP

2∙TP + FP + FN
,

ð9Þ
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where TP is defined as the number of ASD subjects that are
correctly classified, FP is the number of normal subjects that
are misclassified as ASD subjects, TN is defined as the num-
ber of normal subjects that are correctly classified, and FN is
defined as the number of ASD subjects that are misclassi-
fied as normal subjects. Specifically, sensitivity measures
the proportion of ASD subjects that are correctly identified
as such; specificity measures the proportion of normal sub-
jects that are correctly identified as such. AUC is defined
as the area under the Receiver Operating Characteristic
(ROC) curve.

4.1. Comparison Models. Given the above FCNN model, we
use the following models as benchmarks for comparison.

SVM: support-vector machine (SVM) model with linear
kernel and rbf kernel. The SVMmethod has been widely used
to classify fMRI data for brain disorders. The parameters are
chosen by grid search.

RF: random forest (RF) is an ensemble learning method
for classification. The parameters are chosen by grid search.

Autoencoder+MLP: the model was proposed by Sólon
et al. [9]. Two stacked denoising autoencoders are pretrained;
then, the encoder weights are applied to a multilayer percep-
tron (MLP), and the MLP is fine tuned to predict the proba-

bility of any given participants being ASD. We applied the
encoder weights to the MLP with the configuration: 6670-
1000-600-2.

ASD-DiagNet: this method is proposed by Eslami et al.
[11]. An autoencoder is used to extract a lower dimensional
feature representation. Then, the feature representation is
fed into a single-layer perceptron (SLP) with sigmoid function
for classification. The autoencoder and SLP classifier are
trained simultaneously. The input layer and output layer have
6670 units fully connected to a bottleneck of 1667 units from
the hidden layer. Data augmentation using EROS similarity
measure is applied with 5 nearest neighbors of each sample.

FCNN: the proposed FCNN model as described above in
Figure 2. The model contains two fully connected layers: the
first layer has 64 units and the second layer has 32 units. The
dropout ratio is set to 0.8. We used the Adam optimizer with
a learning rate of 0.0005.

For autoencoder+MLP [9] and ASD-DiagNet [11], we
used their online code to evaluate the models.

All functional connectivity features are flattened into one
dimensional vector (see Figure 1), and the vectors are inputs
in all model for training and classification. All the models
were trained with 6670 functional connectivity features for
each subject. We employed a 5-fold cross-validation setting

Input: a well-trained FCNN; the set of test instances D; parameter K , the number of top important features of instance x; parameter ε,
number of occurrences of feature f as a percentage of total instances.
Output: decision feature set F

1. Initialization: F =∅, FD
K =∅

2. For each x ∈D do
3. Compute the weight Ŵ
4. Get the K top features FX

K with the highest weight
5. FD

K ← FD
K ∪ FX

K
6. End for
7. For each feature f in FD

K

8. Count the number of occurrences nf of feature f
9. If nf > jDj ∗ ε
10. F ← F ∪ f
11. End for
12. Return F

Algorithm 1. A run-down flow for trained model interpreting.

Table 1: Classification performance using 5-fold cross-validation (mean ± std).

Accuracy Sensitivity Specificity F1 AUC

SVM-linear 0:6441 ± 0:0281 0:5856 ± 0:0238 0:6946 ± 0:0556 0:6039 ± 0:0219 0:7053 ± 0:0372

SVM-rbf 0:6624 ± 0:0283 0:5631 ± 0:0623 0:7478 ± 0:0629 0:6055 ± 0:0403 0:7059 ± 0:0283

RF 0:6326 ± 0:0416 0:4590 ± 0:0428 0:7821 ± 0:0442 0:5364 ± 0:0506 0:6790 ± 0:0339

Autoencoder+MLP [9] 0:6717 ± 0:0217 0:6225 ± 0:1601 0:7140 ± 0:1124 0:6259 ± 0:0784 0:6682 ± 0:0293

ASD-DiagNet [11] 0:6900 ± 0:0172 0:6277 ± 0:0642 0:7436 ± 0:0299 0:6504 ± 0:0338 0:6857 ± 0:0201

FCNN (without BN) 0:6889 ± 0:0109 0:6204 ± 0:0844 0:7479 ± 0:0624 0:6456 ± 0:0378 0:7099 ± 0:0227

FCNN 0:6981 ± 0:0169 0:6305 ± 0:0474 0:7563 ± 0:0182 0:6582 ± 0:0287 0:7262 ± 0:0308
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Figure 3: Continued.
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to evaluate the performance of all the models. The experi-
ments were carried out on all 871 subjects including both
ASD patients and healthy controls.

4.2. Classification Results. The classification results are shown
in Table 1 and Figure 3. Box plots for sensitivity, specificity,
F1, AUC, accuracy for classification task using 5-fold cross-
validation are shown in Figure 3, where the middle line in
each box represents the median value, and the circle repre-
sents the outlier.

The proposed FCNN model achieved the best perfor-
mance on most evaluation metrics with accuracy of
69.81%, sensitivity of 63.05%, specificity of 75.63%, F1 of
65.82%, and AUC of 0.7262. The results showed that the
deep learning models (FCNN, autoencoder+MLP, and
ASD-DiagNet) have the better classification performance

in general than the traditional methods (SVM and RF) on
the resting-state fMRI dataset. As for the method autoenco-
der+MLP [9], we would like to mention that they reported
70% accuracy in their paper; the performance we reported
is not as good as theirs, maybe because the brain atlas we
used is different.

We also compared the FCNN model with or without the
BN (Batch Normalization) layer in Table 1. The results
showed that the BN layer improves the performance and sta-
bility of the model.

5. Interpretation Experiments and Analysis

5.1. Model Interpreting for an Instance. According to Section
3.3, for a trained FCNNmodel and any instance x with n fea-
tures, x = fx1, x2,⋯, xn−1, xng, the fixed model can be
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Figure 3: (a) Sensitivity, (b) specificity, (c) F1, (d) AUC, and (e) accuracy for classification task.
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formulated as a linear classifier with a fixed instance:

g xð Þ = Ŵx =w1x1 +w2x2+⋯+wnxn: ð10Þ

Since the number of layers L is 4 for the FCNN model
we used in this paper, so the weight vector Ŵ can be
computed as

Ŵ = W 3ð Þ ∘ r 3ð Þ ∘ ~γ 3ð Þ
� �

W 2ð Þ ∘ r 2ð Þ ∘ ~γ 2ð Þ
� �

W 1ð Þ: ð11Þ

The trained model could be interpreted with linear for-
mula for any instance. Given an instance, we can get the
weight of each feature from the trained model according
to Equations (10) and (11). Some feature weights of an
instance are visualized in Figure 4. The vertical axis repre-
sents the feature index, and the horizontal axis represents
the weight value. It can help to understand the prediction
result according to the feature index which can correspond
to the brain region involved in the feature.

5.2. Model Interpreting for the ASD Group. Based on the
trained FCNN model, we used Algorithm 1 as described in
Section 3.3 to extract the decision features of the model.
We set the top-important feature parameter K from 5 to
300, with an interval of 5, and the parameter ε as 95%, and
then, we get a set of decision features with different K .

5.2.1. Decision Feature Evaluation. To evaluate the quality of
the decision features, we analyzed the FCNN model by set-
ting the values of the decision features in instance x to zero
and observed the changes of prediction of FCNN. We used
metrics including sensitivity, accuracy, and the change of
prediction probability (CPP) which is the absolute change
of probability of classifying x as a positive instance, the num-
ber of label-changed instance (NLCI) which is the number of
instances whose predicted label changes after being hacked.

For comparison, we also used the top N weighted features
of linear-SVM to hack linear-SVM. The results are shown
in Figure 5. It is shown that average CPP of FCNN is higher,
and the NLCI of FCNN can be more than SVM with more
decision features. And FCNN has considerable performance
in sensitivity and accuracy.

For further comparison, we also applied the popular
locally linear interpretation method (LIME) [27] to get the
decision features in the trained FCNN model. Similar to
Algorithm 1 in Section 3.3, we obtain the top K important
features of each instance, and then, we obtain the decision
feature set F by selecting the feature f whose occurrence
number as a percentage of total instances is greater to the
parameter ε. We set the same parameters (K from 5 to 300,
with an interval of 5, and the parameter ε as 95%), and we
did not obtain any decision feature. What is more, when we
loosed the parameter ε to 20%, we also did not get any one
feature. It means that the top 300 important features of the
instance obtained by the LIME method are very different
between instances in this model.

5.2.2. Decision Feature Analysis. When K is taken as 20, 15
decision features were obtained; we selected these 15 decision
features as a case for further analysis. There are 23 brain
regions (ROIs) of the AAL atlas that involved these 15 rsFC
connections. These 15 rsFCs and 23 ROIs are shown in
Table 2.

We computed the mean value of each rsFC of the ASD
group and the HC group, respectively, as well as the mean
difference of two groups. An independent two-sample t test
was run on the means of the rsFC elements of two groups.
The analysis is shown in Table 2. Among these 15 rsFCs, 2
rsFCs are statistically significant (p < 0:05) between the
ASD andHC groups, and the rest of rsFCs are not statistically
significant. It demonstrates that FCNN could find underlying
features though the feature values are not statistically differ-
ent between groups.
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Figure 4: Weight visualization of some features of an instance.
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These 15 rsFC connections of the AAL atlas are visual-
ized in Figure 6, where the label information is from the
AAL atlas. The thicker connection indicates two regions are
strongly correlated and vice versa. The figure was drawn with
BrainNet Viewer [28] software.

5.2.3. Impact of Parameter ε. In order to evaluate the influ-
ence of parameter ε on the obtained decision features, we
set the parameter K from 5 to 300, with an interval of 5,
and the parameter ε from 70% to 95%, with an interval of
5%; then, N decision features were obtained accordingly.
The result is shown in Figure 7. It is clear that the smaller
the parameter ε, the more decision features will be obtained.
While with a fixed K , the bigger the parameter ε, the fewer
the decision features will be obtained.

6. Conclusion and Discussion

In this paper, we introduce an interpretable learning
approach for resting-state functional connectivity analysis.

We firstly propose an interpretable FCNN to classify ASD
from HC, based on rsFC features. We experimentally com-
pared the FCNN model against widely used classification
models including SVM, RF, and two new classes of deep neu-
ral network models in a large dataset containing 871 subjects
from ABIDE I database. The results show the proposed
FCNN model achieves the highest classification accuracy
69.81%.

We further propose an interpreting method which could
explain the trained model with a precise linear formula for
each input instance and identify decision features of the
model which contributed most to the classification of ASD
versus HC participants.

Though being focused on ASD analysis in this presenta-
tion, the proposed approach could be generalized to benefit
many other brain science and medicine applications that
involve deep neural networks. Particularly, this study offers
a promising deep learning-based approach to explore poten-
tial biomarkers for assisting brain neurological disorder diag-
nosis and research.
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Table 2: Analysis of 15 most significant rsFCs.

Connection ID ROI number Regions ASD mean conn Control mean conn Mean difference p value

1
72 Caudate_R

0.0919 0.0728 0.0192 0.4390
107 Cerebelum_10_L

2
44 Calcarine_R

0.7370 0.7256 0.0114 0.4920
46 Cuneus_R

3
2 Precentral_R

0.5996 0.5474 0.0522 0.0325
12 Frontal_Inf_Oper_R

4
50 Occipital_Sup_R

0.7175 0.7136 0.0038 0.8445
52 Occipital_Mid_R

5
5 Frontal_Sup_Orb_L

0.2666 0.2309 0.0357 0.1985
36 Cingulum_Post_R

6
16 Frontal_Inf_Orb_R

0.4435 0.4311 0.0124 0.6172
90 Temporal_Inf_R

7
13 Frontal_Inf_Tri_L

0.4219 0.4192 0.0027 0.9201
16 Frontal_Inf_Orb_R

8
6 Frontal_Sup_Orb_R

0.5359 0.4989 0.0371 0.2355
26 Frontal_Med_Orb_R

9
44 Calcarine_R

0.6847 0.6632 0.0215 0.3427
50 Occipital_Sup_R

10
64 SupraMarginal_R

0.3853 0.3586 0.0267 0.3485
69 Paracentral_Lobule_L

11
38 Hippocampus_R

0.2871 0.2618 0.0253 0.3651
66 Angular_R

12
36 Cingulum_Post_R

0.2296 0.2110 0.0185 0.5694
43 Calcarine_L

13
36 Cingulum_Post_R

0.2640 0.2474 0.0167 0.6089
44 Calcarine_R

14
38 Hippocampus_R

0.4710 0.4123 0.0586 0.0377
86 Temporal_Mid_R

15
68 Precuneus_R

0.3425 0.3111 0.0314 0.2958
81 Temporal_Sup_L

Figure 6: The visualization of 15 rsFCs from the ASD group.
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There are two limitations in the current work presented
here. First, the dataset is limited to the 871 participants that
contained ASD and HC. In order for this work to be more
generalizable, it would be important to inspect and compare
these initial findings with more fMRI data from more partic-
ipants. Second, the proposed model is a compact fully con-
nected neural network, given the number of layers and
nodes in the model. Thus, it would be important to inspect
the effectiveness of our interpreting approach for other types
of neural network such as deeper and more complex archi-
tectures in the deep learning literature. Future work should
focus on the accuracy and interpretation of our proposed
approach for other large-scale fMRI data as well as other neu-
roimaging data based on brain disorders such as ASD.
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Objective. To develop a new type infusion set and apply it to the clinic, as well as explore its effectiveness in the prevention from
needle stick injuries. Methods. A total of 200 inpatients who were in need of intravenous infusion with a disposable infusion
needle were included and randomly divided into two groups: intervention group and control group. Disposable infusion needles
with a separation-free safety tube were used in the intervention group, whereas conventional ones were used in the control
group. Then, effects of the two types of infusion sets were observed and compared. Results. As for the operation time for
infusion, it was (82:19 ± 1:80) seconds in the intervention group and (83:02 ± 1:83) seconds in the control group, with the
difference statistically significant (P < 0:05). Besides, the exposure time of the needles after infusion in the intervention group
was (3:36 ± 0:17) seconds while (18:85 ± 1:18) seconds in the control group; the difference between which was statistically
significant (P < 0:05). In terms of the time for needle disposal, (18:60 ± 0:84) seconds was required in the intervention group,
while for the control group, it took (18:85 ± 1:18) seconds, and the difference between two groups was of statistical significance
as well (P < 0:05). Nevertheless, there was no statistically significant difference in the accidental slip rate of the needles as that
turned out 0% in both groups (P > 0:05). It was worth noting that the block rate of the disposed needles in the intervention
group was 100%. Conclusion. The separation-free safety tube on the disposable infusion needle could instantly block the sharp
needle after infusion, which reduces the needle exposure time and lowers the risk of needle stick injuries. In the meantime, the
safety tube is convenient to use, and its application can shorten the time for infusion and needle disposal, consequently
improving the working efficiency of nurses. As the new type safety tube has above advantages and would not raise the risk of
needle slippage, it is worthy of clinical promotion.

1. Introduction

According to the World Health Organization (WHO) [1],
about 2,000,000 medical staffs suffer from infectious diseases
caused by needle stick injuries (NSIs) each year, including
hepatitis B virus (HBV), hepatitis C virus (HCV), and human
immunodeficiency virus (HIV) [2]. Nowadays, NSIs have
become the most serious occupational risk for medical staff.
Our hospital is the First Hospital of Jiaxing affiliated to Jiax-
ing University which is the largest general hospital in Jiaxing
city. In our hospital, we have over 2,200 staffs, among which
682 are doctors and 1,061 are nurses. Additionally, each year,
there are more than 300 new resident doctors who have

received normalization training and over 300 medical stu-
dents for clinical practice. Statistically, a total of 123 cases
of NSIs happened in our hospital in 2018, including 57 cases
that occurred in nurses accounting for 46.3%. Themain med-
ical sharp instrument responsible for NSIs turned out the
intravenous infusion needles (41 cases) which accounted
the highest as 33.3%. Among the 41 cases, 2 cases happened
during punctuation, 2 cases occurred before reset after needle
accidental slippage, 14 cases happened during the process of
needle withdrawal, 9 cases happened on the way to the dis-
posal room while the rest 14 cases occurred in the disposal
room during needle processing. In order to reduce the inci-
dence of NSIs caused by infusion needles, in this project,
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we developed a new type safety tube that could not only pro-
tect the needle before infusion but also instantly block it after
infusion. Details are as follows.

2. Subject and Methods

2.1. Research Set. The conventional disposable infusion set
originally has a protective cover on the needle, which pre-
vents the package and the operator from being punctured
and stabbed, and is usually discarded during normal opera-
tion. In this project, we transformed such protective cover
into a new type one named safety tube. As shown in
Figure 1, the inner diameter of the safety tube is slightly
larger than the outside diameter of the needle body, and the
length of the tube is slightly longer than the total length of
the needle head plus the needle body. There is a slit along
the length from the front to the middle of the tube. The open
end (front) of the tube linked with the slit is in the shape of a
“V,” the end of the slit at the middle of the tube is linked with
a rectangular hole, and the joint is in the shape of an inverted
“V.” The safety tube is in register with the needle, and the fin
of the needle is out of the rectangular hole. During infusion,
the fin is pushed to make the needle slide along the slit out of
the tube, and after infusion, the needle slides back into the
tube for safety. The safety tube has been commissioned to a
qualified manufacturer and applied to the clinical trial.
Meanwhile, it was approved by the hospital ethics committee.

2.2. Subject. 200 inpatients who were in need of infusion ther-
apy from October to December 2018 were enrolled and ran-
domly divided into the intervention group and the control
group. There was no significant difference in age and disease
diagnosis between the two groups (P > 0:05). In the study, we
used disposable infusion needles with a new type separation-
free safety tube for the patients in the intervention group and
conventional ones with a self-contained protective cover in
the control group. Patients in both groups volunteered to
participate and had signed informed consent.

2.3. Operation Methods. Six ward nurses with proficiency in
the conventional infusion operation were selected, including
2 nurses working for 1-3 years, 2 for 3-5 years, and 2 for over

5 years. Before the project, all of them were trained in the
operation of this new type safety tube and qualified. In the
control group, conventional disposable infusion needles were
used. After breathing, the self-contained protective cover was
discarded, and the needle was fixed after acupuncture, then
separated from the infusion set into a sharps box at the
end. Patients in the intervention group were treated with
new disposable infusion sets. The specific operation steps
were as follows: (1) Instead of being removed after breathing,
the safety tube slid to the flexible tube when the fin of the nee-
dle was pushed along the slit to make the needle out of the
tube. Then, the infusion operation was as the same as the
control group. (2) After infusion, the needle was removed.
The upper end of the flexible tube away from the needle
was raised, and the needle side was lowered to make the
safety tube slide down to the needle side. Then, the fin was
pushed to slide along the slit into the rectangular hole. The
needle was thus blocked, and the whole infusion set was dis-
posed into a special collection bag.

2.4. Observation Indicators. (1) Infusion operation time: from
the beginning of the breathing to the end of needle fixation
after application. (2) Needle exposure time: from the time
of needle withdrawal to the time of needle blocked. The latter
refers to the time for needle blocked by the safety tube in the
intervention group and for needle blocked in a sharps box in
the control group. (3) Needle disposal time: from the time of
needle withdrawal to the time of needle disposed, wherein the
latter refers to the time for needle collection in a special col-
lection bag in the intervention group and in a sharps box in
the control group. (4) Accidental slip rate of the infusion nee-
dle: the percentage of the cases with accidental needle slip-
page in the total infusion cases. (5) Needle block rate in the
intervention group after disposal: the percentage of the suc-
cessfully blocked needles (premarked in certain color) in
the total amount of needles.

2.5. StatisticalMethods.The data were input by the statistician
and analyzed using the SPSS 21.0 software. The measurement
data were presented in the form ofmean ± standard deviation
(M± SD). The enumeration data were expressed by frequency
and percentage, and the ranked data were determined using
the Mann-Whitney U of the nonparametric test. P < 0:05
was considered statistically significant.

3. Results

3.1. Infusion Operation Time. As shown in Table 1, the oper-
ation time in the intervention group was shorter than that in
the control group, with a statistically significant difference
(P < 0:05).

3.2. Needle Exposure Time. As shown in Table 2, the needle
exposure time in the intervention group was significantly
shorter than that in the control group, with a statistically sig-
nificant difference (P < 0:05).

3.3. Needle Disposal Time. As shown in Table 3, the time for
needle disposal after infusion in the intervention group was

New

Figure 1: Pictures of the normal infusion set and the new type
infusion set.
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shorter than that in the control group, with a statistically sig-
nificant difference (P < 0:05).

3.4. Others. The accidental slip rate of the infusion needles in
the intervention group and the control group were both 0%,
with no statistically significant difference (P > 0:05). In addi-
tion, 100 needles in the intervention group were all blocked
after disposal with the block rate of 100%.

4. Discussion

According to the Centers for Disease Control and Prevention
(CDC) statistics [3], 80%-90% healthy medical staffs with
infectious diseases are caused by NSIs, of which 80% are
nurses. In recent years, as the NSIs happen more often, it
has been highly focused in medicine at home and abroad.
Various protective measures thus have been studied, such
as the development of nursing equipment with safe and pro-
tective sets and the application of needle-free products,
which have made the incidence of NSIs reduced by 43%
[4]. However, due to the high cost of such products, they have
not been widely promoted in China at present. Disposable
infusion needle is still the main infusion set used in most hos-
pitals, and nurses still have to face the exposed needles with
blood and body fluids of patients every day. In addition,
nurses need to hold the needles by hand to the disposal room
for needle separation after infusion completed. During this
process, NSIs could easily happen in either the operators or
other people. Among the 41 cases of NSIs in our hospital in
2018, 9 cases happened on the way to find a sharps box.
The exposure time of the needle is positively related to the
risk of NSIs. Therefore, shortening the needle exposure time
is the key to reduce the risk of NSIs. The effective way is to
place the sharps boxes in a place where nurses can conve-
niently reach, such as the bed end or the treatment cart con-
figurated with a sharps box in each ward, which could allow

nurses to dispose the used needles in time so as to reduce
the exposure time. However, due to the factors like the
national conditions, risk of sharps loss, and economic cost,
this approach has not been implemented. In most hospitals
in China, only the disposal room and the treatment cart in
the nursing station are configurated with sharps boxes. From
the results of this study, the needle exposure time in the inter-
vention group was significantly shorter than that in the con-
trol group (P < 0:01). The main reason might be that in the
intervention group, the safety tube could slide to the flexible
tube when acupuncture and instantly slide back to the needle
side after infusion completed, making the needle blocked in
time with no necessity searching for a sharps box. The appli-
cation of the safety tube greatly shortened the needle expo-
sure time, thereby reducing the risk of NSIs. Besides, during
the process of needle disposal, the needle should be separated
from the infusion set using tools, with the needle placed in a
sharps box and the infusion set in a special collection bag.
Such treatment is apt to cause NSIs, and 14 cases among
the total stick injury cases in our hospital in 2018 just hap-
pened during the disposal process. In this study, the blocked
needles were disposed in a special collection bag together
with the infusion set in the intervention group. Moreover,
the needle block rate reached 100% before collection in
10-24 hours, suggesting that the separation-free type safety
tube could effectively work, and the sharps box for separa-
tion could be no longer needed, which further lowered the
incidence of NSIs.

As a large number of infusion operations have to be com-
pleted every day, nurses would spend much working time on
it. From the data of this group, the infusion operation time of
the intervention group was less than that of the control
group, and the difference was statistically significant
(P < 0:01). The main reason can be concluded as the differ-
ence in the handling methods for the safety tube in the inter-
vention group and the protective cover in the control group.
Moreover, the safety tube is convenient to operate and nurses
can grasp it easily. For the protective cover in the control
group, it should be removed from the needle and discarded
into a waste pail. While for the safety tube in the intervention
group, it only needs to slide to the flexible tube when acu-
punctured, which shortens the operation time. In addition,
the needle disposal time after infusion in the intervention
group was shorter than that in the control group, with a sta-
tistically significant difference (P < 0:01). The main reason is
that in the control group, the needle should be separated
from the infusion set into a sharps box after withdrawal for
waste disposal. While in the intervention group, the needle
is instantly blocked by the safety tube and placed into the
nearest special collection bag. There is no need to process
separation; thus, the needle disposal time is reduced. It can
be seen that the application of the separation-free safety tube
can improve the working efficiency of nurses. In the mean-
time, the subjects in our study gave no bad feedback and no
accidental slippage occurred, indicating that the new type
infusion needle is safe to be applied.

The self-contained protective cover of the conventional
infusion needle will be discarded routinely before infusion.
In this study, the protective cover that should have been

Table 1: Infusion operation time (seconds).

Operation time Median Interquartile range Z P

Intervention group 82.19 1.69 -3.441 0.001

Control group 82.53 1.27

Table 2: Needle exposure time (seconds).

Exposure time Median
Interquartile

range
Z P

Intervention group 3.36 0.16 -12.219 <0.001
Control group 18.52 1.24

Table 3: Needle disposal time (seconds).

Disposal time Median Interquartile range Z P

Intervention group 18.39 1.03 -2.151 0.031

Control group 18.52 1.24
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Drugs are an important way to treat various diseases. However, they inevitably produce side effects, bringing great risks to human
bodies and pharmaceutical companies. How to predict the side effects of drugs has become one of the essential problems in drug
research. Designing efficient computational methods is an alternative way. Some studies paired the drug and side effect as a
sample, thereby modeling the problem as a binary classification problem. However, the selection of negative samples is a key
problem in this case. In this study, a novel negative sample selection strategy was designed for accessing high-quality negative
samples. Such strategy applied the random walk with restart (RWR) algorithm on a chemical-chemical interaction network to
select pairs of drugs and side effects, such that drugs were less likely to have corresponding side effects, as negative samples.
Through several tests with a fixed feature extraction scheme and different machine-learning algorithms, models with selected
negative samples produced high performance. The best model even yielded nearly perfect performance. These models had much
higher performance than those without such strategy or with another selection strategy. Furthermore, it is not necessary to
consider the balance of positive and negative samples under such a strategy.

1. Introduction

Drugs are always special products for the treatment of vari-
ous diseases. However, a drug is also a double-edged sword;
it can bring some unexpected negative effects, usually called
side effects, when it produces therapeutic effects. Side effects
are almost inevitable for all drugs. Determining the side
effects of drugs as early as possible can decrease the risks both
for patients and pharmaceutical companies. It is reported
that side effects cause 100,000 deaths per year in the United
States [1]. On the other hand, an unacceptable side effect is
the major reason for the failure of drug development. Even
some launched drugs (e.g., Rofecoxib) had to be withdrawn
after their unacceptable side effects were discovered. Thus,
it is urgent to design effective methods to determine the side
effects of drugs. However, it takes a lot of time and is of high
costs to ascertain the side effects of a given drug through clin-
ical trials. With the development of computer science, lots of

advanced computational methods have been proposed, which
give abundant resources to build effective computational
models in this regard.

In recent years, many computational methods have
been developed for predicting side effects of drugs. Among
these methods, several of them built an individual classifier
for each side effect [1–5]. They always took the drugs having
a given side effect as positive samples and other drugs as neg-
ative samples. Clearly, to determine all side effects of a given
drug, a large number of classifiers should be performed.
Considering the fact that plenty of drugs have multiple
side effects, some methods deemed the problem of predict-
ing drug side effects as a multilabel classification problem
[6–11]. It is a good idea to build a uniform frame to predict
side effects of given drugs. However, these models are always
complex and have high computational complexity. Different
from the above methods, other methods built regression
models for the prediction of drug side effects [12, 13].
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Recently, some studies proposed a uniform binary classifica-
tion model for predicting drug side effects [14–17]. They
deemed the pairs of drugs and side effects as samples. A pair
containing a drug and a side effect such that the drug has this
side effect was termed as a positive sample and other pairs as
negative samples. Because there were lots of negative sam-
ples, if all negative samples are selected, it is quite difficult
to set up an effective prediction model. In some studies, they
randomly selected some of them to build the model. It is clear
that the utility of these constructed models relied on the
selection of negative samples. Random selection of negative
samples is not a rigorous way because some potential positive
samples that have not been validated may be selected. Fur-
thermore, selecting how many negative samples is also an
important problem. It is necessary to design a refined strategy
for picking up negative samples that are true negative sam-
ples with extreme high probabilities.

In this study, we did some work for selecting negative
samples. A refined negative sample selection strategy was
proposed to select high-quality negative samples. To this
end, a drug network was constructed according to the
chemical-chemical interaction (CCI) information retrieved
from STITCH [18, 19]. Then, the random walk with restart
(RWR) algorithm [20] was applied on the network to access
high-quality negative samples. Based on obtained negative
samples and positive samples retrieved from SIDER [21], clas-
sification models incorporating certain classification algo-
rithms can be built, in which each sample was encoded into
five features used in Zhao et al.’s study [14]. Three classifica-
tion algorithms, random forest (RF) [22], support vector
machine (SVM) [23], and artificial neural network (ANN),
were adopted in this study. Several tests were performed to
evaluate classificationmodels with different classification algo-
rithms and different quality negative samples. The best model
gave the almost perfect classification. Furthermore, the pro-
portion of positive and negative samples was not a problem
when our negative sample selection strategy was used.

2. Materials and Methods

2.1. Materials. Drugs and their side effects used in this study
were the same as those in our previous study [14]. In fact, this
information was obtained from the well-known public data-
base, SIDER [21]. The raw information contained a total of
888 drugs and 1385 side effects. With the same data cleaning
procedures, we excluded the side effects with less than six
drugs and drugs whose properties mentioned in Drug Proper-
ties and Associations were not available. Finally, 841 drugs and
824 side effects were accessed. In this study, the pairs of drugs
and side effects were termed as samples. The above-mentioned
drugs and side effects can comprise 57,058 pairs of drugs and
side effects, which were deemed as positive samples. For con-
venience, these samples constituted the dataset PDS.

2.2. Negative Sample Selection Strategy. In Materials, the
dataset PDS containing the positive pairs of drugs and side
effects was constructed according to the information in
SIDER. To construct the classification model, negative sam-
ples were necessary. In our previous study [14], negative

samples were produced by randomly pairing drugs and side
effects. Here, a refined strategy was proposed, which can gen-
erate high-quality negative samples.

2.2.1. Drug Network. It has been reported in several studies
that interacting chemicals are more likely to share similar
properties [24–29]. It is feasible to adopt such information
for investigating drug side effects because side effect is one
of the important properties of drugs. In this study, we used
the information of CCI to construct a drug network.

The CCI information was retrieved from STITCH
(http://stitch.embl.de/, version 4.0) [18, 19], an online public
database collecting known and predicted interactions between
chemicals and proteins. These interactions were obtained by
the evidence derived from experiments, databases, and the
literature. Thus, they can widely measure the associations
between chemicals and proteins. Each CCI in STITCH is
assigned five scores, titled by “similarity,” “experimental,”
“database,” “textmining,” and “combined_score,” with a range
between 1 and 999. In detail, the first four scores measure the
associations of chemicals according to their structures, activi-
ties, reactions and cooccurrence in the literature, while the last
one integrates all above scores. Clearly, the last score can
widely and accurately evaluate the linkages between chemicals.
Thus, we used such score to construct the drug network. For
formulation, let us denote the “combined_score” of chemicals
c1 and c2 as Qðc1, c2Þ.

The constructed drug network took 841 drugs as nodes,
and two drugs were adjacent if and only if they can comprise
a CCI with a “combined_score” larger than zero. Further-
more, to indicate the different strength of edges, each edge
with d1 and d2 as endpoints was assigned a weight that was
defined as Qðd1, d2Þ.
2.2.2. Random Walk with Restart Algorithm. The RWR algo-
rithm is a powerful and widely used network ranking algo-
rithm [20, 27, 30–33]. In this algorithm, the walker
randomly moves from a seed node set to other nodes in the
network. When the algorithm stops, each node in the net-
work receives a probability, which can be deemed as an
important indicator representing the essential associations
to seed nodes. Given a seed node set SN, the RWR algorithm
first constructs a probability vector, denoted as p0, in which
the probability for each node in SN is defined as 1/jSNj, while
probabilities for other nodes are set to zero. The RWR algo-
rithm repeatedly updates this probability vector until it
becomes stable. Let pt represent such probability vector after
the t-th iteration has been executed. Then, the probability
vector pt+1 is updated by the following equation:

pt+1 = 1 − λð ÞATpt + λp0, ð1Þ

where λ was set to 0.8, as used in other studies [27, 32–34], in
this study and A represents the columnwise normalized adja-
cency matrix of the network. When kpt+1 − ptkL1 < θ, the

update procedure stops, and pt+1 is picked up as the output
of the RWR algorithm. In this study, θ was set to 10‐6.

The refined negative sample selection strategy is based on
the above-mentioned drug network and RWR algorithm. For
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each drug side effect, we picked up the drugs owning such
side effect as seed nodes of the RWR algorithm. Then, the
RWR algorithm was applied on the drug network. When
the RWR algorithm stopped, each node in the network was
assigned a probability. It is clear that a node (drug) with a
high probability had a strong association with seed nodes,
thereby inferring that such node had a high probability of
owning the side effect. On the contrary, nodes (drugs) with
low probabilities were less likely to own the side effect. Given
a threshold ε of the probability, drugs receiving the probabil-
ities less than ε can be extracted, and they were paired with
the side effect as the candidate negative samples. After con-
sidering all side effects, a negative sample set, denoted by
NDS, was built by collecting all candidate negative samples
for each side effect. This set was combined with PDS to con-
stitute the training dataset.

2.3. Drug Properties and Associations. To encode each pair
of drugs and side effects, we employed five drug proper-
ties, which were also used in our previous study [14].
Based on each property, a score evaluating the associations
between two drugs can be obtained. Here, a brief descrip-
tion is given. The detailed description can be found in our
previous study [14].

2.3.1. Drug Association in Fingerprint. A drug can be rep-
resented by a SMILES (simplifying the molecular linear
input specification) string [35], from which its fingerprints
(ECFP_4) were extracted via RDKit [36]. Then, the Tani-
moto coefficient is adopted to quantify the association
between two drugs based on their fingerprints. For formula-
tion, the thus-obtained association between drugs d1 and d2
is denoted by Wf ðd1, d2Þ.

2.3.2. Drug Association in Structure. Apart from the SMILES
strings to represent drugs, drugs can also be represented by a
graph [37]. Then, the association between two drugs can be
assessed according to the sizes of two graphs and their max-
imum common subgraph. The online tool “SIMCOMP” in
KEGG adopts such scheme to evaluate the associations of
drugs [38]. The score between d1 and d2 obtained by “SIM-
COMP” is denoted by Wsðd1, d2Þ.

2.3.3. Drug Association in ATC Code. In the Anatomical
Therapeutic Chemical (ATC) classification system, each drug
is assigned one or more five-level ATC codes. According to
the ATC codes of two drugs, their associations can be quan-
tified. Detailed descriptions can be found in [14].Wcðd1, d2Þ
is used to represent the associations of drugs in terms of their
ATC codes.

2.3.4. Drug Literature Association. The drug association can
further be assessed by text-mining methods. Here, we
adopted such association reported in STITCH [18, 19]. For
drugs d1 and d2, their association is denoted by Wlðd1, d2Þ.

2.3.5. Drug Association in Target Protein. A drug has one or
more target proteins. This information can be represented by
a 0-1 vector. Then, the association of two drugs can be quan-

tified by the direction cosine of corresponding vectors. Let us
denote such association between d1 and d2 by W

tðd1, d2Þ.
2.4. Feature Construction. Based on the five types of drug
associations mentioned in Drug Properties and Associations,
we used the “similarity” concept to extract features for each
sample. For each type of drug association, one feature was
extracted. Here, we gave a procedure for extracting one fea-
ture from the drug association in the fingerprint. Others
can be obtained in a similar way.

For a sample containing a drug d and side effect s, let S be
a drug set consisting of drugs owning side effect s. The feature
derived from the drug association in the fingerprint for such
sample was defined as

Qf d, sð Þ =max Wf d, d′
� �

∣ d′ ∈ S − df g
n o

, ð2Þ

where Wf ðd, d′Þ indicated the strengthen of the association
between d and d′ according to their fingerprints (see Drug
Properties and Associations for detail). Obviously, a high
Qf ðd, sÞmeant the drug d was highly related to drugs owning
side effect s. Thus, it was more likely to have side effect s.

Finally, each sample can be represented by a 5-dimension
vector.

2.5. Classification Algorithm. Selecting a proper classification
algorithm is very important for constructing an efficient
classification model. This study adopted three classic algo-
rithms: RF [22], SVM [23], and ANN. To quickly implement
these algorithms, three tools “RandomForest,” “SMO,” and
“MultilayerPerceptron” in Weka [39] were employed. For
convenience, these tools were executed with their default
parameters. Although the performance of models can be
improved if more proper parameters were tried for each of
the above-mentioned algorithms, it is not the keynote of this
study. In our study, we tried to prove that the quality of neg-
ative samples selected by the proposed negative sample
selection strategy was high no matter which algorithm was
chosen as the prediction engine.

2.6. Performance Measurement. This study modeled a binary
classification model for the prediction of drug side effects.
For a binary classification problem, several measurements
can be calculated to evaluate the performance of the model.
In this study, we used the following measurements: Recall
(also known as Sensitivity (SN) and true positive rate (TPR)),
false positive rate (FPR), Specificity (SP), prediction accuracy
(ACC), Matthews correlation coefficient (MCC) [40], Precisio
n, and F1‐measure [41]. Their formulations are as follows:

Recall = SN = TPR = TP
TP + FN

,

FPR =
FP

FP + TN
,

SP =
TN

TN + FP
,
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ACC =
TP + TN

TP + FN + FP + TN
,

MCC =
TP × TN − FP × FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TN + FNð Þ × TN + FPð Þ × TP + FNð Þ × TP + FPð Þp ,

Precision =
TP

TP + FP
,

F1‐measure =
2 × Precision × Recall
Precision + Recall

,

ð3Þ

where TP and TN represent true positive and true negative,
respectively, while FP and FN indicate false positive and false
negative, respectively.

Besides, to fully evaluate the performance of different
classification models, we further employed a receiver operat-
ing characteristic (ROC) curve and a precision-recall (PR)
curve. By setting several thresholds for predicting positive
samples, a series of TPRs, FPRs, and Precisions can be
obtained. The ROC curve takes the TPR as the y-axis and
FPR as the x-axis. Likewise, the PR curve sets the Precision
as the y-axis and Recall as the x-axis. The areas under these
two curves, called AUROC and AUPR, respectively, can be
further calculated to assess the performance of the model.
Clearly, a high AUROC or AUPR indicates high performance.

3. Results and Discussion

In this study, a binary classification model incorporating a
refined negative sample selection strategy was proposed to
predict drug side effects. The whole procedures are illustrated
in Figure 1. This section gave detailed testing results of differ-
ent models and made further analysis.

3.1. Negative Samples with Different Thresholds of
Probability. The negative sample selection strategy applied
the RWR algorithm to the drug network and extracted nega-
tive samples according to the threshold ε of the probability.
We tried nine values of ε to construct nine different NDSs.
The numbers of negative samples under different values of
ε are listed in Table 1. It can be observed that the numbers
of negative samples followed an increasing trend with the
increasing of ε.

According to the principle of the RWR algorithm, it can
be inferred that negative samples obtained by small ε were
of high quality. To confirm this, based on nine thresholds
listed in Table 1, we divided 333,797 negative samples
selected by setting the threshold ε = ε9 into nine parts
(½0, ε1�, ðε1, ε2Þ, ½ε2, ε3Þ, ½ε3, ε4Þ, ½ε4, ε5Þ, ½ε5, ε6Þ, ½ε6, ε7Þ, ½ε7,
ε8Þ, and ½ε8, ε9Þ). Then, for each negative sample with the
drug d and side effect s, the “combined_score” between d
and drugs owing side effect s was extracted. For each part,
we counted the proportions of such scores in ten intervals
from 0 and 999, which are illustrated in Figure 2, where
Figure 2(a) considers zero scores, whereas Figure 2(b)
excludes these scores. It can be observed from Figure 2 that
all scores were zeros for the first four parts, indicating that

the drug in each of these samples had no direct links to drugs
owning the side effect in the same sample. It is suggested that
this drug shared such side effect with a quite low probability.
For the following five parts, they contained more and more
high scores, implying that in some samples, drugs had direct
links to those sharing the side effects and these links became
stronger. Thus, it can be deduced that drugs had the side
effects with higher probabilities than the samples in the first
four parts. In Figure 2, we also counted the scores of positive
samples. Score distributions of some of the first parts were
quite different from those of the positive samples, and with
increase of the probability, the distribution became more
and more similar to that of the positive samples. This sug-
gested that with the increase of the part index, samples
became more and more similar to positive samples. With
the above analysis, it can be partly concluded that the quality
of samples decreased with the increase of the part index.
Thus, with the increase of the threshold, quality of selected
negative samples became worse and worse because more
and more negative samples with low quality were poured
in. Especially when ε = 0, 128,220 negative samples were of
the highest quality.

3.2. Performance of the Models with the Highest Quality
Negative Samples. As mentioned in Negative Samples with
Different Thresholds of Probability, 128,220 negative sam-
ples were obtained when ε = 0. These samples were deemed
to be of the highest quality. Based on them and three classifi-
cation algorithms: RF, SVM and ANN, three models, named
as RF, SVM, and ANN models, respectively, were built.
Then, tenfold crossvalidation [42–45] was adopted to eval-
uate their performance. Six measurements, SN, SP, ACC,
MCC, Precision, and F1‐measure, mentioned in Perfor-
mance Measurement, were calculated and are listed in
Table 2. It can be observed that the RF model yielded the best
performance. The MCC, ACC, and F1‐measure obtained by
the RF model were 0.943, 0.975, and 0.959, respectively. As
for the SVM and ANN models, they produced perfect SPs
and Precisions; however, their SNs were much lower, induc-
ing much lower ACCs, MCCs, and F1‐measures. In addi-
tion, we plotted the ROC curves and PR curves of these
models, as shown in Figure 3. Clearly, the ROC curve of
the RF model was always above those of the SVM and
ANN models. It was also true for the PR curve. The AUROC
and AUPR of the RF model was 0.986 and 0.983, respec-
tively, indicating the high utility of the RF model. The AUR-
OCs and AUPRs of the other two models were at least 10%
lower than those of the RF model. Therefore, it is suggested
to select RF as the classification algorithm for building the
classification model.

3.3. Performance of the Models with Different Quality
Negative Samples. Given different thresholds of the probabil-
ity, we can obtain different negative samples and construct
different models. As listed in Table 1, nine thresholds were
tried in this study. For RF, we constructed nine RF models.
These models were evaluated by tenfold crossvalidation.
The results are listed in Table 3 from which we can see that
the MCCs followed a general decreasing trend with the
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increase of the threshold. ACC and F1‐measure also followed
such trend. It is reasonable because when the threshold
increased, more and more negative samples were added and
their quality became poorer. It can also be concluded from
Table 3 that when the thresholds were small, the perfor-
mance of the RF model followed a sharp decreasing trend

with the increase of the threshold, while this trend became
alleviative when the thresholds were large. With the increase
of the threshold, the added negative samples were poor
enough which cannot influence the performance of the
model a lot. Besides, we also plotted the ROC curves and
PR curves yielded by these RF models, as shown in
Figure 4. The AUROCs and AUPRs followed the similar
trend of ACCs, MCCs, and F1‐measures. Thus, it is better
to use a small threshold for determining negative samples.

To prove that the above results were not special for RF,
we also did the same tests for SVM and ANN. The predicted
results are provided in Table S1 and S2. The ROC curves and
PR curves are available in Figure S1 and S2. All results were
almost identical to those of the RF models, indicating that
with the increase of the threshold, the quality of negative
samples became poorer. It is suggested to extract negative
samples with a small threshold.

3.4. Analysis of the Models on Balanced and Imbalanced
Datasets. For the problem investigated in this study, it is a
dilemma to determine the number of negative samples.
Based on our negative sample selection strategy, it is not a
problem. The negative samples can be determined by a
proper threshold, which suggests choosing a small threshold.

Table 1: Numbers of negative samples under different thresholds of
the probability.

Tag of
threshold

Threshold
Number of

negative samples
Times of

positive samples

ε1 0 128,220 2.25

ε2 5 × 10−7 131,301 2.30

ε3 5 × 10−6 152,596 2.67

ε4 1 × 10−5 173,822 3.05

ε5 2 × 10−5 216,256 3.79

ε6 3 × 10−5 259,566 4.55

ε7 4 × 10−5 294,260 5.16

ε8 5 × 10−5 317,971 5.57

ε9 6 × 10−5 333,797 5.85

Chemical-
chemical

interaction
(CCI)

Drugs for each
side effect

Random walk
with

restart (RWR)

Data sources Drug features

Training
dataset

Classification
algorithm

10-fold
crossvalidation

Performance
measure

STITCH

KEGG

DrugBank

SIDER

Drug fingerprint

Drug ATC code

Drug literature

Feature
construction

Seed nodesNetwork

Positive
samples

Negative
samples

�reshold filter

𝜀1 𝜀2 𝜀3 𝜀4 𝜀5 𝜀6 𝜀7 𝜀8 𝜀9

Drug structure

Drug target
protein

RDKit

Figure 1: Entire procedures of the construction of classification models with a refined negative sample selection strategy.
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It can be seen that the above-constructed models all used
much more negative samples than positive samples (Table 1).
For example, when ε = 0, the negative samples were more
than twice the positive samples. With the increase of ε, the
negative samples became more and more. Thus, the above-
constructed models were all based on imbalanced datasets.
This section proved that when the threshold was given, the
proportion of positive and negative samples cannot be con-
sidered. To this end, we did the following tests.
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Figure 2: Distribution of “combined_score” of drugs and drugs sharing the side effects for negative samples in nine parts and positive
samples. (a) Zero scores were included; (b) zero scores were not included.

Table 2: The performance of three models with the highest quality
negative samples.

Model SN SP ACC MCC Precision F1‐measure
RF model 0.923 0.999 0.975 0.943 0.997 0.959

SVM model 0.656 1.000 0.894 0.754 1.000 0.792

ANN model 0.670 1.000 0.898 0.764 1.000 0.802

6 Computational and Mathematical Methods in Medicine



For a given threshold ε, we can obtain several negative
samples. Among them, we randomly selected negative sam-
ples, which were as many as positive samples. These selected
negative samples were combined with positive samples to
construct a balanced dataset. Because the selection of nega-
tive samples may influence the results, we constructed four
additional datasets in the same way. Thus, five balanced data-
sets, denoted by BDε

1 ,…, BDε
5, were constructed. Further-

more, we constructed five imbalanced datasets in a similar
way. These datasets contained negative samples twice as
many as positive samples. These imbalanced datasets were
denoted by IBDε

1,…, IBDε
5. A RF model was built based on

each of the above-mentioned datasets and evaluated by ten-
fold crossvalidation. The performance of these RF models
on balanced datasets is shown in Figure 5. It can be observed
that with the increase of the threshold, the performance of RF
models decreased, which conformed to the results in Perfor-
mance of the Models with Different Quality Negative Sam-

ples. Furthermore, the performance of the RF models on
imbalanced datasets is illustrated in Figure 6, giving the same
conclusion. In addition, SVM andANNmodels were also con-
structed on the above-mentioned balanced and imbalanced
datasets. Their performance, evaluated by tenfold crossvalida-
tion, is shown in Figure S3-S6. The same conclusion can be
arrived at; that is, the performance of the models decreased
when the threshold increased.

Given a threshold ε, three types of datasets were con-
structed. The first one contained all negative samples; the sec-
ond one, imbalanced datasets, containing negative samples
twice as many as positive samples; and the last one, balanced
datasets, containing negative samples as many as positive
samples. As shown in Table 1, the first type of dataset had
the highest imbalanced degree, followed by the second and
third ones. Here, we investigated the performance of RF
models on these three types of datasets under different
thresholds of the probability. The MCCs are illustrated in
Figure 7. It is interesting that given a threshold, the model
on the first type of datasets always provided the best perfor-
mance although it contained much more negative samples
than the other two types of datasets. The reason may be that
negative samples under a certain threshold were quite similar
for the RFmodel; thus, employing more negative samples can
improve the performance. For the two other types of datasets,
when the threshold was smaller than or equal to ε6, RF models
on imbalanced datasets were superior to those on balanced
datasets, while it became contrary when the threshold was
larger than ε6. It is indicated that there existed a critical value
to control the performance of the RF model on balanced and
imbalanced datasets. Furthermore, we investigated the per-
formance of the SVM and ANN models on three types of
datasets. Obtained MCCs are illustrated in Figure S7 and
S8. For the SVM and ANN models, their performance was
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Figure 3: The ROC curves and PR curves of three models with the highest quality negative samples. (a) The ROC curves; (b) the PR curves.

Table 3: The performance of the RF models with different quality
negative samples.

Threshold SN SP ACC MCC Precision F1‐measure
ε1 0.923 0.999 0.975 0.943 0.997 0.959

ε2 0.910 0.978 0.958 0.899 0.948 0.929

ε3 0.816 0.960 0.921 0.796 0.883 0.849

ε4 0.751 0.964 0.912 0.754 0.873 0.808

ε5 0.668 0.975 0.911 0.715 0.877 0.758

ε6 0.622 0.982 0.917 0.698 0.884 0.730

ε7 0.605 0.986 0.924 0.695 0.890 0.720

ε8 0.594 0.987 0.927 0.691 0.891 0.713

ε9 0.588 0.989 0.930 0.694 0.901 0.712
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Figure 4: The ROC curves and PR curves of the RF models with different quality negative samples. (a) The ROC curves; (b) the PR curves.
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Figure 5: Continued.
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not always best on the first type of datasets when the
threshold was fixed. However, when the threshold was
small (smaller than ε3), the first type of dataset still yielded
the best performance. For the second (imbalanced) and third
(balanced) types of datasets, similar phenomena occurred.
The only difference was the different critical values for SVM
and ANN.

All in all, when we used threshold ε, which was suggested
to be small in Performance of the Models with Different
Quality Negative Samples, to determine the candidate nega-
tive samples, it is better to pick up all these candidates to con-
struct the model, and it was not necessary to consider the
proportion of positive and negative samples in this case.

3.5. Comparison of the Model without Negative Sample
Selection. In this study, we proposed a refined negative sam-
ple selection strategy to extract high-quality negative sam-
ples. When using the highest quality negative samples, the
RF model produced the best performance, listed in Table 2.
If such strategy was not adopted, we randomly selected neg-
ative samples that were as many as positive samples to con-
struct the RF model, which was identical to that in our
previous study [14]. The predicted results yielded by the ten-
fold crossvalidation are listed in Table 4. It is easy to see that
our model was much superior to the previous model. Each
measurement was improved more than 10%. In detail, the
ACC, MCC, and F1‐measure improved about 20%, 40%,
and 18%, respectively. Thus, the proposed negative sample

selection strategy can sharply improve the utility of the
model. Furthermore, we also did the same comparisons for
the SVM and ANN models. Predicted results are also listed
in Table 4. The same conclusion can be obtained.

3.6. Comparison of the Model with Another Negative Sample
Selection Strategy. In [46], another negative sample selection
strategy, namely, finding reliable negative samples (FIRE),
was proposed to improve the model for predicting protein-
RNA interactions. This strategy was employed in this study
to compare with the proposed strategy. We termed drugs
as proteins and side effects as RNAs in FIRE. Furthermore,
the “combined_score” between drugs was deemed as the
protein-protein similarity score in FIRE. According to FIRE,
each pair of drug and side effect that was not a positive sam-
ple was assigned a score. It was claimed in [46] that samples
with low scores were of high quality. Thus, we picked up the
pairs of drugs and side effects with zero scores as negative
samples for making comparison, obtaining 355,634 negative
samples. The negative samples with the highest quality
(using threshold ε1) filtered by our strategy were selected
to make comparison. Several RF models were constructed
on these two different negative sample sets and the same
positive samples.

First, we compared the RF models with balanced positive
and negative samples; that is, 57,058 negative samples were
randomly selected from two negative sample sets, which were
combined with the positive samples to construct RF models.
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Figure 5: The performance of the RF models on balanced datasets, in which negative samples, as many as positive samples, are randomly
selected under different thresholds. (a) Six measurements; (b) the ROC curves; (c) the PR curves.
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Tenfold crossvalidation results are listed in Table 5. Clearly,
the RF model obtained by the proposed strategy (called the
proposed model in the following text for convenience) was

superior to that obtained by FIRE (called the FIRE model in
the following text for convenience). The MCC was 10.7%
higher. Furthermore, we also did the ROC and PR curve
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Figure 6: The performance of the RF models on imbalanced datasets, in which negative samples, twice as many as positive samples, are
randomly selected under different thresholds. (a) Six measurements; (b) the ROC curves; (c) the PR curves.
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analyses, which are shown in Figure 8. Clearly, the ROC and
PR curves of the proposed model were always above the cor-
responding curves of the FIRE model. The AUROC and
AUPR were 2.2% and 1.8% higher, respectively. Thus, the
proposed model was better than the FIRE model. Second,

we compared the RF models with imbalanced positive and
negative samples. In this case, negative samples were twice
as many as positive samples. According to the results listed
in Table 5 and Figure 8, the proposed model was also supe-
rior to the FIREmodel. Third, the RFmodels with all samples

Table 4: Comparison of the models with or without negative sample selection strategy.

Model Negative sample selection strategy SN SP ACC MCC Precision F1‐measure

RF model
√ with ε1ð Þ 0.923 0.999 0.975 0.943 0.997 0.959

× 0.791 0.759 0.775 0.550 0.766 0.778

SVM model
√ with ε1ð Þ 0.656 1.000 0.894 0.754 1.000 0.792

× 0.585 0.715 0.650 0.302 0.672 0.625

ANN model
√ with ε1ð Þ 0.670 1.000 0.898 0.764 1.000 0.802

× 0.631 0.695 0.663 0.332 0.682 0.650

Table 5: Comparison of RF models with two different negative sample selection strategies.

Negative sample selection strategy Number of selected negative samples SN SP ACC MCC Precision F1‐measure

Proposed strategy

57,058 0.904 0.994 0.949 0.901 0.993 0.946

114,116 0.919 0.999 0.972 0.938 0.997 0.956

128,220 0.923 0.999 0.975 0.943 0.997 0.959

57,058 0.887 0.907 0.897 0.794 0.905 0.896

FIRE

114,116 0.844 0.954 0.917 0.811 0.901 0.872

128,220 0.832 0.961 0.921 0.812 0.904 0.867

355,634 0.745 0.992 0.957 0.812 0.934 0.829
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Figure 8: ROC and PR curves of models with different negative samples obtained by two different negative sample selection strategies. (a) The
ROC curves; (b) the PR curves. The proposed model is constructed with negative samples obtained by the proposed strategy, whereas the
FIRE model is built with negative samples obtained by FIRE. NS: negative sample.
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in two negative sample sets were constructed to make com-
parison. The results are also listed in Table 5 and Figure 8.
The MCC of the FIRE model was 0.812, which was 13.1%
lower than that of the proposed model. As for AUROC and
AUPR, they were 3% and 8.1% lower than those of the pro-
posed model, respectively. It was also indicated that the pro-
posed model was better than the FIRE model. Finally,
considering the fact that negative samples selected by FIRE
were much more than those filtered by the proposed strategy,
we randomly selected 128,220 samples from the negative
samples obtained by FIRE and used them to construct the
RF model. The tenfold crossvalidation results are also listed
in Table 5 and Figure 8. Clearly, such model was inferior to
the proposed model with the same number of negative sam-
ples. According to the above arguments, the proposed
models were superior to the FIRE models, proving that the
proposed negative sample selection strategy can screen out
negative samples with higher quality than FIRE.

From the above arguments, negative samples selected by
the proposed strategy were of higher quality than those fil-
tered by FIRE. Here, we provided an investigation to explain
the reason. Figure 9(a) shows the distribution of 355,634
negative samples selected by FIRE on nine parts of negative
samples mentioned in Negative Samples with Different
Thresholds of Probability. Each of the nine parts contained
several such negative samples. For example, the first part
contained 36.05% such negative samples and the second part
contained 0.87% such negative samples. This result sug-
gested that our strategy can classify negative samples gener-
ated by FIRE into different parts, which contained negative
samples with different quality. Furthermore, as shown in
Figure 9(b), all negative samples generated by the proposed
strategy with threshold ε4 were selected by FIRE, and this
proportion decreased with the increase of the threshold.
Most negative samples in each part (more than 87%) were

also selected by FIRE. Thus, our strategy improved the eval-
uation scheme on negative samples and gave a more refined
partition on negative samples. FIRE evaluated the quality of
negative samples by only considering the direct links
between drugs. If the distances between one drug and drugs
sharing one side effect were all larger than one, such pair of
drug and side effect was assigned a zero score and deemed as
a negative sample with the highest quality by FIRE. FIRE did
not consider the factor of distance. In fact, such pairs can be
further classified. Pairs with long distances were clearly more
likely to be actual negative samples. For the proposed strategy,
it adopted the RWR algorithm to evaluate the quality of nega-
tive samples. Generally, pairs with long distances would be
assigned low probabilities. Therefore, we can further classify
negative samples selected by FIRE into many parts by setting
different thresholds on the probability. However, FIRE cannot
divide them because their scores were all zeros. All these
induced the phenomenon shown in Figure 9, and it was the
main reason why our strategy was better than FIRE.

4. Conclusions

This study proposed a novel negative sample selection
strategy for the prediction of drug side effects. Under a
small threshold, the negative samples are of high quality,
indicating that it is not necessary to consider the balance of
positive and negative samples. It is hopeful this strategy can
give useful help for determining novel side effects of given
drugs and new insights for dealing with similar biological
and medicine problems.

Data Availability

The original data used to support the findings of this study are
available at SIDER and in supplementary information files.
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Figure 9: Breakdown of the negative samples selected by FIRE. (a) Distribution of such negative samples on nine parts of negative samples
obtained by the proposed strategy. (b) Proportions of negative samples selected by FIRE in each part of the negative samples obtained by the
proposed strategy.
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quality negative samples. Table S2: the performance of the
ANN models with different quality negative samples. Figure
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selected. Figure S8: the MCCs yielded by the ANN models
on three types of datasets. “All” means that all negative sam-
ples under the given threshold are selected; “Imbalanced”
indicates that negative samples, twice as many as positive
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and “Balanced” indicates that negative samples, as many as
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selected. (Supplementary Materials)
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Extracting massive features from images to quantify tumors provides a new insight to solve the problem that tumor heterogeneity is
difficult to assess quantitatively. However, quantification of tumors by single-mode methods often has defects such as difficulty in
features extraction and high computational complexity. The multimodal approach has shown effective application prospects in
solving these problems. In this paper, we propose a feature fusion method based on positron emission tomography (PET)
images and clinical information, which is used to obtain features for lung metastasis prediction of soft tissue sarcomas (STSs).
Random forest method was adopted to select effective features by eliminating irrelevant or redundant features, and then they
were used for the prediction of the lung metastasis combined with back propagation (BP) neural network. The results show that
the prediction ability of the proposed model using fusion features is better than that of the model using an image or clinical
feature alone. Furthermore, a good performance can be obtained using 3 standard uptake value (SUV) features of PET image
and 7 clinical features, and its average accuracy, sensitivity, and specificity on all the sets can reach 92%, 91%, and 92%,
respectively. Therefore, the fusing features have the potential to predict lung metastasis for STSs.

1. Introduction

Sarcomas are a highly heterogeneous group of tumors classi-
fied according to the similar adult tissue types in tissue occur-
rence [1]. It is characterized by invasive or destructive growth
that can recur and by distant metastasis [2]. As one of the sar-
comas, soft tissue sarcomas (STSs) can occur anywhere in the
body, and 59% of which originate in an extremity [3]. Unfor-
tunately, 10%-20% of the patients with sarcomas or STSs
have distant metastasis at the time of diagnosis. The metasta-
sis rate is approximately 30%-40% in the course of follow-up,
of which lung metastasis accounts for about 90% [4–6].
Moreover, there is a great deficiency in the cognition of the
prognostic factors of lung metastatic tumor resection and
the recurrence rate after resection is high [7]. Therefore, early
screening and prediction of lung metastasis can help patients
with STSs find corresponding self-treatment measures at an
early stage and improve the survival rate of patients.

The most common method to evaluate the risk of lung
metastasis is to study the heterogeneity of tumors from
histopathological samples, while the biological relationships

between different clonal subgroups or clones and microenvi-
ronments in solid tumors such as STSs are still unclear, so
that the information obtained from the samples is affected
by the sampled region, which is not necessarily representative
[8]. Therefore, it is hard to study the heterogeneity of tumors
from the point of view at the molecular level because solid
cancers are spatial and temporal heterogeneous. Lambin
et al. have suggested that extracting a large number of fea-
tures from medical images can solve this problem because
the radiomic feature has the ability to capture intratumoural
heterogeneity in a noninvasive [9]. Several studies have pre-
dicted the effect of lymph node metastasis and adjuvant
radiotherapy or chemotherapy in preoperative colorectal
cancer by using radiomic features [10, 11]. Corino et al. per-
formed radiomic analysis of STSs to distinguish moderate
and high lesions [12]. Valliã¨Res et al. extracted a large
number of texture features from 2-deoxy-2-[18F]fluoro-D-
glucose (FDG) positron emission tomography (PET) and
magnetic resonance imaging (MRI) data for the construction
of a STS lung metastasis prediction model [13]. However, the
cost of acquiring multiple modal images at the same time is
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high and may not be affordable for some patients. Also, the
image acquisition of different modes is complex, and differ-
ent image information sets tend to obtain several overlapping
feature information. In addition, the acquisition of a large
amount of information increases the complexity of the model
construction and the time complexity of the operation. The
features obtained from only a single image are limited, and
more other accessible modal data may be overlooked such
as clinical data. Actually, the fusion of image and other modal
information can help us to obtain features from multiple
aspects that are used to build a more accurate and stable
model. There are a few studies that have used the multimodal
method to achieve great results; for example, Aerts et al.
quantified the tumor microenvironment by fusing imaging,
gene, and clinical information to quantify tumor gene het-
erogeneity in the early stage [14]. Tingdan et al. developed
and validated a clinical radiomics nomogram for preoper-
ative prediction of lung metastasis in colorectal cancer
patients [15].

PET image is a kind of reaction molecular metabolism
imaging. When the disease is changing in the early stage of
the molecular level and the morphology of the lesion area
has not been abnormal, the lesion can be found by PET
examination. Compared with other types of images, PET
has the characteristics of high sensitivity, high specificity,
and better security [16]. Therefore, this study extracted the
features from two kinds of data including PET image and
clinical data, and then the feature fusion was performed,
which was applied to the subsequent prediction model con-
struction. For the problem of model construction, it is
expected that the predictive model can be as simple as possi-
ble and has a good predictive effect. The aim of the simple
model is actually to expect it to be used as a representative
feature as possible for the model construction. Hence, it is
particularly important to choose higher importance features
from a large number of features. There are two functions
for feature selection including reducing the number of fea-
tures and lowering the dimension of features, which are
both used to make the model generalization more powerful
by reducing the overfitting and by enhancing the under-
standing of features. Taking into account that the random
forest algorithm has the ability to analyze the features of
complex interaction classification and has good robustness
for noise data or data with missing values, its variable
importance measure can be used as a feature selection tool
for high-dimensional data [17]. Therefore, the random for-
est method is applied to extract higher-contribution features
from multimode data. Then, they are used as the input for a
back propagation (BP) neural network with the superior
ability of nonlinear mapping, self-learning, self-adaptive,
generalization, and fault tolerance to construct the lung
metastasis prediction model [18]. The results showed that
the model constructed by combining the features of image
and clinical data has a better performance in all data sets.
Furthermore, it could be found that only the top PET fea-
tures and clinical features achieved a higher accuracy rate
of more than 90%. These features are strongly correlated
with lung metastasis and may be used as a label for lung
metastasis prediction of STSs.

2. Methods

2.1. Data Sources and Preprocessing. The FDG-PET imaging
data of 51 patients with STSs were included in this study,
and the corresponding clinical data were downloaded from
The Cancer Imaging Archive (TCIA). All patients underwent
pretreatment FDG-PET scanned between November 2004
and November 2011, during which 19 patients developed
lung metastases [13]. The FDG-PET slice thickness resolu-
tion was 3.27mm for all patients and the median inplane
resolution was 5:47 × 5:47mm2 (range: 3.91-5.47mm). The
details of samples could be found in Table 1.

We divided these samples into two groups, LungMets and
NoLungMets.NoLungMetswere patients that did not develop
lung metastases and LungMets were patients that eventually
developed lung metastases. The FDG-PET imaging data
also contained contours of the 3D tumor region of each

Table 1: Patient and tumor characteristics.

Clinical parameters

Age, years (mean ± SD) 54:8 ± 16:0
Gender, n (%)

Male 24 (47.1)

Female 27 (52.9)

Histology, n (%)

Malignant fibrous histiocytomas 17 (33.3)

Liposarcoma 11 (21.6)

Leiomyosarcoma 10 (19.6)

Synovial sarcoma 5 (9.8)

Extraskeletal bone sarcoma 4 (7.8)

Fibrosarcoma 1 (2.0)

Other 3 (5.9)

Grade, n (%)

High 28 (54.9)

Intermediate 15 (29.4)

Low 5 (9.8)

Unknown 3 (5.9)

Metastases, n (%)

Lung 19 (37.3)

Other 5 (9.8)

None 27 (52.9)

Time, days (mean ± SD)
Diagnosis to outcome 285.7± 252.3
Diagnosis to last follow-up 849± 447.4

Status, n (%)

No evidence of disease 26 (51.0)

Alive with disease 9 (17.6)

Dead 15 (29.4)

Note: SD: standard deviation; n: number; diagnosis to outcome: days elapsed
between the date of diagnosis of primary STS (biopsy) and the date of
diagnosis of recurrence or metastases; diagnosis to last follow-up: days
elapsed between the date of diagnosis of primary STS (biopsy) and the date
of last-follow-up (or death, if applicable).
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sample drawn by an expert radiation oncologist. To better
understand the difference of images between the two
groups, the region of interest (ROI) is a tumor area which
is extracted according to the lesion contour mask mapped
onto the original image. Therefore, ROI volumes of 51
patients are obtained for further analysis.

2.2. Feature Extraction. Considering that the standard uptake
values (SUV) as a semiquantitative index in PET can be effec-
tively applied in the evaluation of benign and malignant
tumors and evaluation of curative effect, the FDG-PET
volume is first converted to SUV maps and then a square
root transform is applied to help stabilize the PET noise in
the image.

These features are extracted from three aspects, and all of
which are derived from the ROI regions. In Table 2, there are
67 features including 5 SUV metrics features, 5 types of
texture features, and 6 types of clinical features. The study
uses five types of texture features, namely, global, gray-level
co-occurrence matrix (GLCM) [19], gray-level run-length
matrix (GLRLM) [20–23], gray-level size zone matrix
(GLSZM) [20–23], and neighborhood gray-tone difference
matrix (NGTDM) [24].

The corresponding feature vector is calculated and
obtained for each feature. SUV-related features can be
obtained by simple mathematical calculations. Each extrac-
tion method of texture feature has a corresponding calcu-
lation formula, which can be obtained by corresponding
references [19–24]. Then, we calculated all the texture fea-
ture values corresponding to each sample by the formula
of each texture feature. Furthermore, considering that the
most clinical features are presented in text form, a coding
method called one-hot is applied to extract text features
[25]. For example, the Sex feature includes male and
female, the male is represented as 1 0 and the female is
denoted as 0 1. Similarly, feature Status is coded as Alive
(1 0 0), Alive with disease (0 1 0) and Dead (0 0 1). These
feature vectors make up a feature matrix with a size of
51× 67. Row denotes the sample and each column is a
feature vector.

2.3. Feature Selection Based on Random Forest. A random
forest is an integrated classifier with a set of decision tree clas-
sifiers that can be expressed as fhðX, θkÞ, k = 1, 2,⋯,Kg,
where fθkg is a random vector obeying independent and
identical distribution. K represents the number of decision
trees in random forest. The optimal classification result is
determined by the voting of each decision tree classifier when
given an argument X [17].

The variable importance assessment is a significant
feature of random forest algorithms. In this study, we use a
variable importance measure based on the classification
accuracy of out-of-bag (oob) data. The evaluation criterion
of this method is the average reduction of the classification
accuracy after the slight disturbance of the independent
variable of the oob data and classification accuracy before
the disturbance.

Assuming that there are bootstrap samples b = 1, 2,⋯:,B,
where B represents the number of training samples, the

variable importanceDjof feature Xi based on classification
accuracy is calculated by the following steps: Firstly, the
decision tree Tb is constructed based on training samples
after setting the value of b to 1, and then the oob data is
defined as Loobb . After that, the oob data is classified by using
the Tb, and the number of correct classifications is calculated
as Roob

b . For feature Xj(j = 1, 2,⋯,N), the value of the feature

Xj in Loobb is disturbed, and the data set after disturbance is

defined as Loobbj . The number of Loobb is classified by Tb, and

the count of correct classifications is calculated as Roob
bj . The

same steps are performed on other features. Finally, the
importance Djof feature Xj is calculated by the formula

Dj =
1
B
〠
B

i=1
Roob
b − Roob

bj

� �
: ð1Þ

2.4. Back Propagation (BP) Neural Network Model. The prin-
ciple of BP neural network is that the gradient descent
method is used to adjust the weights and thresholds, so that
the mean square error value of the actual output of the
network and the expected output is minimal. The training
simulation process is presented as follows.

Firstly, the BP neural network structure is determined
and the input layer to the implicit layer weight value wij,
the implicit value to the output layer weight vij, the implicit
layer threshold θj, and the output layer threshold ɤt are

assigned. Then the training samples (Pk, Rk) are randomly
selected to provide to the network. After that, the input of
each element of the implicit layer Sj is calculated by using

the output sample Pk, the connection weight value wij, and
the threshold value θj, and then the output Bj of the implicit
layer unit is calculated by using the Sj through the transfer
function as follows:

Sj = 〠
m

i=1
wijp

k
i − θj,

Bj = f Sj
� �

:

ð2Þ

Next, the output Lt of the output layer units is calculated
using the output Bj, weight value vjt , and threshold ɤt of the
middle layer, and then the response Ct of the output layer
unit is calculated by the transfer function so that the follow-
ing formulas are obtained:

Lt = 〠
n

j=1
vjtBj − γt ,

Ct = f Ltð Þ:
ð3Þ

The generalization error dt of the output layer can be cal-
culated using the expected output Rk and the network actual
output Ct , and the generalization error ej of each unit in the
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Table 2: SUV metrics features and Clinical features used in this study.

Type Name Description

SUV metrics

SUVmax Maximum SUV of the tumour region

SUVpeak
Average of the voxel with maximum SUV within the tumour region

and its 26 connected neighbors

SUVmean Average SUV value of the tumour region

aucCSH
Area under the curve of the cumulative SUV volume histogram

describing the percentage of total tumour volume above a percentage
threshold of maximum SUV

PercentInactive

Percentage of the tumour region that is inactive. A threshold of
0:005 × SUVmaxð Þ2 followed by closing and opening morphological
operations were used to differentiate active and inactive regions on

FDG-PET scans

Textures

Global

Variance

Skewness

Kurtosis

GLCM

Energy

Contrast

Entropy

Homogeneity

Correlation

SumAverage

Variance

Dissimilarity

AutoCorrelation

Textures

GLRLM

SRE (short run emphasis)

LRE (long run emphasis)

GLN (gray-level nonuniformity)

RLN (run-length nonuniformity)

RP (run percentage)

LGRE (low gray-level run emphasis)

HGRE (high gray-level run emphasis)

SRLGE (short run low gray-level emphasis)

SRHGE (short run high gray-level emphasis)

LRLGE (long run low gray-level emphasis)

LRHGE (long run high gray-level emphasis)

GLV (gray-level variance)

RLV (run-length variance)

GLSZM

SZE (small-zone emphasis)

LZE (large-zone emphasis)

GLN (gray-level nonuniformity)

ZSN (zone-size nonuniformity)

ZP (zone percentage)

LGZE (low gray-level zone emphasis)

HGZE (high gray-level zone emphasis)

SZLGE (small-zone low gray-level emphasis)

SZHGE (small-zone high gray-level emphasis)

LZLGE (large-zone low gray-level emphasis)

LZHGE (large-zone high gray-level emphasis)

GLV (gray-level variance)

ZSV (zone-size variance)
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middle layer can be also calculated based on three parameters
including vjt , dt , and Bj.

dt = r − Ctð Þ ⋅ Ct 1 − Ctð Þ

ej = 〠
p

t=1
dt ⋅ vjt

" #
Bj 1 − Bj

� � ð4Þ

Then, the connection weight vjt and threshold γt are cor-
rected by using the generalization error dt of the output layer
units and the output Bj of each unit in the middle layer.

vjt N + 1ð Þ = vjt Nð Þ + α ⋅ dt ⋅ Bj,
γt N + 1ð Þ = γt Nð Þ + α ⋅ dt:

ð5Þ

Therefore, the fixed connection weight wij and threshold
θj can be obtained as follows:

wij N + 1ð Þ =wij Nð Þ + β ⋅ ej ⋅ pi,
θj N + 1ð Þ = θj Nð Þ + β ⋅ ej, 0 < β < 1:

ð6Þ

Furthermore, the next train sample is randomly selected
to provide to the network according to the previous method
of training until the training samples are fully trained.

3. Results

3.1. Feature Selection Based on Random Forest. Feature selec-
tion can not only improve the performance of the model but
also help us to understand the characteristics of the data and
the underlying structure, which plays a significant role in the
further improvement of model and algorithm. In this study,
the number of trees in random forest is set to 250, and then
there are 67 features including 5 SUV metrics features, 5
types of texture features, and 6 types of clinical features. In
order to explore the contribution of these features to the pre-
diction model, random forest was applied to sort these fea-
tures. 36 features were selected whose importance values
were more than 0.01. Moreover, a T test is used to verify
the performance of random forest method in this study. 25
significant features were retained in these features by using
the T test with a confidence level of 95% which are shown
in Figure 1.

As shown in Figure 1, these selected features contain 6
clinical features and 19 image features including 5 SUV fea-
tures and 14 types of texture features. Furthermore, 6 of the
top 10 features are clinical features, including age, status,
treatment, and MSKCC type, and the other features belong
to image features namely SUV features, including SUVpeak,
SUVmax, aucCSH, and PercentInactive. Therefore, there is
no any texture feature.

Table 2: Continued.

Type Name Description

NGTDM

Coarseness

Contrast

Busyness

Complexity

Strength

Clinical

Age Age

Sex
Male

Female

Treatment

Radiotherapy + surgery + chemotherapy
Radiotherapy + surgery
Surgery + chemotherapy

Status

Alive

Alive with disease

Dead

Grade

High

Intermediate

Low

MSKCC type

Liposarcoma

Leiomyosarcoma

Synovial sarcoma

Malignant fibrous histiocytomas

Extraskeletal bone sarcoma

Fibrosarcoma

Other
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3.2. BP Neural Network. After obtaining those features, the
BP neural network model was constructed, including 1 input
layer, 1 hidden layer, and 1 output layer as shown in Figure 2.

For this neural network model, there are 25 most impor-
tant features so that the number of neurons for input layer is
25. In order to make the model as simple as possible and the
time complexity lower, the model in this paper is a simple
three-layer model that is the hidden layer is single. The num-
ber of neurons for the output layer is 2 because the output
layer contains two groups: LungMets and NoLungMets.

In this study, the sigmod function was applied to be the
activation function and the method of adaptive learning rate
adjustment used to avoid local optimization and overfitting
[26]. Then, 51 samples were randomly disrupted and divided
into three types according to the proportion of 70%,15%, and
15%, which included 35 training samples, 8 test samples, and
8 validation samples. When the number of iterations reached
1000 times or the gradient value is less than 0.001, the train-
ing model was considered to have been trained. Furthermore,
in order to overcome the impact of small sample volume and
sample specificity on the model, the samples were randomly
divided 10 times and then repeated the above process in
our study.

In order to measure the performance of the model, three
indicators were used in this study, including accuracy, speci-

ficity, and sensitivity, as shown in Figure 3(a). In addition, the
best validation performance of a randomly selected model is
shown in Figure 3(b).

It is expected that the model has a high specificity and is
sensitive on the basis of high accuracy. In other words, we
hope that the model will have a better effect on both Lung-
Mets and NoLungMets. In terms of the total performance of
the model, the average accuracy is 92%, and the specificity
and sensitivity are 89% and 94%, respectively. Moreover,
the model can achieve a good performance in training and
validation set as expected. In fact, the results of the test set
are more concerned because the model construction is based
on the training set and the validation set; the test set is actu-
ally not involved in the construction of the model and
completely independent of other sets. Therefore, the result
of the test set is the standard of model performance evalu-
ation; it can be seen from Figure 3(a) that the average accu-
racy, specificity, and sensitivity of the test set reached 90%,
87%, and 92%, respectively. In addition, the best validation
performance is shown in Figure 3(b); the model has been
trained after iterating 43 times, and the gradient mean
square error is less than 0.001. At the same time, it can be
seen on the validation set that the overall trend of the curve
is also in the gradient drop. These evidences not only show
that this model has good stability but also show that the
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selected features can predict the lung metastasis in the soft
tissue sarcomas.

4. Discussion

In order to further confirm whether the prediction effect after
feature fusion is really better than that of the single type of
features and to avoid the occurrence of chance, this study
merely compares the final results of feature fusion with those
of image features or clinical features as shown in Figure 4.

Compared with the original features, the effect of predic-
tion is obviously improved based on the selected features by
using random forest. For the test set, the prediction accuracy
based on the original feature is 83%, while the model predic-
tion accuracy after feature extraction reaches 90%, and the
sensitivity of the model is increased by 16%. Therefore, the
random forest method can effectively extract the features of
higher contribution to the prediction model from the original
features and can greatly improve the specificity and sensitiv-
ity of the prediction model. In addition, in order to verify the
necessity of feature fusion based on multimodal data, the fea-
tures of single modal data are used to establish a prediction
model. The evaluation results of model according to the three
measurement indices show that the prediction performance
of the feature fusion model is better than that using a single
class of modal data at the level of all data sets. For the test
set, the multimodal features can obtain higher accuracy and
specificity, and although image features also reveal a high
average value of sensitivity, it cannot characterize its high
sensitivity because the variance is actually too large. More-
over, the sensitivity is not even exceeding 70% in the training
and test set because the image features alone are used to
construct the model so that the model cannot be trained
very well.

It is worth mentioning that the top 10 features of the 25
features include 3 SUV features and 4 types of clinical

features, but these do not contain texture features. Therefore,
the prediction model with 10 features as the model input was
constructed in this study, and it was compared with the pre-
vious model with 25 features as shown in Figure 5.

It can be seen from Figure 5(a) that the top ten features of
the contribution ranking are mainly 5 types, of which the
image features include three SUV features and the clinical
features include the Status, Treatment,Age, andMSKCC type.
In Figure 5(b), it can be found that the prediction accuracy of
the model without texture features decreased by less than 1%
compared to the model with 25 features, and the sensitivity
increased significantly although the specificity does not seem
to be as ideal. These results suggest that the effect of the 10
features is similar to that of the 26 features, which means that
it may be not necessary to do a lot of complex texture feature
calculations to obtain the same good prediction effect, while
the basic clinical features and SUV features are easier to
obtain to get than texture features.

For PET images, SUV is widely used in the identification
and prognosis prediction of benign and malignant tumors.
SUVmax is always used as the initial index of benign and
malignant tumor due to the characteristics of simple opera-
tion, good repeatability and not affected by the sketch area
of interest. Compared to SUVmax, SUVpeak overcomes the
problem of insensitive to image noise but is sensitive to
regions of interest, and PercentInactive denotes the percent-
age of the inactive tumour region. A threshold of 0:005 ×
ðSUVmaxÞ2 followed by closing and opening morphological
operations is used to differentiate active and inactive regions
on FDG-PET scans. For patients with lung metastasis, a vast
majority of tumors are at a low differentiation stage, and
these characteristics of SUV are indicators to distinguish
the low differentiation of tumors. Furthermore, we calculated
the correlation between these top features and lung metasta-
sis events, which is the label shown in Figure 6(a). In order to
verify the relationship between the most contributing feature
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Figure 3: (a) The performance of model including accuracy, sensitivity, and specificity from different data sets. (b) Best validation
performance of the neural network.
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Status and lung metastasis, the clinical data of 254 sarcoma
samples with complete information was downloaded from
the TCGA database, including 220 samples of NoLungMets
and 34 LungMets, and then these sets of information were
applied to calculate the survival curve of sarcoma patients,
as shown in Figure 6(b).

It can be seen from Figure 6(a) that there is over medium
even strong correlation between most features and label,
especially for the Status, Treatment, and SUV features. More-

over, the correlation between features is weak, except for
the features of the same types that are very strong, such
as SUVmax, SUVpeak, Age, and Status. It is also completely
understandable, such as the feature Age is either greater
than 60 or less than 60. Therefore, these types of nonrelated
features are highly representative and can be used as a fea-
ture of the prediction model effectively. Figure 6(b) shows
that the data of LungMets and NoLungMets has a significant
difference in patient survival time, which demonstrates that
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the correlation between survival state and lung metastasis is
strong. In other words, our results suggest that the feature
Status is very helpful for the prediction of lung metastasis,
and it is easy to obtain the information about the state of
survival in practical clinical.

With the development of comprehensive treatment of
tumors and the prolongation of survival of cancer patients,
the incidence of lung metastatic tumors is increasing. How-

ever, in the past, there were few studies on lung metastasis
prediction of soft tissue tumors. Valliã¨Res et al. used PET
andMRI image data to construct different prediction models,
and obtained a considerable prediction accuracy rate by
selecting the optimal model [13]. Their study mainly used a
large number of texture features with a large number of
different parameters. There were more than 9000 texture
features extracted from PET data according to different
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parameters that resulted in excessive time complexity. In our
study, the texture features under the optimal parameters were
selected, which were merged with SUV features to construct
the prediction model for the lung metastasis prediction as
shown in Figure 5. It can be drawn from the figure that the
performance of models constructed with only image features
is significantly lower than that of images and clinical fusion
features. Moreover, compared with the best model proposed
in [13] based on PET data, the specificity of model was signif-
icantly improved, which overcomes the problem of using a
large number of texture features. In fact, each texture feature
corresponds to a texture feature algorithm, which was com-
plex in the implementation of feature acquisition.

5. Conclusion

Based on the complementarity between different modal data
features, extracting features from images and clinical data
separately provides a new idea to construct predictive
models. In this study, the texture and SUV features were
extracted from the PET image, and the features of age, gen-
der, and others were extracted from the clinical data. Then,
all features were sorted by random forest and two-sample T
test. The selected features were constructed using the BP neu-
ral network to predict the model. The results showed that the
performance of multimodal feature fusion was better than
that of the image data or clinical data alone. At the same time,
the study further analyzed the top 10 significant features, and
these features were applied to construct predictive model. It
was found that the performance of the model could still
achieve the previous effects without the presence of texture
features, which were hard to obtain. Furthermore, the
method proposed in this study could effectively select high-
performance features to construct a prediction model of lung
metastasis in STSs, and a high predictive performance was
achieved in all data sets. In the future, we hope that this
method can integrate more modal data to construct a more
effective model to achieve better results, including molecular
data such as genes and proteins. At the same time, this
method can be extended to other prediction problems such
as tumor staging and degree of tumor differentiation.
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Background. Thyroid cancer (TC) is one of the most common type of endocrine tumors. Long noncoding RNAs had been
demonstrated to play key roles in TC. Material and Methods. The lncRNA expression data were downloaded from Co-lncRNA
database. The raw data was normalized using the limma package in R software version 3.3.0. The differentially expressed mRNA
and lncRNAs were identified by the linear models for the microarray analysis (Limma) method. The DEGs were obtained with
thresholds of ∣logFC∣ > 1:5 and P < 0:001. The hierarchical cluster analysis of differentially expressed mRNAs and lncRNAs was
performed using CLUSTER 3.0, and the hierarchical clustering heat map was visualized by Tree View. Results. In the present
study, we identified 6 upregulated and 85 downregulated lncRNAs in TC samples. Moreover, we for the first time identified 16
downregulated lncRNAs was correlated to longer disease-free survival time in patients with TC, including ATP1A1-AS1,
CATIP-AS1, FAM13A-AS1, LINC00641, LINC00924, MIR22HG, NDUFA6-AS1, RP11-175K6.1, RP11-727A23.5, RP11-
774O3.3, RP13-895J2.2, SDCBP2-AS1, SLC26A4-AS1, SNHG15, SRP14-AS1, and ZNF674-AS1. Conclusions. Bioinformatics
analysis revealed these lncRNAs were involved in regulating the RNA metabolic process, cell migration, organelle assembly,
tRNA modification, and hormone levels. This study will provide useful information to explore the potential candidate
biomarkers for diagnosis, prognosis, and drug targets for TC.

1. Introduction

Thyroid cancer (TC) is one of the most common type of
endocrine tumors [1]. A recent study showed the incidence
of TC increased rapidly worldwide, especially in female.
However, there was still lacking of effective biomarkers for
the prognosis of TC. Over the past decades, several genes
were identified to be related to the progression of TC and
could serve as potential biomarkers for TC, such as RAS [2]
and BRAF (V600E) [3] gene mutations. Moreover, with the
development of the next-generation sequencing method, a
series of public datasets were developed to explore the poten-
tial biomarkers and mechanisms underlying tumor progres-
sion in human cancers. For example, Wang et al. analyzed
TCGA dataset and found lncRNA UNC5B-AS1 promoted
TC growth and metastasis [4]. Identification of novel bio-
markers is still an urgent need for the TC.

Long noncoding RNAs (lncRNAs) were reported to play
important roles in tumorigenesis and cancer progression [5].

LncRNAs bound to chromatin, proteins, and RNAs to mod-
ulate cancer proliferation, apoptosis, autophagy, epithelial-
mesenchymal transition (EMT), and metastasis [6]. In TC,
ENST00000539653 promoted cancer progression via MAPK
signaling. TUG1 regulated TC cell proliferation and EMT
through targeting miR-145 [7]. A recent study showed anti-
sense lncRNA COMET repression inhibited cell viability
and invasiveness and induced sensitivity to vemurafenib in
BRAF- and RET-driven TC [8]. Interestingly, emerging stud-
ies demonstrated lncRNAs could serve as potential prognos-
tic or diagnostic biomarkers for human cancers. For instance,
Zhang et al. reported that downregulation of DANCR is a
biomarker for TC diagnosis [9]. Decreased EMX2OS expres-
sion was associated with unfavorable recurrence-free survival
(RFS) in classical PTC [10].

In this study, we identified differently expressed lncRNAs
using two public datasets, including Co-lncRNA database
and GEPIA database [11]. Then, coexpression network anal-
ysis, gene ontology (GO) analysis, and Kyoto Encyclopedia of
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Genes and Genomes (KEGG) pathway analysis were used to
evaluate the potential functions of these lncRNAs in TC. We
thought this study could provide novel biomarkers for TC.

2. Materials and Methods

2.1. Public Dataset Analysis. The lncRNA expression data
were downloaded from Co-lncRNA database. Co-lncRNA
database included 12 normal samples and 83 TC samples.
The raw data was normalized using the limma package in R
software version 3.3.0 (https://www.r-project.org/). The dif-
ferentially expressed mRNA and lncRNAs were identified
by the linear models for microarray analysis (Limma)

method [12]. The DEGs were obtained with thresholds
of ∣logFC∣ > 1:5 and P < 0:001. The hierarchical cluster
analysis of differentially expressed mRNAs and lncRNAs
was performed using CLUSTER 3.0 [13], and the hierarchical
clustering heat map was visualized by Tree View [14].

2.2. Coexpression Network Construction and Analysis. In this
study, as Hu et al. [15] described, the Pearson correlation
coefficient of DEG-lncRNA pairs was calculated according
to the expression value of them. The coexpressed DEG-
lncRNA pairs with the absolute value of Pearson correlation
coefficient ≥ 0:75 were selected, and the coexpression net-
work was established by using cytoscape software. Cytoscape

�e differentially expressed genes on chromosomes
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Under-expressed genes
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Figure 1: Identification of differently expressed lncRNAs in TC. (a) Chromosomal distribution of differently expressed genes in TC tissues
using GEPIA database. (b) Hierarchical clustering analysis shows differential lncRNA expression between normal and TC samples by using
Co-lncRNA database. (c, d) Venn diagrams display differently expressed lncRNAs in both databases.
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Figure 2: Continued.
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MCODE plug-in (version 3.4.0, available online: http://www
.cytoscape.org/) was applied for visualization of the coexpres-
sion networks.

Gene coexpression analysis could be applied to related
genes of unknown function with GO or to analysis candidate
disease genes or to predict transcriptional regulatory mecha-
nism [16].

2.3. GO and KEGG Pathway Analyses. To identify functions
of DEGs in smoking-related lung cancer, we performed GO
function enrichment analysis in 3 functional ontologies:
biological process (BP), cellular component (CC), and
molecular function (MF). KEGG pathway enrichment analy-
sis was also performed to identify pathways enriched in
smoking-related lung cancer using the DAVID system
(https://david.ncifcrf.gov/). The P value less than 0.05 was
considered significant.

2.4. Survival Analysis. GEPIA database (http://gepia.cancer-
pku.cn/index.html) was used to predict the correlation
between candidate gene expression and overall survival
(OS) time or disease-free survival (DFS) time. The median
expression of target was selected as cutoff to divide all TC
samples as high and low groups. The probability of survival
was estimated using the Kaplan-Meier method. The log-
rank test was used to compare differences in survival times.

2.5. Statistical Analysis. The numerical data were presented
as mean ± standard deviation (SD) of at least three determi-
nations. Statistical comparisons between groups of normal-
ized data were performed using T-test or Mann–Whitney
U test according to the test condition. A P < 0:05 was consid-
ered statistical significance with a 95% confidence level.

3. Results

3.1. Identification of Differently Expressed lncRNAs in TC.
GEPIA database was first analyzed. Our results identified
177 upregulated lncRNAs and 1359 downregulated lncRNAs
in TC samples compared to normal tissues (Figure 1(a) and

Supplementary Table 1). By analyzing Co-lncRNA database,
399 lncRNAs were found to be dysregulated in TC. Among
these lncRNAs, 33 lncRNAs were overexpressed and 366
lncRNAs were suppressed in TC tissues compared to normal
tissues (Figure 1(b)).

By performing integrated analysis of Co-lncRNA and
GEPIA databases, a total of 6 lncRNAs were found to be
upregulated and 85 lncRNAs were found to be downregu-
lated in TC samples (Figure 1(c)). CATIP-AS1 is the most
significantly downregulated lncRNA, and RP11-280O1.2 is
the most significantly upregulated lncRNA in TC.

3.2. Downregulated lncRNAs Were Correlated to Longer
Disease-Free Survival Time in TC. Then, the GEPIA dataset
was used to explore the correlation between lncRNA expres-
sion and overall survival time in TC. The median expression
level of target gene was selected as the cutoff to divide all
TC samples into high and low groups. Our analyses
showed dysregulated lncRNAs were significantly correlated
to the disease-free survival time in TC. Higher expression
levels of ATP1A1-AS1, CATIP-AS1, FAM13A-AS1,
LINC00641, LINC00924, MIR22HG, NDUFA6-AS1, RP11-
175K6.1, RP11-727A23.5, RP11-774O3.3, RP13-895J2.2,
SDCBP2-AS1, SLC26A4-AS1, SNHG15, SRP14-AS1, and
ZNF674-AS1 were significantly correlated to longer disease-
free survival time in patients with TC (Figures 2(a)-2(p)).

Of note, we found that ATP1A1-AS1, CATIP-AS1,
FAM13A-AS1, LINC00641, LINC00924, MIR22HG,
NDUFA6-AS1, RP11-175K6.1, RP11-727A23.5, RP11-
774O3.3, RP13-895J2.2, SDCBP2-AS1, SLC26A4-AS1,
SNHG15, SRP14-AS1, and ZNF674-AS1 were significantly
downregulated in TC samples compared to normal tissues
(Figures 3(a)-3(p)). These results suggested these lncRNAs
may serve as tumor suppressors in TC.

3.3. Construction of Differently Expressed lncRNAs Regulating
Coexpression Network in TC. Furthermore, we constructed
differently expressed lncRNAs regulating coexpression net-
work in TC. The Pearson correlation coefficients between
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Figure 2: Identification of disease-free survival time related lncRNAs in TC. (a-p) Higher expression levels of ATP1A1-AS1 (a), CATIP-AS1
(b), FAM13A-AS1 (c), LINC00641 (d), LINC00924 (e), MIR22HG (f), NDUFA6-AS1 (g), RP11-175K6.1 (h), RP11-727A23.5 (i), RP11-
774O3.3 (j), RP13-895J2.2 (k), SDCBP2-AS1 (l), SLC26A4-AS1 (m), SNHG15 (n), SRP14-AS1 (o), and ZNF674-AS1 (p) were significantly
correlated to longer disease-free survival time in patients with TC.
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lncRNA and mRNA was downloaded from GEPIA datasets.
We selected the top 200 correlated genes as the potential tar-
gets of differently expressed lncRNAs. As shown in Figure 4,
we found that this coexpression network contained 16
lncRNAs and 2698 mRNAs.

3.4. Bioinformatics Analysis of Differently Expressed lncRNAs
in TC. Furthermore, we performed bioinformatics analysis
for differentially expressed lncRNAs in TC (Figure 5). GO
analysis showed that ATP1A1-AS1 [17] was involved in reg-
ulating the RNA metabolic process, the nucleic acid meta-
bolic process, regulation of gene expression, transcription,
DNA-templated, and cellular macromolecule metabolic pro-
cess. FAM13A-AS1 [18] was involved in regulating RNA
splicing and mRNA processing. LINC00641 was involved
in regulating the RNA metabolic process; gene expression;
mRNA processing; regulation of gene expression; RNA splic-
ing; and mRNA splicing, via spliceosome, and transcription
[19]. LINC00924 was associated with the regulation of cell
migration, regulation of cellular component movement, reg-
ulation of locomotion, cell adhesion, circulatory system
development, and locomotion. MIR22HG was involved in
regulating organelle assembly, positive regulation of the
RNA metabolic process, cilium organization, axoneme
assembly, and regulation of gene expression [20]. RP11-
175K6.1 was involved in regulating vasculature development,
blood vessel development, circulatory system development,
blood vessel morphogenesis, angiogenesis, and tube morpho-
genesis. RP11-727A23.5 was involved in regulating mRNA
processing, RNA splicing, inner dynein arm assembly, cilium
assembly, and gene expression. SDCBP2-AS1 was involved
in regulating the tRNA process, tRNA methylation, methyla-
tion, macromolecule methylation, and tRNA modification
[21]. SLC26A4-AS1 was involved in regulating regulation of
hormone levels, the oxidation-reduction process, thyroid
hormone generation, the hormone metabolic process, and
the alpha-amino acid metabolic process [22]. SRP14-AS1
was involved in regulating cilium movement, determination
of left/right symmetry, photoreceptor cell outer segment

organization, inner dynein arm assembly, and organelle
assembly (Figure 5(a)-5(j)).

4. Discussion

Thyroid cancer is a rare but a highly lethal form of thyroid
cancer, which needs more attention. And lncRNAs had been
demonstrated to play key roles in the progression of most
human cancers, including thyroid cancer. For instance,
DGCR5 played as a tumor suppressor in TC though binding
to miR-2861 [23]. SNHG16 promoted TC proliferation and
invasion through modulation of miR-497 [24]. GAS8-AS1
inhibited TC growth through miR-135b-5p/CCND2 axis.
Of note, lncRNAs were also found to be dysregulated in
TC, suggesting the potential prognostic value of lncRNAs.
For example, a bioinformatics analysis study showed that
FAM95B1 and UCA1 were correlated with cervical lymph
node metastasis, tumor staging, and TC prognosis. Lu et al.
reported that the dysregulation of RUNDC3A-AS1, FOXD-
AS1, RUNDC3A-AS1 and FOXD-AS1 was correlated to a
shorter overall survival time in patients with TC [25]. How-
ever, only a small part of lncRNAs were reported in TC.
The expression pattern and molecular functions of most
lncRNAs in TC remained unknown.

In our study, silico analyses were performed to identify
TC-related important lncRNA. Co-lncRNA and GEPIA
databases were used to identify differently expressed
lncRNAs in TC. There are a total of 6 upregulated and 85
downregulated lncRNAs in TC samples compared to normal
tissues. Among these lncRNAs, only few lncRNAs were
reported in previous studies. For example, NR2F1-AS1 was
found to be upregulated in TC samples. In hepatocellular
carcinoma, knockdown of NR2F1-AS1 significantly sup-
pressed cancer invasion, migration, and in vivo tumor
growth [26]. Moreover, we for the first time identified 16
downregulated lncRNAs was correlated to a longer
disease-free survival time in patients with TC, including
ATP1A1-AS1, CATIP-AS1, FAM13A-AS1, LINC00641,
LINC00924, MIR22HG, NDUFA6-AS1, RP11-175K6.1,
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Figure 3: We identified downregulated lncRNAs in TC. (a-p) The expression levels of ATP1A1-AS1 (a), CATIP-AS1 (b), FAM13A-AS1 (c),
LINC00641 (d), LINC00924 (e), MIR22HG (f), NDUFA6-AS1 (g), RP11-175K6.1 (h), RP11-727A23.5 (i), RP11-774O3.3 (j), RP13-895J2.2
(k), SDCBP2-AS1 (l), SLC26A4-AS1 (m), SNHG15 (n), SRP14-AS1 (o), and ZNF674-AS1 (p) were downregulated in TC samples compared
to normal tissues.
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Figure 4: Coexpression network analysis of lncRNAs in TC. Coexpression network analysis of lncRNAs in TC. Red nodes: lncRNA; green
nodes: mRNA.
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RP11-727A23.5, RP11-774O3.3, RP13-895J2.2, SDCBP2-
AS1, SLC26A4-AS1, SNHG15, SRP14-AS1, and ZNF674-
AS1. The functions of these lncRNAs remained unclear.

ATP1A1-AS1 is a novel lncRNA. A previous study showed
ATP1A1-AS1 is a negative regulator of Na/K-ATPase α1
and involved in regulating cell proliferation in human
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Figure 5: Bioinformatics analysis of differently expressed lncRNAs. (a-j) Bioinformatics analysis of ATP1A1-AS1 (a), FAM13A-AS1 (b),
LINC00641 (c), LINC00924 (d), MIR22HG (e), RP11-175K6.1 (f), RP11-727A23.5 (g), SDCBP2-AS1 (h), SLC26A4-AS1 (i), and SRP14-
AS1 (j) in TC.
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kidney cells. LINC00641 was reported as a tumor suppres-
sor in bladder cancer via sponging miR-197 [19].
SLC26A4-AS1was found to be associated with overall sur-
vival in gastric cancer. SNHG15 was reported to be downreg-
ulated in thyroid cancer and acted as a tumor suppressor in
TC [27].

LncRNA coexpression network was widely used to
explore the potential roles of novel lncRNAs in TC. For
example, Zhang et al. revealed that HCG11 was involved in
regulating the MAPK signaling pathway and gene tran-
scription though coexpression analysis [28]. In this study,
we constructed a network including 19 downregulated
lncRNAs and 2698 mRNAs. Bioinformatics analysis
showed these lncRNAs played crucial roles in TC progres-
sion. For example, ATP1A1-AS1, RP11-727A23.5, and
LINC00641 were involved in regulating the RNA metabolic
process. FAM13A-AS1 was involved in regulating RNA
splicing. LINC00924 was associated with the regulation of
cell migration and cell adhesion. MIR22HG was involved in
regulating organelle assembly. RP11-175K6.1 was involved
in regulating vasculature development. SDCBP2-AS1 was
involved in regulating tRNA modification. SLC26A4-AS1
was involved in regulating hormone levels.

In conclusion, we identified 6 upregulated and 85
downregulated lncRNAs in TC samples. Moreover, we for
the first time identified 16 downregulated lncRNAs was
correlated to a longer disease-free survival time in patients
with TC, including ATP1A1-AS1, CATIP-AS1, FAM13A-
AS1, LINC00641, LINC00924, MIR22HG, NDUFA6-AS1,
RP11-175K6.1, RP11-727A23.5, RP11-774O3.3, RP13-
895J2.2, SDCBP2-AS1, SLC26A4-AS1, SNHG15, SRP14-
AS1, and ZNF674-AS1. Bioinformatics analysis revealed
these lncRNAs were involved in regulating the RNA
metabolic process, cell migration, organelle assembly,
tRNA modification, and hormone levels. This study will
provide useful information to explore the potential can-
didate biomarkers for diagnosis, prognosis, and drug
targets for TC.
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The type III secretion system (T3SS) is a special protein delivery system in Gram-negative bacteria which delivers T3SS-secreted
effectors (T3SEs) to host cells causing pathological changes. Numerous experiments have verified that T3SEs play important
roles in many biological activities and in host-pathogen interactions. Accurate identification of T3SEs is therefore essential to
help understand the pathogenic mechanism of bacteria; however, many existing biological experimental methods are time-
consuming and expensive. New deep-learning methods have recently been successfully applied to T3SE recognition, but
improving the recognition accuracy of T3SEs is still a challenge. In this study, we developed a new deep-learning framework,
ACNNT3, based on the attention mechanism. We converted 100 residues of the N-terminal of the protein sequence into a
fusion feature vector of protein primary structure information (one-hot encoding) and position-specific scoring matrix (PSSM)
which are used as the feature input of the network model. We then embedded the attention layer into CNN to learn the
characteristic preferences of type III effector proteins, which can accurately classify any protein directly as either T3SEs or non-
T3SEs. We found that the introduction of new protein features can improve the recognition accuracy of the model. Our method
combines the advantages of CNN and the attention mechanism and is superior in many indicators when compared to other
popular methods. Using the common independent dataset, our method is more accurate than the previous method, showing an
improvement of 4.1-20.0%.

1. Introduction

Gram-negative bacteria can secrete proteins into host cells
through a variety of secretion systems which affect the cell
and its external environment. This process can be mediated
by a variety of secretory systems, which can be divided into
eight categories: type I to VIII secretory systems (T1SS-
T8SS) [1]. Type I and III secretory systems are independent
of signal sequences (sec), while types II and IV depend on
signal sequences. The proteins secreted by the sec-
dependent secretion system have a signal peptide sequence
mainly composed of N-terminal hydrophobic amino acids
which can guide the protein through the cell membrane.

When the protein reaches the periplasm, the signal peptide
is cut off. Type II and IV secretion systems remove the N-
terminal part of the secreted protein in the periplasm. The
difference between systems is that proteins pass through the
outer membrane in different ways. When protein secreted
by the type II secretion system passes through the outer
membrane, an additional set of inner membrane and outer
membrane proteins is needed to assist, while the type IV
secretion system includes a series of autotransporters which
form a hole in the outer membrane to make the protein pass
through, autolyticly cut, and then release the protein. Neither
the type I nor III secretion system processes the terminal
amino acid of the secreted protein, nor does it appear that
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the secreted protein stays in the periplasm. The secretion signal
of the protein secreted by the type I secretion system is located
at about 60 amino acids from the C-terminal end of the protein.
This secretory signal appears to be subfamily specific, and the
secreted proteins are not easily cut by proteolytic enzymes.
The type V secretion system is related to the secretion of mac-
romolecular proteins and may also be sec-dependent.

The type III secretion system is a transmembrane chan-
nel formed by the multicomponent protein complex that
has been widely encoded in many Gram-negative bacteria
including Escherichia, Shigella, Yersinia, Salmonella, and
Pseudomonas [2, 3]. It can change the signal transduction
[4] and innate immune response [5] of host cells by secreting
proteins or injecting these virulent proteins directly into host
cells. Type III secretion systems (T3SSs) have been widely
studied because they are critical for virulence in various
human pathogens. There are many in vivo and in vitro
methods for predicting T3SEs, and while some of them
obtain good predictions, the experiments are complicated
and time-consuming.

Some machine-learning methods have successfully been
used to predict T3SEs, such as the Naïve Bayes (NB) [6], arti-
ficial neural network (ANN) [7], support vector machine
(SVM) [8, 9], and random forest (RF) [10]. The disadvantage
of these machine-learning methods is that features must be
defined in advance, the appropriate selection of features will
affect the prediction accuracy, and the flexibility of model
change or update is limited [11].Many deep-learningmethods
have been recently proposed, such as LSTM [12], ResNet [13],
DenseNet [14], and VGG16 [15], and these methods can also
be used in bioinformatics and other related fields [16, 17]. The
deep-learning method DeepT3 [11] trained deep CNN using
only one-hot encoding as the model feature input and
achieved good prediction results in terms of accuracy. Since
only one feature is input and CNN cannot connect the
sequence context well when extracting sequence features, this
method can be improved upon for predicting T3SEs.

The attention mechanism has recently gained popularity
in neural networks because it can weigh the input features to
measure the importance of each feature to the object recogni-
tion. It has widely been applied for text and image classifica-
tion [18, 19], machine translation [20], and bioinformatics
[21]. In this study, we propose a method for predicting
T3SEs using N-terminal sequences based on the Attention-
CNN. Our model extracts features of one-hot and PSSM from
100 residues of the N-terminal sequence and fuses them as the
feature input. The attention layer in the model can well con-
nect the front and back of the sequence, and the CNNmodule
can well extract the features of the sequence. We combine
these twomodules tomake the entire framework learn the fea-
tures of the sequence to their maximum extent. The results
show that ourmethod is effective in predicting T3SEs; not only
can it accurately capture protein transport target information,
but it also performs better than the existing methods.

2. Materials and Methods

2.1. Dataset. We collected a comprehensive dataset from
multiple bacterial species known as T3SEs and non-T3SEs

from previous studies by Yang et al. [10], Wang et al. [22],
and Tay et al. [23]. CD-HIT [24] with the sequence identity
cutoff of 30% was used for sequence alignment to remove
proteins with high similarity, and by skipping proteins with
less than 100 amino acids, we obtained a balance dataset con-
taining 283 T3 proteins and 311 non-T3 proteins.

We established our negative sample set by selecting type I
to VIII secreted proteins of Gram-negative bacteria and
removing type III secreted proteins and their homologues.
In order to establish a 1 : 3 ratio of positive to negative [11],
we randomly selected negative samples from the previous
work of Dong et al. [8] and eliminated protein sequences
with high similarity, resulting in a total of 835 negative
samples.

There are two test sets used to evaluate our method. The
independent dataset collected from Li et al. [11] contains 35
type III effectors and 86 non-type III effectors. The other test
dataset is from the plant pathogen P. syringae. 85 type III
effectors and 14 non-type III effectors that were not included
in all models were collected from Baltrus et al. [25].

At present, most tools are based on the full sequence
information of proteins or only 100 C-terminal residues
[26]. In previous studies, N-terminal residues have been
shown to also provide targeted information for protein
transport [27–29], and the target information of T3SEs
is usually located in the 50-100 N-terminal residues in
different bacteria [30, 31]. Therefore, we have only used
the N-terminal sequences in all the following
calculations.

2.2. Feature Extraction. The feature input of our model is the
combination of one-hot encoding and the PSSM of a protein.
Each sequence is transformed into a one-hot matrix with 100
rows and 20 columns and a PSSM matrix with 100 rows and
20 columns, which are integrated into a combination matrix
with 200 rows and 20 columns as the feature input. The 20
columns in the one-hot matrix correspond to 20 amino acids.
One-hot encoding solves the problem of the classifier not
effectively processing attribute data and expands the features
to a certain extent. However, compared to PSSM, one-hot
encoding is weaker with regard to protein feature extraction.
Here, the introduction of PSSM enables the network model
to better learn the characteristic preference of proteins,
because PSSM features consider the position weight, number,
and other parameters of each amino acid in the protein.
PSSM also considers evolutionary information, so even the
same residue may generate different characteristics, and it
can effectively extract information from amino acid
sequences. We used the PSI-BLAST [32] search database
from UniprotKB/Swiss-Prot [33] to obtain the PSSM of the
target protein. The matrix is an L × 20matrix, where L repre-
sents the total number of residues in the target protein’s
amino acid sequence. At the same time, we use 1, 2, 3,…,
20 to represent the individual characters of the ordered 20
basic amino acids and get the corresponding number of
columns. In summary, U⊕

i→j indicates the possibility that
the i position of the amino acid sequence of the target protein
is encoded as the basic amino acid j during the evolution
process.
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2.3. Overview of Attention-CNN Model. The traditional
CNN model includes convolution, pooling, and full con-
nection layers, and it can be used to extract the sequence
features of proteins. However, the sequence of a protein
is more like a piece of text composed of amino acids,
and since, when one amino acid may be related to the
amino acids around it or those even farther away, it is
not enough to extract these features using only the CNN
mechanism. We also need to consider the information
before and after the protein sequence and the correlation
between discontinuous amino acids. Intuitively, an amino
acid or a segment of amino acids may have a great impact
on the protein sequence, so we can set a higher weight to
this or this part of amino acids and have thus introduced
the attention layer into the network.

Attention is a network structure model layer based on
encode-decode, which has achieved satisfying prediction
results compared to other traditional models in many fields
including machine translation, picture description, and
speech recognition. This implementation of the attention
mechanism retains the intermediate output results of the
input sequence of an LSTM encoder, then trains a model to
selectively learn these inputs and associate the output
sequence with them when the model outputs.

We added the attention and full connection layers in par-
allel after the convolution and pool layers, so that the model
can not only take advantage of the mechanism of attention to
learn the front and back features of the sequence, but also use
the advantages of CNN feature extraction.

Our framework, ACNNT3, first uses multiple convolu-
tion and pooling layers to automatically learn protein
sequence features, then takes the output feature vector as
the input of the attention layer to calculate the score showing
whether the neural network pays attention to the sequence
features of the location. We define the output after convolu-
tion and pooling as a matrix Mcðd × qÞ, where d is the num-
ber of convolution kernels, q is the whole position after
sequence pooling, and the column j of the feature mapmatrix
Mc can be viewed as a feature vector (denoted by V j). Wj is
the normalized importance score that is used to further aver-
age the columns of the feature map matrix Mc. The dense
matrix output through the attention network is Ma, i.e.,

Ma = 〠
q

j=1
wjvj, ð2Þ

wj =
exp ej

� �

∑q
j=1exp etð Þ , ð3Þ

where ej is the importance score of the shared network and
Wj is the relevant standardization score.

In order to integrate the features after convolution-
pooling and the feature output by the attention layer, we first
connect all the values in Mc and project them linearly to a
value that represents the contribution of the whole sequence,
represented by Sc, then we concatenate it with the dense rep-
resentationMa and input it into the logistic regression classi-
fier to obtain the prediction score, namely,

Pred sð Þ = sigm concat Ma, Scð Þð Þ, ð4Þ

where s represents a position in the integrated sequence.

Sc = dense pool conv encode sð Þð Þð Þð Þ, ð5Þ

where encodeð:Þ, convð:Þ, poolð:Þ, concatð:Þ, denseð:Þ, and
sigmoidð:Þ represent the unification of one-hot and PSSM
encoding, convolution, maximum pooling, concatenation,
dense connection, and sigmoid operation, respectively. At
the same time, for a specific sequence, we can also output a
weight vector, i.e.,

AttMap sð Þ = w1,⋯,wq

� �
: ð6Þ

This formula is used to express the attention of the model
to each position of the input sequence.

2.4. Model Training. ACNNT3 is composed of a series of
modules which use the fusion features of 100 amino acids
at the N-terminal of the protein as input to predict T3SEs
(Figure 1). The ACNNT3 model consists of convolution,
pooling, attention, and fully connected layers. We use cross-
validation to train our model and improve the generalization
ability. The loss function uses a binary cross entropy loss
function, and the optimizer uses the Adam algorithm. In
Figure 2, we give the accuracy (ACC) comparison on the
independent datasets under different epochs and batches.
Since the dataset is not very large, the number of training
epochs is set as 50 and the best batch value on the crossvali-
dation set is 10 as the optimal setting.

2.5. Performance Evaluation. We used 5-fold crossvalidation
to estimate the classification performance of our model.
Namely, we repeated the process five times and recorded
the training parameters and average performance parameters
for each time. The commonly used evaluation indexes for
two-class classification are precision (PRE), sensitivity (SN),
specificity (SP), F1 score, accuracy (ACC), and Matthew’s
correlation coefficient (MCC):

PRE = TP
TP + FP

, ð7Þ

SN =
TP

TP + FN
, ð8Þ

SP =
TN

TN + FP
, ð9Þ

F1 score = 2 ×
TP

2TP + FP + FN
, ð10Þ
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ACC =
TP + TN

TP + FP + TN + FN
, ð11Þ

MCC =
TP × TNð Þ − FN × FPð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TP + FNð Þ × TN + FPð Þ × TP + FPð Þ × TN + FNð Þp ,

ð12Þ
where TP, TN, FP, and FN represent the number of true pos-
itive, true negative, false positive, and false negative protein
datasets, respectively.

The ROC curve is the relationship between the true pos-
itive and false positive rates, which is used to measure the
comprehensive performance of different methods. The area
under the ROC curve (AUC) is commonly used as a sum-
mary measure of diagnostic accuracy. In the ROC curve,
the horizontal axis is the FPR (false positive rate, i.e., the ratio
of wrongly predicted pairs over the total number of negative
pairs), and the vertical axis is the TPR (true positive rate, i.e.,
the ratio of correctly predicted pairs over the total number of
positive pairs). The maximum AUC is 1, which means a
perfect prediction, and the AUC obtained by a random guess
is 0.5.

3. Results

We have constructed a new prediction model to identify
T3SEs by using a neural network that combines attention

with CNN. In order to study the influence of the negative
sample set on performance, we divided the training set into
two parts. The positive to negative ratio of training set 1 is
1 : 1, and the positive to negative ratio of training set 2 is
1 : 3. The ACNNT3 model was trained using training sets 1
and 2, respectively. To evaluate the classification perfor-
mance of our ACNNT3 model, we use ROC and AUC as
the evaluation criterion. The ROC charts of 5-fold crossvali-
dation curves under training sets 1 and 2 are shown in
Figures 3(a) and 3(b). We can see that the ACNNT3 model
achieved a good performance on the ROC chart. The mean
AUC of the model is 0.95 on training set 1 and 0.98 on
training set 2. These results show that our ACNNT3 model
can accurately classify T3SEs and non-T3SEs on both train-
ing sets.

3.1. Comparison of Different Features on the Same Network.
We take the one-hot single feature and the fused feature con-
taining the one-hot matrix and PSSM as inputs, respectively,
using ACNNT3 as the training model, and use the indepen-
dent dataset to evaluate the two models. The results show
that in all evaluation indexes, the model with the fusion
feature is superior to the one with single feature training, thus
verifying the proposed fusion feature’s effectiveness
(Figure 4). Compared to the one-hot single feature, the fusion
feature is more comprehensive for the extraction of protein
sequence information, and it can be seen from the
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Figure 1: ACNNT3 architecture for T3SE prediction. Firstly, 64 1D convolution kernels with a length of 6 are convoluted to generate a
195 × 64 feature map, and then a 65 × 64 feature map is obtained through a 3 × 1 maximum pooling layer. The feature map is then input
to the attention and full connection layers, and the two output results are combined to get 66 nodes. Finally, the 66 nodes are fully
connected to the two output nodes, and the sigmoid function is used to activate to get the prediction probability of T3SE and non-T3SE.
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experimental results that two types of features have good
compatibility with each other.

3.2. Comparison of Different Deep-Learning Methods. We
compared the results from different popular network models
using the independent dataset with the same feature input, as

shown in Table 1. For a class of sequential processing prob-
lems, the addition of an attention layer makes the network
model strengthen the connection before and after the amino
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Figure 3: ROC curves on different training sets. (a) Use 5-fold crossvalidation experiment on training set 1. (b) Use 5-fold crossvalidation
experiment on training set 2.
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Figure 4: Comparison of experimental results of fusion feature and
single feature under the same network model.

Table 1: Comparison with mainstream deep-learning methods.

Method PRE F1 score ACC MCC AUC
ACNNT3 0.919 0.944 0.967 0.922 0.968

DenseNet 0.850 0.907 0.942 0.870 0.951

VGG16 0.846 0.892 0.934 0.847 0.937

ResNet 0.609 0.691 0.838 0.552 0.795

CNN 0.780 0.842 0.901 0.776 0.904

LSTM 0.875 0.933 0.959 0.909 0.961

The bold values indicate the best prediction results.

Table 2: Comparison of ACNNT3 and DeepT3, Effective T3,
BPBAac, and BEAN2 on an independent dataset.

Method PRE SN SP F1 score ACC MCC AUC
ACNNT3-1 0.919 0.971 0.965 0.944 0.967 0.922 0.968

ACNNT3-2 0.711 0.914 0.849 0.800 0.868 0.716 0.882

DeepT3-1 0.825 0.943 0.919 0.880 0.926 0.830 0.974

DeepT3-2 0.643 0.771 0.825 0.701 0.810 0.569 0.896

Effective T3 0.542 0.839 0.741 0.658 0.767 0.521 0.803

BPBAac 0.944 0.548 0.988 0.694 0.871 0.656 0.902

BEAN2 0.674 0.935 0.835 0.784 0.862 0.706 0.865

The bold values indicate the best prediction results.

Table 3: Comparison of ACNNT3 and DeepT3, Effective T3,
BPBAac, and BEAN2 on a P. syringae dataset.

Method PRE SN SP F1 score ACC MCC AUC
ACNNT3-1 0.900 0.976 0.357 0.936 0.887 0.452 0.667

ACNNT3-2 0.872 0.988 0.143 0.926 0.866 0.265 0.565

DeepT3-1 0.905 0.962 0.429 0.932 0.884 0.472 0.838

DeepT3-2 0.913 0.924 0.500 0.918 0.860 0.437 0.763

Effective T3 0.906 0.906 0.428 0.906 0.838 0.334 0.810

BPBAac 0.875 0.494 0.571 0.631 0.505 0.046 0.562

BEAN2 0.883 0.988 0.083 0.938 0.884 0.271 0.607

The bold values indicate the best prediction results.

5Computational and Mathematical Methods in Medicine



acid and the attention of important information in the
sequence. From the experimental results, it can be seen that
our network model ACNNT3 is better than the existing
deep-learning framework for predicting T3SEs in many
indicators.

3.3. Comparison with Existing Methods. In order to evaluate
the effectiveness of our method, we compared the ACNNT3
performance with four popular methods, DeepT3 [11],
BPBAac [22], Effective T3 [6], and BEAN2 [34], on the same
independent dataset. The parameter settings of these
methods are the same as those used by Li et al. [11]. We
found that our ACNNT3-1 model has a higher SN, F1 score
, ACC, and MCC than the other four methods (Table 2).
The results also show that our method achieved satisfactory
performance in almost all indicators. For the important
index of ACC, the accuracy of ACNNT3-1 is 0.967, which
is 9.9%, 4.1%, 15.7%, 20.0%, 9.6%, and 10.5% higher than
ACNNT3-2, DeepT3-1, DeepT3-2, Effective T3, BPBAac,
and BEAN2, respectively. In another P. syringae dataset,
our model still performed better than the existing methods
on the index of ACC (Table 3). The accuracy of ACNNT3-
1 is 0.887. We selected the best model in the fivefold crossva-
lidation and used the independent and P. syringae datasets to
test it. We also obtained the ROC curves of the model on two
test sets (Figure 5). Overall, our method has been shown to be
superior to all the latest methods in T3SE prediction and is
reliably stable.

4. Conclusion

We have proposed a new prediction model for Gram-
negative bacteria type III secreted proteins based on a deep
neural network. In order to better learn the feature preference
of type III secreted proteins, we integrated the one-hot
encoding and PSSM extracted from the protein primary
sequence as the feature input and embedded the attention
layer into CNN to improve the model’s prediction ability.
This method outperforms other existing methods on most

indicators, and using feature and network model compari-
sons, we have shown its advantages. In comparison with
other popular methods, ACNNT3 is more accurate at pre-
dicting and recognizing T3SEs in the independent test set,
which reflects its advantages and effectiveness. However, we
found that ACNNT3’s performance using the P. syringae
dataset is not particularly obvious and was only slightly
higher than the previous methods in terms of ACC and
MCC. Our work in the future will focus on achieving better
results in other experimental indicators and on applying this
model for prediction using other large-scale datasets.

For easy implementation, all data used in this work and
the source code for feature computing can be accessible at
https://github.com/Lijiesky/ACNNT3.
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Prediction of DNA-binding proteins (DBPs) has become a popular research topic in protein science due to its crucial role in all
aspects of biological activities. Even though considerable efforts have been devoted to developing powerful computational
methods to solve this problem, it is still a challenging task in the field of bioinformatics. A hidden Markov model (HMM)
profile has been proved to provide important clues for improving the prediction performance of DBPs. In this paper, we
propose a method, called HMMPred, which extracts the features of amino acid composition and auto- and cross-covariance
transformation from the HMM profiles, to help train a machine learning model for identification of DBPs. Then, a feature
selection technique is performed based on the extreme gradient boosting (XGBoost) algorithm. Finally, the selected optimal
features are fed into a support vector machine (SVM) classifier to predict DBPs. The experimental results tested on two
benchmark datasets show that the proposed method is superior to most of the existing methods and could serve as an
alternative tool to identify DBPs.

1. Introduction

DNA-binding proteins (DBPs), which can bind to and interact
with DNA, play prominent roles in the structural composition
of DNA and the regulation of genes. These proteins have a vari-
ety of biochemical functions in the cell and molecular biology,
including the participation and regulation of various cellular
processes, such as transcription, DNA replication, recombina-
tion, modification, and repair [1, 2]. Besides, DBPs are key
components of steroids, antibiotics, and cancer drugs in the
pharmaceutical industry [3]. Hence, the prediction of DBPs
has become one of the research focuses in the field of protein
science due to its significance in the related biological activities.
In early studies, DBPs were normally identified by experimen-
tal techniques, such as filter binding assays, genetic analysis, X-
ray crystallography, ChIP-chip analysis, and nuclear magnetic
resonance (NMR) [4]. However, conventional experimental
methods are often time-consuming and laborious. With the
rapid increase of protein sequence data, there is a great need

to develop efficient computational methods to identify DBPs
solely based on their primary sequences.

From the machine learning perspective, identification of
DBPs is usually considered a binary classification problem.
In recent years, many computational methods have been
applied to solve this problem. These methods primarily focus
on the following two aspects: (1) the construction of encoding
schemes for protein sequences and (2) the application of clas-
sification algorithms. Many machine learning techniques
have been adopted to perform the prediction of DBPs, includ-
ing support vector machine (SVM) [5–7], random forest (RF)
[8–10], naive Bayes classifier [4], ensemble classifiers [11–13],
and deep learning [14–16]. Among these algorithms, SVM
and RF have been widely used because of their excellent per-
formance. The existing SVM-based predictive methods differ
in encoding schemes for protein sequences. A great number
of sequence features have been applied to represent protein
sequences into fixed-length numeric vectors, such as amino
acid composition (AAC) [17], dipeptide composition [18],
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pseudo-AAC [19–22], position-specific score matrix (PSSM)
profile [23–27], predicted secondary structure [28], and
hidden Markov model (HMM) profile [29].

Numerous researches have proved that evolutionary
information encoded in the PSSM profile is more informative
than protein sequence alone [30]. The PSSM profiles have
been widely used in bioinformatics, such as protein remote
homology detection [31], protein fold recognition [32], and
prediction of protein structural class [33]. Accordingly,
PSSM-based feature descriptors have successfully enhanced
the prediction accuracy of DBPs. For example, Kumar et al.
[24] first adopted the PSSM profile to identify DBPs and con-
structed an SVM model called DNAbinder. Waris et al. [25]
further developed a classifier by integrating the PSSM profile
and other two protein representations, i.e., dipeptide compo-
sition and split AAC. Besides, the method of Wang et al. [26]
applied the discrete cosine transform and the discrete wavelet
transform to compress the PSSM profile and achieved excel-
lent prediction performance. Wei et al. [9] proposed a power-
ful predictor called Local-DPP, which combined the local
pseudo-PSSM features with the RF classifier. Recently,
Zaman et al. [29] build a predictive model based on the
HMM profile instead of the PSSM profile for the detection
of DBPs and experimentally showed the effectiveness of the
HMM-based features by using the jackknife test on the
benchmark dataset. However, the method proposed by
Zaman et al. performed relatively poorly on the independent
dataset test [29]. It appears that evolutionary information in
the form of HMM profile has not been adequately explored
and there is still room for developing more effective feature
extraction techniques to improve the prediction performance
of DBPs.

To this end, we propose a novel method, called
HMMPred, which utilizes features extracted solely from the
HMM profile to further improve the prediction accuracy of
DBPs. First, HMM profiles are transformed into fixed-
length feature vectors with the joint use of three feature
extraction methods including AAC, auto covariance trans-
formation (ACT), and cross-covariance transformation
(CCT). Next, the extreme gradient boosting (XGBoost) algo-
rithm is adopted as a feature selection technique to pick the
well-distinguished features. Finally, these selected optimal
features are fed into an SVM classifier to make predictions.
Validation results on two working datasets indicate that the
proposed method performs better than most of the other
existing predictors, especially the remarkably high accuracy
on the independent dataset.

2. Materials and Methods

This section illustrates all details about our proposed method
and the following flow chart (Figure 1) clearly presents the
process framework of the method. This process involves both
training and testing stages. For the training phase, the HMM
profiles of query proteins are generated by running the
HHblits program, which is an effective sequence alignment
tool with less running time but higher sensitivity and accu-
racy than PSI-BLAST [34]. Next, features are extracted from
the HMM profiles by fusing three techniques, i.e., AAC,

ACT, and CCT. Then, the optimal features are selected and
finally inputted into a classifier for the subsequent model
training and DBPs prediction. For the testing phase, a series
of procedures are similar to those in the previous part so that
the prediction result can be obtained after feeding selected
features into the training model, which is generated in the
training stage.

2.1. Datasets. Two benchmark datasets, PDB1075 [22] and
PDB186 [4], are used to measure the performance of the pro-
posed method. The PDB1075 dataset which contains 525
DBPs and 550 non-DBPs is first applied for model training
as well as testing by adopting cross-validation (CV) methods.
On the other hand, the PDB186 dataset is adopted for an
independent test to further evaluate the robustness and gen-
eralization ability of our predictor, which includes 93 DBPs
and 93 non-DBPs. These protein sequences in the two data-
sets are selected from the Protein Data Bank [35] through a
rigorous filtering procedure: (1) remove the sequences with
a length of less than 50 amino acids or unknown residues
such as “X”; and (2) cut off those sequences that have more
than 25% sequence similarity with any other sequences.

2.2. Protein Sequence Representation

2.2.1. HMM Profiles. A previous study has shown that HMM
profiles are more effective for DBPs prediction compared with
PSSM profiles [29]. In this study, the HMM profile is gener-
ated by performing four iterations of HHblits against the new-
est UniProt database [36] with an E-value threshold of 0.001.
Given a query protein of length L, the size of HMM profile
is L × 30. The values in HMM profile are converted to the
range of (0, 1) by using the function f ðxÞ = 2−x/1000, where x
is the original HMM value. Similar to the PSSM profile, we
only use the first 20 columns of HMM profile.

2.2.2. Feature Extraction from HMM Profiles. Three feature
extraction methods, i.e., AAC, ACT, and CCT, are adopted
to transform HMM profiles into fixed-length feature vec-
tors. It is well known that DNA-binding preference of a
protein is closely related to its AAC features [17]. To

Fused features

Extract features

Testing
dataset

Testing procedureTraining procedure
Training
dataset

UniProt
database

HHblits

HMM profiles

Extract features

AAC ACT CCT

Fused features

Feature selection

Classifier

Training model

Feature selection

Predicted results

Figure 1: Framework of the proposed method for DBPs prediction.
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compute AAC features from the HMM profile, the follow-
ing formula is used:

hj =
1
L
〠
L

i=1
hi,j  j = 1, 2,⋯,20ð Þ, ð1Þ

where L is the length of the protein sequence and hi,j repre-

sents the element at the ith row and jth column of the HMM
profile. In this way, 20 AAC features are obtained in total.

Obviously, if only AAC features are used to represent the
protein, all the sequence-order information would be lost. To
solve this problem, we apply ACT and CCT to reflect the
local sequence-order effect. These two techniques have been
widely used to extract features from the PSSM profile [37–
39]. Thus, in this work, ACT and CCT are also adopted to
convert the HMM profile into two numerical vectors by
using the following equations:

Aj,g =
1

L − g
〠
L−g

i=1
hi,j − hj

� �
hi+g,j − hj

� �
,

Cj,k,g =
1

L − g
〠
L−g

i=1
hi,j − hj

� �
hi+g,k − hk

� �
,

ð2Þ

where 1 ≤ j, k ≤ 20, j ≠ k, and g is the lag. Hence, the number
of ACT features is 20 × G, and the number of CCT features is
20 × 19 ×G = 380 ×G, where G is the maximum of g. As a
result, each protein sequence can be represented as a
(20 + 400 × G)-dimensional vector by fusing the AAC,
ACT, and CCT features.

2.3. Feature Selection Algorithm. Feature selection plays a
vital role in machine learning and pattern recognition, which
can improve the performance of prediction models by
removing irrelevant, noisy, and redundant information from
the untreated features. In this study, we first obtain feature
importance scores by applying RF and XGBoost algorithms
individually. In the RF strategy, the importance of features
is calculated by a total decrease in tree-node impurities from
splitting off the predictor feature variable and is averaged
over all sub-trees [40, 41]. The XGBoost method calculates
an importance score for each feature based on its participa-
tion in making key decisions with boosted decision trees as
suggested in [42]. Then, all of the features are ranked accord-
ing to their importance scores. Finally, we select an optimal
feature subset based on the ranked features. To the best of
our knowledge, the XGBoost feature selection technique
has not been explored for DBPs prediction.

2.4. Classification Algorithm. Two robust machine learning
techniques, i.e., SVM and RF, are applied to perform the pre-
diction of DBPs, which have been widely used for many clas-
sification tasks in the field of computational biology [43–46].
SVM is an outstanding classification method that is used to
deal with a binary pattern recognition problem [47]. Its core
idea is to find an optimal hyperplane as a decision surface, by
maximizing the margin of separation between the two classes
in the data. With the help of kernel tricks, SVM not only can

classify the linearly separable samples but also can handle
classes with complex nonlinear decision boundaries. Popular
kernels used with SVMs include linear, polynomial, sigmoid,
and radial basis function (RBF). In this study, the RBF kernel
is adopted due to its excellent performance in the previous
tests and the values of parameters C and γ are optimized
between 2-10 and 210 based on the 10-fold CV using a grid
search strategy.

RF, as an ensemble learning algorithm, is not only
widely used in feature selection which is discussed before
but also applied in classification [48]. It is composed of
many decision trees, and each tree in the forest makes a
judgment on the sample to determine whether it belongs
to positive instances or negative ones. Then, all voting
results from each tree are collected to finally classify the
samples into the category with the maximum votes. The
SVM and RF algorithms were implemented using the
Python sklearn library [49]. All experiments in this study
were carried out in version 3.7 of Python.

2.5. Performance Evaluation. The performance of HMMPred
is evaluated by three commonly used tests: 10-fold CV and
jackknife CV implemented on the PDB1075 dataset, and an
independent test where the PDB1075 dataset is used to train
the model and testing is on the PDB186 dataset. All results
are reported using the following four performance metrics:
sensitivity (SN), specificity (SP), accuracy (ACC), and Mat-
thew’s correlation coefficient (MCC) [50, 51]. These metrics
are formulated as follows:

SN = TP
TP + FN

,

SP =
TN

TN + FP
,

ACC =
TP + TN

TP + FP + TN + FN
,

MCC =
TP × TN‐FP × FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TP + FNð Þ TP + FPð Þ TN + FPð Þ TN + FNð Þp ,

ð3Þ

where TN, FN, TP, FP, respectively, represent the number of
true negative, false negative, true positive, and false positive
samples predicted. In addition, we also compute the area
under the receiver operating characteristic (ROC) curve
(AUC), which is a preferred metric for evaluating the perfor-
mance of a binary classifier.

3. Results and Discussion

3.1. The Impact of the Parameter g on Prediction
Performance. The ACT and CCT features represent the aver-
age correlation of two amino acids separated by g positions
along the query protein sequence. To investigate the impact
of parameter g on the prediction performance, we compare
the prediction results by increasing the value of g from 1 to
10 with an increment value of 1, using the RF classifier and
the SVM classifier under two different evaluation methods
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individually. Given that the accuracy rate is used as a crucial
evaluation criterion in the model assessment (Figure 2), some
insights into the selection of optimal g value and classifier are
summarized below.

The following figures exhibit two striking traits. Firstly,
the accuracy rate dwindles with the gradual increases of
parameter g. Secondly, the accuracies of the SVM classifier
are consistently better than those of the RF classifier. Refer-
ring to Figure 2(a), when the value of g is greater than 7, both
SVM and RF classifiers show relatively poor performance. In

addition, the accuracies remain relatively stable with g rang-
ing from 5 to 7. A similar conclusion could be drawn from
Figure 2(b). On the other hand, the increment of G (i.e., the
maximum of g) followed by the growth of feature dimension
could cause issues of feature redundancy, additional compu-
tational cost, and extra time consumption. Hence, to make a
trade-off between the accuracy rate and the number of fea-
ture dimension, keeping the maximum of g to 5 is recom-
mended. Accordingly, the number of ACT features is 100
and the number of CCT features is 1900.
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Figure 2: This shows how different g values affect the accuracies based on two CV methods. (a) The prediction results by using the 10-fold
CV method. (b) The prediction results by using the jackknife CV method.
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3.2. Comparative Analysis of Different Classifiers with
Different CV Methods. In this section, we further compare
the performance between SVM and RF classifiers combined
with four different feature extraction techniques including
AAC, ACT, CCT, and AAC+ACT+CCT, respectively.
Results on the PDB1075 dataset by using two CV tests are
listed in Tables 1 and 2.

As shown in Table 1, the combination of SVM classifier
with AAC+CCT+CCT features achieves the highest accuracy
rate (0.8034) compared with others using the same classifier
but with different features. Both MCC and AUC measures
also give similar results. Meanwhile, the AAC feature and
CCT feature obtain the highest SN and SP, respectively, sug-
gesting that these two features are crucial to the identification
of DBPs. For the RF classifier, AAC+ACT+CCT is also
deemed to be the most appropriate method. Except for SP
and AUC, the results of AAC+ACT+CCT consistently out-
perform the other three feature extraction methods. Appar-
ently, the SVM classifier is more superior to the RF
classifier in this experiment.

According to Table 2, similar conclusions can be reached
by using the jackknife CV. For the SVM classifier, AAC
+ACT+CCT is considered the optimal method with an accu-
racy rate of 0.8015. The RF classifier provides the accuracy
rate of 0.7706 by using AAC+ACT+CCT features, which is
higher than the cases with ACT and CCT features but is
lower than the case with AAC features (0.7930). This suggests
that multifeature fusion could generate irrelevant noise infor-
mation and feature selection is necessary to enhance the pre-
diction of DBPs in the next step.

Therefore, after analysing the data obtained from the
examinations above, the combination of the SVM classifier
with the joint use of the AAC+ACT+CCT features is adopted
in the subsequent analysis due to its finest achievement.

3.3. Performance Analysis of Feature Selection. By combining
AAC+ACT+CCT features, we firstly obtain a 2020-
dimensional vector for each protein. Then, these features
are ranked according to their importance by applying RF
and XGBoost techniques, respectively. To further determine
the optimal feature subset, we calculate the accuracies for
top K features by using the 10-fold CV and the jackknife
CV, respectively, where K = 10, 20, 30,…, 650. The results
on the PDB1075 dataset are illustrated in Figure 3. As can
be observed from Figure 3(a), feature subsets ranked by the
XGBoost method could obtain higher accuracies compared
with the RF feature ranking technique. When K = 270, the
highest accuracy of 0.8371 is achieved by using the 10-fold
CV. Considering that Figure 3(b) also shows similar results,
it is appropriate to pick the top 270 ranked features for the
following analyses.

Table 3 further examines the effectiveness of the feature
selection by comparing the prediction performance of the
case without using feature selection, the case using RF feature
ranking, and the case using XGBoost feature ranking. Two
CV methods, i.e., 10-fold and jackknife, are tested on the
PDB1075 dataset by running the SVM classifier, respectively.
From Table 3, two main results emerge: (i) the feature selec-
tion technique can indeed help to effectively improve the
performance of DBPs prediction; and (ii) the XGBoost

Table 1: Prediction results of SVM and RF classifiers based on the 10-fold CV.

Classifier Feature extraction method ACC SN SP MCC AUC

SVM

AAC 0.7893 0.8224 0.7582 0.5810 0.8586

ACT 0.7004 0.6795 0.7200 0.3999 0.7492

CCT 0.7678 0.7336 0.8000 0.5352 0.8309

AAC+ACT+CCT 0.8034 0.8147 0.7927 0.6071 0.8717

RF

AAC 0.7772 0.8147 0.7418 0.5571 0.8600

ACT 0.7369 0.7394 0.7345 0.4737 0.8022

CCT 0.7566 0.7896 0.7255 0.5154 0.8232

AAC+ACT+CCT 0.7781 0.8205 0.7382 0.5596 0.8437

Table 2: Prediction results of SVM and RF classifiers based on the jackknife CV.

Classifier Feature extraction method ACC SN SP MCC AUC

SVM

AAC 0.7912 0.8185 0.7655 0.5841 0.8663

ACT 0.7004 0.6795 0.7200 0.3999 0.7641

CCT 0.7650 0.7297 0.7982 0.5296 0.8373

AAC+ACT+CCT 0.8015 0.8127 0.7909 0.6034 0.8806

RF

AAC 0.7930 0.8161 0.7618 0.5885 0.8705

ACT 0.7369 0.7413 0.7327 0.4738 0.8125

CCT 0.7547 0.7761 0.7345 0.5106 0.8299

AAC+ACT+CCT 0.7706 0.8050 0.7382 0.5437 0.8539
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Figure 3: This illustrates how different feature subsets affect the accuracies by using two different feature selection methods. (a) The
prediction accuracy of SVM based on the 10-fold CV test. (b) The prediction accuracy of SVM based on the jackknife CV test.

Table 3: Performance comparison before and after feature selection.

Feature selection CV methods ACC SN SP MCC AUC

Before 10-fold 0.8034 0.8147 0.7927 0.6071 0.8720

Jackknife 0.8015 0.8127 0.7909 0.6034 0.8805

RF 10-fold 0.8221 0.8243 0.8200 0.6441 0.8819

Jackknife 0.8267 0.8262 0.8272 0.6533 0.8946

XGBoost 10-fold 0.8371 0.8301 0.8436 0.6738 0.8896

Jackknife 0.8390 0.8398 0.8382 0.6778 0.9018
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algorithm may be able to provide better feature ranking
than the RF method. We also plot the ROC curves for
these experiments in Figure 4, which demonstrates the
remarkably consistent findings.

3.4. Comparison with Existing Predictors. To objectively eval-
uate the effectiveness of the proposed method, we make com-
parisons with some existing predictors on the same datasets.
These methods include DNAbinder [24], DNA-Prot [8],

iDNA-Prot [10], iDNA-Prot|dis [22], Kmer1+ACC [52],
iDNAPro-PseAAC [27], PseDNA-Pro [19], Local-DPP [9],
and HMMBinder [29]. The results of jackknife tests on the
PDB1075 dataset are listed in Table 4. In addition, Table 5
illustrates five performance measures of various algorithms
tested on the PDB186 independent dataset.

As shown in Table 4, the proposed method achieves the
values of “ACC” (83.90%), “SP” (83.82%), “MCC” (0.68),
and “AUC” (0.9018), which rank second on the benchmark
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Figure 4: ROC curves of the SVM classifier before and after feature selection. (a) ROC curves based on the 10-fold CV. (b) ROC curves based
on the jackknife CV.
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dataset and are merely below those of HMMBinder. The
Local-DPP algorithm, which explored local evolutionary
information from the PSSM profile, gets the comparable SN
of 84% to our method. This indicates that the PSSM profile
indeed can provide important clues for predicting DBPs. It
is worth mentioning that the Kmer1+ACC method applied
the same strategy to extract AAC, ACT, and CCT features
from the PSSM profile instead of the HMM profile. Judging
from the results of performance comparison, the HMM pro-
file could serve as a better source of information for the iden-
tification of DBPs. From the values reported in Table 5, the
proposed method obtains the highest ACC, SN, MCC, and
AUC among these methods by using the independent dataset
test. It should be noted that the HMMBinder method could
not provide desired optimal results on the testing set despite
achieving the best SP value. This might lead us to believe that
there is a risk of overfitting in the HMMBinder method.

In summary, the proposed method shows substantial
improvements for identifying DBPs particularly on the inde-
pendent test, which are attributed to the powerful feature
fusion method from the HMM profile and the efficient fea-
ture selection by using the XGBoost technique.

4. Conclusion

In this paper, we propose a method called HMMPred, which
makes an effective improvement on the existing HMM
profile-based method to predict DBPs by integrating three

feature extraction techniques (i.e., AAC, ACT, and CCT)
and adding the application of a prominent feature selection
method called XGBoost. Then, the top 270-dimensional fea-
tures are fed into the SVM classifier to train the model. Based
on the comprehensive assessment, using the 10-fold CV, the
jackknife CV, and the independent test, it is noteworthy that
our method performs well compared to other existing
methods and even achieves superior performance on the
independent test. In our future work, we would like to
develop a web server for the public use and continue to
enhance the existing methods for achieving more precise
identification of DBPs.
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Table 4: Performance comparison on the PDB1075 dataset.

Methods ACC SN SP MCC AUC

DNAbinder 0.7395 0.6857 0.7909 0.48 0.8140

DNA-Prot 0.7255 0.8267 0.5976 0.44 0.7890

iDNA-Prot 0.7540 0.8381 0.6473 0.50 0.7610

iDNA-Prot|dis 0.7730 0.7940 0.7527 0.54 0.8260

Kmer1+ACC 0.7523 0.7676 0.7376 0.50 0.8280

iDNAPro-PseAAC 0.7656 0.7562 0.7745 0.53 0.8392

PseDNA-Pro 0.7655 0.7961 0.7363 0.53 —

Local-DPP 0.7920 0.8400 0.7450 0.59 —

HMMBinder 0.8633 0.8707 0.8555 0.72 0.9026

Our method 0.8390 0.8398 0.8382 0.68 0.9018

Table 5: Performance comparison on the independent dataset.

Methods ACC SN SP MCC AUC

DNAbinder 0.6080 0.5700 0.6450 0.216 0.6070

DNA-Prot 0.6180 0.6990 0.5380 0.240 —

iDNA-Prot 0.6720 0.6770 0.6670 0.344 —

iDNA-Prot|dis 0.7200 0.7950 0.6450 0.445 0.7860

Kmer1+ACC 0.7096 0.8279 0.5913 0.431 0.7520

iDNAPro-PseAAC 0.7150 0.8276 0.6022 0.442 0.7780

Local-DPP 0.7900 0.9250 0.6560 0.625 —

HMMBinder 0.6902 0.6153 0.7634 0.394 0.6324

Our method 0.8118 0.9462 0.6774 0.648 0.8715
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