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$e systems of healthcare are being transmuted by scientific
improvements in the information of medical systems,
electronic records in medical, smart, and wearable devices,
and handheld devices. $is growth in medical big data,
together with the expansion of computational approaches in
the area of healthcare, has aided researchers and practi-
tioners to excerpt and visualize medical big data in a novel
scale of research. $e role of scientific programming in
providing solutions to existing and forthcoming issues exists
in the organization of large-scale data in healthcare, such as
by assisting in the handing out of vast data volumes,
modelling of composite systems, and sourcing derivations
from healthcare data and simulations. Visualization is a
significant tool in producing diagrams, images, or anima-
tions to transfer healthcare messages and improve under-
standings. Programming tools, including Apache Hadoop,
Informatica PowerCenter, and Tableau, analyze data ex-
tremely efficiently and enable the visualization of meaningful
insights extracted from big data.

Research is needed that explores the integration of big
data and healthcare from a scientific programming per-
spective. Research that considers technological and com-
putational barriers to big data management has clear
applications in the area of big data in healthcare. Diverse
approaches have been in practice by researchers and prac-
titioners. $ese areas include decision support systems for
big data in healthcare, programming for medical big data
visualization and its representation, applications of machine
and/or deep learning algorithms and applications in big data

analytics for healthcare, data warehouse and knowledge
representation in healthcare technologies, data mining in
Internet of $ings (IoT) and healthcare systems, and
probabilistic computing approaches to the management of
big data in healthcare.

$e papers included in this Special Issue cover the details
of the scientific aspects which are mainly involved in the field
of healthcare big data management, its organization, and the
role of programming to deal with a particular situation of big
data. Raji et al. used the wavelet transform performance
against future wireless application system requirements and
offered guidelines and methods for wavelet applications in
5G waveform design. $e detailed effect of healthcare was
targeted. With the help of images as test data, a detailed
performance comparison of the Fourier transform and
various wavelet transforms have been done with the help of
modulation and demodulation complexity, energy effi-
ciency, latency, reliability, spectral efficiency, robustness to
time and frequency selective channels, and effect of trans-
mission and reception considered as the key performance
indicators. After this, the guidelines are presented for the
wavelet transform. Mansoor et al. present an overview of the
data acquisition, feature extraction, and classification al-
gorithm approaches adopted by researchers and practi-
tioners in the previous years. Some classification algorithms
for EEG-based BCI systems are adaptive classifiers, tensor
classifiers, transfer learning approach, and deep learning, as
well as some miscellaneous approaches. From the experi-
mental results of the method, it was concluded that using the
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adaptive classifiers, precise results were obtained compared
to the static classification approach. Deep learning algo-
rithms were adopted for developing and achieving the
specified objectives and implementation.

R. Khan et al. investigated the protection level offered by
UUP.$e query profile distance attack as machine learning-
based attack was presented for evaluating the effectiveness of
UUP in privacy protection. $e approach demonstrates the
distance between upcoming query and the user profile. Ten
classification algorithms were used for the experimental
setup. $ese algorithms include the tree-based, lazy learner,
rule-based, metaheuristic, and Bayesian families for the sake
of comparison. Two subsets of an American online dataset
including noisy and clean datasets were used for experi-
mental process. Results of the experiments showed that the
suggested approach links more than 70% queries to the right
users with 72% precision for the clean dataset, while for the
noisy dataset, the proposed approach associates more than
40% queries to the right user with a precision of 70%.

Raja et al. presented a systematic literature review of big
data related to healthcare. $e study evaluated 34 journal
articles for the years 2015 to 2019 accordingly to the defined
inclusion and exclusion criteria. $e study specified the
research in the area of big data with its applications and
challenges in healthcare implementation. Kamran Ul haq
et al. analyzed the studies based on the approach of big data
in mental illness and treatment. Diverse types of mental
illness such as bipolar disorder, personality disorder, and
depression are discussed.$e user behavior based on mental
illness for drug addiction and suicide are highlighted. An
overview of the approaches and tools for predicting the
mental condition of a patient based onmachine learning and
artificial intelligence is given. Hu et al. presented an ap-
proach of information research for fusing a large volume of
heterogeneous data produced by a charging pile resultant to
the new energy electric vehicle in the network of vehicles and
present the concept of cloud computing as a module of
storage for facilitating the storage and associated expansion
of big data. Khan et al. identified 26 exercises of gym from
the literature. Out of these, 14 were unique and 12 were
common in the existing literature. $e study also finds the
suitable smartphone attachment position and the number of
sensors for predicting exercise with high accuracy.

N. Boudjellal et al. presented an approach of distant
supervision for relation extraction, providing a generic ar-
chitecture of this task based on the existing approaches. $e
study reviewed the approaches used in the literature tar-
geting the current areas of research with details of knowledge
bases used in the process along with the corpora which can
be supportive for trainee practitioners looking for knowl-
edge in the field. Feng et al. proposed a framework of fog-
based IoT healthcare for reducing the consumption of en-
ergy of fog nodes. $e results of the study show that the
performance of the suggested framework is effective in terms
of the network delay and usage of energy. Discussions and
suggestions are made for the services of big data for fog
devices and analytics of healthcare big data are presented.
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Iván Garćıa-Magariño

Rodziah Binti Atan
Shaukat Ali

2 Scientific Programming



Research Article
EEG Based Aptitude Detection System for Stress Regulation in
Health Care Workers

Tehseen Khan ,1 Huma Javed,2 Mohammad Amin,3 Omar Usman,3

Syed Ishtiaq Hussain,4 Amjad Mehmoood,5,6 and Carsten Maple6

1Department of Computer Science, FAST-NUCES Peshawar, Peshawar, Pakistan
2University of Peshawar, Peshawar, Pakistan
3FAST-NUCES Peshawar, Peshawar, Pakistan
4KP-HED, Peshawar, Pakistan
5Kohat University, Kohat, Pakistan
6Secure Cyber Systems Research Group, WMG, University of Warwick, Coventry, UK

Correspondence should be addressed to Tehseen Khan; to_tsn@yahoo.com

Received 10 February 2020; Revised 8 April 2020; Accepted 6 June 2021; Published 11 October 2021

Academic Editor: Sebastiano Fabio Schifano

Copyright © 2021 Tehseen Khan et al.)is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Stress is a complexmultifaceted concept that is the result of adverse or demanding circumstances.Workers, especially health care workers,
suffer significantly from distress, burnout, and other physical illnesses such as hypertension and diabetes caused by stress. Numerous stress
detection systems are realized but they only help in detecting the stress in early stages, and, for regularizing it, these systems employ other
means. )ese systems lack any inherent feature for regularization of stress. In contributing toward this aim, a novel system “EEG-Based
Aptitude Detection System” is proposed.)is system will help in considering working aptitude of employees working in work places with
an intention to help them in assigning proper job roles based on theirworking aptitude. Selection of right job role forworkers not only helps
in uplifting productivity but also helps in regulating stress level of employees caused by improper job role assignments and reduces fatigue.
Being able to select right job role for workers will help them in providing productive working environment. )is paper presents detail
layered architecture, implementation details, and outcomes of the proposed novel system. Integration of this system inwork placeswill help
supervisors in utilizing the human resource more suitably and will help in regulating stress related issues with improvement in overall
performance of entire office. In this work, different implementation architectures based on KNN, SVM, DT, NB, CNN, and LSTM are
tested, where LSTM has provided better results and achieved accuracy up to 94% in correctly classifying an EEG signal. )e rest of the
details can be seen in Sections 3 and 5.

1. Introduction

)e exponential increase in usage of ubiquitous computing
systems and urban living has led to the development of a
unique class of complex monitoring and control subsystems.
)ese systems are used in diverse areas and their compo-
nents can affect sectors such as transport, health, energy,
home/buildings, and the environment. Such systems are
identified by the general nomenclature of smart city. )eir
functioning involves the usage of a vast number of hardware
sensors and they are typically realized using Wireless Sensor
Networks, IoT devices, and smart phones but are certainly
not restricted to these architectures only. Research in this

field is further classified into areas such as health monitoring
[1–4], traffic management [5], intelligent agriculture [6],
smart power grids [7], environment monitoring [8–10],
human psychology [11–14], smart water grids, smart homes
[15], and smart offices [16]. Each of these applications in-
volves the formulation of architecture that integrates
sensing, storage, communication, processing, and human
computer interfacing. In this context, this manuscript de-
scribes an architecture that incorporates aspects of both
smart offices and human psychology, with the objective that
this architecture can be used to create a conducive and
interconnected office environment, where employee pro-
ductivity can be realized to its full potential.

Hindawi
Scientific Programming
Volume 2021, Article ID 4620487, 11 pages
https://doi.org/10.1155/2021/4620487

mailto:to_tsn@yahoo.com
https://orcid.org/0000-0002-1580-4090
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4620487


)e term smart office generally applies to an environ-
ment that benefits both the employees and the organization
where it is deployed. Employee’s work experience, on the
one hand, and office productivity, on the other hand, are
improved. Major research problems in the field belong to the
domains of communications, human computer interfacing,
efficient information processing, office management, ad-
aptation services, and assistance [17, 18].

More recently, aspects such as stress detection and
emotion detection, have been included into the context of
smart offices [19–27]. Identification of stress levels of em-
ployees allows organizations to regulate them at early stages
before it affects their performance and becomes cause of
deterioration in health. Globally, all workers and especially
health care workers are more prone to risks caused by stress.
Because of their frequent exposure to risk factors such as
high work demands, low work control, and high emotional
involvement [1], high exposure to these risk factors enhances
stress and mental health complaints and is the main cause
behind degrading work performance [2]. )ese complaints
also have other undesirable aspects like quality interaction
with patients and colleagues [3]. It is known that moderate
and high psychological distress increases the odds for
workplace failure and decreases the odds for workplace
success [4].

Similarly, emotion detection systems map employees’
emotion states with routine activities in an office environ-
ment. )is manner of parametrizing aspects of human
psychology allows managers to forecast and assign appro-
priate job roles for employees [28–30]. Role assignment can
be further optimized, eventually improving productivity.
)is research work proposes the usage of an additional
parameter in the form of aptitude for job role assignment.

Aptitude is a qualitative inborn ability to perform a
particular task more efficiently than an average person and is
also inversely linked to stress [31, 32]. It is usually quantified
by means of testing mechanisms. A number of tests are
standardized and used globally for various types of pro-
fessional aptitude assessment. Examples are the GRE
(Graduate Record Examinations), GMAT (Graduate Man-
agement Admission Test), SAT (Scholastic Aptitude Test),
and other similar tests.

)is research work performs this quantification by means
of Electroencephalography EEG signals and proposes an EEG-
based Aptitude Detection architecture. To the best of our
knowledge, the inclusion of aptitude as a parameter in smart-
office environments is novel. As a proof of concept, analytical
skills as a binary ability are considered in this system. Analytical
skills, along with IQ level, and dexterities are a number of facets
that collectively define aptitude. )ese additional facets will be
addressed in the future. In its current scope, the imple-
mentation pipeline includes convolutional neural network
(CNN), decision tree (DT), K-nearest neighbors (KNN), Näıve
Bayes (NB), support vector machine (SVM), and long-short-
term memory (LSTM). )is research work reports highest
accuracy of 94% using LSTM. For deep networks, it also
proposes different topologies and filters for the EEG signals.
Lastly, an aptitude-based EEG data set is also a novel contri-
bution of this manuscript.

In the remainder of the manuscript, literature review is
given in Section 2, the proposed system and architecture are
given in Section 4, and, finally, the outcomes and results are
discussed in Section 5, followed by conclusion in Section 6.

2. Literature Review

EEG signals are a measure of difference in electrical brain
activity attributed to neurons. )e signals appear as wave
patterns that can be captured using EEG devices [14, 27, 33].
)ewavebands represent brain activity due to different types of
stimulants such as sensory usage, memory recall, focus and
attention, problem solving, relaxation, drowsiness, deep sleep,
and others (see Table 1). Some stimulants may result in dis-
appearance of one waveband but an increase in bandwidth of
another [41]. EEG signals and EEG devices form the core
operations in a number of medical applications, including
detection of dementia and epilepsy, sleep disorders, stress or
workload measurement [39, 41, 42], and emotion recognition
[20–24, 33]. )e latter application of emotions detection and
recognition has formed one of the core components in smart
offices and brain computer interaction (BCI). Different re-
searchers have made contributions in emotion detection and
recognition utilizing physiological signals as input (see Table 2).

)e highest classification accuracy reported is 99.5%, which
is achieved using Electrodermal Activity (EDA) andHeart Rate
(HR) signals by means of a fuzzy logic classifier [39]. Here, a
single emotion trait is captured. For two emotion traits (arousal
and valance), the maximum reported accuracy is 96.6% using
multimodal signals using standard statistical features [22].
Here, an ANN is used as a classifier. With four emotion traits
(joy, anger, sadness, and pleasure), the maximum reported
accuracy is 95% using standard statistical and entropy-based
features [20]. Here, Linear Discriminant Analysis is used as a
classifier using EMG, ECG, and RSP signals. )e highest ac-
curacy using Support Vector Machines is reported in [24] as
92%, followed by 91% in [27]. )e former used multimodal
physiological signals, while the latter used only EEG. In all
cases, a number of factors, including number of modality
signals, feature set, and classification techniques, contribute
toward an increase in accuracy.

)e authors in [32] have proposed aptitude modeling;
they have providedmultimodal system based on signals such
as heart rate, skin temperature, breathing, and Galvanic Skin
Response. )ey have managed to achieve an accuracy up to
96% using a multimodal approach with F1-score of 0.91.)e
proposed system in this paper is based on encephalographic
signal. To the best of the authors’ knowledge, no such work
has been done before. Before going in to the implementation
details of the proposed system, a brief introduction of tools
utilized in implementation is covered in Section 3.

3. Tools and Methods

A collaborative setup is established using Python and data
science/numerical libraries, and the details related to these
libraries are provided below. It is worth mentioning that, in
implementation of complete system famous NumPy package
and respective support has played a very vital role.
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3.1. Tools. Different libraries and packages are given below ,
which are utilized in actual implementation of the proposed
system as well as in its validation and testing.

(1) NumPy and Pandas. In Python for array processing,
mathematical computation, and data sciences, spe-
cial packages NumPy and Pandas are utilized.

(2) h5py. )is library uses traditional batch processing
andmakes Python compatible with a huge amount of
numerical data in HDF5 format. )is library takes
burden of the system in training our models, espe-
cially in case of physiological signals.

(3) Matplotlib. )is library is utilized for generating and
plotting different graphs and charts for the visualiza-
tion of results generated by employing the proposed
system.

(4) Sklearn. )is tool serves as a main constituting
part behind generation of confusion matrix and
other related metrics. )ese metrics actually help
us in figuring out the actual results generated by
our models. )ese metrics also help in verifying

the authenticity and validation of generated
results.

(5) 0ink Gear. It is a library provided by Neurosky to
connect and communicate data between Bluetooth-
enabled system and MindWave Mobile EEG device.
)is library employs COMM port for establishing
connection and communication.

(6) Neurosky MindWave Mobile EEG Headset. )is
headset is used to capture electroencephalogram
signal produced by brain as a result of brain activity.
It is a single-channel device and it is able to provide
12-bit raw EEG signals with sampling rate Fs of
512Hz and band range of 3–100Hz.

Section 4 covers the details more comprehensively.

3.2. Data Set. )e proposed system is a novel indigenous
system; therefore, no data set is present. So, the first task that
needs to be accomplished is to collect and organize the data
set with proper labels for the proposed system. Collected
data set contains data related to two classes: “with analytical

Table 2: Literature review.

Ref Modality signal Features Classification Emotions Accuracy
(%)

[11] EEG Energy, entropy SVM, KNN Arousal, valence 86
[13] EEG Min, Max peak, power LSTM Arousal, valence, and liking 87
[14] EEG Min, Max peak, power ANN Stress, normal 60
[20] EMG, ECG, RSP Statistical, energy, entropy LDA Joy, anger, sadness, and pleasure 95

[24] BVP, EMG, EDA,
RSP Statistical features SVM, Fisher

LDA
Amusement, contentment, disgust,

fear, sadness, and neutral 92

[26] EMG, EDA, ECG No specific feature No specific
classifier Arousal, valence NA

[27] EEG Statistical features SVM, ANN Positive, negative, and neutral 91

[33] EEG, EMG, Temp,
GSR, RSP Different features MESAE Arousal, valence 77

[34] EEG No specific features LDA Arousal, valence 87
[35] EEG DE, PSD SVM Negative, positive, and neutral 91.5
[36] EEG Spatial, spectral, temporal CNN Depression 86
[37] EDA, HR, EMG No specific features HMM Arousal, valence 81

[38] EEG Average PSD, mean, variance,
Shannon’s entropy, zero crossing LSSVM Joy, peace, anger, and depression 65

[39] EDA, HR No specific features Fuzzy logic Stress 99.5

[40] EEG No specific features Correlation
analysis

Neutral, anger, sadness, anxiety,
disgust, and surprise 90

Nomenclature for signal modalities: RSP denotes relative spectral power, EEG denotes electroencephalogram, ECG denotes electrocardiogram, GSR denotes
galvanic skin response, EDA denotes electrodermal activity, BVP denotes blood volume pulse, HR/HP denotes heart rate/pulse, and Temp denotes
temperature. Nomenclature for classifiers: LDA denotes latent discriminant analysis, KNN denotes K-nearest neighbors, ANN denotes artificial neural
network, SVM denotes support vector machine, HMM denotes hidden Markov model, LSTM denotes long-short-term memory, DFA denotes deterministic
finite automata, MESAE denotes multiple fusion layer based-ensemble classifier of stacked autoencoder, and MEMD denotes multiencoder to multidecoder.

Table 1: Frequency wavebands of EEG signals considered in this study.

Type Freq. range (Hz) Stimulants
Delta 0.5–4.0 Deep sleep and unconsciousness
)eta 4.0–8.0 Drowsiness, fatigue, and day dreaming
Alpha 8.0–13.0 Relaxation and meditation
Beta 13.0–30.0 Focus, attention, and problem solving
Gamma 30–50 Memory and senses
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skills” and “without analytical skills.” For collecting this data,
proper experimental setup is created where participants have
given analytical reasoning test to solve. While they are
solving the test, our system collected the data; this data is
then assigned proper labels, which is then utilized in training
and validation of our models. See Figure 1 for depicting
overall structure of the data flow used in collecting data set,
while the rest of the details are provided briefly in Section 4.
For availability of data, see Section 7.

4. Proposed System

)e proposed architecture is comprised of four different
layers illustrated in Figure 2. )e first layer is the sensor and
communication layer which is responsible for capturing
various EEG power spectrums. Traditional head gear
comprised of multiple electrodes and channels is unfeasible
in real-world scenarios due to its preparation and posi-
tioning time. Additionally, it is uncomfortable to wear for
long periods of time and requires supervised use from
trained personnel. Comfortable and cheaper commodity
hardware has started to be popular in the last decade. Ex-
amples are the Neurosky MindWave Mobile EEG headset,
which is popularly used in the entertainment and gaming
sector, as well as development of motor development skills in
children. )is headset is a single-channel device and is able
to provide 12-bit raw EEG signals with sampling rate Fs of
512Hz and band range of 3–100Hz. In this case, this device
is a server system configured to use the )ink-Gear library
configured to work with Python. )e received raw signals
using EEG headset constitute input to this layer and are
stored in CSV format.

)e second preprocessing layer is responsible for cleaning
the acquired signal using a number of DSP filters before
acquisition of the relevant features. )is is essential because
when the EEG device captures neuron activity, it also
captures crossover noise and other electrical activities within
proximity of the electrode point (which may include muscle
activity). Since the EEG is a composite signal, its constituent
alpha, beta, gamma, delta, and theta wave patterns can be
acquired by application of the fast Fourier transform, fol-
lowed by a bandpass filter of relevant frequency range. An
illustration of the complex EEG signal after Fourier trans-
form is given in Figure 3, where imaginary and real parts of
signal are superposed on its own amplitude for comparison
purpose. Figure 3 also shows the different frequency bands
given in Table 1. Here, the amplitude of frequency bands
decreases exponentially as their frequency range decreases.
)is makes lower frequency ranges prone to noise. Effect of
crossover noise is mitigated by application of a mean filter.
Small and local noise sources (attributed to eye blinking,
heart pumping, etc.) are removed using an Independent
Component Analysis (ICA) filter, resulting in same am-
plitude scales for all frequency bands (see Figure 4). It takes
raw signal stored in CSV file (generated by sensor and
communication layer) as input and after performing nec-
essary processing it stores the output in another CSV file.
)is newly generated CSV file is then fed as input to the
decision layer. )e decision layer bears three sublayers: data

set, modality transform, and decision sublayers. First is the
data set sublayer. Here, a data set is prepared, comprising the
preprocessed signal and its associated labels. )is data set is
used for training and as input for various machine learning
models. )e ground truth for the data set is determined
experimentally using an alternate work flow and makes use
of a MindWave Mobile EEG device (see Figure 1). Exper-
iments are designed, where the state of neuron activity is
measured, while the subject is performing analytical tasks.
Some example analytical tasks are discussed in [42]. For the
work at hand, the authors prepared a test comprising
questions of analytical portion of the International GRE.
)ese questions were then given to subject participants to
solve in a fixed time interval while being attached to the EEG
device. Tests are scored afterwards, and a threshold value is
used to determine whether the acquired data belongs to a
subject participant with or without analytical skills. )e data
set also includes factors such as humidity, mean of ambient
noise levels, and room temperature at the time acquisition
was being made. )e ground truth is collected from male
and female candidates aged between 22 and 45 years. )e
candidates had normal vision and hearing and are free from
any kind of neurological disorder. In the learning sublayer,
the trained model is then used formally for classification
using a number of schemes such as DT, KNN, SVM, NB,
CNN, and LSTM. For KNN, SVM, and DT, hand-crafted
features of frequency domain are used to prepare a feature
vector. )ese include the minimum, maximum, and mean
frequencies, as well as their standard deviation. Given that
the EEG contains five subbands, this gives a total of 20 hand-
crafted features. )e authors have built CNN model using
Convolutional (ReLU activation), max-pooling, dropout,
dense, flattened, and fully connected layers with ReLU and
Softmax as activation functions (see Figure 5). )e LSTM
model includes the average pooling, dense, flattened,
dropout, and fully connected layers with sigmoid and hy-
perbolic tangent (tanh) as activation functions (see Figure 6).
)ese models are implemented using Keras and TensorFlow.

)e final layer in the architecture is Output Layer, where
the decision of the classifier is validated. Interfaces of the
architecture support exchanges, transformations, process-
ing, and classification in real time.

5. Results and Discussion

For brevity, the labels with and without analytical skills are
treated as positive and negative labels, respectively. Using
this nomenclature, evaluation can be based on measures of
True Positive (TP), i.e., correctly identified positive labels,
and True Negative (TN), i.e. correctly identified negative
labels. In contrast, we also have False Positive (FP), i.e.,
positive labels identified as negative labels, and False Neg-
ative (FN), i.e., negative labels identified as positive labels. In
addition, other metrics such as specificity, recall, precision,
and F1-scores can also be formulated. )e exact calculation
of these measures is given in Table 3. Apart from these
metrics, for better understanding of classification proba-
bility, receiver operating characteristic (ROC) curve is also
being computed. It is a plot of true positive rate (TPR)
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against false positive rate (FPR). )e area under ROC curve
shows the classification probability of the models. )e
greater area means better true positive rate and better
classification ability of a model. As can be seen in Figure 7,
for validation, a tenfold cross-validation technique is uti-
lized. All signals irrespective of class labels are randomly
assigned to ten equal-sized chunks. Of these, training is
performed using 9 chunks, while the remainder is used for
validation. )e process is repeated for 250 epochs for each

model. At the end of each epoch, parameters such as ac-
curacy, validation loss, and confusion matrices are extracted.
)e four labels TP, FP, TN, and FN are then obtained from
this confusion matrix. Subsequently, the scores are given in
Table 3.

A number of machine learning models were used to
perform the classification as depicted in [43, 44], and the
maximum,minimum, and average accuracy after 250 epochs
are reported in Table 4.

Neurosky EEG headset

EEG controller

Composite signal

Bluetooth module (BT)

Sensed data
Bluetooth

communication
unit (RS 232 unit)

Think gear lib.

.csv

Dataset

Figure 1: Ground truth acquisition work flow.

Bluetooth NFC Wi-Fi Serial comm.

Filtering sublayer Feature extraction  Normaization

(Hardware layer)

Wearables/input

Classification

Features’ layer

Classification layer

Decision layer

EEG-composite signal

com. channel

CNN
DT, KNN

NB
SVM

Real-time reading LSTM
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Figure 2: Proposed system architecture.
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For each of the four labels outlined earlier, the confusion
matrix and scores of Table 3 are given in Tables 5 and 6,
respectively.

)e best results reported are those for LSTM with
maximum and average validation accuracy of 100% and
75%, respectively, and with a consistent F1-score,

precision, and specificity of 0.91, 0.99, and 0.99, respec-
tively. SVM provided maximum accuracy of 97%, while its
average accuracy was 92%. Its F1-score, precision, and
specificity were quite close at 0.93, 0.93, and 0.92, re-
spectively. KNN and DT provide a maximum accuracy of
95%. )eir average accuracy is at 89% and 90% (see
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Figure 3: (a) Real and (b) imaginary components of transformed EEG signal superposed on magnitude of itself. (c) Illustration of di-
minishing amplitude for lower-frequency wavebands of the EEG signal.
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Figure 8). However, their F1-score, precision, and spec-
ificity are quite less than those of LSTM and SVM (see
Figure 9). )e architecture of CNN used in this

manuscript gave a maximum accuracy of 99% but a poor
average accuracy of 54%. )e other scores of CNN were
also not consistent. NB scores were not compared to other
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Figure 6: LSTM architecture.
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Figure 5: CNN layer architecture.

Table 3: Scoring measures.

Evaluation metric Evaluation formula
Specificity (S) False Positive/(True Negative + False Positive)
Recall (R) True Positive/(True Positive + False Negative)
Precision (P) True Positive/(True Positive + False Positive)
F1-score 2∗Precision∗Recall/(Precision +Recall)
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Table 4: Accuracy for various models.

Model Maximum Minimum Average
Convolutional neural network (training) 81.9 75.2 77.9
Convolutional neural network (validation) 99.2 0 54.2
Decision tree 95.0 86.0 90.5
K-nearest neighbors 95.4 82.6 88.8
Long-short-term memory (training) 94.4 90.4 94.4
Long-short-term memory (validation) 100 0 75.0
Naı̈ve Bayes 76.4 69.2 72.8
Support vector machine 97.6 86.2 92.0

Table 5: Confusion matrix.

Model True Positive False Negative False Positive True Negative
Convolutional neural network 642 144 129 443
Decision tree 706 64 65 525
K-nearest neighbors 696 77 75 512
Long-short-term memory 767 132 5 456
Naive Bayes 513 114 256 477
Support vector machine 723 54 54 529

Table 6: Averaged F1-score, precision, recall, and specificity scores for 250 epochs.

Model F1-score Precision Recall Specificity
Convolutional neural network 0.82 0.83 0.81 0.77
Decision tree 0.91 0.91 0.92 0.89
K-nearest neighbors 0.90 0.90 0.90 0.87
Long-short-term memory 0.91 0.99 0.85 0.99
Naı̈ve Bayes 0.72 0.64 0.80 0.65
Support vector machine 0.93 0.93 0.93 0.92

1

TPR

0 1
FPR

NB
CNN
KNN

DT
SVM
LSTM

Figure 7: Receiver operating characteristic curves for all six models.
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models due to high invariance in data. In this study, the
implementation pipeline that has been finalized is pro-
vided (see Figure 10).

6. Conclusion

Aptitude is an innate skill to perform a particular task with ease
and perfection. It not only plays a vital in enhancing pro-
ductivity but also regulates the stress level of employees in work
environments. )is research work addresses the utilization of
aptitude to regulate the stress in aworking environment. It is an
established fact that if an employee is assigned job roles
according to his working aptitude, it helps in reducing stress
and fatigue caused by improper job role assignments and
overburdening. Keeping this fact in view, an implementation
pipeline that makes use of an EEG signal for the detection of
aptitude is proposed with detailed implementation. )e pro-
posed pipeline is testedwith different types ofmachine learning
models. Our findings show good results with LSTM- and SVM-
based classifiers, giving achieved accuracy of 94% and 97%,
with F1-scores of 0.91 and 0.93, respectively. In this research
work, our main focus was on analytical skills of workers. For
future work, the binary system can be expanded to include
poor, fair, good, better, and outstanding analytical capabilities.
Other aptitude facets such as IQ, dexterity, and reasoning can
also be work for the future.

Data Availability

)e data set used in this work is propriety data that belongs
to institution. Soon after completion of this research work,
these data will be made publicly available using GitHub or
any other available resource. However, in the meantime,
data will be provided upon sending a request to tehseen.-
khan@nu.edu.pk. Data will only be provided for enhancing
the research in this domain only and the requester will
clearly mention the purpose of making the request for data.
)e request should be submitted using an institutional e--
mail only.
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U. Ehlert, “Discriminating stress from cognitive load using a
wearable eda device,” IEEE Transactions on Information
Technology in Biomedicine, vol. 14, no. 2, pp. 410–417, 2009.
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Diseases can have a huge impact on the quality of life of the human population. Humans have always been in the quest to
find strategies to avoid diseases that are life-threatening or affect the quality of life of humans. Effective use of resources
available to human to control different diseases has always been critical. Researchers are recently more interested to find
AI-based solutions to control the human population from diseases due to the overwhelming popularity of deep learning.
+ere are many supervised techniques that have always been applied for disease diagnosis. However, the main problem of
supervised based solutions is the availability of data, which is not always possible or not always complete. For instance, we
do not have enough data that shows the different states of humans and different states of environments, and how all
different actions taken by humans or viruses have ultimately resulted in a disease that eventually takes the lives of humans.
+erefore, there is a need to find unsupervised based solutions or some techniques that do not have a dependency on the
underlying dataset. In this paper, we have explored the reinforcement learning approach. We have tried different re-
inforcement learning algorithms to research different solutions for the prevention of diseases in the simulation of the
human population. We have explored different techniques for controlling the transmission of diseases and its effects on
health in the human population simulated in an environment. Our algorithms have found out policies that are best for the
human population to protect themselves from the transmission and infection of malaria. +e paper concludes that deep
learning-based algorithms such as Deep Deterministic Policy Gradient (DDPG) have outperformed traditional algorithms
such as Q-Learning or SARSA.

1. Introduction

Different types of diseases such as malaria, flu, dengue, and
HIV have a huge impact on the quality of life of the human
population [1–3]. If we consider malaria only, then
according to the World Health Organization’s report, ap-
proximately 3.2 billion people are infected with malaria. As
per their report, in 2016 and 2017, there were 217 and 219

million malaria cases reported, which shows an increase in
malaria cases in recent years [4]. +erefore, effective use of
resources to get malaria under control has been critical.
Insecticide-Treated Nets (ITNs) are the primary method of
malaria prevention [5] because there is a type of mosquito
called the anopheles mosquito; it bites after 9 p.m. When a
mosquito sets on the net, it dies due to the insecticide, which
disrupts the reproductive cycle. In addition to ITNs, the
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other malaria preventive policies include Indoor Residual
Spraying (IRS) [6], larvicide [7] in bodies of water, and
malaria vaccination [8–11].

Machine Learning algorithms are applied in different
domains and have made tremendous progress [12] where
healthcare sector is particularly influenced by machine
learning [13–15] in the past few years. +ese machine
learning algorithms are focusing on the diagnosis of diseases
[16] or forecasting future results [17], but the treatment of
diseases is not explored [18]. It is a very important step to
diagnose a disease and is considered as an important step to
treat diseases, and machine learning techniques can support
healthcare professionals in the treatment to some extent, but
it has been a challenging problem to find the best policy to
treat patients for medical professionals [19]. Recently, much
popularity is gained by reinforcement learning (RL) [20] in
video games [21–23], where good and bad actions are
learned by the agent through interactions with the envi-
ronment and the response of the environment. In the
context of video games, RL has performed very well, but
limited progress has been made in real-world domains like
health care. In video games such as AlphaGo and StarCraft,
the agent plays a large number of actions in the environment
and learns the optimal policy. However, in the context of
health care, it is considered unethical to use humans to train
RL algorithms and not to mention that this process would be
costly and takes years to complete. We are not able to
observe everything happening the body of a person. We can
measure blood pressure, temperature, and some other
measurements at different intervals of time, but these
measurements do not represent the complete state of a
patient. Similarly, the data collected in health care about
patients may exist for one time and may not exist for others.
For example, chest X-rays that are used in the treatment of
pneumonia [24] are collected before a person is infected and
after the person is cured, but the RL model has to know all
the estimates of the states the patient goes through. It is very
challenging in health care where there are many unknown
facts about patients at all time steps.

Reward function is one of the most important functions
in RL, and it is challenging in many real-world applications
to find a good reward function. In health care, it is evenmore
challenging to search for the reward function that keeps
balance between short-term success and overall long-term
improvements. For example, in case of sepsis [25], im-
provements in blood pressure at different durations of time
may not cause improvement in the overall success. Similarly,
having only a single high reward at the end of an episode
(i.e., survived or died) demonstrates that a long route is
followed without different intermediary rewards [26, 27]. It
is also difficult to know what actions result in reward and
what actions result in penalty. All the major breakthroughs
are possible by using simulated data in deep RL that is equal
to many actual years [28]. When data are generated through
simulators, it is not a problem, but in case of health care, it is
not possible to generate simulated data for the treatment of
different diseases. Generally, the data are very scarce to start
with training supervised learning, and the data that exist take
efforts to annotate to be used for supervised learning.

Furthermore, hospitals are not willing to share data of
patients mainly because of privacy reasons. All these facts
further make the application of deep RL to health care
challenging.

By nature, the health care data is nonstationary and
dynamic [29]. For example, it is possible that patients’
symptoms are stored at different intervals of time andmaybe
different records are stored for different patients. Over time,
the objectives of treatments may also change. In literature,
different studies [30–32] are focused on reducing the overall
mortality. When the condition of a person improves, the
focus shifts to a different objective such as the duration of the
virus staying in the body. Similarly, viruses or infections may
change much more rapidly and may evolve in different
dynamics [33–35] that are most probably not observed in the
training data used for supervised or semisupervised learning
algorithms. Decision-making in medical diagnosis is in-
herently sequential [36, 37]. It means that a patient visits a
health care centre for the treatment of a disease. +e doctor,
based on previous experiences, decides a treatment to be
followed. Later, when the patient returns to the same doctor,
the treatment that was previously suggested by the doctor
decides the current state of the patient and also helps the
doctor in which decision needs to be taken next. In the
existing state-of-the-art AI strategies of dealing with disease
treatment [38, 39], the sequential nature of the decisions is
ignored [40]. +ese AI systems make decisions on the basis
of the present state of the patients. +e sequential nature of
medical treatment can be effectively modelled as Markov
Decision Process (MDP) [41–44] and better solved through
RL. +e RL algorithms will not only consider the instan-
taneous outcomes of treatment but also the long-term
benefits of the patients [45].

An intervention of actions to avoid malaria are sys-
tematically explored in this paper. +e paper demonstrates a
real-world example of reinforcement learning, where sim-
ulated humans are trained to learn an effective technique to
avoid malaria. In the literature, AI techniques are used for
the prediction, diagnosis, and healthcare planning, but this
paper takes a different approach by simulating an envi-
ronment and using simulated humans to use different re-
inforcement learning techniques to avoid malaria. A
combination of interventions is explored to control the
transmission of malaria and learn techniques for malaria
avoidance.

+e paper is organized as follows: the related works are
explained in Section 2. +e problem of malaria avoidance
and the methodology of reinforcement learning are given in
Section 3. Experiments are performed, and their results are
analysed in Section 4. Concluding remarks of the paper are
given in Section 5.

2. Related Work

Recent advancements in machine learning and big data have
motivated researchers of different domains to use these
algorithms in their problems. Biomedical and health care
researchers are getting benefits from these algorithms in
early disease recognition, community services, and patients
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care. In [46], machine learning and MapReduce algorithms
are used to effectively predict different diseases in disease-
frequent societies. +e paper demonstrated to achieve 94.8%
accuracy and convergence speed that is faster than CNN
(Convolutional Neural Network) based algorithms. Simi-
larly, deep learning and big data techniques have been used
in [47] to predict infectious diseases. +e authors have
combined Deep Neural Network (DNN) and Long Short-
Term Memory (LSTM) and evaluated the performance with
Autoregressive Integrated Moving Average (ARIMA) in
making the prediction of different diseases one week in the
future. Better results have been achieved compared to
ARIMA. Automatic diagnosis of malaria enables us to
provide reliability in health care services to areas where
resources are limited. Machine learning techniques have
been tried to investigate the process of automating malaria
detection. In [48], malaria classification is performed using
CNN. Similarly, in [49], CNN has been used to detect
malaria classification and has demonstrated promising ac-
curacy. Deep reinforcement learning (DRL) has recently
attained remarkable success, notably in complex games like
Atari, Go, and Chess. +ese achievements are mainly pos-
sible because of the powerful function approximation with
the help of DNN. DRL has been proved as an effective
method in the medical context. Several applications of RL
have been found in the context of medicine. For instance, RL
methods have been used to develop strategies of treatment
for epilepsy [50] and lung cancer [51]. Authors have used the
sepsis dataset which is a subset of the MIMIC-III dataset
[25]. An action space consisting of vasopressors and IV fluid
is selected. Each drug of varying amount is grouped in four
bins. Double Deep Q-Network is used for the evaluation.
SOFA score which is used for measurements of organ failure
is used for the reward function. U-curve is used for eval-
uation. +e mortality rate is used as a function of dosage of
policy prescription versus the policy that is actually followed.

In [19], DRL is used to develop a framework that predicts
an optimal strategy to deal with Dynamic Treatment Regimes
usingmedical data.+e paper has claimed that their RLmodel
is more flexible and adaptive in high dimensional action and
state spaces compared to other RL based approaches. +e
framework models real-world complexity in helping doctors
and patients to make a personalized decision in making
treatment choices and disease progression. +e framework
combines supervised learning and DRL using DNN. +e
dataset is taken from the database of the Centre for Inter-
national Bone Marrow Transplant Research (CIBMTR)
registry. +e framework has demonstrated achieving prom-
ising accuracy to predict a human doctor’s decision and at the
same time compute a high reward function. In [52], an RL
system is developed that helps diabetes patients to engage in
different physical activities. Messages sent to patients were
made personalized to patients and the results have demon-
strated that participants receiving messages with the RL al-
gorithm increased the number of physical activities and
walking speed. A supervised RL with recurrent neural net-
work (SRL-RNN) is combined in a framework to make
different treatment recommendations by Wang et al. in [53].
+eir results of experiments conducted on MIMIC-3 dataset

have demonstrated that the RL based framework can reduce
the estimated mortality and at the same time provide
promising accuracy to match doctor’s prescriptions. In [54],
the authors describe a novel technique that can find the
optimal policy that can treat patients with chemo using RL.
+e authors have usedQ-Learning, and, for the action space, a
mechanism is used to quantify doses for a given time period
that an agent can choose from. +e cycle of dose is initiated
with a frequency as determined by an expert. At the end of
each cycle, transition states are compared. +e mean re-
duction in tumour diameter determines the reward function.
Simulated clinical trials are used for the evaluation of the
algorithm.

In [55], the authors have taken a different approach that
uses the RL techniques to encourage healthy habits instead
of looking for direct treatment. In [56], the authors focus on
sepsis and RL, but a different approach is taken that uses the
RL techniques to control glycemic. In [57], the authors have
focused on counterfactual inference and domain adversarial
Neural Networks. It is a complicated problem to solve the
problem of decision-making under uncertainty. Health care
practitioners are facing problems under challenging con-
straints, with limited tools to make data driven decisions. In
[58], the authors have solved the problem of finding an
optimal malaria policy as a stochastic multiarmed bandit
problem and have developed three agent-based strategies to
explore the space of policies. A Gaussian Process regression
is applied to the finding of each agent, for compression and
for stochastic results from simulating the spread of malaria
in a fixed population.+e policy generated by the simulation
is compared with human experts in the field for direct
reference. In [59], the authors have exposed subtleties as-
sociated with evaluating RL algorithms in health care. +e
focus is on the observational setting where RL algorithms
have proposed a treatment policy and been evaluated based
on historical data. A survey in [60] discusses the different
applications of reinforcement learning in health care. +e
paper provides a systematic understanding of theoretical
foundations, methods and techniques, challenges, and new
insights into emerging directions. A context aware hierar-
chical RL scheme [61] has been shown to significantly
improve the accuracy of symptom checking over traditional
systems while reducing the number of inquiries. Another
study that introduces basic concepts of RL and how RL could
be effectively used in health care is given in [62].

Policy for malaria control using the reinforcement
learning algorithm is explained in [63, 64]. +e authors have
applied the Genetic Algorithms [65], Bayesian Optimization
[66], and Q-Learning with sequence breaking to search for
optimal policy for a few years. +eir experiments demon-
strated the best performance by Q-Learning algorithm. A
systematic review of agent-based models for malaria
transmission is given in [67]. +e paper covers an extensive
array of topics covering the spectrum of transmission and
intervention of malaria. Machine learning algorithms for the
prediction of different diseases are studied in [68]. +e
authors have used Decision Tree andMapReduce algorithms
and have claimed to achieve 94.8% accuracy. Machine
learning algorithms have been used to automatically
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diagnose malaria in [69]. Deep Convolutional Neural
Networks have been used for classification. +e authors in
[70] have discussed safety applications related to AI in those
domains where deep reinforcement learning is applied to the
control of automatic mobile robots. An investigation of the
risk associated with malaria infection to identify those
bottlenecks in different malaria elimination techniques is
discussed in [71]. Other relevant studies can be found in
[72–74].

3. Methodology

Reinforcement learning (RL) [75] is an example of machine
learning methods falling between supervised and unsuper-
vised learning, where an agent learns by interacting with the
environment. +e agent performs certain actions and re-
ceives feedback from the environment. +is feedback is in
the form of negative or positive reward and determines the
sequence of good or bad actions to be adapted within a
particular situation. As a result, the agent can perform its
operation efficiently without any intervention from a hu-
man. In other words, RL is a learningmethod where an agent
learns a sequence of actions to eventually increase the reward
function. +e agent decides which action is the most ap-
propriate and yields a maximum reward. It is possible that
an action may not give a positive immediate reward but the
long-term reward is also considered. In RL, we have two
components, that is, agent and environment as shown in
Figure 1. +e agent represents the type of RL algorithm, and
the environment represents what action returns which re-
ward. +e environment is established by sending a state at
time t as St ∈ S, where S is the representation of the set of
possible states to the agent. +e action taken by the agent at
time t is represented by At ∈A (St), where A (St) is the
representation of the set of actions possible to be taken at
state St. +e reward to be received by performing that action
is represented as Rt+1 ∈R, where R is the set of rewards. After
one time-step, the next state St+1 will be sent to the agent by
the environment along with reward Rt+1. +is reward will
eventually help the agent increase its knowledge to be used in
evaluating its last action. +is process of sending state and
receiving reward as an outcome by the agent continues until
the environment sends the last or terminal state to the agent.

In addition to the agent and environment, there are four
components in a RL environment: (i) policy, (ii) reward, (iii)
value function, and (iv) model of the environment.

(1) Policy. A policy defines the behaviour/reaction of an
agent at a particular instance of time. Sometimes, a
policy can be described as a simple function or as a
lookup table, where a policy may involve a lot of
computation, for example, the searching process.
+e policy is considered as a central part of the RL
agent because it alone can describe the reaction of the
agent. +e policy may be stochastic, to determine
possibilities for every action. +e policy is repre-
sented by πt, where πt (a | s) demonstrates the
probability of At � a if St � s

(2) Reward. A reward signal indicates the target of an RL
problem. As a result of an action taken by the agent,
the environment returns a number, called a reward,
at every time step. +e objective of the agent is to get
most of the total reward over time. +us, the reward
signal identifies that an action is good or bad. +e
rewards signal determines the action to be taken. If
an action returns a low reward, then the policy will be
changed to select another action in a similar situa-
tion. So generally, a reward signal is the stochastic
function of the state and action.

(3) Value Function. A reward signal identifies what is
good at the current time, while a value function
describes what is good in the long run. In almost all
RL algorithms, the most important component to be
considered is the method to efficiently estimate the
values. More precisely, the current value of the
earlier state is adjusted to be closer to the value of the
later state. +is can be done by moving the earlier
state’s value a fraction toward the value of the later
state. Let s denote the state before the move, and s is
the state after the Agent Environment moves; then,
the update to the estimated value of s, denoted as
V(s), can be written as shown in equation (1), where
α′ is a small positive fraction called the step-size
parameter, which influences the rate of learning. r +

cV(s′) is called Temporal Difference target and is an
unbiased estimate for V(s′). In equation (1), r
represents reward and c represents the discounting
factor. +is update rule is an example of a Temporal
Difference learning method, called so because its
changes are based on a difference, V(s′) − V(s), that
is, difference between estimates at two different
times:

V(s)⟵V(s) + α r + cV s′(  − V(s) . (1)

(4) Model. A model allows inferences of the actions in an
environment. Suppose a state and action are given;
then, it is possible that the model determines the
resultant next state and reward.+emethods that use
the models and planning to solve RL Problems are
known as model-based methods. +ose techniques
which are explicitly trail-and-error learner are called
model-free methods.

Agent Environment

Action (At)

State (St + 1)

Reward (Rt + 1)

St

Rt

Figure 1: A typical reinforcement learning paradigm.
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Let us assume that there are finite states and rewards. Let
us consider an environment that may respond at time t+ 1 to
the action taken at time t. +is response actually depends on
everything that happened earlier. +e complete probability
distribution of the dynamics of the system can be defined in
equation (2), for all r, S, and all possible values of the actions
in the past represented in the form of action, states, and
rewards, that is, St, At, and Rt. However, due to the Mar-
kovian property, we can represent the response of the en-
vironment at t+ 1 that depends only on the state and action
at time t. +e dynamics of the environment can be defined as
given in equation (3), for all r, s′, St, and At. It means that a
state or an environment has a Markovian property if and
only if equations (2) and (3) are equal. +e Markovian
property is very important in RL, as decisions and values are
a function of the current state. +ese decisions and values
can be effective and carry more information when the state
representation carries enough information:

Pr Rt+1 � r, St+1 � S′|S0, A0, R1, . . . ,

St−1, At−1, Rt, St, At,
(2)

p s′, r|s, a(  � Pr Rt+1 � r, St+1 � s′|St, At . (3)

+e task of RL that satisfied the Markovian property is
known by the nameMarkov Decision Process (MDP). Given
a state s and action a, the computation of probability of next
state s′ along with reward r is denoted as given in equation
(4). +e expected value of rewards for the state-action pairs
can be computed given in equation (5). +e expected re-
wards for state-action-next-state is given in equation (6):

p s′, r|s,a(  �Pr St+1 � s′,Rt+1 � r|St � s,At � a , (4)

r(s,a) � E Rt+1|St � s,At � a 

� 
r∈R

r 

s′∈S

p s′, r|s,a( , (5)

r s,a,s′(  � E Rt+1|St � s,At � a,St+1 � s′ 

�
r∈Rr · p s′, r|s,a( 

p s′|s,a( 
.

(6)

Value functions, which is a function of states or state-
action pairs, are used to estimate the performance of an
agent in a given state. +is performance is computed in
terms of future rewards to be collected. +e state value is
denoted byVπ(s) given a policy π and state s and is computed
as shown in equation (7), where Eπ [.] represents the ex-
pectation of variable when an agent follows a policy π at time
step t. Similarly, the action value of a state s following a
policy π represented by qπ (s, a) is given in equation (8),
where qπ is the function of action-value when π policy is
used:

Vπ(s) � Eπ Gt |St � s 

� Eπ 

∞

k�0
c

k
Rt+k+1|St � s⎡⎣ ⎤⎦,

(7)

qπ(s, a) � Eπ Gt|St � s, At � a 

� Eπ 

∞

k�0
c

k
Rt+k+1|St � s, At � a⎡⎣ ⎤⎦.

(8)

RL problem is solved by searching for a policy that helps
the agent to collect maximum possible rewards over the
execution of the simulation. A given policy π is treated as a
better policy or equal to another policy π′, it the expectation
of the π is greater or equal to the expectation of π′ for all
states. In other words, π ≥ π′ if and only if
Vπ(s)≥Vπ′(S)∀ s ∈ S. An optimal policy is the policy that is
considered good or equal to all possible policies. Optimal
policies are represented by π∗. +e same state-value function
is shared by optimal policies as V∗ and defined as V∗(S) �

max Vπ(S)∀ s ∈ S. +ey also share same optimal action-value
function, represented by q∗ defined as q∗(s, a) � max
qπ(s, a)∀ s ∈ S and a ∈A(s).

+e model-based RL means the simulation of the dy-
namics of a given environment. +e model learns the
probability of moving from the current state s0, taking action
a and ending in next state s1. Given the learning of transition
probability, the agent can determine the probability to enter
a state given the current state and action. However, model-
based algorithms are not practical because the state space
and action space grow. On the other side, the model-free
algorithms depend on trial-and-error to update its knowl-
edge. +erefore, space is not required to store all combi-
nation of states and actions. In this paper, we are using
model-free algorithms. Classification of RL algorithms are
made based on on-policy and off-policy. When the value is
based on the current action a and derived from the current
policy, it is known as on-policy. When an action a∗ is
obtained from a different policy, then it is known as off-
policy.

3.1. Q-Learning. A well-known algorithm in RL is Q-
Learning developed by Watkins [76]. Its proof of conver-
gence is given by Jaakkola [77]. Q-Learning is a simple
technique, and it can compute optimal action value without
the involvement of intermediary evaluation of cost and the
usage of a model [78]. +is algorithm is model-free and is
considered as off-policy algorithm, which is derived from
Bellman Equation as shown in equation (9), where expec-
tation is given by E and discounting factor is represented by
λ. +is update equation is shown in Algorithm 1 on line 10.
Learning rate is represented by α. +e next state’s Q value
determine the next action a instead of using the current
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policy. +e overall objective of the algorithm is to maximize
the Q-value:

Q
π
(s, a) � Es′ r + λQ

π
s′, a′(  |s, a . (9)

3.2. SARSA. A similar algorithm to Q-Learning is SARSA
[79, 80]. In case of Q-Learning, greedy policy is followed, but
in case of SARSA on-policy is followed. SARSA learns Q-
value by performing actions using the current policy. Al-
gorithm 2 shows the algorithm of SARSA. Current policy is
used to carry out selection of actions.

3.3. Deep Deterministic Policy Gradient. An actor-critic ar-
chitecture is called Deep Deterministic Policy Gradient
(DDPG) [81, 82]. +e parameter x is tuned for policy by
actor as given in equation (10). Using Temporal Difference
error, the policy computed by the action is evaluated by critic
as demonstrated in equation (11). +e policy decided by the
actor is shown by v. +e idea of experience replay and
separate target network as utilized by Deep Q Network
(DQN) [83] is used by DDPG. Algorithm 3 shows the al-
gorithm of DDPG.

πθ(s, a) � P[a|s, θ], (10)

rt+1 + cV
υ

St+1(  − V
υ

St( . (11)

A(s) � aITN, aIRS , where aITN ∈ [0, 1] and aIRS ∈ [0, 1].

(12)

4. Simulation and Discussion

In this section, we present the results of algorithms explained
in Section 3 obtained in a simulated human population and
see which algorithm performs better to prevent humans
from diseases. For the evaluation, we need an environment
where we have different states, actions, and agents

(representative of human population) looking for the best
policy to avoid diseases such as malaria, flu, and HIV. In this
section, results are shown for malaria avoidance only, but
similar environment with sufficient information can be used
for the avoidance of other types of diseases such as flu, HIV,
and dengue. An environment where a human, mosquito,
and other factors that can influence the transmission of
malaria virus to spread to human is shown in Figure 2. +e
box on the left contains factors relevant to human and the
box on the right contains factors pertaining to mosquitoes.
Different factors that can influence the disease are shown
inside the arrows linking the boxes for humans and mos-
quitoes. Environment factors and interventions are shown
on the top and bottom of the boxes for human and
mosquitoes.

+e IBM Africa research team has taken steps to control
malaria by developing a world-class environment to distribute
bed nets and repellents.+eir goal is to develop a custom agent
that will help identify the best policies for rewards based on the
simulation environment. Our work leverages the environment
developed by IBM Africa research for reinforcement learning
competition on hexagon-ml (https://compete.hexagon-ml.
com/practice/rl_competition/38/) where an agent learns the
best policy for the control of diseases, that is, malaria. +e
environment provides stochastic transmission models for
malaria and different researchers can evaluate the impact of
different malaria control interventions. In the environment, an
agent may explore optimal policies to control the spread of the
malaria virus. A diagram representing the environment de-
veloped by Hexagon-ML for finding the best policy for
avoiding malaria is given in Figure 3. +e environment con-
tains five years. Every year is a state. At every state, we take
different actions in the form of ITN and IRS.

States are represented as S∈ {1, 2, 3, 4, 5}, where each
number shows the number of the year. We are trying to solve
the problem of making one-shot policy recommendations for
the simulation intervention period of 5 years.+emain control
methods used in different regions are mass-distribution of
long-lasting ITNs, IRS with pyrethroids, and the prompt and

Input:
States: S� 1, . . ., n
Actions: A� 1, . . ., n
Rewards: R: S×A⟶R Transitions: T: S×A⟶ S
α ∈ [0, 1] and c ∈ [0, 1]
Randomly Initialize Q (s, a)∀ s ∈ S, a ∈A (s)
while For every episode do

Initialize S ∈ S
Select a from s on the basis of exploration strategy (e.g. ε-greedy)
while For every step in the episode do

//Repeat until s is terminal
Compute π on the basis of Q and strategy of exploration (e.g. π (s)� argmaxa Q (s, a))
a⟵ π (s)
r⟵R (s, a)
s⟵T (s, a)
Q (s′, a)⟵ (1− α).Q (s, a) + α [r+maxa

′ Q (s′, a′)]
s⟵ s

ALGORITHM 1: Q-Learning.
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effective treatment ofmalaria. Actions, represented byA (s), are
performed in the form of ITN and IRS, where the values of ITN
and IRS are infinite real numbers between 0 and 1.

+e agent trained on a reinforcement learning algorithm
will explore a policy space made up of the first two

components, that is, ITNs and IRS, which are strategies for
direct intervention.+eprompt and effective treatment is given
by the environment parameters and impacts the rewards. +e
first component. +at is, ITN, is the development of nets,
defining the population coverage (aITN∈ (0, 1]). +e second

Input:
States: S� 1, . . ., n
Actions: A� 1, . . ., n
Rewards: R: S×A⟶R
Transitions: T: S×A⟶ S
α ∈ [0, 1] and c ∈ [0, 1]
λ ∈ [0, 1] this shows the trade-off between Temporal Difference and Monte Carlo methods.
Randomly Initialize Q (s, a)∀ s ∈ S, a ∈A (s)
while For every episode do

Randomly initialize s ∈ S
Initialize e with 0
Randomly select (s, a) ∈ S×A
while For every step in the episode do

//Repeat until s is terminal
r⟵R (s, a)
s′⟵T (s, a)
Compute π based on Q using exploration strategy (e.g. ε-greedy)
a′⟵ π (s′)
e (s, a)⟵ e(s, a) + 1
δ⟵ r+ c.Q (s′, a′)−Q (s, a)
for (s′, a′) ∈ S×A do

Q (s′, a′)⟵Q (s′, a′) + α.δ.e (s′, a′)
e (s′, a′⟵ c.λ.e (s′, a′))

s⟵ s′
a⟵ a′

ALGORITHM 2: SARSA.

(1) Randomly initialize critic network Q(s, a|θQ) with weight θQ

(2) Randomly initialize actor μ(s | θμ) with weight θμ

(3) Initialize target network Q′ with weight θQ′ ⟵ θQ

(4) Initialize target network μ′ with weight θμ′ ⟵ θμ

(5) Initialize replay buffer R

(6) while For every episode do
(7) Randomly initialize N for exploration
(8) Get initial observation state s1
(9) while For every step in the episode do

//Repeat until s is terminal
(10) Section action at � μ(st | θμ) + Nt as per the current policy and exploration strategy
(11) Perform action at and monitor rewards rt and new statest+1
(12) Store (st, at, rt, st+1) in R

(13) Sample a randomly selected minibatch of N transition (si, ai, ri, Si+1) from R

(14) yi � ri + cQ′(si+1, μ′(si+1| θ
μ′ | θQ′ ))

(15) L � 1/Ni(yi − Q(si, ai| θ
Q))2

//Update rule for critic to minimize the loss
(16) ΔθμJ ≈ 1/NiΔαQ(s, a | θQ)|s�si ,a�μ(Si)

Δ
θμ
μ(s | θμ)|si

//Update rule for actor policy using the sampled policy gradient
(17) θQ′ ⟵ cθQ + (1 − c)θQ′

//Update rule for target network
(18) θμ′ ⟵ cθμ + (1 − c)θμ′

ALGORITHM 3: Deep Deterministic Policy Gradient.
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component is the use of seasonal spraying, and it defines the
proportion of population coverage for this intervention
(aIRS∈ (0, 1]). +e seasonal spraying is performed through
alternating the intervention between April and June every year
in different regions. +e policy decision is framed in a way of
the simulated population to be covered by a particular in-
tervention; the space of policy A is designed through ai∈A�

[aITN, aIRS].
Health care organizations should be able to explore all

possible set of actions for appropriate malaria interventions
within the populations. +ese policies include a mix of
actions, like the distribution of ITNs, IRS, larvicide in water,
and vaccination for malaria control. +e space of possible
policies for the control of malaria is not complete and in-
efficient for health care experts to explore without an ade-
quate decision support system. +e environment in
simulation handles the distribution of the interventions in
the simulated population. +e agent is in charge of the
complex actions of targeted interventions, which are not
reported previously. Although the action space is finite (i.e.,
finite number of people in the simulation environment) the
space size grows exponentially as more interventions are
added. +e computation time of simulation will also grow

linearly with the number of populations. +erefore, a
complex exploration of the entire action space becomes
impossible as complexity goes to a real-world equivalent
simulation.

+e agent learns different rewards during the learning
process. +e idea of learning is to collect as much reward as
possible during the process of execution of the experiment.
+ese rewards are infinite and usually represented by
Rπ ∈ (−∞, +∞), where the policy is represented by π. Every
policy is associated with a reward represented by Rθ(ai) and
is a stochastic parameterization of the simulation shown as θ
which produces random distribution of parameters for the
simulated environment.

+e environment is executed for 100 episodes, and re-
wards are collected. An episode consists of five consecutive
years. +e rewards collected by different algorithms are
demonstrated in Figure 4. +e random selection algorithm
when there is no learning for 100 episodes is given in Figure
4(a). In random policy learning, every time one episode is
finished, the environment is initiated with different random
states and different policy is tried at random to go from one
state to another to collect rewards. In this algorithm, no
learning is involved, and this experiment is performed only
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to show a base line for comparison with other algorithms.
+e Q-learning algorithm is shown in Figure 4(b). Com-
pared to random search algorithm, this algorithm has shown
improvements as the agent is learning through Q-learning
mechanism to collect rewards in the learning process.
SARSA algorithm is used, and the result of reward collection
is shown in Figure 4(c). +e SARSA trained agents are used
to look to policy to avoid malaria in a simulated human
environment and has shown improvements over simple Q-
learning algorithm. An even more sophisticated algorithm
known as DDPG is used in the environment to collect re-
wards, and results are demonstrated in Figure 4(d). +is
algorithm shows improvements compared to all other three

algorithms and demonstrated that deep learning methods
can potentially collect better results in reinforcement
learning algorithms.

We have combined the results of the algorithms trained
in this paper in Figure 5. In random searching process, there
is no learning, and therefore reward is not maximized. But in
other algorithms such as Q-learning, SARSA, and DDPG,
there is learning involved, and therefore reward is maxi-
mized. +e overall rewards collected by different algorithms
are combined in one figure (Figure 5(b)). +e maximum
rewards are collected by DDPG because a complex algorithm
is used for collection of rewards. +is comparison of three
algorithms is shown in Table 1. +is comparison
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Figure 4: Reward collection by agent trained with different reinforcement learning algorithms in 100 episodes. (a) Reward collection when
the agent randomly chooses action. (b) Reward collection when the agent is trained with Q-Learning. (c) Reward collection when the agent is
trained with SARSA. (d) Reward collection when the agent is trained with DDPG.
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demonstrates the best policy obtained by operating in the
environment to avoid malaria and the related reward col-
lected by performing the best policy.+is table demonstrates
that DDPG has outperformed traditional learning
algorithms.

5. Conclusion

Since the development of human civilizations, humans have
always been in the quest to improve the quality of life from
different perspectives. We are looking for the most com-
fortable accommodation, fast and secure transport, clean
and healthy food, comfortable clothes, and many other
things. But because of the environmental changes and
different actions taken by humans, there are possibilities of
different viruses entering the body of humans and affecting
the quality of life of humans. For instance, malaria, flu,
HIV, and dengue are some diseases that not only affect a
single individual but also can affect the whole population,
as the virus spreads from one person to another person.
Humans over time have learned different methods to treat
these diseases.+ere are doctors, who prescribe medicine to
treat diseases, and hence diseases are in control. But the
problem is that the decision of a doctor requires a huge

amount of knowledge and experience, to effectively cure a
disease. We think it is possible that the human effort is
minimized, and some AI-based solutions are explored.
Different AI-based solutions have also been explored by
researchers, in the form of supervised learning such as
ANN, KNN, and SVM. However, the problem with these
supervised learning is that the model is trained on the
existing data to make similar decisions when a similar data
is presented as testing. +ere is a huge gap to further
generalize the solution. +erefore, unsupervised learning
algorithms and reinforcement learning are becoming
popular. In this paper, we have explored reinforcement
learning-based algorithms, where an agent interacts with
the environment to get feedback and improves its state of
knowledge. We have experimented with three different
algorithms in reinforcement learning. +ese algorithms are
Q-Learning, SARSA, and DDPG. All these algorithms
perform better than random search, as there is learning
involved. Q-Learning and SARSA are based on traditional
methods of reinforcement learning. However, because of
the popularity of deep learning, researchers are interested
in introducing deep learning in reinforcement learning.
DDPG is a deep learning-based algorithm. Our experi-
ments have demonstrated that deep learning-based
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Figure 5: Comparison of reward collection by agent trained with different reinforcement learning algorithms, that is, Q-Learning, SARSA,
and DDPG in 100 episodes. (a) Reward collection when the agent is trained with different reinforcement learning algorithms, that is, Q-
Learning, SARSA, and DDPG. (b) Sum of rewards over time when the agent is trained with different reinforcement learning algorithms Q-
Learning, SARSA, and DDPG.

Table 1: +e comparison of three reinforcement learning algorithms explained in the paper in terms of best rewards and best policy when
the agent is executed for 100 episodes.

Algorithm Best reward
Optimal policy

Year 1 Year 2 Year 3 Year 4 Year 5
Random 174.16 [0.2, 0.7] [0.6, 0.9] [0.1, 0.8] [0.4, 0.6] [0.3, 0.1]
Q-Learning 228.77 [0.3, 0.1] [0.3, 0.2] [0.5, 0.2] [0.9, 0.5] [0.5, 0.1]
SARSA 161.74 [0.3, 0.1] [0.3, 0.1] [0.3, 0.1] [0.3, 0.1] [0.3, 0.1]
DDPG 325.55 [1.0, 0.8] [0.1, 0.0] [0.1, 0.8] [0.6, 1.0] [0.6, 1.0]
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algorithms are the most suitable algorithm for such type of
complex environment, where human, their actions, envi-
ronments, and their feedback play a very important role.
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4e heart of the current wireless communication systems (including 5G) is the Fourier transform-based orthogonal frequency
division multiplex (OFDM). Over time, a lot of research has proposed the wavelet transform-based OFDM as a better replacement
of Fourier in the physical layer solutions because of its performance and ability to support network-intensive applications such as
the Internet of 4ings (IoT). In this paper, we weigh the wavelet transform performances against the future wireless application
system requirements and propose guidelines and approaches for wavelet applications in 5G waveform design.4is is followed by a
detailed impact on healthcare. Using an image as the test data, a comprehensive performance comparison between Fourier
transform and various wavelet transforms has been done considering the following 5G key performance indicators (KPIs): energy
efficiency, modulation and demodulation complexity, reliability, latency, spectral efficiency, effect of transmission/reception
under asynchronous transmission, and robustness to time-/frequency-selective channels. Finally, the guidelines for wavelet
transform use are presented. 4e guidelines are sufficient to serve as approaches for tradeoffs and also as the guide for
further developments.

1. Introduction

4e number of devices connected to the internet is on the
increase. 4e advent of the IoTwill make it an explosive one
[1, 2]. Almost every 10 years, a new generation of wireless
communication standard is developed to meet the expo-
nentially growing demand for fast and reliable connections.

Wireless service consumers have experienced the growth
and maturity of 2G, 3G, and 4G mobile network systems.
Now, the International Telecommunication Union (ITU)
has defined the expectations for 5GNew Radio (NR).4e 5G
requirements are classified into enhanced mobile broadband
(eMBB), ultrareliable low-latency communication (URLLC),
and massive machine-type communication (mMTC). All
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these classifications are subsets of IOT’s requirements.
4eir requirements are not limited to multi-gigabit-per-
second (Gbps) data rates, low latency, high spectral effi-
ciency, high mobility, and high connection density [3]. We
can, therefore, conclude that 5G will have to cope with a
high degree of heterogeneity in terms of services and re-
quirements. Surprisingly, the increasing number of certain
new applications as well as newer, yet to be conceived
applications, will require even greater data rates among
other requirements than what 5G NR can offer [4], and
some of those applications might not even fall completely
within a single defined use-case [5]. A few of them are
virtual/augmented reality (VR/AR), wireless cognition, and
wireless backhaul. Furthermore, because of 5G’s diversity,
there possibly exist other undiscovered areas of applica-
tions such as in healthcare, of which IoT is obviously the
enabler. Advances in a research area will impact the other;
it is like a chain reaction; for example, 5G (as the under-
lying technology) will unlock IoT capabilities that were
previously unattainable on 4G networks. It will introduce
major innovations, such as higher connection speed,
greater capacity, and lower latency. Over time, these
benefits will lead to technological milestones that will have
a significant impact on healthcare and other areas.
4erefore, for an efficient IoT system, there is a need for a
diverse network such as 5G. 4e advent of 5G has led to
further exploration of new methodology, hardware,
waveform design, underutilized millimeter-wave (mm-
wave) frequency, etc. 4e most prominent of these ex-
plorations but most challenging would be to design
waveform for efficient signaling in 5G. 4e summary of the
proposed waveforms is given in [6].

OFDM remains the key ingredient in waveform design
for many multicarrier wireless communication schemes [7].
Proposed waveforms for 5G are mostly OFDM-inspired.
4is reason is partly due to OFDM’s use in 4G LTE and
other standards, familiarity among the wireless society,
and its maturity as a technology [8, 9]. However, the
gradual migration from cell-centric to user-centric pro-
cessing is rendering OFDM unfeasible due to its intrinsic
drawbacks. 4erefore, OFDM limitations such as the re-
duction in transmission throughput due to the use of cyclic
prefix (CP), high peak-to-average power ratio (PAPR),
sensitivity to carrier offset, and out-of-band emissions
(OOB) are some of the problems solved in the proposed
waveforms.

Attempts at combating some of the OFDM’s limitations
require an understanding of the root causes. For example,
OOB emission (or spectral leakage) is introduced by band
egress noise to neighboring bands and ingress noise from
neighboring bands. 4is is because the spectral localization
of the subcarriers is weak, resulting in spectral leakage.
Filter bank multicarrier (FBMC) attempts to solve the
aforementioned problem by direct suppression of the
sidelobes using special filters. FBMC is spectrum-efficient,
does not require redundant CP, and is robust to narrow-
band jammers. However, practical applications indicate
that FBMC is vulnerable to multipath distortion due to a
lack of CP. As a result, in practical cases whereby channel

state information is not perfect, OFDM will perform better.
Attempt to improve FBMC and adopt it in MIMO channels
has been reported in [10] with a focus on channel
uncertainty.

4ere are other evident disadvantages of FBMC such
as the introduction of overhead in overlapping symbols in
the filter bank in the time domain and loss in bandwidth
efficiency when transmitting short data packets. As a
result, FBMC was extended to the generalized frequency
division multiplex (GFDM) in [11]. GFDM is based on
controlling the OOB of the transmitted signal by an ad-
justable pulse shaping filter applied to the individual
carriers [12]. GFDM can be applied successfully in non-
accurate synchronization of users without problems.
However, the GFDM scheme is not perfect; adjacent
synchronization is affected by some level of interference.
Attempts at solving this problem have been exploited in
[12, 13], but not without a significant increase in the
transmitter’s complexity.

Research progress led to circular FBMC (C-FBMC), a
concept developed from GFDM and FBMC. C-FBMC is less
complex, is easily extensible to the multiple-input multiple-
output (MIMO) antenna, and preserves the orthogonality of
the subcarrier’s symbols. Most of the other proposed
waveforms are based on the schemes described above. 4ey
either apply filtering or windowing operation (or both) in
either the time or frequency domain. 4e aim of this section
is not to review the literature but provide the basis for the
waveform design. 4erefore, to keep the content of this
article concise, no further review will be pursued here. A
detailed review is given in [14].

4e discrete wavelet transform (DWT) is another
potential waveform candidate for OFDM design. Its
application in the OFDM is known as orthogonal wavelet
division multiplex (OWDM). 4e DWT-based signal
coding was introduced in [15] followed by many research
studies. Some of them are documented in [16–22].
However, these research scopes are generally not broad
enough to support the research insights into future
wireless application requirements. OWDM’s fit for 5G is
scarcely reported in the literature. 4e contribution of
this paper is addressing this by checking for both merits
and demerits of using OWDM and weighing them
against what the future wireless applications require. 4e
3rd Generation Partnership Project (3GPP) group has
selected CP-OFDM (a holdover from 4G) as the signaling
option for 5G for the 3GPP’s Release 15. 4erefore, we
compared OWDM to CP-OFDM. We made a detailed
comparison between Fourier transform-based CP-
OFDM and OWDM using MATLAB, detailed its impact
on healthcare, and proposed a guideline on how to ap-
proach wavelet application in 5G and beyond.

4e rest of this paper is organized as follows: 5G design
criteria and its impacts on healthcare are discussed in
Section 2. Sections 3 and 4 are about the OFDM andOWDM
system model. Section 5 contains simulations and results.
Section 6 evaluates the results based on the requirements,
while Section 7 draws conclusions and reviews based on the
results.
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2. 5G Design Criteria and Its
Impacts on Healthcare

In order to give detailed simulation and comparison, we
have taken into consideration all the necessary 5G KPIs [23]
in gaging transmitter/receiver systems’ efficiency.

2.1.HighEnergyEfficiency. In Section 1, we defined PAPR as
the peak-to-average power ratio of the transmission and
reception energy. Energy efficiency is mostly defined by the
PAPR and degree of computational complexity. At the
physical layer, waveforms exhibit peaks and lows. 4e im-
plication is that, at transmission (or reception), if the dif-
ference (ratio) between the peaks and lows is large, higher
transient energy will result in the power amplifiers which in
turn will lead to higher energy consumption. 4erefore, low
PAPR is necessary for power-efficient transmissions at
uplink (UL), downlink (DL), and side link (SL). Further-
more, computational complexity should be minimal, espe-
cially in power-stringent (battery-operated) devices such as
the mobile phone or an IOT field sensor. In an IoT system, a
further attempt at increasing the energy efficiency at the
network layer has been reported in a recent study in [24]. It
presents an information-centric networking (ICN) caching
strategy that fits well in the energy-efficient IoTenvironment
by utilizing Packet Update Caching (PUC). Considering all
these advancements in research, it is safe to say the longevity
of battery life and performance will be improved to ensure
continuous and uninterrupted remote monitoring. Actually,
in 5G, low-power sensors will be designed to operate on the
same battery for the full duration of medical operation. 4is
duration can be as much as 10 years [25].

2.2. Low Device Complexity. 4is section could also be
termed as transceiver baseband complexity. It is the number
of operations required to be performed to transmit and,
more importantly, receive a signal successfully with the
minimum possible processing overhead. At a very high
frequency (e.g., millimeter-wave) and large bandwidths,
severe RF impairments may result. With the presence of
impairments, the waveform design standard should main-
tain the least possible computational complexity and pro-
cessing overhead that could result from filtering, reduction
of intersymbol interference (ISI) and intercarrier interfer-
ence (ICI), windowing, interference cancellation, etc. 4e
direct implication of this is battery longevity. 4is is similar
to what is discussed above.

2.3. High Reliability. Reliability is evaluated by bit error rate
(BER); it is the capability of a network to carry out a pre-
ferred operation with very low error rates. Biomedical
sensors with IoTcapabilities generate a huge amount of data,
therefore error-sensitive. More so, considerable amounts of
errors might lead to an increase in latency. Considering the
signaling traffic from a massive number of these sensors
would even lead to more increase in latency as each sensor is
trying to retransmit. 4e low BER scheme will be supported

by the 5G network. One of the main advantages of the
proposed wavelet-OFDM scheme in this article is low BER
compared to OFDM.

2.4. Low Latency. Ultralow latency defines the network
which is optimized to process huge amounts of data packet
with a very low tolerance for delay. 5G maximum allowed
latency for the ultrareliable low-latency communication
(URLLC) applications is less than 1ms. 4is is due to ser-
vices such as machine-to-machine communication requir-
ing fast response time to allow efficient sporadic
transmission of small packets. So, it requires a transmission
mode with low air-interface latency enabled by very short
frames. 4e efficient transmission of short frames is very
much essential for medical IoT. For example, in telesurgery,
the maximum acceptable latency (end-to-end) is 200ms
[26]. Comparing this to the 5G network typical latency of
less than 1ms, “telesurgeons” can be guaranteed low latency
communication and optimum stability in receiving haptic
feedback and improved wireless data rates for better visu-
alization and greater precision. In the future, this will serve
as an enabling technology for new telesurgery applications
alongside other real-time applications with stricter latency
requirements. 4is can also serve as an enabling technology
for emerging e-health fields requiring some forms of wireless
transfer of big data and machine learning for early detection
of certain diseases. 4ese diseases are not limited to heart
disease [27], Parkinson [28], and breast cancer [29]. For
further studies about latency reduction in 5G, refer to [30].

2.5. High Spectral Efficiency or High Bandwidth.
Bandwidth refers to the transmission capacity of a network
per given time. Spectral efficiency refers to the efficient use of
the available bandwidth. In the 3G and 4G networks, bio-
medical sensors can only send a limited amount of data due
to restricted bandwidth [31]. 4is limitation is mitigated in
5G by exploring the available (untapped) spectrum at higher
frequencies (as high as 10GHz). Also, at such high fre-
quencies, a higher transmission rate on the order of Gbps is
achieved. With this, seamless remote monitoring can be
achieved; physicians can view ultra-high-definition contents
(videos and pictures) and be able to make better-informed
decisions. Furthermore, online consultations can be carried
out whereby patients, ordinary citizens, different civic as-
sociations, experts, and executive bodies can contribute and
exchange medical information.

Having discussed the benefits of 5G’s high spectral ef-
ficiency, it is necessary to note that several factors could also
contribute to the degradation of its spectral efficiency
(Sections 5.3 and 5.4). 4is is why the nature of the
waveform is more important. 4is is one of the problems
addressed in the waveform scheme proposed in this article.

2.6. Massive Asynchronous Transmission. Massive asyn-
chronous transmission or asynchronous coexistence of a
huge number of nodes will be achieved with 5G. 4is will
be achieved with D2D [32]. In D2D communications, each
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terminal can communicate with each other directly
without routing through gateways and base stations.
4erefore, a highly dense network problem can be solved
through D2D communications. D2D communications
will enable asynchronous coexistence between a large
number of medical sensors, wearables, and devices, and
monitoring equipment can communicate with minimal
interference.

In the 4G network, all communications are routed
through gateways and base stations. 4is routing is ineffi-
cient, especially when devices are near each other. Achieving
D2D communication will require waveforms with less strict
synchronization requirements [33]. 4e effect of poor
synchronization is phase noise. Phase noise including carrier
frequency offset (CFO) is both caused by differences in the
transmitter and receiver oscillator. 4e mathematical de-
scription of the CFO is the multiplication of a signal in the
time domain by a time-varying complex exponential
function. CFO will cause a received signal to be shifted in the
frequency. 4erefore, sampling of the received signal will be
done at an offset point, which is not the peak point. 4e
result is a raised ICI [8].

2.7. MIMO Compatibility. Massive MIMO is a key tech-
nology in delivering mobile 5G. 4is is essentially grouping
together large-scale antennas at the transmitter and receiver
to increase throughput and improve spectrum efficiency at
the access nodes. Other benefits of massive MIMO are lower
latency, simplification of the media access control (MAC)
layer, and robustness against (intentional) jamming. Fur-
thermore, beamforming is necessary for overcoming high
propagation losses especially at very high frequencies. One
of the direct impacts and implications of this is large file
transfers. Hospitals will possess the ability to transfer large
image files such as medical images. Overall, hospitals will be
able to process more patients, given the same amount of
time.

One of the various checks of our proposed waveform is
its suitability and ease of integratingMIMOwith it. It should
be less complex and practicable.

2.8. Robustness to Frequency-Selective and Time-Selective
Channels. Very harsh propagation conditions can cause
poor performance in a wireless communication system and
result in a loss of signal power without loss of noise power,
consequently resulting in a poor signal-to-noise ratio
(SNR). OFDM is generally used to combat selective fading
because of its robustness to frequency-selective channels.
Among other methods are MIMO, rake receivers, space-
time codes, forward error correction, interleaving, etc. 4e
robustness of the 5G waveform design should include
adapting to this impairment as well as time-selective fading
occurring in high-speed scenarios. An example of such a
case is the vehicle to anything (V2X). In this case, we can
consider the (efficient) transmission of the medical ultra-
sound video stream from a fast-moving ambulance to the
host hospital.

3. OFDM System Model

OFDM is the most popular multicarrier modulation scheme
that is currently being employed in many standards such as
the downlink of 4G LTE and the IEEE 802.11 family [34]. In
an OFDM system, at the transmitter, data to be transmitted
are mapped to a constellation, split into parallel, and
modulated using the inverse fast Fourier transform (IFFT).
4e modulation process is shown in Figure 1. Guard band
and cyclic prefix (CP) are inserted to prevent a delayed
version of symbol overlapping with the adjacent symbol and
mitigate the delay spread, respectively. 4e orthogonal
signals are then mixed. 4e key process here is modulation,
where signals are mapped from the frequency domain to the
time domain and multiplexed. 4e modulation process is
mathematically the summation of N tones described in [35]
and mathematically expressed in the following equation:

xn(t) � 
N−1

k�0
sk[n]e

j((2kπ)/T)t
. (1)

xn[t] is the summation of the number of complex-valued
sinusoids N with period T in the continuous-time domain t.
n denotes the discrete-time index. 4e data symbol is sk[n],
with frequency component k � 0, 1, . . ., N − 1. 4e multi-
plexed data symbol yn(t) on the baseband is passed through
a channel with transfer function H(f), which is expressed
mathematically in the following equation:

yn(t) � 
N−1

k�0
H

k

t
 sk[n]e

j(2kπ/T)t
. (2)

4e sinusoids N are located at frequencies
f � 0, 1/T, 2/T, . . . , (N − 1)/T for orthogonality. 4e
orthogonality between two adjacent sinusoids is defined in
the following equation:


N/2

t�N/2
e

−j2πkt/N
e

−j2πpt/N
� 0, ∀p≠ k. (3)

After modulation, the CP denoted as p is added by
copying the last part of the modulated IFFT signal and
appending it to the beginning as a guard interval to prevent
ISI. In the 4G LTE system, the CP is hard-coded into the
waveform, while for 5G NR Release 15, the CP is determined
by the maximum delay present in individual channels.

At the receiver, the transmitting process is reversed to
decode the received data. For demodulation, the fast Fourier
transform (FFT) is employed. OFDM, as opposed to a
single-carrier system, has the ability to cope with frequency-
selective fading because data are divided and transmitted in
parallel streams on a modulated set of subcarriers. 4is
approach results in the efficient use of bandwidth.

4. OWDM System Model

Some of the wavelet transform applications are in source and
channel coding, signal denoising, and data compression
[36, 37]. DWT and inverse discrete wavelet transform
(IDWT) are used in OWDM [38, 39]. 4is replacement is
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due to its properties such as orthonormality [40–42] and the
ability to decompose signals effectively in the time-frequency
domains by scaling and shifting. In DWT, the scaling (j) and
shifting (k) results are generated by the mother wavelet
denoted by Ψ as a function of time (t) and mathematically
expressed in the following equation:

ΨJ,K(t) � 2− j/2Ψ 2− j
t − k . (4)

4e discrete wavelet and the inverse discrete wavelet
representation of a signal are given by equations (5) and (6),
respectively [43]:

XDWT
j

k� 

∞

−∞

x(t)
j/2Ψ 2j

t − k dt, (5)

XIDWT(t) � 
∞

j�−∞
. 
∞

k�−∞
X

j

k2
j/2Ψ 2j

t − k dt. (6)

x is the input signal in the time domain. 4erefore, the
OWDM symbol can be expressed as the weighted sum of
wavelet and scale carriers and is mathematically expressed in
the following equation:

S(t) � 
j≤J

. 
k

wj,k(t).Ψj,k(t) + 
k

aj,k.∅J,k(t). (7)

wj,k is the sequence of the wavelet, and aJ,k are the
approximation coefficients.

4e OWDM transmission and reception concept is the
same with the OFDM; however, the modulation process is
different. It makes use of IDWT for modulation and DWT

for demodulation. 4is is highlighted in Figure 2. Starting
with the modulation process, the data bits are mapped into
OFDM symbols of parallel data stream corresponding to the
number of subcarriers.4is signal is converted to serialX(n)

and fed into IDWT. Here, the signal is vector-transposed
(Vt), upsampled (us), and convoluted with a low-pass filter
(LPF) and high-pass filter (HPF) [44] using approximated
coefficients (Ac) and detailed coefficients (Dc), respectively.
4e decomposed outputs from the LPF and HPF are L(n)

and H(n), respectively. Different wavelet families have
different filter lengths, so the length of the zero pads is
adjusted accordingly to maintain orthonormality and or-
thogonality in L(n) and H(n). L(n) and H(n) are mixed and
then transmitted.

At the receiver, the modulation process is simply re-
versed to decode the received data. 4e received data are
decomposed back into L(n) and H(n) using the LPF and
HPF, respectively. H(n) contains noise, so it is discarded,
while L(n) is processed for data recovery. In this paper, for
our analysis, we considered Haar, Daubechies (DB2), bio-
rthogonal (Bior5.5), and Symlet (Sym4) wavelet transforms.
Our consideration is based on the results in [45–47]. 4e
results show that these transforms are the most suitable for
waveform design because of their resiliency to channel noise.

4.1. Haar Wavelet. 4e Haar wavelet, discovered by a
Hungarian mathematician [48], is a sequence of rescaled
“square-shaped” functions which together form a wavelet
family or basis. Both wavelet function and scaling function
are square-shaped as shown in Figures 3 and 4. 4e simplest
example of an orthogonal wavelet is the Haar function
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denoted by ΨH and defined by [49] and mathematically
expressed in equations (8) and (9):

Ψ(t) �

1, for 0≤x<
1
2
,

−1, for
1
2
≤ x< 1,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(8)

Its scaling function φ(t) can be described as

Φ(t) �
1, 0≤ t< 1,

0, otherwise.
 (9)

4.2. Daubechies Wavelet. Daubechies wavelet is orthogonal,
and it is characterized by a maximal number of vanishing
moments for some given support. Daubechies wavelets are
usually characterized by dbN, N referring to the order
number. Figures 5 and 6 demonstrate the Db4 wavelet and
scaling functions. In this paper, the Db4 wavelet is used.

4.3. Symlet Wavelet. 4e Symlet wavelet transforms are in
theN order (Sym4); in this paper, we used the Sym4 wavelet.
4e Symlets are orthogonal, nearly symmetrical, and bio-
rthogonal wavelets. 4ey are a modification of the Db family
to improve symmetry [50]. Figures 7 and 8 represent the
Sym4 wavelet and scaling functions.
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4.4. BiorthogonalWavelet. 4is is a wavelet function where
the associated wavelet transform is invertible but not
necessarily orthogonal. In many cases, it is required to
choose a wavelet and scaling function such that they meet
the condition of mirrored impulse response filters, without
the loss of orthogonality [51]. In the biorthogonal case,
there are two scaling functions for decomposition and
reconstruction which must satisfy the following bio-
rthogonality condition and are expressed mathematically
in equation (10) and graphically demonstrated in Figures 9
and 10.


∞

nεZ
an~an+2m � 2.δm,0. (10)

5. Simulation Results’ Analysis

Here, a grayscale image having resolution 800× 800 pixels of
8 bits depth is fed into the MATLAB simulator as the test
data. In total, the image has 5,120,000 bits, which are enough
for our simulation. 4e simulation parameters for the
OFDM and OWDM are shown together in Table 1. 4e
major impacting factor is the communication channel. For a
more practical approach, we considered the additive white
Gaussian noise (AWGN) channel.

5.1. BER Performance Analysis. Here, we present the BER
versus SNR plot for each candidate and also some images to
show their qualities at a varied SNR. An AWGN channel is
assumed. From the graphical result, the wavelet transforms
show a lower BER than the Fourier transforms and wider
BER performance with increasing SNR in Figure 11. 4e
lower BER result is due to the wavelet-based waveform
having properties such as orthonormality and the ability to
encode signals both with time and frequency localization
simultaneously as opposed to Fourier transform which can
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only analyze signals with time localization only. 4is wavelet
transform property enables efficient encoding (and decod-
ing) of signals, hence the robustness to the channel error.

5.2. PSD and PAPR Performance. 4e PAPR is a KPI of a
wireless communication system as it goes a long way in
shaping the design of the power amplifier’s level of linearity
and therefore its cost. PAPR is evaluated by computing the
complementary cumulative distribution function (CCDF) of
the waveform with respect to the number of subcarriers and
constellation order. Transmit PAPR performance is given in
Table 2, and the plot of the received PAPR against a varied
SNR is shown in Figure 12 for the Fourier-OFDM and the
wavelet modulations.

At transmission and at reception with a varied SNR of 1dB
to 10dB, all the wavelet variants have better and distinct PAPR
performance than the OFDMwith the Haar wavelet having the
best performance. Although the wavelet transforms have lower
PAPR, they use more transmit power than Fourier. In Fig-
ure 12, a plot of the received PAPR at various SNRs is shown,
including the power spectral density performance (PSD im-
ages) of various transforms at 128 subcarriers each.

In a nonlinear amplifier, OFDM is susceptible to spectral
regrowth compared to other wavelets due to its high PAPR.
4e theory behind this is the broadening of a bandwidth of a
modulated signal with large envelope fluctuations due to
nonlinearities that generate mixing products between the
individual frequency components of the spectrum. 4e end
result is adjacent channel interference. Figures 13–17 are the
PSD plots of various transforms. OFDM has a higher
sidelobe (noise) than the rest of the wavelet transforms.

Table 3 is the bandwidth result from transmitting the test
data at 7GHz as specified at the beginning of this section.
4e very high use of bandwidth by Fourier (low spectral
efficiency) is as a result of the need for cyclic prefixing.

5.3. Effect of the Carrier Frequency Offset. In this section, we
assume that both users are perfectly synchronized in the
time domain but with an offset between their respective
carrier frequencies. In Figure 18, we present the BER curve at
CFO� 0.1 kHz. 4e simulation result shows that OFDM
suffers the most effect from CFO, while Haar incurs the least
effect. Also, it is observed that the performance disparity
between the transforms increases roughly with the SNR.
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Table 1: Simulation parameters for OFDM and OWDM.

Modulation QPSK
FFT size 1024
Number of subcarriers 128
CP length 16
SNR range 1 db–10 db
Channel AWGN, Rayleigh
Maximum Doppler frequency 0Hz
Sampling period 1e3
Path delays 0, 1e− 3, 3.5e− 5, 12e− 5
Path gains 0, −1, −1, −3
Carrier frequency 7GHz
CFO 100Hz

Wavelet transforms

Biorthogonal 5.5
Haar

Symlet4
Daubechies4

EB/No (dB)
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Figure 11: BER performance comparison in the AWGN channel.
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5.4. Effect of Multipath Fading. 4e test data as described at
the beginning of Section 5 are transmitted and received using
various transforms to measure the impact of multipath fading
on them. 4e simulation parameters are also exactly as given
in the aforementioned section, i.e., four taps with their re-
spective channel gains in a Rayleighmultipath fading channel.
In order to observe the maximumBER per SNR, channel state

Table 2: Transmit PAPR of various transforms and the transmit
power.

Transform Transmit PAPR (dB) Transmit power (dB)
Fourier 18.95 −21.10
Haar 1.93e− 15 −6.04
Sym4 5.35 −6.04
Db4 7.18 −6.04
Bior5.5 6.87 −3.67
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1
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1 32

102
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4 65 8 97 10

Figure 12: Received PAPR performance of various transforms.
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Table 3: Occupied bandwidth of various transforms at 7GHz.

Transform Bandwidth (Hz)
Fourier 418.615
Bior5.5 286.212
Haar 363.605
Sym4 376.248
Db4 374.307
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information (CSI) and equalization were not considered. It is
observed that the OWDM transforms are considerably robust
to the multipath fading effect. In Figure 19, OFDM and
OWDM’s BER vs. SNR in the frequency-selective Rayleigh
fading channel are graphically demonstrated.

5.5. Overhead Cost and Complexity of Implementation.
4e time and memory requirements for both at the trans-
mitter and at the receiver are simulated and shown in Ta-
ble 4. 4e simulation of the overhead cost is based on the
transmission and reception of the image with the size as

described at the beginning of Section 4. For the purpose of
accuracy, the time and memory computation costs are
limited to IFFT/FFT and IDWT/DWT only.

In Table 4, it is observed that although OWDMs might
seem like an attractive choice, they generally require more
computational resources than the OFDM.

6. OFDM and OWDM Evaluation Metrics

Using the simulation results above, we assess OFDM and
OWDM for a number of KPIs, taking the 5G set standards
into consideration.4ese comparisons are outlined in Table 5.
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Figure 18: BER versus Eb/No at CFO� 0.1 kHz.
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Figure 19: OFDM and OWDM BER vs. SNR in the frequency-selective Rayleigh fading channel.

Table 4: Overhead of various transforms.

Transform Time (ms)
Modulation + demodulation

Peak Mem (MB)
Modulation + demodulation

Fourier 212 90
Haar 1980 320
Bior5.5 2215 308
Sym4 2209 312
Db4 2239 312
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Table 6: Proposed assessment of OFDM and OWDM for 5G NR.

Performance
indicators

OFDM
assessment

OWDM
assessment

Downlink
requirement

Uplink
requirement

Side link
requirement

V2X
requirement

Backhaul
requirement

Spectral efficiency High Very high Very high Very high High Very high Very high
MIMO compatibility High High Very high Very high High Very high Very high
Time localization High Very high High High High Very high Very high
Transceiver baseband
complexity Low High Very high High Very high High High

Robustness to
frequency-selective
channels

High High High High High High High

Robustness to time-
selective channels Medium High High High High Very high Low

Robustness to phase
noise Medium High High High High High High

Robustness to sync
errors High Very high Low High High Medium Low

PAPR High (can be
reduced) Low Low High High Medium Low

Frequency
localization

Low (can be
reduced) High Medium Medium Medium Medium Low

Table 5: Comparative analysis of OFDM and OWDM.

5G performance
metrics Fourier Haar Db2 Sym4 Bior5.5

High energy
efficiency PAPR is high. Computational complexity is low.

PAPR is low, and computational complexity is high.
Haar has the lowest processing time,
but memory requirement is higher

than other wavelet pairs.

Low device
complexity Needs one block per process; IFFT and FFT.

Require a larger device processing capacity. Wavelet
transforms generally need two blocks (i.e., their filter banks)
for each process (i.e., IDWT and DWT) and more memory
than Fourier. However, advances in the clock speeds and
memory sizes of communication devices have increased by 4
to 6 orders of magnitude in the past 40 years [52]. 4erefore,

future wise, complexity might not be a challenge.
High reliability Has poorer BER performance compared to OWDM. Have better BER performance under a wide varied SNR.

Low latency Requires the use of CP to reduce ISI which
resultantly reduces throughput. Do not require CP.

High spectral
efficiency It has a considerable spectral efficiency. 4ey have better spectral efficiency compared to Fourier due

to Fourier’s requirement of higher bandwidth (CP).
Massive
asynchronous
transmission

Spectral localization of the subcarriers is weak and
highly susceptible to the CFO effect.

4ey are more localized in time and space. Consequently,
they are more immune to the CFO effect.

MIMO compatibility OFDM is quite compatible with MIMO because of
its ease of implementation.

4e use of OWDM with MIMO is feasible and has been
documented in the literature [36].

Frequency-time
channel selectivity

OFDM is robust to frequency-selective channels and
can be made robust to time channel selectivity by a

proper choice of subcarrier spacing.

OWDM is more robust to frequency-selective channels,
especially at low SNRs.

Flexibility and
scalability

By proper choice of design parameters, OFDM is a
flexible waveform that can support diverse services,

with several evolved versions.

OWDM is also a flexible waveform. More so, there are
different wavelet transforms with different scalable

properties. 4erefore, its flexibility [53] could be explored
and tailored to the requirements of the 5G NR classifications.
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4e proposed application guidelines are given in Table 6
based on the 5G NR design criteria and waveform assessment
discussed in [54].

7. Conclusion

4e research presented in this paper provides a deep insight
into the consideration of OWDM for 5G NR physical layer
design and beyond. KPI assessment of OFDM and OWDM
and their respective performance simulation results have
been carried out. Our results show that OWDMoutperforms
OFDM in many of the KPIs, and it is, therefore, a more
efficient IoT enabler for healthcare and other vital areas.
However, our results also show that the main drawback of
OWDM is high memory and time cost. In view of this,
careful tradeoff considerations are required. Furthermore,
we also include uplink, downlink, side link, V2X, and
backhaul links as further assessments. 4ese various link
assessments are necessary for OWDM waveform numer-
ology establishments for 5G’s diverse applications. Finally,
we observed that, in the establishment of OWDMwaveform
numerologies for 5G, CP will not be required. 4is means
the establishment process can be less complicated than that
of OFDM.
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Electroencephalography-(EEG-) based control is a noninvasive technique which employs brain signals to control electrical devices/
circuits. Currently, the brain-computer interface (BCI) systems provide two types of signals, raw signals and logic state signals.-e latter
signals are used to turn on/off the devices. In this paper, the capabilities of BCI systems are explored, and a survey is conducted how to
extend and enhance the reliability and accuracy of the BCI systems. A structured overview was provided which consists of the data
acquisition, feature extraction, and classification algorithm methods used by different researchers in the past few years. Some clas-
sification algorithms for EEG-based BCI systems are adaptive classifiers, tensor classifiers, transfer learning approach, and deep learning,
as well as some miscellaneous techniques. Based on our assessment, we generally concluded that, through adaptive classifiers, accurate
results are acquired as compared to the static classification techniques. Deep learning techniques were developed to achieve the desired
objectives and their real-time implementation as compared to other algorithms.

1. Introduction

1.1. Background. Brain-computer interface (or BCI) is ba-
sically setting up a connection between the human brain and
the computer device to control or to perform certain activity
using brain signals. -ese brain signals are translated as an
action for a device. -e interface thus provides a one-to-one
communication pathway between the brain and the target.

-e technology has advanced frommechanical devices and
touch systems, and now, world is approaching towards use of
neural waves as the input. Even though it is not widely applied
for now, it has a promising future. Especially for the physically
impaired people who face difficulties in performing physical
activities and lose their brain signal to move their muscles, it is
the only way to function.

A BCI system includes a device with electrodes that act as
sensors and measure brain signals, an amplifier to raise the
weak neural signals, and a computer which decodes the
signals into controlling signals to operate devices. Mostly,
the BCI device is a headset which is portable and wearable.

-e BCI device has two functions. Firstly, it records the
data reviewed at its electrodes, and secondly, it interprets or
decodes neural signals.

Nervous system resembles an electrical system which
passes nerve impulses as a message. -is means neurons
(brain cells) communicate by transmitting and receiving
very small electrical waves, merely in range of microvolts.
Now, to sense and record these signals, we require precise
and advanced sensors.

Electrodes are set directly on the scalp or embedded in
the brain which requires surgical procedure. -e non-
surgical method of electrode placement though does not
damage the brain, it yields poor-quality brain signals.
-ose that are recorded directly from the scalp yield better
results but at the risk of surgery that may induce damage
in the brain. -e risk of damaging brain tissues exceeds
the quality obtained through the surgical method. BCI is
therefore a better pathway for neurorehabilitation for
paralyzed people. Apart from these, other techniques
include functional MRI (fMRI) and magneto-
encephalography (MEG). fMRI maps brain activity with
an MRI scanner, while MEG is a brain imaging process that
identifies brain activity. Electric currents flowing through the
brain produce magnetic field, and these are sensed by highly
sensitive magnetometers. Both fMRI and MEG techniques use
large and expensive machines. Another noninvasive
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methodology is near-infrared spectroscopy (NIRS). In this
process, neural signals are recorded by passingNI light through
the head. -e quality of the brain activity measurement is not
adequate for the brain computer interface.

In case of healthy people, the brain transmits signals
from the central nervous system to the muscles, and thus,
they can move the muscles of the body. However, in case of
people suffering from stroke or neuromuscular illness, the
transmission of signals between the brain and the rest of
body muscles is distorted. -e patient’s body becomes
paralyzed or losses the capability to control muscle
movement, like cerebral palsy. It is observed that a patient
may not be able to move a muscle, but a brain can transmit
the neural signal. -is means that the neural signal is
transmitted from the CNS but not received by target
muscles. A BCI can be designed to utilize those commands
to control devices or computer programs.

Each part of the body is controlled by a particular part of
the brain as shown in the figure. Using BCI techniques, it is
observed which part of the brain is active and transmitting
the signal. -rough this, the BCI system can predict the
muscle locomotion from the brain activity [1].

BCI systems can be advanced, and multiple new
applications can be developed using a fact that a variety
of other brain activities can also be recognized. For
instance, while one performs a numeric calculation, the
frontal lobe is activated, and when one comprehends a
language, Wernicke’s area is activated.

Currently, numerous groups are contributing to the
evolution of BCIs so as to develop numerous applications,
specific for each category of the consumer. Each day, sci-
entists and engineers are improving algorithms, BCI sensor
devices, and techniques for quality attainment of data and
improved accuracy of systems.

-e problem is which method is optimal to analyze these
complex time-varying neural responses and map them ac-
cordingly to the output response desired. -ese signals are
merely in the range of microvolts. So, these electrical signals
are passed through several processes to remove noise and to
gather useful signals. Next, algorithms and classification
techniques are applied to the data obtained [2].

1.2. Preliminaries. To attain a better understanding of BCI
systems and the processes that undergo within them, an
explanation of the terminologies and the said processes is
presented as follows.

1.2.1. Brain Waves. Brain waves are oscillating voltages
bearing amplitudes frommicrovolts to somemillivolts; there
are 5 widely known brain waves bearing different frequency
ranges exhibiting states of the brain as shown in Table 1 [3].

1.2.2. Brain Activity Recording Methods for the BCI. -e
neural activity of the brain can be analyzed and understood
based on the recording methods used. Recording methods of
the BCI can be categorized as follows:

(1) Invasive Recording Techniques. Invasive recording
methods are those in which the electrodes are inserted deep
in the brain using surgical methods, and the quality of the
signal generated is better as compared to its noninvasive
counterpart; however, issues arise from long-term stability,
and protection is required to hinder them from creating
infections. One such example is electrocorticography
(ECoG), which measures the brain activity from the neural
cortex.

(2) Noninvasive Recording Techniques. Noninvasive tech-
niques do not require any surgical treatment and thus safe
from causing any sort of infections; though their signal quality
is low, it is still a popular means of brain signal acquisition.

-ese techniques include electroencephalography (EEG)
in which the electrical activity is recorded from the scalp of
the brain and magnetoencephalography (MEG) in which
magnetic properties exhibited due to the difference in ox-
ygenated and deoxygenated hemoglobin are recorded.

For our project, we will opt for an EEG-based signal
recording technique and explain its characteristics in the
following [1].

1.3. Electroencephalography (EEG). Introduced by Hans
Berger in 1929, EEG is a measurement of voltage levels that
underlines the activity of the brain in response to an event or
a stimulus. EEG method comprises electrodes placed on the
scalp of the brain at different locations as specified in Fig-
ure 1 with temporary glue. -e electric signals are generated
due to the ionic content present in the brain consisting of
Na+, Ca++, K+, and Cl− ions; the transportation of these
ions invokes the electric potential used in EEG.

-e EEG signals are of low quality because of different
layers of tissues between the EEG cap and the signal source
as shown in Figure 2. -e potential created is in a range of
tens of microvolts, and these electrodes need to have
powerful amplifiers in order to acquire meaningful signals.

1.4. Need of BCI. Brain-computer interface-based technol-
ogy is a developing field, and it has been under focus by
many industries to innovate and make everyday life tasks
easier. One of the questions which arises in the mind is why
we need BCI systems? BCI system is a complex technology,
no doubt, however, leading to a simpler life.

Following are the main reasons why we need to focus on
this technology:

(i) Control of devices can be made easy through just
our thoughts

Table 1: Brain waves and associated frequencies.

Frequency band Frequency Brain states
Gamma >35Hz Concentration
Alpha 12–35Hz Anxiety, relaxed, external attention
Beta 8–12Hz Very relaxed, passive attention
-eta 4–8Hz Deeply relaxed, inward focus
Delta 0.5–4Hz Sleep
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(ii) Making a decision and then performing a task takes
time, while operating a device using thoughts or
technically our brain waves is easier

(iii) Re-establishing communication path from the brain
to artificial limbs and assisting those affected by
brain-related diseases

1.4.1. Individuals in Need of a BCI to Re-Establish Motor
Control and Communication. A wide range of neurological
diseases such as motor neuron diseases and spinal cord
injury may lead to severe paralysis of the motor muscles,
restricting the patient to control artificial devices through

only a few muscles and thereby termed as “locked-in,” while
people who have completely lost their motor control are
termed as “completely locked-in.”

Evident that the normal communication channel from
the brain to the limbs is lost, BCI is used to re-establish the
communication through an alternative route.

Even being applicable to a healthy person, BCI systems
can be used to employ numerous tasks from the users using
the signals generated from the brains to control applications
as presented in the following [4]:

(1) Noninvasive Brain-Computer Interface Research at the
Wadsworth Center. -e research conducted at the
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Figure 2: EEG: (a) subject wearing a 32-electrode EEG cap; (b) standardized electrode placements.
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Wadsworth Center was to study different approaches
employed in the BCI to control a computer screen cursor to
analyze their advantages and disadvantages; one approach
was sensory-based rhythm control in which the selected
features in the frequency domain were based on the po-
tentials created by motor imagery and linear regression was
employed so that they can be converted as control signals to
move the cursor.

-e other procedure was the P300-based cursor control
in which the user focuses attention on the desired symbol
and is provided with a 6∗ 6 matrix to produce time-varying
stimuli and linear regression is utilized to allow these signals
as a control input to move the cursor.

-e research suggested that the BCI is an application-
oriented approach and depends entirely on user training; the
EEG features dictate the BCI system for speed, accuracy, bit
rate, and usefulness.

Sensorimotor Rhythms (SMR) is an approach employing
better results for control tasks such as controlling a screen
cursor, while the P300-BCI system was slower as compared
to the SMR-BCI.

(2) /e Berlin Brain-Computer Interface: Machine Learning-
Based Detection of User-Specific Brain States. -e researchers
for the Berlin brain-computer interface employed sensory
motor rhythms, i.e., thinking of moving the left hand or right
hand and used machine learning-based detection of the user
specific brain states. While testing their trained model, they
achieved an information transfer rate above 35 bits per
minute (bpm), and overall spelling seed was 4.5 letters per
minute including correcting themistakes, using 128-channel
EEG and using feedback control for untrained users in order
to properly train the machine learning algorithms, thereby
reducing the training user time used in the voluntary control
approach [2].

1.5. Structure of the BCI. -e steps of the brain computer
interface system include the following:

(1) Brain activity measurement/recording methods of
the BCI

(2) Preprocessing techniques
(3) Feature extraction
(4) Machine learning implementation/classification
(5) Translation to control signal

1.5.1. Preprocessing. In BCI, preprocessing techniques con-
sist of data acquisition of brain signals to check the signal
quality without losing important information; the recorded
signals are cleaned and conduct noise removal to acquire
relevant information encoded in the signal. As mentioned
above, the EEG signals are of poor quality; even the com-
mercial 50Hz frequency, due to nearby appliances, can
corrupt the EEG signals, and the users are also advised not to
think anything else apart from the stimuli as presented. In
preprocessing, using Fourier transform or Fourier series, the
signals are taken into the frequency domain and studied what

frequency content is present in the signal. -e undesired
60Hz frequency signal and undesired signal produced by
performing actions other than the said stimuli are then fil-
tered out using a notch filter as mentioned in Figure 3.

1.5.2. Feature Extraction. Feature extraction plays a vital
role in brain-computer interface applications; the raw EEG
signals are nonstationary signals that are corrupted by noise
or due to artifacts present in the environment where they are
being recorded, but still meaningful information can be
extracted from them. -e data dimensionality is also re-
duced to process it better, and machine learning models are
applied.-is method is essential to increase the classification
accuracy of the BCI system.

EEG signal is a time-domain nonstationary signal, and
the relevant information such as signal energy is analyzed as
a function of time or frequency later; relevant statistic
measures are adapted to properly explain the characteristics
of the signal.

Some of the commonly used feature extraction tech-
niques are listed as follows.

Short-time Fourier transform is a frequency-domain
feature extraction technique in which the EEG signal is
convolved with a window function w to extract the relevant
frequency features of the brain which are broken down as
sinusoids at different frequency ranges.

Mathematically, it is represented as

Xstft[m, n] � 
L− 1

k�0
x[k]w[n − k]e

− (j2πnk/L)
, (1)

where x[k] is the input EEG and w[n – k] is the window
multiplied to extract the frequency features as shown in the
figure [4].

Discrete-time and continuous-time wavelet transform is
a time frequency-based feature extraction technique that
allows better temporal and spatial resolution in which the
EEG signals are produced in the form of wavelets at different
frequency ranges of interest as shown in Figure 4.

-e technique of wavelet transforms as adapted in the
literature is a filtering continuous application of high-pass
and low-pass filters to extract the wavelets of the signal
which, when added together, constitute the original signal
and downsampled by a factor of 2 as shown in Figure 5.

g and h are consecutive high-pass and low-pass filters
which produce the relevant detailed and approximated
coefficients of the EEG signals [5].

1.5.3. Neural Networks. Before starting to explain what deep
learning is, it is first beneficial to explain the role of deep
learning and its fundamental blocks.

Deep learning is a classification tool used in a variety of
daily applications which is composed of speech recognition
and computer vision to natural language processing in the
context of the BCI; the input features which are different
brain frequency bands are classified according to what ac-
tivity the user is performing at the moment.
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Neural Network. A neural network is a model similar to that
of a neuron in our brain that has input nodes and output
nodes; the mathematical model for a neural network is given
by the following equation:

v � wx + b, (2)

where v is the weighted sum of the inputs and the bias term
which will be fed at the output node, b is a bias term which is
mostly set to 1, and w is the random weights assigned that
are multiplied with the input in order to reach closer to the
desire output.

-e neural network is shown in Figure 6.
-ese calculations are often preceded in the form of

matrices; the input, the weight terms, the output, and the
bias are as follows:

v � w1 × x1(  + w2 × x2(  + w3 × x3(  + b. (3)

Finally, the output node is passed to an activation
function and provides the final output; the activation
function calculates the characteristic of the node. -e ac-
tivation function acts to map the corresponding inputs to the
right output y present at the output node:

y � φ(v). (4)

-e neural network does not get its right output at the
first attempt. It needs to be trained a lot, and so a training
rule is assigned to neural networks to get the right output.
Many training rules are adapted, but one of the most
commonly used is the delta rule, and the rule is expressed
using the following equation:

wij⟵wij + αeixj, (5)

where xj represents the number of inputs, ei is the error
generated at the output node, and α is the learning rule
between (0< α< 1).

-e training rule is summarized as follows:

(1) Assign adequate values to the weights.
(2) Obtain the input from the training data and feed it

into the neural network which will give an output d;
subtract the output d to obtain the correct output at
the output node.

ei � di − yi. (6)

(3) Calculate the weight updates:

Δwij � αeixj. (7)

(4) Adjust the weights accordingly until the correct
output or that has small tolerance is obtained:

wij⟵wij + wij. (8)

-e above explanation was presented for a single-layer
neural network; the architecture of neural networks is
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becoming better with the cost of greater memory, but with
higher classification accuracy, we use deep neural networks
which are the same as the single-layer neural network but
with hidden layers added in between the input and output
nodes, as shown in Figure 7.

-e concepts are similar to those of a single neural
network but with the adjustments of added hidden layers
and a different training rule because the delta rule has a
drawback of not propagating the output to the hidden layers,
thereby the weights are not adjusted.

To explain how the deep neural network works, the
above explained single neural network is set as basis.

In Figure 8, given a multiple-layered neural network, the
weighted sum obtained at the first hidden layer is presented
as

v
(1)
1

v
(1)
2

⎡⎢⎣ ⎤⎥⎦ �
w

(1)
11 w

(1)
12

w
(1)
21 w

(1)
22

⎡⎢⎣ ⎤⎥⎦
x1

x2
 

≜W1x.

(9)

-e outputs are calculated via the sigmoid activation
function:

y
(1)
1

y
(1)
2

⎡⎢⎣ ⎤⎥⎦ �
φ v

(1)
1 

φ v
(1)
2 

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦. (10)

-e process is repeated, and the outputs obtained are
treated as the inputs to the other nodes, and we get the
outputs as
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And lastly, the weighted sum is being inserted into the
activation function, and we return our final output:

y1

y2
  �

φ v1( 

φ v2( 
 . (12)

Deep learning training rule is given in the following.
Backpropagation algorithm is commonly used as the

training instruction for the deep neural networks; the
procedure is summarized as follows:

(1) Assign adequate values to the weights.
(2) Take the input from the training data and feed it into

the neural network which will give an output d.
Subtract the output d to obtain the correct output at
the output node and the delta (δ) of the output
nodes:

e � d − y,

δ � φ′(v)e.
(13)

(3) Propagate the delta back towards the hidden nodes,
and determine respective delta δ of nodes:

e
k

� W
Tδ,

δ(k)
� φ′ v

(k)
 e

(k)
.

(14)

(4) Repeat until it reaches the input nodes.
(5) Modify the weights according to the rule:

Δwij � αδixj,

wij⟵wij + Δwij.
(15)

(6) -ese steps are repeated until the neural network is
utterly trained as shown in Figure 6.

Now, the alpha-beta ranges are extracted, and consec-
utive energies are calculated. -e features are fed into the
deep learning neural network, and using the back-
propagation learning rule, the model is trained, yielding an
accuracy of 97.83%, as shown in Figure 9 [5].
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2. Critical Review of the Related Literature

A brain-computer interface involves various stages, and
development in each stage leads to an improved and efficient
system. Here, the literature review of major steps including
data acquisition, feature extraction, classification algorithm,
and applications is presented.

(1) Improvement of EEG signal acquisition: An elec-
trical aspect for state of the art of front end.
Computational intelligence and neuroscience: a
research paper published by Ali Bulent Usakli, the
NCO Academy, Turkey, presented some applicable
concerns for acquiring quality EEG signals which
are proven helpful for users and design engineers.
One of the most important considerations is
selecting suitable electrodes and headset. In the
EEG-based BCI, electrodes, signal processing
components including mental and environmental
conditions, filtration of noise, amplification, signal
translation, and data storage affect the recording
process. -e data acquisition is an important step in
any machine learning procedure. Brain signals need
to be cleaned and preprocessed so that a good result
can be obtained [1].

(2) P300 wave detection using Emotiv Epoc+ headset:
effects of matrix size, flash duration, and colors:
Saleh Ibrahim Alzahrani conducted research on
P300 wave detection using the Emotive Epoc+
headset to study the effects of the size of the matrix,
flash duration, and colors. In this study, P300
signals were obtained from five subjects with
Emotive EPOC+ using all 14 channels. For this
research, EEG signals obtained were communicated
to software OpenViBE through a USB dongle. A
sample was taken every 8 seconds at a rate of 128
samples per second. -e configured sampling rate
provides ample samples for the four frequency
bands, containing significant ERP data. During
process of signal recording, the subjects were shown
a matrix of 6× 6 or 3× 3 on the computer screen.
-ey were instructed to stay calm, avoid any
needless movement, and set all on letter which they
desire to spell. It is reported in the study that one of
the advantages of using the Emotiv EPOC+ headset
is that it takes merely two to three minutes for
preparation as compared to other headsets that take
more than ten minutes. -e quality of sensors is
verified through Emotiv Xavier SDK which pro-
vides feedback report of each sensor. To decrease
the contact impedance, saline liquid was applied to
the sensor surface. Primary objective was to assess
the potential of Emotiv EPOC+ to perceive P300
signals. Finding the electrodes proficient at pro-
viding target signals helps minimize the number of
channels which makes signal processing a lot easier.
-e results of this experiment provide evidence of

the capability of Emotiv EPOC+ to detect the P300
signals from two channels, O1 and O2 [2].

(3) Automatic seizure detection in SEEG using high
frequency activities in wavelet domain. Medical
engineering and physics: in this research paper, the
researcher has found the method for detection of
seizures using the high-frequency analysis in the
wavelet domain. -is method is used highly in the
high-frequency domain. Because of seizer detection,
the method is usually done using high frequency in
the range of 80–250Hz. Also, it can handle fast
ripples in the range of 250 to 500Hz. -e biggest
advantage in the seizure detection is that it can
detect the seizure offset. -e methodology consists
of the Continuous Wavelet Transform (CWT),
which was computed by convolving the SEEG signal
which has to make the feature extraction, and it also
includes the complex conjugate of the wavelet basis
function (Ayoubian, 2013).

(4) Classification of epilepsy EEG signals using DWT-
based envelope analysis and neural network en-
semble: envelope detection is a very efficient
method for detecting the impact of the signals
which are based on the biological change or diag-
nosis. In this paper, the researchers used the Hilbert
transform which has a good impact on the resultant
signals so that the signals are then widespread using
the DWH technique which has a unique behavior
regarding the biological change; the researchers
detected the changes using this method [5].

(5) Feature selection for motor imagery EEG classifi-
cation based on firefly algorithm and learning
automata: in this research paper, the researchers
implemented spectral linear discriminant analysis
for the classification of motor imagery signals.
Feature extraction method used was basically
common spatial patterns; the advantage of using
this feature extraction method is basically of two-
class discrimination problems. -is maximizes the
variance of one class and decreases the variance of
the other class, which is the advantage, but the
disadvantage is because of the multiclass overlap
structure in this method, it is not used for multiclass
prediction [6].

(6) Unsupervised adaptation of electroencephalogram
signal processing based on fuzzy C-means algo-
rithm. International Journal of Adaptive Control
and Signal Processing: this research paper presented
the techniques of brain mapping with emphasis on
multichannel EEG and functional brain imaging
techniques. During training and testing, the con-
centration of the subject on the target object is one
of the concerns which signifies the capacity to
operate a device. -ey have used different algo-
rithms such as LDA and fuzzy C-means. Fuzzy C-
means is an adaptive classifier, and this is probably
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used where the device behavior is not synchronized
with the classification model [7].

(7) A review of classification algorithms for EEG-based
brain-computer interfaces: a 10-year update: this
paper is the latest review of the BCI classification
techniques; there are some algorithms discussed in
this paper taken from different papers, and their
accuracies, optimization, the method of feature
extraction used were compared, and every algo-
rithm has its own advantages and disadvantages. In
this paper, they have used the event-related po-
tentials. Feature extraction method they have used
is based on spatial filtering which is the most op-
timized filter; it can further be optimized by using
the calibration [8].

(8) Sequential non-stationary dynamic classification
with sparse feedback: in this research paper, basi-
cally, they have discussed the technique for the
classification of the nonstationary and nonlinear
signals. As we know that the BCI signals are
nonstationary in nature, sparse feedback can be
used for the stability of the brain signals and
classifying them using the RBF classifiers which are
radial basis functions. -e signals are acquired in a
nonlinear manner, and we can apply linear models
to them, but again, multiclass prediction is not able
to be performed. -is is because of the sparse
feedback matrices involved [9].

(9) Motor imagery and direct brain-computer com-
munication: Gert Pfurtscheller and Neuper
researched about the technique for the motor
imaginary signals by the imagination of the left
hand, right hand, and foot movements. In the
neurofeedback method, real-time prediction of
brain signals is difficult to achieve. We have non-
linear signals at the input of the neurofeedback

method so that we can use the Hidden Markov
Method (HMM) to make predictions in real time
but the accuracy is a tradeoff [10].

(10) Toward unsupervised adaptation of LDA for brain-
computer interfaces. IEEE Transactions on Bio-
medical Engineering: the firefly algorithm (FA) is an
efficient algorithm for selecting the most appro-
priate subset of features and helps improving ac-
curacy of classification. When the problem of
entrapping of FA in the local optimum arises, a
procedure for combining the firefly algorithm and
learning automata (LA) is proposed which opti-
mizes feature selection for motor imagery EEG. For
the expected outcome of the high-dimensional
feature set, a process of combining the common
spatial pattern (CSP) and local characteristic-scale
decomposition (LCD) algorithms is used. It is
further classified by the use of the spectral regres-
sion discriminant analysis (SRDA) classifier [11].

3. Comparison of Classification Algorithms

Table 2 shows the comparison of classification algorithms.

4. Discussion

-ere is a large range of classifiers developed by scientists
and engineers around the world. -ese classification algo-
rithms can be divided into four groups.

4.1. Adaptive Classifiers. Adaptive classifiers are listed as
those classifiers in which parameters are progressively
recalculated and also updated with procurement of new EEG
data signals which are nonstationary, and adaptive classifiers
are capable to follow the change in the feature distribution.
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Table 2: Comparison of classification algorithms.

Title Algorithm Input features Efficiency Advantages Drawbacks/tradeoff

Vidaurre et al. [12]. Toward
unsupervised adaptation of
LDA for brain-computer
interfaces. IEEE
transactions on biomedical
engineering, 587–597.

Linear discriminant
analysis uses

hyperplanes for
different classes,
assuming normal
distribution, with
equal covariance
matrix for both

classes; to solve an NC
class problem, several
hyperplanes are used.

Separating
hyperplane is
obtained by
seeking the

projection that
maximizes the

distance between
two classes’
means and

minimizes the
interclass
variance.

Suitable for online
BCI and provides
generally good
result, and

fluctuations in the
training data set do
not affect much.

Very low
computational
requirement so

suitable for online
BCI system.

Linearity that can
provide poor

results on complex
nonlinear EEG data
(not immune to

noise).

Li et al. [5]. Classification of
epilepsy EEG signals using
DWT-based envelope
analysis and neural
network ensemble.
Biomedical signal
processing and control,
357–365.

Support vector
machine uses a
support vector

hyperplane to identify
classes.

Selected
hyperplane is the

one that
maximizes

margins, i.e., the
distance from
nearest training

points.

Enables
classification using
linear decision

boundaries, (linear
SVM) has been

applied,
generalization

capabilities, to be
insensitive to

overtraining and to
the curse of

dimensionality.

Maximizing
margins and

regularization are
known to increase

the accuracy.

-ese advantages
are gained at the
expense of a low
speed of execution.

Lotte et al. [4]. A review of
classification algorithms for
EEG-based brain-computer
interfaces: a 10-year update.
Journal of neural
engineering, 031005.

Neural network
consists of at least

three layers of nodes.
Except for the input
nodes, each node is a
neuron that uses a
nonlinear activation

function which
utilizes a supervised
learning technique

called
backpropagation for

training.

Neurons of the
output layer
determine the

class of the input
feature vector.

Applied to almost
all BCI applications.

Because universal
approximators are

composed of
enough neurons and
hidden layers, they
can approximate
and classify any
continuous signal.

Sensitive to
overtraining,

especially with such
noisy and

nonstationary data
as EEG; therefore,
careful architecture

selection and
regularization is

required.

Usakli [1]. Improvement of
EEG signal acquisition: An
electrical aspect for state of
the art of front end.
Computational intelligence
and neuroscience.

Consists of the
noninvasive technique
for recording brain

signals which is based
on the

electromagnetic
resonance signals

compared to that of
the EEG scalp signals.

Brain signals as an
electrical pulse
coming from the

brain.

Suitable for all BCI
systems. -ey are
based on the
noninvasive

technique in real-
time monitoring of

signals.

Proven helpful for
users and design
engineers. One of
the most important
considerations is
selecting suitable
electrodes and

headset.

Costly design
because of the gold
electrodes. -ey are

costly, and
everyone cannot
afford that system.

Alzahrani [2]. P300 wave
detection using Emotive
Epoc+ headset: Effects of
matrix size, flash duration,

Emotive Epoc+ 14
channel sensor was
used which has 14

channels for EEG and
a neutral channel as

well.

Input features
consist of P300
steady-state

evoked potentials.

Suitable for the
brain signals which
are collected by the
Emotive Epoc+

sensor. -e signals
are carried out using

Emotive Epoc.

Advantage is
basically being

optimized, and the
device is very cheap

in price with
affordable accuracy.

For more number
of class predictions,

the accuracy
becomes low, and

the output is
affected.
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As mentioned in [10], a model for a motor-imagery-
based self-paced BCI structure for operating a robot was
proposed. -ey used a basic synchronous BCI, devised
earlier for recording data for offline training classification
before conducting the online self-paced procedure. -ey
extracted logarithmic band power as features, and fea-
tures were extracted from EEG signals. Feature selection

was manual so as to gain quality frequency bands. To
extract the features, chosen frequency bands were digi-
tally bandpass-filtered, squared, and averaged over
1 second sliding window, and natural log was applied.
Utilizing the features and associated labels, two linear
discriminant analysis (LDA) classifiers were trained, with
one to recognize left imagery from right and the other to

Table 2: Continued.

Title Algorithm Input features Efficiency Advantages Drawbacks/tradeoff

Ayoubian, L. a. (2013).
Automatic seizure
detection in SEEG using
high frequency activities in
wavelet domain. Medical
engineering and physics,
35, 319–328.

Based on the
continuous wavelet
transform, the brain

signals were
computed by

convolving the SEEG
signal.

Brain signals were
collected from the
Stellate Harmonie
system for EEG
monitoring

purpose. -ese
signals were

passed through a
band-pass filter.

Suitable for the
detection of the
seizure. A seizure
onset is added to the
signals and then

compared with the
normal brain signal.

For automatic
seizure detection, it
is very useful, and it
can be used for the
patients who are not
able to calculate
when they have

seizure.

-e disadvantage is
basically for some
high-frequency

seizures. -e high-
frequency seizures
are not detected
easily because of

the band-pass filter.

Liu et al. [6]. Feature
selection for motor imagery
EEG classification based on
firefly algorithm and
learning automata. Sensors.

Spectral regression
discriminant analysis
(SRDA) is widely used

in the feature
classification; in this
paper, they have
implemented this

algorithm.

Separating
hyperplane is
obtained by
seeking the

projection that
maximizes

distance between
two classes’
means and

minimizes the
interclass
variance.

Suitable for online
BCI and provides
generally good
result, and

fluctuations in the
training data set do
not affect much.

Very low
computational
requirement so

suitable for online
BCI system, simple
to use, and generally

provides good
results.

Linearity that can
provide poor

results on complex
nonlinear EEG data
(not immune to

noise).

Lowne et al. [9]. Sequential
non-stationary dynamic
classification with sparse
feedback. Pattern
recognition, 897--905.

Spectral regression
discriminant analysis
(SRDA) is widely used

in the feature
classification; in this
paper, they have
implemented this

algorithm.

Separating
hyperplane is
obtained by
seeking the

projection that
maximizes

distance between
two classes’
means and

minimizes the
interclass
variance.

Suitable for online
BCI and provides
generally good
result, and

fluctuations in the
training data set do
not affect much.

Very low
computational
requirement so

suitable for online
BCI system, simple
to use, and generally

provides good
results.

Linearity that can
provide poor

results on complex
nonlinear EEG data
(not immune to

noise).

Liu et al. [6]. Unsupervised
adaptation of
electroencephalogram
signal processing based on
fuzzy C-means algorithm.
International journal of
adaptive control and signal
processing.

Common spectral
patterns were used for
the feature extraction

and the linear
discriminant analysis,
and fuzzy C-means
was used for the

feature classification.

-e maximum
distance was
calculated for
each fuzzy C-

means, and then
the mean was
calculated; after
that, the features
were classified.

-ey are suitable for
nonlinear EEG
signals having

different amplitudes
for different people.

Very low
computational
requirement so

suitable for online
BCI system, simple
to use, and generally

provides good
results.

Fuzzy behavior can
be seen in the

output when the
frequency changes

at the input.

Pfurtscheller and Neuper
[10]. Motor imagery and
direct brain-computer
communication.
Proceedings of the IEEE,
1123–1134.

Hidden Markov
model was used for
the classification of
EEG signals as they
are nonlinear in

nature, so we can tune
the Markov model

accordingly.

-e input signals
were obtained
from the two
channels, and

these signals were
transformed into

the HMM
network.

For two channels,
EEG signals, this is
good, and it has a
fast classification.

-e method used in
this paper uses low

computational
power, and the

model functions are
optimized.

Output accuracy
depends on the
linear behavior of
the signals. When
the frequency
fluctuates the

output, control will
also change.
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isolate right imagery movement development from
others.

Features related to subject’s control brain signals are
extracted and constantly classified by the offline LDA al-
gorithm. -ese features are then used to control the robot.
-ey used parameters of the LDA algorithm in place of
accommodating threshold and dwell features. Subject’s
control intention and timing is the basis for adaptation for
online training. -e methodology proposed entailed in-
formation about the user’s control needed to train and adapt
which could show promise of improving the accuracy and
performance. -e paper used Kalman filters for online
parameters to be classified using LDA. Event label assign-
ment was introduced with a slower learning process [12].

One of the advantages of implementing adaptive clas-
sifiers is that they can employ both supervised and unsu-
pervised. -is means that even if there is no information of
true labels of data being received, they can be executed. From
multiple research studies, it is inferred that unsupervised
learning has yielded better results than static classifiers.

Now, most of the real-world applications of BCI do not
present class labels, and for this purpose, unsupervised
adaption classifiers require more development [7].

4.2. Matrix and Tensor Classifiers. -e approach which the
researchers have used in this paper holds fewer stages for
classification as compared to the classical machine learning
algorithms, and they are simpler as well.. Compared to other
standard classifiers, Riemannian classifier does not need any
parameter-tuning techniques such as cross validation to
properly train and verify the accuracy of the produced
model, which makes it far more robust and accurate all due
to its logarithmic tendencies. Likewise, the inborn Rie-
mannian separation for the SPD matrix is invariant both to
inversion of the matrix and to any direct invertible change of
the information, for example, any outside interference added
to the EEG sources does not change the separations among
the witnessed covariance matrices. -ese properties partially
clarify why Riemannian classification techniques give a
decent speculation ability, which empowered analysts to set
up adjustment-free versatile ERP-BCIs utilizing basic sub-
ject-to-subject and session-to-session exchange learning
methodologies [9].

It is shown that several approaches were implemented
and gave higher performance than CSP + LDA procedures
on motor imagery EEG data. -e biggest advantage is
quality performance. However, this is a gain at tradeoff
between performance and greater number of weights
because of elevated expansion in input feature dimen-
sionality which makes suitable regularization a much-
needed step [12].

EEG data can be represented in the form of tensors and
are treated as analysis tools for EEG data tools for EEG data
analysis which includes feature extraction, data clustering,
and data classification in the BCI. EEG data are represented
in more than one dimension; this includes time, frequency
space, and trails and hence, these are presented by the tensor
order. EEG data that have time frequency and space can be

represented by 3-dimensional tensor. Tensors have been
used frequently for motor imagery-based analysis even with
a large amount of data containing different categories which
can be represented by the tensor and its order [10].

4.3. Transfer LearningandDeepLearning. Transfer learning is
a crucial tool when it comes to session-to-session and subject-
to-subject decoding performance. If transfer learning is im-
proved enough, BCI system can be operated without cali-
bration, and this will revolutionize the BCI systems forever.

It is observed that calibration sessions are strenuous and
mentally exhausting for subjects. It is explained that
accepting the input from the earliest starting point of their
BCI system is promising for started subjects.

Deep learning is categorized as a ML algorithm, where
features and the classifier are collectively learned straight from
EEG data. -ere exist multiple deep learning algorithms. One
of the most explored and commonly used is deep neural
networks (DNNs). DNN is also performed online for slow
cortical potentials (SCP) and motion-onset visual evoked
potential (MVEP) which are not commonly used. -e very
first research conducted and paper was published on the
P300-based BCI by Cicotte et al. Two convolutional layers
were constructed followed by completely connected layer.
One convolutional layer has a purpose to learn spatial filters
and the second one was to learn temporal filters. -e model
was proven better than the P300 experiment, but the SVM
model had more accuracy [2].

Deep extreme learning machine is used for Slow Cortical
Potentials (SCP) classifications. -is technique consists of
multiple layers, and the last one was Kernal ELM. However,
in this project, number of units, network structure,
hyperparameter, and input features were not reasoned. -is
did not prove to be better than multiplayer ELM or standard
ELM [4].

4.4. Miscellaneous Classifiers. In order to classify more than
twomental tasks, twomain approaches can be used to obtain
a multiclass classification function. -e first approach
consists in directly estimating the class using multiclass
techniques such as decision trees, multilayer perceptron,
naive Bayes classifiers, or k-nearest neighbors. -e second
approach consists of decomposing the problem into several
binary classification problems.

Multiclass and multilabel approaches therefore aim to
recognize more than two commands. It is therefore nec-
essary to choose carefully the mapping between mental
commands and corresponding labels. However, the errors
may be possible during the classification. In particular, the
set of estimated labels, sometimes, may not correspond to
any class, and several classes may be at equal distances, thus
causing class confusion [13].

5. Methodology

Here are some methods which are discussed in the research
papers for the past few years in brain-computer interface
systems, as shown in Table 3.
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6. Conclusion

During this course of work, a question arises whether it is
possible to create a brain computer interface which is
affordable, with high accuracy and optimization. So, after
reviewing different papers, the conclusion is that if we
need an optimized model with high accuracy for the
noninvasive technique of brain signals, the artificial
neural network has a high accuracy and is optimal.
However, there are some tradeoffs as well that are model
compatibility with the brain signals. From 10 years of BCI
review, we have obtained that the ANN has a high re-
sponse and accuracy; after all, it optimizes the system as
well. However, further research studies have been done to
make it more accurate because this has to be used in
health care.

Due to the fast processing that ANN allows, a form of
guidance could be provided during training that enables a
user to improve the classifier’s performance and let it reflect
his/her intents more often. -is guidance was very useful for
one of the three subjects.

Also, the statistical test was examined on whether it
performs in a way that can be expected. -erefore, after the
offline classification, it yielded an accuracy above 90 percent.

-e control provided by the developed system has been
sufficient to conclude that it provides enough control that a
user can command an arbitrary computerized device. Also,
it showed to be easily trainable.

In the future, the proposed model can provide sup-
port on multiplatforms. -is can be achieved by devel-
oping applications which can help humanity and make
everyday tasks easier. Furthermore, the system can be
controlled with a smartphone that can override EEG
headset commands. -is will act as fail-safe if the BCI
system experiences any malfunctioning. On the basis of
this development, better EEG can be designed with
higher efficiency and which is less dependent on offline
classification.
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[11] A. Schlögl, C. Vidaurre, and K. R.Müller,Adaptive Methods in
BCI Research-an Introductory Tutorial. In Brain-Computer
Interfaces, Springer, Berlin, Heidelberg, Germany, 2009.

[12] C. Vidaurre, M. Kawanabe, P. von Bünau, B. Blankertz, and
K. R. Müller, “Toward unsupervised adaptation of LDA for
brain–computer interfaces,” IEEE Transactions on Biomedical
Engineering, vol. 58, no. 3, pp. 587–597, 2010.

[13] A. B. R. Suleiman and T. A. H. Fatehi, Features Extraction
Techniqes of EEG Signal for BCI Applications, University of
Mosul, Mosul, Iraq, 2007.

[14] I. A. Fouad and F. E. Z. M. Labib, “Using emotiv EPOC
neuroheadset to acquire data in brain-computer interface,”
International Journal, vol. 3, no. 11, pp. 1012–1017, 2015.

[15] G. A.-R. Dornhege, Toward Brain-Computer Interfacing, MIT
Press, Cambridge, MA, USA, 2007.

Table 3: Summary of various methodologies in BCI systems.

Classification methods Input EEG pattern Features References
Adaptive classifiers Motor imaginary-based Frequency band power, EEG time [10, 12, 14]

Matrix and tensor classifiers Steady-state visual evoked potentials,
P300 Frequency band power, raw data [2, 5, 7, 15]

Transfer learning and deep
learning Motor imaginary-based, P300, SSVEP EEG time points, frequency band power, raw

EEG data [2, 4, 6, 7]

Miscellaneous classifiers Motor imaginary-based, P300 Not specified [1, 4, 15]

12 Scientific Programming



Research Article
Towards a Complete Set of Gym Exercises Detection Using
Smartphone Sensors

Usman Ali Khan,1 Iftikhar Ahmed Khan ,1 Ahmad Din,1 Waqas Jadoon,1

Rab Nawaz Jadoon,1 Muhammad Amir Khan ,2 Fiaz Gul Khan,1 and Abdul Nasir Khan1

1Department of Computer Science, COMSATS University Islamabad, Abbottabad Campus, TOBE CAMP,
Abbottabad 22060, Pakistan
2Department of Electrical and Computer Engineering, COMSATS University Islamabad, Abbottabad Campus 22060, Pakistan

Correspondence should be addressed to Iftikhar Ahmed Khan; iftikharahmed@cuiatd.edu.pk

Received 23 December 2019; Accepted 20 February 2020; Published 22 July 2020

Guest Editor: Iván Garcı́a-Magariño

Copyright © 2020 Usman Ali Khan et al. /is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Smartphones with gym exercises predictors can act as trainers for the gym-goers. However, various available solutions do not have
the complete set of most practiced exercises./erefore, in this research, a complete set of most practiced 26 exercises was identified
from the literature. Among the exercises, 14 were unique and 12 were common to the existing literature. Furthermore, finding
suitable smartphone attachment position(s) and the number of sensors to predict exercises with the highest possible accuracy were
also the objectives of the research. Besides, this study considered the most number of participants (20) as compared to the existing
literature (maximum 10)./e results indicate three key lessons: (a) the most suitable classifier to predict a class (exercise) from the
sensor-based data was found to be KNN (K-nearest neighbors); (b) the sensors placed at the three positions (arm, belly, and leg)
could be more accurate than other positions for the gym exercises; and (c) accelerometer and gyroscope when combined can
provide accurate classification up to 99.72% (using KNN as classifier at all 3 positions).

1. Introduction

/e advancement in the technology troubled humans by
making their lives busy. /is is affecting their health neg-
atively [1]. However, the technology also helps humans to
improve their health, education, business, and social rela-
tionships [2]. /e beneficial impact of technology is tre-
mendous, especially in the health sector. Multiple hardware
and software [3, 4] are used to improve overall human
health. Among various sources of maintaining health, gyms
are the major source of physical fitness.

People join gyms to achieve goals like bodybuilding,
physical fitness, or losing weight. In the modern world,
technology has replaced the traditional concepts of guidance
and training to stay healthy and fit. /e tools like smart-
phones and devices like wearable gadgets are among the
many resources that are helping to stay healthy and fit [5–8].
/ere is also some researches like [9–11] that support the

notion that technology can help to achieve fitness objectives.
Besides, there are various smartphone applications like
[12–14] that can track different physical activities, e.g.,
walking, running, sitting, and standing with the corre-
sponding calorie burn out. /e sensors (accelerometer,
gyroscope, etc.) are used to track the activities.

Many wearable devices and smartphone applications
track physical activities and calorie burnout like [3, 4].
However, none of the studies provides the information
appropriate to measure major gym activities. For example,
research studies such as [9, 11, 15] targeted a group of upper
body muscles along with some warm-up exercises only. /is
research is a similar attempt yet is different in many aspects.
First, in this research, 14 exercises of different muscle groups
(abdominal, upper body, and lower body) are added to move
towards a complete solution.

Second, in most of the existing research, the position of
the sensors or the devices was only at the arm. Seeger et al.
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[16] used three sensors at the following positions: a single
accelerometer at the wrist, a hand glove, and a sensor at torso
position. We hypothesized that the use of accelerometer and
gyroscope at three body positions (arm, leg, and belly) could
enhance accuracy because of the dependence of various gym
exercises on either of the positions individually or in
combination.

/e third aim is to determine the number of sensors
required to detect an exercise accurately. At the hypothe-
sized three positions, five sensors are used: at the arm and the
leg, the accelerometer and gyroscope together, while on the
belly, only the accelerometer. /e single sensor at the belly
will only be used to determine the laying (x-axis), standing
(y-axis), or in-between position that is often used in the gym
exercises (e.g., angle leg press). /e contribution of these
sensors towards the accuracy has been analyzed in this
research as well.

/e classification algorithms used to detect exercises in
the related work such as [7, 9, 11, 15–17] are linear dis-
criminant analysis (LDA), quadratic discriminant analysis
(QDA), K-nearest neighbor (KNN), Näıve Bayes (NB),
support vector machine (SVM), and dynamic time wrapping
(DTW) algorithms. /e result of the accuracies achieved by
the studies was promising. However, their used datasets were
quite sparse (collected from 8 to 10 persons) for 43 unique
exercises. /e exercises were also related to each other or
were exercises from the samemuscle groups having the same
activity motion/patterns. /e fourth aim of this study is to
increase the number of participants in the real-world set-
tings to bring more rigor to the findings. /e increase in the
number of participants and thus dataset could also affect the
choice of the exercise detection algorithm. /is forms the
fifth aim, the selection of the most appropriate algorithm(s)
to detect gym exercises.

/e rest of the paper is organized as follows. Section 2
discusses the relevant literature in the context of the aims of
this study. Section 3 is about the materials and methods. In
Section 4, experimental setup is elaborated. In Section 5, the
analysis and results are discussed. Section 6 concludes the
paper as well as identifies some limitations. /e section also
embarks upon the possible future work.

2. Literature Review

In this section, related work is discussed in the context of the
aims of this study. /erefore, this section is divided into the
following three subsections: (1) exercise detection, (2) po-
sitioning and the number of sensors, and (3) exercise de-
tection algorithms./e participant’s selection is described in
the Materials and Methods section.

2.1. Exercise Selection. /e first activity recognition study
based on wearable sensors device [18] was published in 2000.
In this study, they attached two accelerometers inside the
trousers’ pocket to recognize daily life activities. /e study
[19] examines the use of a single smartphone accelerometer
in activity recognition. /e reported results showed accu-
racies between 80% and 97% depending on the set of

activities used and the processing techniques. Muehlbauer
et al. [7] used the arm position to attach an Arm-Hostler
with a fixed sensor to recognize a set of ten upper body gym
exercises./ey reported 93.6% accuracy in more than 90% of
the cases they studied. MyHealthAssistant [16] classified the
gym exercises using three accelerometers (on the hand glove,
wrist, and torso). /ey trained a Bayesian classifier on the
mean and variance features collected via an accelerometer.
/ey collected the data of 11 exercises and achieved 92%
accuracy. Chang et al. [8] used 2 accelerometers (on the hand
and waist position) and examined a Hidden Markov Model
(HMM) and a Bayes Classifier to identify exercises. /ey
achieved 90% accuracy for the set of nine exercises and
around 5% of the overall miss-count rate.

/e activity recognition data collected from the literature
corresponding from the years 2006–2018 found only 6 of 25
research studies related to gym exercises while the remaining
19 of 25 research papers were about daily life physical ac-
tivities, emotional recognition, and elderly fall detection
[20]. All the 25 papers were used to extract the information
like the type of sensors used, features used to recognize
activities, and the classification algorithms used.

2.2.PositionandNumberof Sensors. Inmost of the literature,
only a single sensor for activity recognition is utilized.
However, some studies used more than one sensor as well.
For example, the authors in [21] put both an accelerometer
and a gyroscope together and stated that the gyroscope adds
nothing to the recognition results. However, some contra-
dictory results are reported by the authors in [22]. /e study
[10] reported a 3.1 to 13.4 percent increase in recognition
accuracy for 08 of 09 activities when an accelerometer is
combined with a gyroscope while using the KNN classifi-
cation algorithm. /e average accuracy reported was 83.7%
with an accelerometer and 90.2% with both accelerometer
and gyroscope with an increase of 6.5% in average accuracy.
/e study also revealed that the sensor combination provides
better results as compared to accelerometer alone. However,
the paper does not report individual accuracies, thus
resulting in an ambiguity whether the gyroscope or the
accelerometer played a major role in the accuracies.

Table 1 provides the details of the number of sensors and
device positions as per the literature while Table 2 describes
the use of the combination of sensors (sensor fusion) as well
as their accuracies.

From the analysis of Table 2, it can be argued that the
combination of accelerometer and gyroscope provides the
strongest accuracy results. Moreover, in most cases, a gy-
roscope does improve the recognition accuracy from 3.1% to
13.4% when used in combination with an accelerometer
[10]. /e magnetometer’s role in activity recognition was
poor.

2.3. Exercise Detection Algorithms. /e related literature has
also used different classification algorithms. For example, the
authors of [21] used KNN combined with support vector
machine (SVM) and the authors of [22] used KNN com-
bined with decision tree and Näıve Bayes, while the authors
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of [40] used J48 Decision Tree combined with Naive Bayes
for exercise recognition. /ey reported an average accuracy
of 95%, 90.2%, and 88%, respectively. Table 3 shows the top
three classifiers Näıve Bayes (NB), decision trees (J48), and
K-nearest neighbor (KNN) being abundantly used for the
activity recognition purpose.

/e accuracy of the results depends on the suitable
selection of the classification algorithm as well as on the
selection of the suitable parameters for them. Table 4 shows
the top three most used features in the literature, that is,
mean, standard deviation, and minimum and maximum as
classification algorithm parameters.

3. Materials and Methods

In this section, the materials and methods used in the study
are discussed. Section 3.1 discusses the selection of gym
exercises for the current study. Section 3.2 is about the
development of the application used for the data collection
process. Section 4 is about experiment and data collection
methods used in the study.

3.1. Selectionof theExercises. /eprocess of the selection was
started by collecting a list of all the gym exercises from the
two sources [41, 42]. /e sources listed a total of 74 gym
exercises which will be called set TE (Total Exercises). To

verify the repeatability of the exercises in gyms, one of the
authors visited four most known and commonly used gyms
of the city to meet with the gym-goers. /ey were inter-
viewed about the most common exercises the gym-goers
trained on. /e results were a subset of 54 most used gym
exercises. /e set will be called the set SE (Subexercises).

/e set SE was compared with a set of the common
exercises mentioned in the literature which resulted in
(Common Exercises) set CE having 35 exercises. /e ex-
ercises in CE were further categorized into exercises group
along with information like exercise positions and equip-
ment used to do the exercise.

Further analysis of the set CE revealed that five exercises
were repeating in different muscle groups with different
names. One of the exercises occurred three times and the rest
of the four exercises twice in each muscle group. Removing
the repetitions from the set CE resulted in a set of 29
exercises.

From the 29 exercises, 3 exercises were related to the
head and are considered as warm-up exercises in the lit-
erature [43]. /ese 3 exercises are also removed from the list
of 29 exercises reducing the final exercise set (Total Final
Exercises) TFE to 26.

/e exercises mentioned in the above paragraph were
extracted from research papers like [7, 9, 11, 15–17]. Among
these references, the study in [17] was related to only gym
warm-up exercises and thus was not included in the exercise

Table 1: Details of sensors/positions used.

S.
no.

(Number)/position of smartphones/
devices Names of sensors used Accuracy acquired

(%) Reference

1 (01)/arm Accelerometer, gyroscope, magnetometer,
electromyography EMG 75.70 [11]

2 (01)/arm Accelerometer 89.00 [15]
3 (01)/arm Accelerometer and gyroscope 93.00 [9]

4 (03)/01 wrist, 01 hand glove, and 01
torso 03 accelerometers only 92.00 [16]

5 (01)/arm Accelerometer and gyroscope 93.60 [7]
6 (01)/arm Accelerometer 90.00 [17]

Table 2: Detail of sensors.

Sensor name Times
used Reason Accuracies min.,

max., and avg. References

Accelerometer 12

/e accelerometer is the most powerful sensor in
smartphones. It can be used for activity recognition by

inferring the user’s movements, such as walking,
standing, running, sitting, and gym activities.

Min.
accuracy� 82.2%

[15, 23–33]Max.
accuracy� 97.3%

Avg.
accuracy� 87.7%

Accelerometer and
gyroscope 08

Accelerometer and a gyroscope, to be used in
recognizing physical activity and providing the

strongest result.

Min.
accuracy� 67.8%

[10, 11, 31, 34–38]Max. accuracy� 97%
Avg.

accuracy� 88.3%

Accelerometer,
gyroscope, and
magnetometer

05

Adding a magnetometer with an accelerometer and
gyroscope. /e results are not encouraging because
magnetometer causes overfitting in training classifiers

due to its dependence on directions.

Min.
accuracy� 71.6%

[10, 11, 34, 37, 39]Max. accuracy� 96%
Avg.

accuracy� 82.6%
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selection. /e remaining five papers were used to form 5
exercise sets (EP1–EP5). Here, E stands for exercise and P for
the paper. /us, EP1 represents exercise set extracted from
paper 1, that is, reference [7] and so on. /e union of the
exercise sets EP1–EP5 was taken resulting in set (Total
Exercises from Papers) TEP containing 43 exercises con-
sidered in the literature./e set TFE was subtracted from the
set TEP to provide 14 unique exercises and 12 exercises that
are considered in the literature (Table 5).

3.2. Application Development. To accomplish the objectives
of this research, the first requirement was to develop an
application to collect data from the participants. For the
purpose, an android based smartphone application was
developed. /e users could add, view, edit, and delete
personal profiles. /e user interface of the developed ap-
plication is depicted in Figure 1, whereas the flow of the
user’s interaction with the application is elaborated in
Figure 2./e application is also provided as a supplementary
file with the paper for the researchers who want to replicate
the research.

Figure 2 shows the overall process followed in the de-
veloped application for the data collection. /e start screen
provides options for the new users to register themselves,
while already registered users can go to the registered users’
screen. After the selection of the new registration option, the
user could move to the signup screen option. /ere they
either can enter their profile information such as height and
weight to register themselves with the new user profile or
could go back to the main screen without registration. After
clicking already registered users option, users could move to
already registered users profile list to select their profile by
name. /e selected profile screen with information appears
about the users from where they can start recording the
exercise data and will also start doing the exercise. /ey can
also view their stored records or could go back to the main
screen. /e users could exit the application from the main
screen.

4. Methods

/e developed application was installed on 3 smartphones
and was positioned as shown in Figure 3. An LGModel F180
was attached to the leg while another similar model was

attached to the arm. /is model supports both the accel-
erometer and gyroscope sensors providing the values of
acceleration and rotation. For the belly position, we required
only one sensor to determine the state (sitting, laying) of the
participant. For the purpose Q-Mobile model, i7 was at-
tached at the belly position having the support of only the
accelerometer sensor.

/e research also aimed to increase the number of
participants and to collect varying data. /erefore, 20 par-
ticipants with two sets of a total of 10 repetitions for each
participant were used for the purpose. /e 10 repetitions are
used in the related literature before such as [11]. /e data
were collected against a selected set of 26 exercises. /e
smartphones were attached at three different body positions
(arm, belly, and leg). All the gym-goers taking part in data
collection were asked to behave normally as their usual
exercising day. /e sensors X, Y, and Z values were being
recorded and stored in a file by the application while per-
forming exercises. All the activities were carried out indoors
in a gym.

4.1. Experimental Setup. /e experimental setup section is
divided into a further four subsections. Section 4.1.1 is about
ethical compliance as per involvement and data collection of
the participant. Section 4.1.2 explains the demographics of
the participants. Section 4.1.3 is about the data collection
process. /e preparation of the data for the analysis is
discussed in Section 4.1.4.

4.1.1. Ethical Compliance. /e departmental ethics com-
mittee, called Project Research and Evaluation Committee
(PREC), approved the study design and the procedure as
defined in the above section. Informed consent for the study
was obtained from the participants of this study.

4.1.2. Participants. For the selection of the participants, the
busiest gym in the center of the city was selected. /e gym-
goers used to visit the gym regularly were approached and
the aims and objectives of the data collection were explained
to them. /e 20 participants all males volunteered to par-
ticipate in the data collection process. /e participants were
between the age brackets of 20 and 35. /eir mean age was
25.85 years with SD of 4.13./eir heights ranged from 162 to
181 cm with a mean of 171.1 cm and SD of 5.34. /eir
weights ranged from 62 to 80 kg with a mean of 68.1 kg and
SD of 5.56, respectively. /e gym experience of the par-
ticipant was between 2 and 19 months with a mean of 9.35
months and SD of 4.90. All the exercises were completed
with free weights (participants choose weights themselves).

4.1.3. Data Collection. /e data were recorded from 5
sensors (two sensors of the smartphone attached at the leg,
two attached at the arm, and one attached at belly). All the
sensors recordedX, Y, and Z values while the participant was
doing the exercise. A triaxial accelerometer estimates the
acceleration along X, Y, and Z axis and gyroscope (Pitch,
Yaw, and Roll) helps the accelerometer to predict the

Table 3: Details of classifier algorithms.

Algorithm Times
used References

Naı̈ve Bayes 5 [4, 5, 12, 14, 15]
Decision trees 5 [4, 9, 11, 12, 14]
K-neaest neighbor 3 [3, 4, 14]
Linear discriminant analysis 2 [21, 40]
Hidden Markov model (HMM) 2 [10, 15]
Quadratic discriminant analysis
QDA 1 [40]

Logistic regression 2 [2, 9]
Support vector machine 1 [16]
Dynamic time warping (DTW) 1 [13]
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Table 4: Details of features.

Features No. of papers in which used References
Mean 15 [2–4, 6–9, 11, 14–16, 19, 21, 22, 40]
Standard deviation 11 [3, 4, 8, 9, 14, 15, 18, 19, 21, 22, 40]
Minimum/maximum 09 [3, 4, 13, 15, 16, 18, 32, 33, 40]

Table 5: /e set of final 26 exercises considered in this paper.

S. no. Repeating R/unique U Exercise group Exercise name Exercise position Equipment used
1

Unique exercises group

Shoulder Face pull Standing Cable/rope
2 Shoulder Cable front raise Standing Cable/rope
3 Biceps Scott curl Sitting bend Dumbbell
4 Biceps Smith machine drag curl Sitting Barbell
5 Triceps Triceps with bar Standing Cable/rope
6 Triceps Decline close grip bench press Lying bench decline Barbell
7 Chest Standing cable cross Standing Cable/rope
8 Back Wide grip pull up Standing hanging Fix rods
9 Back T bar rows Sitting hanging Barbell
10 Back Chin ups Standing hanging Fix rods
11 Abs Adjustable sit-up bench Sitting and lying Bench
12 Abs Abs wheel Lying Abs wheel
13 Abs Roman chairs Lying Roman chair
14 Abs Flutter kick Lying Flat surface
15

Common exercises group

Legs Leg press Lying Leg press machine
16 Legs Romanian deadlift Standing Barbell
17 Legs Barbell squat Sit-stand Barbell
18 Shoulder Incline press wide grip Lying Barbell
19 Shoulder Standing barbell press Standing Barbell
20 Biceps Inclined dumbbell curl Sitting incline Dumbbell
21 Biceps Barbell preacher curl Sitting Barbell
22 Triceps Triceps press with cable Standing Cable/rope
23 Chest Machine bench press Sitting Bench machine
24 Chest Dips Standing hanging Fix rods
25 Chest Pec deck machine (butterfly) Sitting Pec deck machine
26 Shoulder Seated barbell shoulder press Sitting Barbell

Figure 1: Application user interface.
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orientation of the sensor. /ree smartphones were syn-
chronized to get the time from the server. /e time was
recorded up to millisecond along with X, Y, and Z values.
/is resulted in the 15 X, Y, and Z values along with a
timestamp, the category of the exercise, and the exercise
name. /e dataset available from the literature [17, 44, 45]
was not used because of the nonavailability of the data of 14
unique exercises. We also decided to collect data for the
exercises whose data was available because of the probable
setup differences between the existing studies and this study.
/is may have help in countering the bias and variations.

4.1.4. Data Preparation. /e recognition process includes a
collection of exercises data using multiple sensors. /e data
is preprocessed and segmented and the features are extracted
and classified as the last step [11, 46]. /e same process is
followed in this research as well.

/ree different files containing exercise data from each
smartphone were combined carefully to match the partic-
ipant’s assigned ids and time stamps. In the second step, the

recorded data from CSV files were preprocessed to remove
the extra noise. For example, at the start and the end of an
exercise, the participant’s movements were very random as
well as jerky and were not aligned with the required exercise.
/erefore, to remove this noise we removed the data from
the first 3 seconds and the last 3 seconds of the recorded data
of each exercise. For each exercise, there were 2 sets, each set
of 10 repetitions and with an average participant time
consumption for an exercise of 38 seconds. After pre-
processing, we considered the data of 32 seconds only. /e
application was programmed to record 4 samples in a
minute.

Various previous studies such as [11] used a 4-second
window to extract required features and 1minute of the slide
to vary the data. We adopted the same strategy. /e features
extracted were based on the most used features (mean,
standard deviation, and minimum and maximum) for the
similar nature of the data as presented in Table 3. For each of
the X, Y, and Z values, these four features were extracted
forming a total of 60 features (36 accelerometer features and
24 gyroscope features).

Main screen
(i) New registration

(ii) Registered users

New 
registrationView Saved 

record

Save user 
profile

Registered
user list

Select a user

Start exercise
View records
Go back to main screen

(i)
(ii)

(iii)

Automatically 
saves sensor 
values in file

Start End

Back Back

Register

View save 
records

Start after 
exercise selection

Stop

1

2 Sign-up 
form

2 3
1

Back

Figure 2: Application activity flow diagram.
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Table 6: Table of classification results.

S
number Sensor name Smartphone

positions

Naı̈ve Bayes
classification
accuracy in

percentage (%)

K-NN
classification
accuracy in

percentage (%)

Decision tree (J-48)
classification
accuracy in

percentage (%)

Sensors features
(mean, std.

deviation, min, and
max) A (x, y, z) G

(x, y, z)
Single sensor used

1
Accelerometer

Arm 52.61 95.87 87.73 12
2 Belly 40.99 95.16 86.29 12
3 Leg 47.59 96.39 91.58 12
4 Gyroscope Arm 31.93 91.83 80.23 12
5 Leg 23.27 87.39 75.00 12

Two sensors used
6

Accelerometers� 2
Arm and belly 69.92 98.40 92.96 24

7 Arm and leg 74.18 99.17 95.31 24
8 Belly and leg 63.10 98.65 93.85 24
9 Gyroscopes� 2 Arm and leg 42.52 96.29 86.40 24

10 Accelerometer + gyroscope
Arm

62.49% 98.04 90.63 24
11 Leg 47.72 97.76 91.40 24

/ree sensors used

12 Accelerometers� 2,
gyroscope� 1 Arm and belly 77.42 99.41 93.94 36

13 Accelerometer� 2,
gyroscope� 1 Belly and leg 77.59 99.02 94.21 36

14 Accelerometers� 3 Arm, belly,
and leg 79.59 99.51 89.0 36

Four sensors used

15 Accelerometers� 2,
gyroscopes� 2 Arm and leg 79.32 99.63 96.05 48

Five sensors used

16 Accelerometers� 3,
gyroscopes� 2

Arm, belly,
and leg 80.72 99.72 96.29 60

Figure 3: Smartphone positioned on participant body.
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To analyze the preprocessed data, we used WEKA
(Waikato Environment for Knowledge Analysis) [47]. /e
preprocessed data (extracted features) were converted to
ARFF (Attribute-Relation File Format). /e listed attributes
were named as per the following strategy. In the name of the

attribute, the first position character ‘a’ stands for an arm, ‘b’
stands for the belly, and ‘l’ stands for the leg. /e second
position character ‘a’ or ‘g’ stands for accelerometer or
gyroscope. /e third position character ‘x’, ‘y’, or ‘z’ stands
for axis values X, Y, and Z. /e selected classifiers NB, KNN,

Table 7: Table for best accuracy with the number of sensors used.

Sensors used Smartphone position Classifier used Maximum accuracy achieved (%) Variance
Single sensor used Leg KNN 96.39 ——
Two sensors used Arm and leg KNN 99.27 2.88%
/ree sensors used Arm, belly, and leg KNN 99.51 0.23%
Four sensors used Arm and leg KNN 99.63 0.12%
Five sensors used Arm, belly, and leg KNN 99.72 0.14%

Table 8: Comparison table for KNN classification results at three body positions (exercisewise) of the only accelerometer and both
accelerometer and gyroscope sensors.

Exercise group Exercise name /ree accelerometers’
accuracy (%)

/ree accelerometers + two
gyroscopes’ accuracy (%)

Difference
(%)

Avg. time (in sec) consumed
at exercise, 2 sets each of 10

reps

Unique
exercises group

Face pull 100 100 0.0 26.8
Cable front raise 100 100 0.0 38.5

Scott curl 98.4 99.2 +0.6 33.2
Smith machine

drag curl 95.6 100 +4.4 30.9

Triceps with bar 98.1 99.0 +0.9 26.8
Decline close grip

bench press 100 100 0.0 26.3

Standing cable
cross 100 100 0.0 28.7

Wide grip pull up 99.5 99.7 +0.2 23.8
T bar rows 100 100 0.0 24.2
Chin ups 100 100 0.0 23.7

Adjustable sit-up
bench 100 100 0.0 37.9

Abs wheel 100 100 0.0 46.5
Roman chairs 100 100 0.0 37.8
Flutter kick 100 100 0.0 28.7

Common
exercises group

Seated barbell
shoulder press 100 97.4 −2.6 27.1

Incline press wide
grip 99.1 100 +0.9 26.6

Standing barbell
press 97.0 99.1 +2.9 27.4

Inclined
dumbbell curl 100 100 0.0 37.2

Barbell preacher
curl 99.3 99.3 0.0 34.4

Triceps press with
cable 98.9 99.0 +0.1 29.2

Machine bench
press 100 100 0.0 25.2

Leg press 100 100 0.0 41.3
Romanian
deadlift 100 100 0.0 37.2

Barbell squat 100 100 0.0 30.2
Dips 100 100 0.0 25.3

Butterfly 99.5 100 +0.5 41.0

Both groups All exercises
average accuracy 99.51 99.72 +0.21 31.4
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and J48 as per Table 3 were utilized with default configu-
ration settings. In the test options, the percentage split with
80% training and 20% testing option was selected as used
also by [38, 48] to evaluate the performance and accuracy of
the classifiers.

5. Analysis and Results

/e existing research mostly used three classifiers, namely,
NB, KNN, and J48 (cf. Table 3) and hence they were also
utilized in this research. All of the above-mentioned algo-
rithms can create multiform class boundaries and, therefore,
are suitable for the data collected via sensors and devices
[10]. Furthermore, for practical applications, these methods
are fast and are easily implementable [10].

We examined the values of both the sensors (acceler-
ometer and gyroscope) with the above-mentioned classifiers
at three different body positions (arm, belly, and leg). /e
analysis was done in five ways: firstly, the analysis of the
exercises considering the data from three sensors of the same
nature, that is, accelerometer (rows 1, 2, and 3 of Table 6)
attached at three positions (arm, leg, and belly). As there
were only two gyro sensors at arm and leg positions, data
from the positions are analyzed and presented as per rows 4
and 5 of Table 6. /e same process is continued for the
combination of three, four, and five sensors as illustrated in
Table 6.

In Table 6, column “sensor name” represents the name of
the sensor from which the data is acquired. /e number in
front of the sensor name represents the count of sensors used
to acquire and analyze the data. For example, S numbers 6, 7,

and 8 in Table 6 display “accelerometer� 2” which is an
indication that two accelerometers attached at the body
positions (displayed in the next column) were used to an-
alyze the data. /e results of the input data from the chosen
three classifiers are presented in the classifier names columns
in the form of accuracy. /e last column represents the
number of features used in the analysis. A single sensor used
at body position will have 12 features, two sensors will have
24 features, and so on.

/e results revealed that the best accuracy of 99.72% was
achieved with the KNN classifier using five sensors at three
attachment positions (arm, belly, and leg). However, as can
be seen from the summary as per Table 7, this is not a big
variation from the accuracy of the KNN using two sensors at
two attachment positions. A minimum of two sensors used
at the arm and leg position provided an accuracy of 99.27%
which is equatable to five sensor positions.

For each (exercise) activity, the accuracies achieved using
the KNN classifier with both the accelerometer and gyro-
scope are a little better than using only the accelerometer.
/e accuracy results and their difference are shown in
Table 8.

/e classification confusion matrix in Figure 4 shows
that the highest accuracy is achieved using data from all the
sensors of the smartphones and with a KNN classifier.
Examining the confusion matrix, the results show that most
of the classes (exercises) are accurately being predicted.
However, a couple of classes (exercises) were not differen-
tiable because of the similarity in the exercise position and
nature. For example, the Triceps group (triceps press with
cable and triceps press with bar) are having similar motion

a b c d e f g h i j k l m n o p q r s t u v w x y z <-- Classified as

432 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | a = Seated barbell shoulder press
0 441 0 2 0 0 0 0 1 1 2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 1 | b = Face Pull
0 2 401 6 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | c = Incline press wide grip
0 1 2 570 4 0 0 0 3 6 5 0 0 1 0 0 0 0 0 0 2 1 0 0 1 0 | d = Cable front raise
0 5 0 0 430 0 0 0 1 2 4 0 0 1 0 0 1 0 0 0 0 1 0 0 0 2 | e = Standing barbell press
0 0 0 0 0 593 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | f = Inclined dumbbell curl
0 0 0 0 0 0 524 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | g = Barbell preacher curl
0 1 0 0 0 0 1 488 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | h = Scott curl
0 1 0 8 4 0 0 0 464 5 5 0 0 0 0 0 2 1 2 0 1 1 0 0 2 3 | i = Smith machine drag curl
0 0 0 1 1 0 0 0 3 444 13 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 | j = Triceps press with cable
0 0 0 2 0 0 0 0 1 14 452 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 | k = Triceps with bar
0 0 0 0 0 0 0 0 0 0 0 419 0 0 0 0 0 0 0 0 0 0 0 0 0 0 | l = Decline close grip bench press
0 0 0 0 0 0 0 0 0 0 0 0 430 0 0 1 0 0 0 0 2 0 0 0 0 0 | m = Machine bench press
0 4 0 0 3 0 0 0 2 4 3 0 0 420 4 0 1 0 0 0 0 0 0 0 1 0 | n = Standing cable cross
0 0 0 2 2 0 0 0 0 0 0 0 0 0 379 0 0 1 0 0 0 0 0 0 1 3 | o = Dips
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 618 0 0 0 1 0 0 0 0 0 0 | p = Pec deck machine (butterfly)
0 1 2 2 6 0 0 0 1 1 2 0 0 0 2 0 373 0 18 1 0 0 0 0 0 0 | q = Wide grip pull up
0 0 0 0 0 1 1 0 1 0 1 0 0 0 0 0 0 390 1 0 0 4 0 0 3 0 | r = T bar rows
0 0 0 1 7 0 1 0 1 0 1 0 1 2 0 0 13 0 345 0 0 0 0 0 1 0 | s = Chin ups
1 0 0 0 0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 587 0 0 0 0 0 0 | t = Adjustable sit up bench
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 1 737 0 0 0 0 0 | u = Abs wheel
0 0 0 0 1 0 0 0 3 2 3 0 0 0 0 0 0 1 0 0 0 605 0 0 0 0 | v = Roman chairs
0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 482 4 0 0 | w = Flutter kick
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 643 0 0 | x = Leg press
0 0 0 1 0 0 0 0 3 2 4 0 0 0 0 0 0 2 1 0 4 1 0 0 601 5 | y = Romanian deadlift
0 2 0 0 1 0 0 0 0 0 0 0 2 2 1 0 0 0 0 0 2 2 0 0 10 481 | z = Barbell squat

Confusion matrix 

Figure 4: Confusion matrix of KNN classification using all smartphones and sensors.
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patterns. However, we still can differentiate between them
based on the execution time differences as per Table 8. /e
table shows that triceps press with bar takes 26.8 seconds for
20 repetitions while triceps with cable take 29.2 seconds for
the same 20 repetitions thus having a difference of 2.4
seconds.

6. Conclusion and Future Work

/e goal of this study was to predict gym exercises with the
help of smartphone sensors in real-world settings. To achieve
the goal, exercises from the literature were extracted for
which prediction research work was conducted and was
intersected with a set of the most used exercises in the gym.
/e result was 14 unique exercises for this study. Besides, 12
common exercises were also considered for comparison
purposes. Furthermore, finding the sensors suitable at-
tachment positions, as well as the number of sensors to
utilize in predicting the exercise accurately, was also one of
the goals of this research. Also, we conducted the exercises
with the greatest number of participants (20) as compared to
the existing literature (avg. max. 10). /e results indicated
three key lessons derived from this study while examining
the goals. (a) /e most suitable classifier to predict a class
from the sensor-based data was found to be KNN. (b) /e
sensors placed at three positions (arm, belly, and leg) could
provide better accuracy than other positions when the gym
exercises are under the question and (c) smartphone sensors
accelerometer and gyroscope in combination can provide
accurate classification (using KNN as classifier at all 3 po-
sitions) in most of the activities averaging up to 99.72%
accuracy. /eir combination can increase accuracy by up to
0.21%.

/e research can be implemented in the form of a
smartphone application that can be turned on by the users
while doing exercises in the gym. In the future, this appli-
cation can be embedded with a calorie burn out tracker that
should be able to guide gym-goers to do which exercise and
for how much time? /e output could be in the form of
sound notifications as well as sound messages that could
advise to change or stop the exercise.

/e research has some limitations as well. In this re-
search, only 14 unique exercises are considered taking the
considered exercises in the literature to 55 exercises. In this
context, of the total of 74 exercises as per sources [41, 42],
nineteen (19) gym exercises still remain to be predicted
though not most often used. /e future research work can
consider these exercises as well. In addition, in this research,
no female participants were involved thus having a prob-
ability of nonapplicability of this research for the female
participants. /e future research could also hire female
participants to increase further accuracy.

Data Availability

/e data are available within the supplementary information
file. However, any query about the research conducted in
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With the advancement in ICT, web search engines have become a preferred source to find health-related information published over the
Internet. Google alone receives more than one billion health-related queries on a daily basis. However, in order to provide the results most
relevant to the user,WSEsmaintain the users’ profiles.&ese profilesmay contain private and sensitive information such as the user’s health
condition, disease status, and others. Health-related queries contain privacy-sensitive information that may infringe user’s privacy, as the
identity of a user is exposed and may be misused by the WSE and third parties. &is raises serious concerns since the identity of a user is
exposed and may be misused by third parties. One well-known solution to preserve privacy involves issuing the queries via peer-to-peer
private information retrieval protocol, such as useless user profile (UUP), thereby hiding the user’s identity from the WSE. &is paper
investigates the level of protection offered byUUP. For this purpose, we present QuPiD (query profile distance) attack: amachine learning-
based attack that evaluates the effectiveness of UUP in privacy protection. QuPiD attack determines the distance between the user’s profile
(web search history) and upcoming query using our proposed novel feature vector.&e experimentswere conducted using ten classification
algorithms belonging to the tree-based, rule-based, lazy learner, metaheuristic, and Bayesian families for the sake of comparison. Fur-
thermore, two subsets of an America Online dataset (noisy and clean datasets) were used for experimentation. &e results show that the
proposedQuPiD attack associatesmore than 70%queries to the correct user with a precision of over 72% for the clean dataset, while for the
noisy dataset, the proposed QuPiD attack associates more than 40% queries to the correct user with 70% precision.

1. Introduction

Currently, web search engines (WSEs) have become the
preferred way to find health care-related content on the
World Wide Web. A recent survey reports that more than
80% of patients use WSE to seek health-related information
before consulting the physician [1], while according to the
report published by Pew Research Center, 35% of American
adults consulted WSE to diagnose medical conditions [2].
However, while using the web search services, the user
usually posts their physical condition and health informa-
tion as a query [3]. Web search engines claim that they

collect and maintain user queries as user profile for various
activities such as result ranking [4], market research [3],
personalization [5], targeted advertisements [6], and others.
On the brighter side, maintaining users profile can actually
improve the quality of results and user experience, while on
the darker side, this indiscriminate collection of users’
queries may cause critical privacy breaches as users’ queries
may contain sensitive and personal information [7]. &is
issue of users’ privacy breach received significant attention
in 2005 when the US Department of Justice compelled
Google to submit records of users’ queries [8]. Later,
America Online (AOL) released (pseudonymized) 20
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million queries of more than 650,000 users submitted in
three months of time [9], from which the identities of some
users had been inferred through personal information
enclosed in their queries [10].

Patient’s health information is considered to be a sen-
sitive issue since ancient times, and it is also reflected in the
Hippocratic Oath [11] that physician will keep the patient’s
information secrete [12]. However, in online and public
health facility services, user privacy is just becoming be-
havior tracking [12]. Consider a scenario when a user posts a
series of private queries related to his/her health condition
such as “HIV” or “diabetes.” WSE may sell this information
to the advertisement agencies or other companies for
business purposes, which ultimately breaches the user’s
privacy [3]. Such kind of privacy disclosure happened in
2006 when the New York Times managed to deduce and
infer personal information from the search history from the
pseudonymized log published by AOL. One of them was a
62-year-old widow who conducted hundreds of searches
related to her health condition such as “hand tremors,” dry
mouth,” and “nicotine effects on the body” which were
linked back to her [13].

To address this issue of privacy infringement, several
methods have been proposed. &ese methods include user
profile obfuscation [14], query scrambling [15], anonymiz-
ing networks [16], and private information retrieval (PIR)
protocols [17–20]. In a user profile obfuscation, a user profile
is contaminated with fake queries to mislead theWSE. In the
query scrambling technique, the user query is replaced by a
set of blurred and benign synonyms and later posted toWSE.
Techniques based on anonymizing network forward the user
query through a series of routers to make it difficult for WSE
to trace the origin of the query. &ese methods hide the IP
address while the user is still traceable through cookies and
device fingerprints [21]. In PIR protocols, a group of users
submits queries on behalf of each other to hide their identity.

Despite the fact that the aforementioned methods im-
prove the user privacy, yet some previous studies [22–25]
using a machine learning algorithm and user profile (i.e.,
user history or logged user queries) show that an adversary is
able to break profile obfuscation and anonymizing network
methods. However, it is not clear if an adversary is able to
break PIR protocols using machine learning techniques.
&erefore, in this research, we propose a machine learning-
based attack in order to evaluate the effectiveness of popular
PIR protocol, i.e., useless user profile (UUP) [17, 18].

A higher-level goal of this work is to analyze the ef-
fectiveness of PIR protocol in preserving users’ privacy
against an adverse WSE (from here on, we will call the PIR
protocols as UUP, for simplicity of presentation without loss
of generality). In UUP, a group of users exchanges their
queries with each other in such a way that the identity of the
query originator node remains hidden from other group
mates. In the next step, all group members submit the re-
ceived queries to the WSE and results are broadcasted in the
group. On the WSE side, the user’s query is received in plain
text but with a different identity, and thus WSE cannot
identify the originator of the queries. We set out to inves-
tigate whether it is possible (and to what extent) for an

adverse WSE—equipped with users’ web search profile
(histories)—to link the queries coming out of UUP exit user
to the original users and thus undermine the privacy pro-
vided by UUP.

To better understand the limits of UUP on user’s privacy,
we present in this paper a study of UUP focusing on active
users. &is study is conducted with QuPiD attack, a machine
learning-based attack that determines the distance between
the user’s profile and query. We conducted our experiments
with randomly selected active 100 users from publicly
available AOL dataset and treated them as users of UUP.&e
AOL dataset is composed of over 20 million queries sub-
mitted during the period of March 1, 2006, to May 31, 2006,
by 6.5million users.&e data of the first twomonths are used
as training data while the last month data are used as testing
data. We measured the efficiency of attack using some
known machine learning matrices: precision, recall,
F-measure, and true-positive rate. &e results showed that
our proposed QuPiD attack associates more than 70%
queries to the correct user with more than 72% precision.
Based on the results, we can conclude that most of the users
are vulnerable to privacy infringement despite using UUP.
&e contributions of this work are as follows:

(1) Proposed QuPiD attack: a machine learning-based
attack for privacy evaluation of PIR protocols

(2) A proposed new vector for query classification
(3) Recommendation of a suitable machine learning

algorithm for query classification

&e remainder of the paper is organized as follows: In
Section 2, we describe the proposed QuPiD attack. Exper-
imentation setup, preprocessing of the dataset, feature vector
construction, and classification algorithms are discussed in
Section 3. Section 4 presents the experimental results.
Section 5 presents the conclusions and outlines directions
for future work.

2. Adverse Model and QuPiD Attack

Users are more concerned about the privacy risks of que-
rying WSEs. In this work, we investigated the robustness of
popular PIR protocol, i.e., UUP. As mentioned earlier, WSE
receives a user’s query with a different identity due to the
shuffling process. &erefore, the entries of queries will never
appear with their true originator in the weblog. However, the
weakness of this protocol is the timing of query submission
by all group members. After the query shuffling step, every
group member submits the received query to WSE almost at
the same time. Due to which their entries appeared close to
each other in the weblog. Figure 1 illustrates an example of
query entries in the weblog. In Figure 1, exhibit 1 shows the
users’ queries before the shuffling process while exhibit 2
shows the queries after the shuffling process. After shuffling,
the queries are submitted to WSE (Figure 1, exhibit 3).

In the proposed adverse model, WSE is assumed to be an
entity whose goal is to work against the privacy-preserving
solution and identify the user of interest (UoI) queries for
profiling purposes. It is assumed that WSE is equipped with
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the user’s search history (i.e., user profile) PU. &e user
profile contains queries submitted by the user in the past
without using any UUP protocol shown in equation (1)
(where Pqi shows the queries in the UoI profile).

PU � Pq1, Pq2, Pq3, . . . Pqn . (1)

&e user profile PU is used as training data for building
the classification model. As the dataset used for experi-
mentation is spread across three months’ duration, the first
two months’ data are used as a training set, while the UUP
protocol is simulated with the third month data to create an
anonymized log (as shown in Figure 1, exhibit 3). &e
anonymized log is used as the test set. For testing, all session
windows of the UoI are drawn out from the query logs. Here,
the session window is a block of records (query entries in the
log) in an anonymized log that contains the entry of UoI, but
with another user [26, 27]. In other words, the session
window is composed of the selected number of queries’
entries in the WSE query log, which appeared immediately
before and after the query of UoI. As shown in Figure 1
(exhibit 4), our UoI is “User 3” and the session window size
is 15 records (7 records before UoI and 7 after UoI). For this
research, we have used the window size of 251 records. Each
session window (Swin) is composed of 125 queries appearing
before and 125 queries appearing after the query of UoI (as
per the recommendation of [27]). A generic session window
Swin is shown in equation (2) (where qi represents a query in
the session window). &e collection of all session windows
GSwin is shown in equation (3).

Swin � [q1, q2, q3, . . . , q125, qUoI, q126, . . . , q251], (2)

GSwin � Swin1, Swin2, Swin3, . . . , Swinn . (3)

As shown in the query log, the target user who uses any
PIR protocol will remain hidden since his/her query is
exchanged with a query of another user in the group.

&erefore, a session window is used to reduce the testing
data. Both PU (training set) and GSwin (testing set) are used
as input to the algorithm of the adverse model. &e working
of the adverse model is presented in Algorithm 1 and
depicted in Figure 2. &e working of the algorithm is as
follows:

PUv � Pq1v, Pq2v, Pq3v, . . . , Pqnv , (4)

Swinv � [q1v, q2v, q3v, . . . , q125v, qUoIv, q126v, . . . , q251v].

(5)

For experimentation purposes, two subsets of 100 users
were created from the AOL dataset constituting a three-
month web query log of AOL users. Each subset was divided
into two portions, i.e., training and testing data. Training
data are composed of the first two months of the log, while
the testing data are composed of the last month of the log.
&e details of the user selection criteria and dataset for-
mation are discussed in Section 4.

3. Methodology

3.1. AOLDataset. We used the real-world web search query
log released by AOL in 2006 for the evaluation of our
proposed adverse model. &e AOL dataset consists of over
20 million queries submitted during the period of March 1,
2006, to May 31, 2006, by 6.5 million users. Although the
AOL dataset is old and has a lot of deficiencies as compared
to the current situation, we are forced to use this dataset due
to a lack of availability of the benchmark dataset. &e at-
tributes of the query log are user ID, query, date and time of
the query, the rank of the content clicked, and the clicked
URL. For experimentation purposes, the data of the first two
months were used as user profile (PU) or training data while
the third month’s data were the new queries to be classified
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(i.e., testing data). &e distribution of the number of queries
issued per user in the selected dataset is shown in Figure 3.
For experimentation, we chose 100 users with high query
frequency instead of concentrating on all users. &e user
selection criteria are discussed in Section 3.3, while the
summary of the dataset is provided in Table 1.

3.2. Feature Vector Extraction. &e dataset is composed of
five attributes: user ID, query, date and time of the query, the
rank of the content clicked, and the clicked URL. Since our
adverse model works with the user ID, submitted query, and
query score in ten major topics, we neglect the remaining
features. To obtain query scores in ten major classes, we used
uClassify service that provides classifiers for topics, age,
gender, sentiments, language detection, and many others. In
this paper, the topic classifier is employed that provides the
numeric value of 10 categories against each query. &e topic
classifier uses a subset of topics from the Open Directory
Project (ODP) directory in which topics are placed in a
hierarchy.&e classes are Arts, Business, Computers, Games,
Health, Home, Recreation, Science, Society, and Sports. &e
classifier provides the percentage of each query in each

category. For example, for query “olive oil,” the score for
each topic is shown in Table 2.

In some cases, uClassify was unable to find the score of
the dominant topic of the submitted query. For example,
uClassify is unable to find the dominant class for the query
“glenliviet 18.” &erefore, in that case, uClassify just divided
an equal score in each class, i.e., 10% for each class. We refer
to this kind of query as a “confused query” (shown in Ta-
ble 2). In the dataset of selected 100 users, uClassify marked
28% of the queries as confusing queries. &erefore, we
conducted our experiments using two datasets. One dataset
was comprised of both confused and unconfused queries,
while the other dataset was comprised of only unconfused
queries to find the impact of confusing queries over the
results of a classifier. From this point onwards, the dataset
with confused queries will be referred to as a noisy dataset
while the dataset with only unconfused queries will be re-
ferred to as the clean dataset. &e details of both datasets are
given in Table 3.

3.3. User Selection and Subset Construction. Instead of
conducting experiments using all users, we focused on a few
users who were considered to be active. Active users are
those users who submitted more than 300 queries for at least
61 days during the entire period. From the analysis of the
dataset, we found only 21,407 (3.29%) users to be active
users. From those active users, we randomly selected 100
users as UoI. &e cumulative distribution of queries in both
noisy and clean dataset is shown in Figure 4. To see the
effects of the size of the training data, we divide both noisy
and clean datasets into five groups based on the average of
query frequency. &e selected 100 users are divided into 5
groups in both datasets. &e average number of total,
training, and testing instances in all groups for both datasets
is given in Table 4.

3.4. Anonymized Log Creation. As mentioned earlier, the
AOL data spans across three months. For experimentation
purposes, we have considered the first two months’ data as
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the clean history of UoI available to the search engine and
last month’s data as new queries to be classified.&e selected
PIR protocol, i.e., (UUP) is simulated with the third month’s
query log to create the anonymized log of UoI. &e pa-
rameters considered for simulations are group size and the
number of queries submitted by the respective users.
According to the literature, UUP is tested with a group size
of 3, 4, 5, and 10 users [17, 18]. Another study indicated that
a bigger group size offers more privacy [27]. We, therefore,
considered a group size of 20 users. &e number of queries
submitted by the target user is dependent on the actual query
frequency of the selected user in the third month queries log.

3.5. Classification Algorithms. In several previous studies,
Peddinti et al. [23, 24] and Petit [21] used Random Forest,

Input: User Profile (PU); all session windows belong to the user (GSwin).
Output: Expected User Label (Lu)

(1) procedure QUERY ASSOCIATION (PU, GSwin)
(2) for Pqi ∈ PU do
(3) PUv⟵ get feature vector for(Pqi)

(4) PModel⟵ Classification Algorithm(PUv)

(5) for Swini ∈ GSwin do
(6) for qk ∈ Swinj do
(7) qkv⟵ get feature Vector for(qk)

(8) Lu⟵ PModel(qkv)

(9) return Lu
(1) Firstly, the user profile (PU) feature vector is acquired for training purposes.&e user profile with the feature vector (PUv) is shown

in equation (4). &e feature vector is acquired from the uClassify (http://www.uclassify.com) service, a machine learning web
service that provides numerous different classifiers for text classification. We have selected the “Topics” classifier that gives the
score of each phrase or query in 10major classes including Sports, Society, Science, Recreation, Home, Health, Games, Computers,
Business, and Arts.

(2) In the second step, a classification model PModel is built using PUv and supervised machine learning algorithms. To test the
response of the data with different classification techniques, 10 classification algorithms are selected from tree-based, rule-based,
lazy learner, metaheuristic, and Bayesian families.

(3) After the classification model (PModel), the third step is to acquire the feature vector Swinv shown in equation (5) for the queries of
session window Swin from uClassify for testing data.

(4) In the last step, each query of Swinv is provided to the classification model for the expected label Lu.&e label Lu shows whether the
incoming query belongs to UoI or not.

ALGORITHM 1: Associating incoming query to the user using the prior profile.

Table 1: AOL dataset properties.

Total queries 36,389,567
Total users 657,426
Unique queries 10,154,742
Attributes 5 (AnonID, query, query time, item rank, click URL)
Time duration 01 March, 2006–31 May, 2006

Table 2: &e score of queries from uClassify.

Query Arts Business Computers Games Health Home Recreation Science Society Sports
Olive oil 0.0386 0.0974 0.0280 0.0396 0.0569 0.4659 0.0652 0.1028 0.0874 0.0182
Glenliviet 18 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
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Figure 4: Distribution of the number of queries submitted by users
in the clean and noisy datasets.
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AD Tree, Zero R, Regression, and SVM algorithms for the
classification of the data queries. In both studies, the
classification model was biclass, i.e., the query is machine
or user generated. Moreover, the model was built based on
two attributes like query and assigned label. In our work,
however, the classification model is multiclass, i.e., in the
testing data, the model will decide which query belongs to
which user and the model is based on twelve attributes
(discussed in Section 3.2). We selected ten off-the-shelf
(with default settings) different families’ classification al-
gorithms. We chose J48 [28] and Logistic Model Tree
(LMT) [29] from the tree-based family, Decision Table [30],
JRip [31], and OneR [32] from rule-based family, IBK [33]
and KStar [34] from lazy learner family, Bagging [35] and
LogitBoost [36] from metaheuristic family, and Bayes Net
[37] from Bayesian family. Rep Tree [38] and Regression
are used as base classifiers for Bagging and LogitBoost
algorithms.

3.6. Performance Evaluation Metrics. &ree metrics, preci-
sion, recall, and F-measure, are usually used to evaluate the
performance of a classifier. Precision represents how many
of the identified samples are correct and recall describes how
many of the total samples are correctly identified. Both
precision and recall are mathematically represented in the
following equations:

precision �
true positive

true positive + false positive
, (6)

recall �
true positive

true positive + false negative
, (7)

where true positive represents the actual positives that are
correctly identified cases by the classifier and false positive is
the proportion of all negatives that still yield positive test
outcomes, while false negative represents the proportion of
positive which yields negative test outcomes with the test.
&e trade-off between precision and recall is represented by a
unifiedmetric called F-measure.&e value of F-measure is in
the range from 0 to 1, where 0 shows none of the samples is
classified correctly, while 1 shows perfect classification.
Mathematically, F-measure is represented as

F − measure � 2 ×
precision × recall
precision + recall

. (8)

4. Results and Discussion

&e primary aim of this study is to propose and evaluate a
privacy quantification model for PIR protocols. Experi-
ments are performed with two datasets: noisy and clean
(Section 3.3), each set composed of 100 users having
variable query frequencies distributed over five groups. For
each UoI, we measured precision, recall, and true-positive
percentage of correctly classified queries from an anony-
mized log.

Tables 5 and 6 illustrate the true-positive percentage of
the queries of UoI in both datasets. According to Table 5, all

algorithms correctly identified more than 89% queries of 2
users in the noisy dataset except OneR and LogitBoost.
OneR correctly identified 80% to 90% queries of 4 users.
Overall, IBK correctly identified more than 50% queries of
36 users followed by Bagging and KStar with 30 and 28 users,
respectively, in the noisy dataset. Similarly, in the clean
dataset, LMT and IBK were able to correctly identify more
than 89% queries of 14 users followed by J48 and Bagging
with 12 users each. Overall, IBK correctly identified more
than 50% queries of all 100 users followed by KStar and
Bagging with 96 and 92 users in the clean dataset. &e
detailed performance of all algorithms (in terms of true-
positive rate) of the clean dataset is given in Table 6. In both
datasets, the performance of lazy learner family algorithms
(i.e., IBK and KStar) is better when compared to other se-
lected algorithms.

As mentioned earlier, both datasets are further divided
into 5 groups of 20 users (Table 4) in order to observe the
impact of the size of training on the accuracy of results.
Table 7 shows the comparison of the performance of all
algorithms with a variation of the training dataset size in
the noisy dataset. &e performance of each algorithm is
measured in precision and recall. IBK and KStar associated
more than 40% queries to the correct user with the pre-
cision of above 60% in all cases, while Bagging, J48, De-
cision Table, and Bayes Net associated more than 25%
queries to the correct user with the precision of above 60%
in all cases. From the perspective of the size of the training
dataset, it is slightly difficult to draw a conclusion about its
effect on accuracy. Almost every algorithm shows irregular
behavior with a variation in the training dataset size. For
the first three groups, the performance of IBK, J48, KStar,
and LMT is observed more accurately. However, unex-
pectedly, the rate of recall drops for the last two groups.&e
results of precision and recall of noisy data are plotted in
Figure 5.

In the clean dataset, however, a clear pattern of im-
provement in the recall is visible. According to Table 8, the
performance of all algorithms is improving as the size of the
training dataset increases. IBK and KStar associated more
than 62% queries to the correct users with the precision of
above 70% in all cases, while Bagging, J48, Decision Table,
and LMTassociated more than 51.68% to 82.84% queries to
the correct user with the precision of above 60% in all cases.
Among other algorithms, Bayes Net was able to associate
more than 70% of the queries in some cases. Although the
increase in recall with the increase in training data is not
linear, an improvement pattern is clearly visible in the clean
dataset. &e results of precision and recall of clean data are
plotted in Figure 6.

Overall, IBK and Bagging associated 45.1% and 43%
queries to the correct user with above 70% precision for the
noisy dataset, while J48, KStar, and LMT associated 42.2%,
41.7%, and 40.6% queries to the correct user with the
precision of 70.9%, 73.5%, and 70.2%. Similarly, in the clean
dataset, IBK and Bagging associated 79.5% and 75.7%
queries to the correct user with 79.6% and 75.9% precision,
while J48, KStar, and LMTassociated 73.9%, 74.4%, and 72%
queries to the correct user with the precision of 73.9%,
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76.1%, and 72.6%. &e top three algorithms in terms of
F-measure (trade-off between precision and recall) for the
noisy dataset are IBK, Bagging, and J48 with the score of
0.514, 0.487, and 0.477, respectively, while for the clean
dataset, the top three algorithms are IBK, Bagging, and KStar

with the score of 0.793, 0.753, and 0.745, respectively. Hence,
IBK is determined to be a more appropriate algorithm for
the feature vector “categories.” &e results of the average
F-measure of the noisy and the clean dataset are plotted in
Figure 7.

Table 5: Percentage of users in a group based on true-positive values of the noisy dataset.

True-positive percentage bands
Tree-based Rule-based Lazy learner Metaheuristic Bayesian
J48 LMT DT JRip OneR IBK KStar Bagging LogitBoost Bayes Net

100%-90% 2 2 2 2 0 2 2 2 0 2
90%-80% 2 2 2 2 4 2 0 2 2 2
80%-70% 4 2 4 2 0 4 4 4 2 4
70%-60% 4 8 4 2 6 4 6 4 0 2
60%-50% 14 2 4 6 0 24 16 18 2 14
50%-40% 26 28 24 4 10 18 22 20 6 20
Below 40% 48 56 60 82 80 46 50 50 88 56

Table 6: Percentage of users in a group based on true-positive values of the clean dataset.

True-positive percentage bands
Tree-based Rule-based Lazy learner Metaheuristic Bayesian
J48 LMT DT JRip OneR IBK KStar Bagging LogitBoost Bayes Net

100%-90% 12 14 10 10 4 14 8 12 0 4
90%-80% 18 12 14 8 4 32 26 24 4 12
80%-70% 26 22 22 6 8 24 26 22 2 18
70%-60% 20 26 16 8 6 22 20 18 0 18
60%-50% 12 16 10 10 18 8 16 16 6 14
50%-40% 12 10 20 16 18 0 4 8 10 18
Below 40% 0 0 8 42 42 0 0 0 78 16

Table 4: Average dataset instances (queries).

Dataset Group Total data Training data Testing data

Noisy

Group 1 777.55 513.183 264.37
Group 2 1215.15 801.99 413.15
Group 3 1752.45 1156.62 595.833
Group 4 2332.1 1539.18 792.91
Group 5 2718.3 1794.08 924.22

Clean

Group 1 509.55 336.30 173.25
Group 2 820.95 541.83 279.12
Group 3 1132 747.12 384.88
Group 4 1367 902.22 464.78
Group 5 1611.25 1063.43 547.83

Table 3: Properties of noisy and clean datasets.

Properties Noisy dataset Clean dataset
Training instances 116101 71817
Testing instances 59809 36998
Total instances 175911 108815
Max queries by the single user 2975 1788
Min queries by the single user 567 365
Distinct queries 69164 49662
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Table 7: Precision and recall of noisy dataset in different groups.

Group Group 1 Group 2 Group 3 Group 4 Group 5

Tree-based
J48 Precision 0.68 0.71 0.75 0.72 0.72

Recall 0.37 0.40 0.44 0.36 0.43

LMT Precision 0.69 0.70 0.70 0.75 0.72
Recall 0.36 0.38 0.43 0.33 0.42

Rule-based

Decision Table Precision 0.86 0.89 0.90 0.79 0.79
Recall 0.33 0.32 0.41 0.34 0.41

JRip Precision 0.85 0.80 0.85 0.77 0.78
Recall 0.25 0.23 0.32 0.23 0.34

OneR Precision 0.46 0.39 0.48 0.46 0.51
Recall 0.21 0.17 0.27 0.25 0.35

Lazy learner
IBK Precision 0.74 0.78 0.83 0.78 0.77

Recall 0.42 0.44 0.48 0.38 0.45

KStar Precision 0.75 0.78 0.77 0.76 0.72
Recall 0.36 0.40 0.44 0.35 0.72

Metaheuristic
Bagging Precision 0.77 0.74 0.78 0.79 0.73

Recall 0.37 0.41 0.45 0.36 0.44

LogitBoost Precision 0.50 0.29 0.28 0.37 0.36
Recall 0.12 0.10 0.17 0.12 0.30

Bayesian Bayes Net Precision 0.77 0.71 0.77 0.78 0.69
Recall 0.32 0.36 0.42 0.33 0.44
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Figure 6: Clean dataset’s groupwise precision and recall in different groups. (a) Clean dataset precision. (b) Clean dataset recall.
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5. Conclusions

Health information has been regarded as sensitive private
information since ancient times. However, WSE collects this
information for selling and targeted advertisements, which
can infringe user’s privacy. &is paper presents QuPiD at-
tack: a machine learning-based attack that quantifies the
level of protection provided by popular PIR protocol UUP.
&e QuPiD attack uses a classification algorithm and the
history of the user to classify an incoming query. We used
two subsets (noisy and clean datasets) of real-world web data
to test the proposed model. We showed that our proposed
attack succeeds in correctly associating incoming queries to
their real originator at a high ratio. For the selection of the
best classification algorithm, we conducted our experiments
with ten classification algorithms from different families. J48
and LMT from the tree-based family, Decision Table, JRip,
and OneR from rule-based family, IBK and KStar from lazy

learner family, Bagging and LogitBoost from metaheuristic
family, and Bayes Net from Bayesian family were selected.
&e results showed that IBK is the most appropriate algo-
rithm if the “categories” feature vector is used.

During the analysis of the noisy dataset, almost every
algorithm showed irregular behavior with the variation in
the training dataset size. However, analyzing the clean
dataset, we found that when increasing the size of the
training data while building the classification model, the
testing data in terms of recall are improving. We, therefore,
conclude that noise is one of the factors responsible for
unsteady behavior. Our analysis shows that PIR protocols
are vulnerable to machine learning attacks, even with the
first-degree classification tags of queries. &is situation is
alarming for currently available PIR protocols. Any web
search engine or even web service armed with a profile of the
user can expose a targeted user. In the future, we are in-
terested to assess the proposed attack from different

Table 8: Precision and recall of clean dataset in different groups.

Group Group 1 Group 2 Group 3 Group 4 Group 5

Tree-based
J48 Precision 0.66 0.62 0.73 0.80 0.76

Recall 0.62 0.60 0.71 0.81 0.78

LMT Precision 0.62 0.66 0.73 0.75 0.75
Recall 0.66 0.61 0.65 0.79 0.75

Rule-based

Decision Table Precision 0.84 0.81 0.79 0.92 0.81
Recall 0.58 0.51 0.63 0.79 0.74

JRip Precision 0.73 0.82 0.83 0.88 0.75
Recall 0.40 0.35 0.42 0.63 0.59

OneR Precision 0.41 0.37 0.43 0.55 0.48
Recall 0.38 0.28 0.41 0.60 0.55

Lazy learner
IBK Precision 0.72 0.70 0.80 0.85 0.80

Recall 0.71 0.69 0.76 0.85 0.83

KStar Precision 0.74 0.75 0.73 0.77 0.77
Recall 0.69 0.62 0.71 0.80 0.78

Metaheuristic
Bagging Precision 0.75 0.71 0.75 0.81 0.75

Recall 0.65 0.61 0.71 0.82 0.81

LogitBoost Precision 0.42 0.17 0.29 0.39 0.20
Recall 0.19 0.14 0.23 0.34 0.38

Bayesian Bayes Net Precision 0.79 0.74 0.71 0.77 0.57
Recall 0.45 0.45 0.59 0.74 0.73
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Figure 7: Average F-measure of all selected classification algorithms for noisy and clean datasets.

Scientific Programming 9



perspectives, such as the impact of group size, the number of
queries in a session, user profile size, and others. Moreover,
we are excited to explore the unsteady behavior of classi-
fication algorithms.
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Université de Lyon, Lyon, France, 2017.

[22] A. Gervais, R. Shokri, A. Singla, S. Capkun, and V. Lenders,
“Quantifying web-search privacy,” in Proceedings of the 2014
ACM SIGSAC Conference on Computer and Communications
Security, pp. 966–977, Scottsdale, AZ, USA, November 2014.

[23] S. T. Peddinti andN. Saxena, “On the privacy of web search based
on query obfuscation: a case study of TrackMeNot,” in Pro-
ceedings of the International Symposium on Privacy Enhancing
Technologies Symposium, pp. 19–37, Berlin, Germany, July 2010.

[24] S. T. Peddinti and N. Saxena, “On the effectiveness of ano-
nymizing networks for web search privacy,” in Proceedings of the
6th ACM Symposium on Information, Computer and Commu-
nications Security, pp. 483–489, Hong Kong, China, March 2011.

[25] A. Petit, T. Cerqueus, A. Boutet et al., “SimAttack: private web
search under fire,” Journal of Internet Services and Applica-
tions, vol. 7, no. 2, 2016.

[26] R. Khan and M. A. Islam, “Quantification of PIR protocols
privacy,” in Proceedings of the 2017 International Conference
on Communication, Computing and Digital Systems (C-
CODE), pp. 90–95, Islamabad, Pakistan, March 2017.

[27] R. Khan, M. Ullah, and M. A. Islam, “Revealing pir protocols
protected users,” in Proceedings of the 2016 Sixth International
Conference on Innovative Computing Technology (INTECH),
pp. 535–541, Dublin, Ireland, August 2016.

[28] J. R. Quinlan, C4. 5: Programs for Machine Learning, Elsevier,
Amsterdam, Netherlands, 2014.

[29] N. Landwehr, M. Hall, and E. Frank, “Logistic model trees,”
Machine Learning, vol. 59, no. 1-2, pp. 161–205, 2005.

[30] R. Kohavi, “&e power of decision tables,” in Proceedings of
the European Conference on Machine Learning, pp. 174–189,
Heraclion, Greece, April 1995.

[31] W. W. Cohen, “Fast effective rule induction,” in Machine
Learning Proceedings 1995, pp. 115–123, Elsevier, Amsterdam,
Netherlands, 1995.

[32] R. C. Holte, “Very simple classification rules perform well on
most commonly used datasets,” Machine Learning, vol. 11,
no. 1, pp. 63–90, 1993.

[33] D.W. Aha, D. Kibler, andM. K. Albert, “Instance-based learning
algorithms,” Machine Learning, vol. 6, no. 1, pp. 37–66, 1991.

10 Scientific Programming

http://www.radiounderground.net/aol-data/
https://ssrn.com/abstract=3516104
https://arxiv.org/abs/1809.00103
https://arxiv.org/abs/1109.4677
https://arxiv.org/abs/1109.4677


[34] J. G. Cleary and L. E. Trigg, “K∗: an instance-based learner using
an entropic distance measure,” inMachine Learning Proceedings
1995, pp. 108–114, Elsevier, Amsterdam, Netherlands, 1995.

[35] L. Breiman, “Bagging predictors,” Machine Learning, vol. 24,
no. 2, pp. 123–140, 1996.

[36] E. Frank, M. Hall, G. Holmes et al., “Weka-a machine learning
workbench for data mining,” in Data Mining and Knowledge
Discovery Handbook, pp. 1269–1277, Springer, Berlin, Ger-
many, 2009.

[37] N. Friedman, D. Geiger, and M. Goldszmidt, “Bayesian
network classifiers,” Machine Learning, vol. 29, no. 2/3,
pp. 131–163, 1997.

[38] N. Midha and V. Singh, “Classification of E-commerce
products using RepTree and K-means hybrid approach,” in
Big Data Analytics, pp. 265–273, Springer, Berlin, Germany,
2018.

Scientific Programming 11



Review Article
A Systematic Review of Healthcare Big Data

Rakesh Raja , Indrajit Mukherjee, and Bikash Kanti Sarkar

Department of Computer Science and Engineering, Birla Institute of Technology, Mesra, India

Correspondence should be addressed to Rakesh Raja; rajarakeshchauhan@gmail.com

Received 24 December 2019; Revised 14 March 2020; Accepted 20 June 2020; Published 13 July 2020

Academic Editor: Shaukat Ali

Copyright © 2020 Rakesh Raja et al. (is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Over the past decade, data recorded (due to digitization) in healthcare sectors have continued to increase, intriguing the thought
about big data in healthcare. (ere already exists plenty of information, ready for analysis. Researchers are always putting their
best effort to find valuable insight from the healthcare big data for quality medical services. (is article provides a systematic
review study on healthcare big data based on the systematic literature review (SLR) protocol. In particular, the present study
highlights some valuable research aspects on healthcare big data, evaluating 34 journal articles (between 2015 and 2019) according
to the defined inclusion-exclusion criteria. More specifically, the present study focuses to determine the extent of healthcare big
data analytics together with its applications and challenges in healthcare adoption. Besides, the article discusses big data produced
by these healthcare systems, big data characteristics, and various issues in dealing with big data, as well as how big data analytics
contributes to achieve a meaningful insight on these data set. In short, the article summarizes the existing literature based on
healthcare big data, and it also helps the researchers with a foundation for future study in healthcare contexts.

1. Introduction

(e era of big data has opened the door in the healthcare
industry as a response to the digitization of healthcare data.
Over the past decade, the exponential growth in data [1] has
introduced a new domain called big data within the field of
information technology (IT) and data science. (e term big
data is commonly used to describe a large amount of data
which are too big and not easy to handle using traditional
techniques of the database management system. (e idea of
big data is not very new, but the manner in which it is
characterized is continuously changing. In 1997, Michael
Cox and David Ellsworth introduced the term “big data” for
the first time in the world during a paper conferred at an
IEEE conference to explain the visual representation of data
and the difficulties it exhibits to computer systems [2]. (e
data that go beyond the processing capacity of traditional
database management systems are termed as big data. (ese
data are so large that they do not fit the structure of typical
database management systems.

(e notion of big data given by Doug Laney was
characterized by volume, velocity, and variety known as 3Vs
[3]. Generally, big data can be defined as a collection of very

large amount of data with a wide range of types, making it
very hard to process using conventional database manage-
ment systems. As per the author in [4], big data is a data set
with large volume, high speed, and high diversity that re-
quires a new style of processing to facilitate decision-making
and exploring knowledge and optimization of techniques.
Typically, a massive volume of data may be referred to as big
data when capturing, analysing, and visualizing of data with
current technologies are overwhelming. Big data plays an
important role in the current digital era due to the significant
advancement of healthcare technologies [5]. As the sources
of big data concerned in healthcare industries and various
sectors are well known for their volume and diversity, hence,
the healthcare domain gained its effect through the impact of
big data.(e healthcare industries have generated enormous
amount of healthcare data over the past couple of years.
(ese healthcare data are similar to the big data in terms of
their characteristics, therefore named as healthcare big data.
Healthcare data generally incorporate electronic medical
records (EMRs) such as patient’s medical history, physician
notes, clinical reports, biometric data, and other medical
data related to health. All these data together result in
healthcare big data. (e evolution of healthcare big data is

Hindawi
Scientific Programming
Volume 2020, Article ID 5471849, 15 pages
https://doi.org/10.1155/2020/5471849

mailto:rajarakeshchauhan@gmail.com
https://orcid.org/0000-0002-8902-1558
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/5471849


advance and cost-effective for both public and private
healthcare. (e success of healthcare applications with
regard to big data entirely relies upon the underlying ar-
chitecture and use of suitable tools as proven in pioneering
research efforts. It also gives an idea of the analytics of big
data in healthcare systems. More specifically, big data an-
alytical tools and techniques have the potential to improve
the quality of medical services and reduce the medical cost of
patients by exploring the association and understanding the
nature of healthcare data. In 2016, Kohli et al. discuss how
electronic health records (EHR) facilitate integration of
patient health history for planning safe and proper treatment
[6]. More about big data and healthcare big data definition
are presented in Table 1.

2. Systematic Literature Review (SLR) Method

(e purpose of the research process for conducting a sys-
tematic literature review (SLR) (based on the relevant ar-
ticles and studies published in academic journals) focuses on
the following objectives:

Analysing different perspectives about the concept of
big data in healthcare
Exploring the origins of healthcare big data
Identifying tools and techniques for healthcare big data
analytics
Highlighting the potential advantages and applications
of big data in healthcare
Drawing attention to overcome the big data challenges
in healthcare

By discussing these goals in depth, the systematic review
aims to assist in understanding the overall context of big data
and its applications in the healthcare sector.

2.1. Research Questions. (e following are the key research
questions that are to be addressed for conducting the SLR of
the proposed study:

RQ1. What are the characteristics of big data in the
healthcare domain?
RQ2. What are the challenges and opportunities of
healthcare big data?
RQ3. What are the features of big data analytics in
healthcare?
RQ4. What techniques are used for big data analytics in
healthcare?
RQ5. What are the applications of big data analytics in
healthcare?
RQ6. What research has been pursued in healthcare big
data since 2015?

2.2. SLR Protocol. Based on the SLR protocol designed in
[12], this literature review follows the below mentioned
guidelines.

2.2.1. Search Strategy. (e two main electronic research
databases: ScienceDirect and IEEE Xplore, were used to
search for the collection of relevant articles related to the
proposed research. However, some good and relevant works
published by Springer publ. are also included in the present
study.

2.2.2. Search String. (e keywords defined by the authors
for search process were “Big data,” “Healthcare,” and “Big
data analytics” in context to the research domain. To
conduct an SLR, the search process was carried out to
identify the relevant articles for addressing the research
questions based on predefined keywords using Boolean
operators.

2.2.3. Selection Criteria. (e authors agreed to select articles
based on the following inclusion-exclusion criteria:

(1) Inclusion Criteria

(e articles relevant to healthcare big data and big data
analytics
(e articles published during year 2015 to 2019
(e articles from journals publications only
(e articles written in the English language

(2) Exclusion Criteria

(e articles not in the range of 2015 to 2019
(e articles other than journal publications

2.2.4. Study Selection Process. (e methodology for the
literature review process was performed in different stages.
(e details of the study selection process of SLR are shown in
Figure 1. Initially, all the articles relevant to big data,
healthcare big data, and big data analytics were selected in
the preliminary stage of screening as per the searching
keywords. Based on inclusion-exclusion criteria, these ar-
ticles were screened in the first stage, and irrelevant articles
which were not published between 2015 and 2019 were
excluded. During the second stage of screening, the selected
articles were further screened on the basis of title, abstract,
and keywords. (e articles which were not associated with
the proposed study were excluded. Finally, in the last stage of
screening, these articles were further screened on the basis of
abstract using the Boolean AND operator applied to all the
three authors’ defined searching keywords. As a result, 34
articles relevant to the research domain were selected from
8355 articles, for further study by the authors.

2.2.5. Quality Assessment. During the review, quality as-
sessment plays a significant role in the SLR protocol. (e
quality assessment of articles was done by all authors after
the analysis and evaluation of abstracts of selected articles.
(ese articles were selected with respect to each defined
key research question based on inclusion-exclusion
criteria.
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Table 1: Big data and healthcare big data definition.

Sources Definition

[7]
Healthcare big data can be defined as digitalized version of health information which is so vast and complex that they are not easy
to manage using traditional software and/or hardware, nor can they be easily handled using conventional data management tools

and methods

[8] Big data means enormous amount of digital data that organizations and governments collect about individuals and their general
surrounding environments where the generated data are about 2500 petabytes or even more

[9] Big data in healthcare refers to the data sets with log (n× p)≥ 7, and that they have high variety and high-speed characteristics

[10] Big data can be defined as wealth of information described by massive volume, high velocity, and wide variety in order to have
specific technology and analytical techniques to transform it into worth

[11]
Healthcare data generally incorporates electronic health records (EHRs) such as patient’s medical history, physician notes, clinical
reports, biometric data, and other medical data related to health, as well as social media posts such as blog posts, tweets, Facebook

postnotifications, and publications in medical journals

RQ1. Characteristics of big data in healthcare domain
RQ2. Challenges and opportunities of healthcare big data

RQ3. Features of big data analytics in healthcare
RQ4. Techniques used for big data analytics in healthcare

RQ5. Applications of big data analytics in healthcare
RQ6. Research pursued in healthcare big data since 2015

Preliminary
search result 

Inclusion
search criteria

Result 

Review article 34

Inclusion
search criteria

Year
based

Title/abstract/keyword
based

Exclusion
search criteria 

Exclusion
search criteria

Exclusion
search criteria

Abstract
based

Proposed research questions (RQ)

Journal database: ScienceDirect and IEEE Xplore

Keywords: “Big data”, “Healthcare”, “Big data analytics”

Electronic article srearch

ScienceDirect
IEEE Xplore

3842
4513

ScienceDirect
IEEE Xplore

3257
3972

ScienceDirect
IEEE Xplore

585
541

ScienceDirect
IEEE Xplore

2711
3488

ScienceDirect
IEEE Xplore

539
457

ScienceDirect
IEEE Xplore

546
484

Figure 1: SLR process.
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2.2.6. Results and Discussion. During the SLR process of the
proposed research article, a collection of review articles
related to defined research questions based on authors’
defined search string (keywords) were identified by per-
forming a search operation on the two most common
electronic databases: ScienceDirect and IEEE Xplore.
Around 7699 articles were filtered for the years 2015–2019
from the preliminary stage. Based on the title, abstract, and
keywords, a total of 1030 articles were selected in the next
stage. All of these articles were finally screened on the basis
of the abstract using the Boolean AND operator applied to
all three searching strings (keywords). As a result, 34 articles
with respect to each defined research question were selected
for further study by the authors according to the inclusion-
exclusion criteria.

Table 2 shows the three screening stages of articles. Based
on themain research objectives, the contents from these articles
were extracted, and the proposed research article was organized
into different sections: comprehensive overview of big data in
the healthcare domain, sources of healthcare big data, chal-
lenges of big data in healthcare, big data analytics in healthcare,
and application and potential benefits of big data in healthcare.

2.3. Trend of Big Data Research in Healthcare Domain.
With the rapid growth of data, big data has given researchers
an exposure to utilize it in more noticeable manner for
decision-making in several healthcare applications. (e
trend of big data in the field of healthcare domain for the
year 2015–2019 is described in Figure 2 with respect to
Tables 2 and 3 of the revised version of the article. Figure 2
shows the increasing tendency of doing innovative research
studies (published in reputed journals) in the area of
healthcare big data.

3. Big Data: A Comprehensive Overview

3.1. Big Data in General. Big data refers to a collection of
extensive and complicated data sets that are hard to
handle using conventional database systems. As per the
zdnet.com, big data pertains to the tools and techniques
that allow an organization to generate, exploit, and
maintain vast amounts of data with storage facilities. Each
one of us is continuously producing enormous amount of
data. And, big data is being generated by every com-
puterized system as well as social networking sites. It is
transmitted by the digital system, sensor devices, cameras,
handheld devices, smartphones, and their applications
[13]. Big data arrives at an unprecedented rate, large data
size, and greater diversity from various sources. To extract
significant worth from such large amount of data, we need
high computational power, analytical capabilities, and
expertise. (is explosion of data attempts to change the
opinion of people to think about everything in terms of big
data. In recent times, transactional data, web-based data,
sensor data, and electronic medical data keep developing
with rapid speed. (ese data can be classified into web-
based data, sensor-based data, demographic data,

transactional data, and machine-generated data [14] (as
stated below):

Web-based data are acquired from social networking
sites such as Facebook, Twitter, and Blogs
Machine-generated data are extracted from sensor-
based devices and other gadgets
Transactional data are retrieved from biometrics, vital
sign, radiology, and other medical images
Human-generated data comprise E-mails, doctor’s
prescriptions, and digitalized version of medical reports

(is remarkable development in data growth has led to
this new concept known as big data. In article [15], it is
stated that big data is a complex set of data that has a
significant impact on the ability of conventional data
warehouses to store, maintain, perform, and analyse data. A
formal definition of big data has been provided in [10]. It is
stated there as follows: big data is a wealth of information
described by huge quantity, high velocity, and wide variety
in order to have specific technology and analytical tech-
niques to transform it into worth. Looking at it another
way, the McKinsey Global Institute defines big data as data
sets whose size exceeds the capability of conventional
database systems to collect, store, maintain, and analyse
data. According to the authors in [16], big data is the as-
semblage of data collected from different sources such as
corporate databases, websites, maps, movies, and public
databases.

3.2. Characteristics of Big Data. (e common characteristics
of big data are illustrated in the following:

Volume: this implies data size usually measured in
terabytes (TB� 1012 bytes), petabytes (PB� 1015 bytes),
and zettabytes (ZB� 1021 bytes), and so forth
Velocity: this indicates the rate of generation of data
Variety: this refers to the nature of data which big data
can include such as structured, semistructured, and
unstructured data
Veracity: this refers to the trustworthiness of the data
Value: the term itself is related to the worth of data
being extracted

Apart from the abovementioned features of big data,
several researchers and scientists have introduced new
features to big data due to various applications available; i.e.,
the big data definition keeps changing according to the
advancement of technology, data storage, and data trans-
mission rate, as well as other system capabilities. (e dif-
ferent explanations for the definition of big data are from
3Vs to 4Vs [17, 18], 5Vs [19], and 10Vs [20]. In particular,
these dimensions are expanding as time goes by; and we
currently have 42 distinct dimensions for big data till 2017 as
per [21], and also the dimensions will keep on expanding as
the big data evolves further. Figure 3 describes the generic
notion of big data.
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3.3. Big Data Definitions. Big data and healthcare big data
definitions are given in Table 1.

4. Big Data in Healthcare Domain

4.1. Healthcare Big Data. A pioneering renovation is taking
place in the healthcare industry. (e healthcare industry is
generating a large volume of healthcare data due to the
advancement in technology and digitization of medical
records. In recent years, health information technology

(HIT) has developed the power to generate, store, and
transmit data electronically worldwide within seconds and
also has the potential to deliver tremendously better pro-
ductivity and service quality to healthcare. It allows each
stakeholder in healthcare sectors to possess his/her own
database of patients’ medical records in a digital form. (e
healthcare sectors have produced huge amounts of health-
care data by keeping records, consent and regulatory re-
quirements, and patient care [11]. All these data together
form healthcare big data. To be more specific, healthcare big
data can be defined as electronic medical records (EMRs)
which incorporates patient’s medical history, physician
notes, clinical reports, biometric data, and other medical
data related to health, as well as social media posts such as
blog posts, tweets, Facebook postnotifications, and publi-
cations in medical journals [11]. Importantly, the expo-
nential growth of healthcare data is another major issue in
the current healthcare information systems (HISs). (is
transformation is not only about the large volume of
healthcare data; however, we are also experiencing an ex-
ponential rise in the velocity at which these data are gen-
erated, as well as large diversity of medical data.

(e evolution of advancement in technologies like
sensor systems, cameras, and smartphones is a significant
source of healthcare data. Everyday new sources of data are
introduced. (is makes it much more difficult to process or
analyse big data in healthcare using common database
management tools. Typically, when massive volume of
healthcare data are captured, stored, and analysed properly
in order to gain insight, it will enhance the healthcare service

Table 2: Screening stages of research articles.

Electronic search Article selection based on search string
Result

Big data Big data, healthcare BDA

Journals ScienceDirect 2852 642 348 3842
IEEE Xplore 4080 129 304 4513

First screening based on year (2015–2019)

Journals ScienceDirect 2424 543 290 3257
IEEE Xplore 3578 123 271 3972

Second screening based on title/abstract/keywords

Journals ScienceDirect 464 34 48 546
IEEE Xplore 429 32 23 484

Final screening based on abstract

Journals ScienceDirect 7 34IEEE Xplore 27

0
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Number of journal research articles in ScienceDirect
Number of journal research articles in IEEE Xplore

Year-wise selected articles for healthcare big data

Figure 2: Trend of healthcare big data research from 2015 to 2019.

Table 3: Number of research articles year-wise.

Year
Number of journal research articles

ScienceDirect IEEE Xplore
Articles Articles

2015 0 2
2016 0 2
2017 1 5
2018 2 9
2019 4 9
Total 7 27

Outline
Studies which discuss the significance of
BDA and the usefulness of big data in the

field of healthcare

Big data

Volume

Veracity Value

Velocity Variety

Figure 3: Generic concept of big data.
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outcome through smart decisions and also reduce healthcare
costs. However, effective data analytical tools and techniques
as well as powerful computing systems are required for this
purpose. Healthcare big data analytics (BDA) in particular
has started to emerge as a promising tool for taking care of
issues in numerous healthcare disciplines. In addition, the
role of a data analyst is to mine the big data, exploring the
association and understanding trends and patterns of
healthcare data. (is enhances the health and improves the
quality of life of an individual, as well as provides appro-
priate early-stage treatment at low cost.

(e amount of data stored in healthcare sectors continued
to increase curiosity about healthcare big data. (ere is an
enormous amount of data ready to be analysed. One of the
principle motivations behind big data is to focus on
healthcare.(e basic motive of nations around the world is to
improve the healthcare facilities and decrease the medical
costs. However, the revolution of massive volume of data in
healthcare remains a barrier for achieving this goal. Electronic
healthcare data from all around the world were estimated at
500 petabytes in 2012, reaching 25 petabytes by 2020 [22].
(us, healthcare can be described as a wide variety of services
offered by medical professionals to people, families, or so-
cieties to encourage, maintain, or restore better health. (e
quality of the healthcare system is significant because it de-
termines hospital sustainable growth and helps people to
maintain the optimal state of health. In certain cases, the
quality of healthcare services is too high, and it ends up costly
for patients. Consequently, it is essential to address the key
healthcare procedures and related quality parameters that act
in collaboration to ensure the best possible outcomes for
patients and reduce the healthcare costs.

4.2. Sources of Healthcare Big Data. (is section deals with
several important sources of healthcare data. Big data in
healthcare can revolutionize the medical field through early-
stage disease detection using adequate analytical tools
and techniques by incorporating and analysing health-re-
lated information in a comprehensive manner. Currently,
the evolution of advancement in technologies like sensor
systems, cameras, wearable devices, and mobile applications
is widely used in the domain of the medical field [23, 24]. As
a result, more medical information is being explored in a
consistent manner. Data in medicinal services are frag-
mented and dispersed, originating from disparate sources
with multiple formats [25]. (e facts confirm that infor-
mation on health is large and heterogeneous. (e reason is
on the ground that they originate from various internal
and external sources accessible at multiple locations. Ex-
ternal sources include web data, social media data, and
machine-generated data, and internal sources include
transactional data, biometric data, and human-generated
data. Various healthcare data and their sources are sum-
marized in Table 4.

4.3. 7e 5Vs of Healthcare Big Data Characteristics. In this
section, the important Vs about healthcare data are briefly
stated. (e five key characteristics that have been found in

most literature [12, 35] to define healthcare big data are as
follows:

Volume. Based on the general discussion of big data,
healthcare data are a perfect case of big data. (e
volume refers to the data size that grows exponentially
day to day, and by 2020, the volume of big data may
reach to 44 zettabytes [36]. Compared to most of the
industries, the healthcare sector generates massive
amounts of data in the form of electronic medical
records (EMRs), biometric data, clinical data, radiology
images, genomics, etc. All these data collectively form
healthcare big data [37–39]. Obviously, the utilization
of several tools such as Hadoop, MapReduce, and
MongoDB is getting more popular among healthcare
organizations due to their ability to store and measure
massive volume of data [40, 41].
Velocity. Velocity refers to the speed at which data are
generated, as well as data acquired from various
healthcare systems [42].
Variety. Variety refers to the heterogeneity and di-
versity of data. (e healthcare industry generates and
collects data at a staggering rate from different sources
such as social networking sites, sensor devices, cameras,
and smartphones. However, these healthcare data may
be in any one of the forms, structured, unstructured, or
semistructured. Example of structured data is clinical
data, whereas data such as physician notes, images,
social media data, mobile data, and radiograph films are
unstructured or semistructured. Figure 4 depicts the
types of healthcare data, along with examples.
Veracity. (e veracity characteristics of healthcare data
refer to the trustworthiness of the data, which in this
context is equivalent to quality assurance of data. It
gives the degree of authenticity about healthcare
knowledge.
Value. Value is the most important and distinctive
characteristics of all the 5Vs of healthcare big data, as it
has the ability to transform healthcare data into worth
of information. Its concept is exactly in line with that of
healthcare data.

5. Big Data Challenges in Healthcare

(e evolution of big data introduces several challenges,
constraints, and problems due to exponential growth of
healthcare data. Big data is constantly changing, and this
change of data presents a lot of challenges in storing,
analysing, and retrieving the massive volume of data. Cer-
tainly, the conventional database systems could not be used
to store, process, and extract the information due to its
massive size and diversity of data.

(e main challenges encountered by healthcare BDA are
as follows:

Quality and storage of data
Data analysis of good quality
Expertise in data analytics
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Data security and confidentiality
Multiple sources of data

Healthcare big data challenges encountered are no dif-
ferent. Big data characteristics are the main issues that need
to be addressed. It is vital to move towards big data tech-
nology in order to provide better medical facilities. Big data
technology, however, introduces a potential risk to certain
categories.

5.1. Issues in Healthcare Big Data. Big data issues that
generally occur in the healthcare organizations are covered
by four main categories [35, 43]:

Data Governance. Data management and regulation is
the governance of data. As the healthcare sector moves
towards data analytics, data governance is a major
challenge. Healthcare data generated are diversified in
nature, requiring standardization and governance.
Economic Challenges. (e facilities in the medical
field between patients and healthcare professionals
throughout clinical visits depend on the paid ser-
vice. Subsequently, advancement in technologies
associated with this process places a burden on the
medical community and generates an unnecessary
impact for the personnel against such unpaid
services.
Big Data Technology Challenges. Big data in healthcare
is enormous and highly fragmented which causes
problems in quality of information, as well as tech-
nology-wise, big data creates a barrier to accomplish
the healthcare vision [44].

Security and Privacy Issues. In the era of big data, the
privacy of healthcare data must be seriously considered
due to the potentially sensitive information about in-
dividual healthcare stakeholders. Healthcare data are
highly sensitive data which must be secured from
unauthorized access so that it cannot be made publicly
available, as well as healthcare fraud can also be pre-
vented from attackers. (erefore, data security is one of
the most important challenging tasks in the healthcare
domain.

While studying and analysing several published research
papers with reference to the SLR protocol, this research
focuses on how recent developments in ICT (information
and communication technologies) together with big data
techniques can be effectively incorporated to address these
challenges of healthcare big data and make a significant
contribution towards healthcare services [45–51]. Based on
[17, 52], we the authors classify healthcare BDA into three
categories, namely, descriptive analytics, predictive analyt-
ics, and prescriptive analytics. Among these different BDA
techniques, this literature review reflects that there are
various tools, for example, Hadoop [53] and MapReduce
[54] that have been developed for healthcare big data
management. (ese are described in Section 6. A few of the
well-known BDA techniques used in the areas of healthcare
are described in Table 5. (e categories provided in Table 5
are drawn from the literature [12, 66–68].

6. Big Data Analytics in Healthcare

Healthcare BDA has a potential to improve the quality of
care and reduce the medical cost of patients by finding the
associations from massive volume of healthcare data,
thereby offering a wider perspective of clinical expertise
based on medical evidence and various tests. Advanced
analytical tools and techniques used in healthcare systems
provide services that satisfy a growing need and enable
healthcare agencies to process massive volume of data,
analyse it in real time, and extract knowledge from medical
records of all patients. In 2017, Palanisamy and (ir-
unavukarasu have presented various analytical avenues that
exist in the patient centric healthcare system from the
perspective of various stakeholders [69]. (e main goal of
the article is to assist researchers and data scientists to make

Table 4: Important sources of healthcare data.

Healthcare data Features Sources

Clinical data Data within electronic health records (EHRs) can be either structured (e.g., EMRs and clinical data),
unstructured (e.g., clinical trials data), or semistructured (e.g., claims data) forms [26]

Patient-generated
data Biometric data, social media data, online data (e.g., blogs, Facebook posts, and Twitter) [27]

Sensor data Data produced by sensor-based devices (e.g., vital signs, ECG, and handheld devices) [28–30]
Genomic data Gene typing (e.g., gene expression and DNA sequence) [11, 31, 32]
Clinical research
data Health product data (e.g., drug information) [33]

External data Insurance data (e.g., financial data)
Biometric data (e.g., fingerprints) [34]

Healthcare big data types

Structured data
Examples

Semistructured data
Examples

Unstructured data
Examples

Clinical data
EMRs

(i)
(ii)

Claims data 
Lab reports

(i)
(ii)

Imaging data
Physician notes

(i)
(ii)

Figure 4: Types of healthcare big data.
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informed healthcare decision and enhance the performance
of the healthcare centre, so that people live a healthier
lifestyle. In particular, this includes numerous analytical
techniques such as machine learning, pattern recognition,
statistical analysis, visualization, and data mining to inter-
pret feature relationships and discover knowledge. BDA is
based on the concept of data mining that incorporates
various analytical techniques to evaluate and explore large
volume of data to extract significant and useful information.
Researchers may find ample information about BDA and
healthcare from the articles [66, 70–72].

6.1. Types of Healthcare Big Data Analytics. BDA mainly
perform three types of analytics, namely, descriptive
analytics, predictive analytics, and prescriptive analytics.
(e descriptive analytics facilitates to explore insights and
allows healthcare practitioners to understand what is
happening in a given situation [73, 74]. In the context of
healthcare data, the descriptive analytics analyses the data
gathered in order to interpret, understand, summarize,
and visualize significant health-related information. On
the other hand, predictive analytics assist healthcare
stakeholders to identify the healthcare services and
responding appropriately according to the requirements
of patients. It also enables clinicians to be capable of
making patient-related decisions on the basis of system
predictions [73, 74]. Predictive analytics involves various
statistical techniques used to analyse and extract valuable
insights from big data [17]. Hadoop/MapReduce is one of
the most widely used techniques to develop a predictive
model for healthcare systems. Prescriptive analytics is
comparatively a modern type of analytics that combines
descriptive and predictive analytics [75]. (ough pre-
dictive analytics recommends what will happen in the
future, prescriptive analytics provides the best course of
action to be taken by healthcare providers in the future
[73, 74]. By incorporating clinical and genomic data,
prescriptive analytics continuously repredicts the
healthcare services and improves the predictive accuracy
in order to provide more appropriate diagnoses and
treatments for healthcare providers [76, 77].

(e medical industry is flooded with enormous vol-
umes of data that require validation and analysis. BDA
has a power and capability to perform essential com-
puting and analytical ability to process large volumes of
healthcare data. It facilitates medical professionals,
clinical researchers, and healthcare stakeholders to im-
prove their results through the use of their internal and

external sources of big data [78, 79]. As per the healthcare
providers, the assessment of patient data, which incor-
porates patient medical history (EHR), doctors’ pre-
scriptions, diagnostic reports, biometric data, clinical
tests, and other medical data related to health, assists
them to follow the advancement of a recommended
course of treatment and interrupt the course so that
changes can be made if necessary. (us, it helps to
eliminate unnecessary visits and reduce readmission
rates. Furthermore, the drug company and other medical
organizations take benefit of analytical advantages in
designing marketing strategies. Indeed, pharmaceutical
industries can study their current market status by cap-
turing and analysing the healthcare data such as sales
record and interpretation of drug information prescribed
by healthcare professionals for each patient and disease to
develop the strategic goals. (erefore, the health insur-
ance company can develop an appropriate health plan for
every patient by analysing their demographic data,
clinical trials, and statistical data related to health factors
[69].

An enormous amount of data are accumulated in the
healthcare sector from patients’ medical histories, clinical
trials, and diagnostic reports. Like healthcare big data,
data analytics can be characterized by volume, velocity,
and variety known as 3Vs [3, 17]. BDA is the use of
advanced analytical techniques to analyse, extract, and
discover meaningful patterns and insight from large data
sets [80, 81]. BDA plays a crucial role in enhancing
healthcare facilities and increases patients’ clinical out-
comes. It therefore has the ability to improve the quality
of care and life styles and reduce medical costs. Based on
the systematic review on the current state of big data
research by Wang and Hajli, BDA in the context of
healthcare can be characterized as the capability to ac-
quire, store, process, and analyse large amounts of health
data in different forms and provide meaningful infor-
mation to users, which enables them to explore business
values and insights in a timely manner [82].

6.2. Necessity of Healthcare Big Data Analytics. BDA in
healthcare is needed to enhance the healthcare quality by
taking the associated healthcare services into account:

Provision of Personalized Healthcare. Big data in
healthcare can revolutionize the medical field through
early-stage disease detection and reduce medical cost
for the patients using appropriate analytical tools in a

Table 5: BDA techniques.

BDA techniques Healthcare application areas Examples Sources
Machine learning Early detection of diseases Predicting epidemics, disease monitoring [12, 55]
Data mining Prediction of heart disease at early stages Health analytics, determination of epidemics [56–59]
Neural network Diagnosis of chronic diseases Predicting of patients’ future disease, patient safety [60–62]
Pattern
recognition Improvement of public health disease surveillance Empowering public health, health literacy, improving

quality of care [63, 64]

NLP Improve the quality of care and accuracy of clinical
decisions Cost reduction, high-risk factor identification [57, 65]
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comprehensive manner. (is helps to develop a per-
sonalized healthcare system for healthcare stakeholders
[83, 84].
Early Detection of Spread of Diseases.(is concentrates
on early prediction of viral (infectious) diseases (i.e.,
before spreading) on the basis of social network
analysis. More and more social media of the patients
suffering from a disease in a specific geographical area
are monitored to identify the development and spread
of viral disease. (is assists the healthcare experts to
counsel the sufferers to take the necessary preventive
action.
Monitoring the Clinical Performance. (ere is a lot of
enthusiasm to evaluate clinical performance in order to
screen and enhance the quality of healthcare services.
(e reform of the hospital is of major concern in the
strategic plan of the healthcare sectors. (is can be
achieved by monitoring and setting up the hospital in
accordance with medical council’s standards.

6.3. Big Data Analytical Techniques in Healthcare. In the
past, traditional technologies and data warehouses were used
by the data analyst to store, process, and manage data.
However, the revolution of massive volume of data in
healthcare cannot be handled using conventional database
systems, tools, and techniques. Nowadays, many advanced
technologies with high computing power and storage ca-
pacity have been developed in order to address the low
performance and difficulty of traditional systems. Accord-
ingly, in [85], “big data technologies can be referred to as
advanced technologies that have a high computing power
and analytical ability to process large volumes of data col-
lected from various sources to extract insight from it.” As per
the authors in [86, 87], big data techniques cover a wide
range of fields such as machine learning, statistical analysis,
and image analysis. A few of the well-known BDA tech-
niques used in the areas of healthcare are shown in Table 5.
(e categories that are generated in Table 5 are taken from
the literature [12, 66–68, 86]. Big data plays a significant role
across all domains such as government organizations, trade
associations, healthcare industries, education, and research
and development. BDA also empowers the secondary use of
clinical data in the healthcare sector [88]. Big data accep-
tance has shown enormous growth from 17 percent in 2015
to 53 percent in 2017 according to Forbes [89].

In the current digital era, healthcare is one of the sectors
that generates a large volume of healthcare data, and these
healthcare big data can be characterized by its volume,
velocity, and variety known as 3Vs [3]. Data mining tech-
niques can be applied on this massive amount of healthcare
data so as to identify new interesting patterns and valuable
insights for quality medical services. (e Hadoop is an open
source software framework for BDA in healthcare as well as
the most popular implementation of the MapReduce pro-
gramming model [90]. It allows distributed storage and
processing of large variety of healthcare big data whether it is
structured, semistructured, or unstructured such as patient’s
EHR, physician’s notes, laboratory data, clinical trials

reports, and insurance data as compared to conventional
database systems. Figure 5 shows a general conceptual ar-
chitecture of big data analytics [7].

6.4. Platform and Tools for Healthcare Big Data Analytics.
(ere are currently several techniques available for performing
BDA. (e few tools and techniques that support the Hadoop
distributed platform are being discussed below [91, 92]:

Hadoop Common. It refers to the set of common
utilities that assist other modules of the Hadoop
framework. Hadoop Common is a fundamental part of
the Apache platform in addition to the HDFS, YARN,
and MapReduce. Hadoop Common is generally called
as Hadoop Core.
Apache HDFS. HDFS refers to the Hadoop Distributed
File System that can be used to process unstructured
data on commodity hardware predominantly. HDFS is
the primary data storage where each file is divided into
blocks of fixed size and distributed across numerous
servers (nodes). HDFS employs the master/slave ar-
chitecture using NameNode (master node) and Data-
Node (slave node) [93, 94].
Hadoop MapReduce. MapReduce is a programming
framework that enables us to process massive amount
of data in parallel in a distributed computing envi-
ronment. (is framework consists of two main func-
tions, namely, Map and Reduce that can effectively
manage structured as well as unstructured data [95, 96].
As the name MapReduce indicates, reducer function
occurs after the completion of the mapper function.
Apache Hive. Hive is a data warehouse framework
designed to query and analyse huge amount of data
stored in Hadoop HDFS. It is an ETL (extract, trans-
form, and load) tool for the Hadoop ecosystem. Hive is
built on top of the Hadoop platform and provides a
declarative language similar to SQL known as the Hive
query language (HiveQL) that enables SQL program-
mers to perform data analysis conveniently [97].
Pig. Apache Pig is a parallel computing framework that
runs on the Apache Hadoop platform. Pig Latin is the
language for this platform which is used for analysing
large volumes of data due to its distributed architecture.
In fact, Pig Latin is like the SQL language and is easy to
learn.(e main distinction is that Pig Latin can process
semistructured and unstructured data [93, 98].
HBase. Apache HBase is an open source, multidi-
mensional distributed database system in a Hadoop
ecosystem. It runs on the top of the HadoopDistributed
File System (HDFS). HBase can store large volumes of
data usually measured in terabytes (TB) to petabytes
(PB) and does not support a structured query language
like SQL; indeed, HBase employs a NoSQL approach.
Mahout. Apache Mahout is an open source distributed
framework that supports BDA on the Hadoop platform
and is designed for machine learning using the Map-
Reduce program. (e Apache Mahout enables us to
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develop collaborative filtering, classification, clustering,
association mining, and statistical algorithms related to
machine learning with the help of data science tech-
niques [93, 99].

For more about the tools and techniques, one may refer
to [7, 53].

7. Big Data Benefits in Healthcare Sector

Healthcare sectors extending from a single physician’s office
to a large set of networks of healthcare service providers have
a potential to acknowledge significant benefits by digitizing,
integrating, and effectively using big data analytical tools and
techniques in healthcare.

Based on the recently published studies [65, 66, 100],
following are some of the major benefits:

Clinical operations: the information on healthcare
helps to determine methods of diagnosing and treating
patients that are more clinically important and cost-
effective
Patients: healthcare information can help patients to
make the right decision at the right time and improve
patients’ health while reducing the healthcare cost
Healthcare providers: the data acquired from medical
organizations assist the stakeholders to develop new
healthcare strategies for patients to minimize the un-
necessary hospitalizations
Research and development: healthcare data support
researchers and scientists to enhance healthcare ser-
vices through more precise and appropriate treatments
Public health: healthcare data also assist to assess the
health risks as well as analyses trends of diseases to
enhance public health surveillance

8. ApplicationofBigDataAnalytics inHealthcare

(e buzzword big data in the digital world is highly in
demand in every sector especially in the field of healthcare.
(is has laid a foundation for various applications in the
healthcare sector. Healthcare BDA has a potential to im-
prove the quality of care and reduce the medical cost of
patients by discovering the associations from massive
volume of healthcare data, thereby offering a wider per-
spective of clinical expertise based on medical evidences
and various tests [101]. Healthcare BDA also helps the
clinicians and policy makers to develop public policy and
service delivery based on open health prescribed data,
disease prevalence data, and economic deprivation data
[102]. As per the authors in [100, 101, 103, 104], the major
areas for the applications of BDA in healthcare are as
follows:

Healthcare Monitoring. Healthcare data analytics can
be used to continuously monitor the health status of the
users (patients) in order to enhance their lifestyle [93].
Healthcare Risk Prediction. A deep analysis of health-
care data helps healthcare stakeholders and medical
practitioners to develop solutions for risk prediction. It
also enables clinicians to be capable of making patient-
related decisions on the basis of system predictions
[73, 74]. Data analytics in healthcare can also be used to
identify and manage high-risk and high-cost patients
[105].
Behavioural Monitoring. Another prospective imple-
mentation of BDA in healthcare is monitoring of pa-
tients with abnormal behaviour [66]. In 2005, Nambu
et al. proposed the home healthcare system to capture
the behavioural data of patients for diagnosing their
health conditions [106].

Big data
sources
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• External

• Hadoop

• MapReduce

• Pig

• Hive

• Jaql

• Zookeeper

• HBase

• Cassandra

• Oozie

• Avro

• Mahout

• Others

Reports

OLAP

Data
mining

Big data
transformation

• Multiple
formats

• Multiple
locations

• Multiple
applications

Figure 5: A conceptual architecture of big data analytics [7].
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Fraud Detection and Prevention. One of the major and
important application of data analytics in the health-
care sector is fraud detection and prevention. As per the
authors in [107], data mining and machine learning
techniques are mainly used for fraud detection in
healthcare.

Clinical Decision Support Systems. In the medical field,
clinical decision support systems are designed to fa-
cilitate healthcare professionals in making clinical
decisions to diagnose diseases based on patient’s health
condition [108, 109].

Personalized Healthcare Recommendation System. Big
data plays a significant role in the healthcare domain to
develop a personalized recommendation system to give
precise and relevant medical recommendation (advice)
to an individual (patient) based on their current health
status and medical history [110]. (e authors in [111]
proposed an intelligence-based health recommenda-
tion system using BDA to study and research health
records of patients, assess risk and the severity of
different diseases, and then provide recommendations
based on outcomes of prediction. (e authors in [112]
suggested a clinical recommendation system that is
beneficial for patients to access accurate recommen-
dations based on their own health status.

Drug Discovery and Clinical Trials. Healthcare BDA is
widely used by the pharmaceutical industry for drug
discoveries so that it can help physicians, pharma-
ceutical developers, and other healthcare professionals
for getting the right drug to the right patient at the right
time [107, 113, 114].

Image Informatics and Telediagnosis. Imaging infor-
matics is the study of methods for generating, man-
aging, and representing imaging information in various
biomedical applications. It is concerned with how
medical images are exchanged and analysed through-
out complex healthcare systems [115, 116]. (e authors
of the study [117] introduce a novel telemammography
system for early detection of breast cancer with the help
of image processing and machine learning techniques.
Computer-aided diagnosis plays a significant role in
medical imaging [118].

Healthcare Knowledge System. According to [119], a
knowledge management system is developed based on
healthcare big data in order to support clinical decision-
making and disease diagnosis.(e healthcare knowledge
system is based on a variety of databases such as elec-
tronic health record (EHR), medical imaging data, and
unstructured clinical notes and genetic data.
Public Health Information. As per [115, 120, 121], BDA
in healthcare can also be used to track and monitor
public health status for decision-making and policy
development.

Based on the studies of different authors, it is revealed
that the BDA in healthcare has a potential to improve the
quality of healthcare, decreasing the readmission rates and

reducing the medical cost of patients by exploring the as-
sociation and understanding the nature of healthcare data
[7, 93, 122]. Furthermore, image processing, signal pro-
cessing, and genomics are presently the three main areas for
the application of data analytics in the healthcare domain
[123].

9. Conclusion

(is systematic review focuses on the existing literature to
study healthcare big data based upon defined keywords and
research aspects in the healthcare domain. (e proposed
research uses an SLR protocol and guidelines to review the
systematic study of the past and the cutting-edge articles of
the big data in healthcare. (e purpose of an SLR protocol is
based on the following objectives:

Analysing different perspectives about the concept of
big data in healthcare
Exploring the origins of healthcare big data
Identifying tools and techniques for healthcare big data
analytics
Highlighting the potential advantages and applications
of big data in healthcare
Drawing attention to overcome the big data challenges
in healthcare

(e present study will help the researchers with a useful
base for future work to understand the overall context of
healthcare big data and its applications. (e limitation of the
proposed research is that the electronic search process was
performed in only two journal databases from 2015 to 2019,
and the rest of the databases were skipped while accessing
the quality of journal articles which can be addressed in
future research.
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Worldwide, about 700 million people are estimated to suffer from mental illnesses. In recent years, due to the extensive growth
rate in mental disorders, it is essential to better understand the inadequate outcomes frommental health problems. Mental health
research is challenging given the perceived limitations of ethical principles such as the protection of autonomy, consent, threat,
and damage. In this survey, we aimed to investigate studies where big data approaches were used in mental illness and treatment.
Firstly, different types of mental illness, for instance, bipolar disorder, depression, and personality disorders, are discussed. *e
effects of mental health on user’s behavior such as suicide and drug addiction are highlighted. A description of the methodologies
and tools is presented to predict the mental condition of the patient under the supervision of artificial intelligence and
machine learning.

1. Introduction

Recently the term “big data” has become exceedingly
popular all over the world.

Over the last few years, big data has started to set foot in
healthcare system. In this context, scientists have been
working on improving the public health strategies, medical
research, and the care provided to patients by analyzing big
datasets related to their health.

Data is coming from different sources like providers
(pharmacy and patient’s history) and nonproviders (cell
phone and internet searches). One of the outstanding
possibilities available from huge data utilization is evident
inside the healthcare industry. Healthcare organizations
have a big quantity of information available to them and a
big portion of it is unstructured and clinically applicable.*e
use of big data is expected to grow in the medical field and it
will continue to pose lucrative opportunities for solutions
that can help in saving lives of patients. Big data needs to be
interpreted correctly in order to predict future data so that

final result can be estimated. To solve this problem, re-
searchers are working on AI algorithms that have a high
impact on analysis of huge quantities of raw data and extract
useful information from it. *ere are varieties of AI algo-
rithms that are used to predict patient disease by observing
past data. A variety of wearable sensors have been developed
to deal with both physical and social interactions practically.

Mental health of a person is measured by a high grade of
affective disorder which results in major depression and
different anxiety disorders.*ere are many conditions which
are recognized as mental disorders including anxiety dis-
order, depressive disorder, mood disorder, and personality
disorder. *ere are lots of mobile apps, smart devices like
smartwatches, and smart bands which increase healthcare
facilities in mobile mental healthcare systems. Personalized
psychiatry also plays an important role in predicting bipolar
disorder and improving diagnosis and optimized treatment.
Most of the smart techniques are not pursued due to lack of
resources especially in underdeveloping countries. Like, in
Pakistan, 0·1% of the government health budget is being
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spent on the mental health system. *ere is a need for an
affordable solution to detect depression in Pakistan so that
everyone could be able to pay attention to it.

Researchers are working on many machine learning
algorithms to analyze raw data to deduce meaningful in-
formation. It is now impossible to manage data in healthcare
with traditional database management tools as data is in
terabytes and petabytes now. In this survey, we analyzed
different issues related to mental healthcare by usage of big
data. We analyze different mental disorders like bipolar
disease, opioid use disorder, personality disorder, different
anxiety disorders, and depression. Social media is one of the
biggest and most powerful resources for data collection as
every 9 out of 10 people use social networking sites now-
adays. Twitter is the main focus of interest for most re-
searchers as people write 500,000 tweets on average per
minute. Twitter is being used for sentimental analyses and
opinion mining in the business field in order to check the
popularity of a product by observing customer tweets. We
have a lot of structure and unstructured data in order to
reach any decision; data must be processed and stored in
such a manner that follows the same structure. We analyzed
and compared the working of different storage models under
different conditions like mongo DB and Hadoop which are
two different approaches to store large amounts of data.
Hadoop works on cloud computing that helps to accomplish
different operations on distributed data in a systematic
manner.

In this survey we discuss the mental health problems
with big data into further four sections. *e second section
describes related work regarding mental healthcare and the
latest research on it. *e third section describes different
types of mental illness and their solutions within the data
science. *e fourth section describes the different illegal
issues faced by the mental patients and early detection of
these types of activities. *e fifth section describes different
approaches of data science towards mental healthcare sys-
tems such as different training and testing methods of health
data for early prediction like supervised and unsupervised
learning methods and artificial neural network (ANN).

2. Literature Review

*ere are a lot of mental disorders like bipolar one, de-
pression, and different forms of anxieties. Bauer et al. [1]
conducted a paper-based survey in which 1222 patients from
17 countries were participated to detect bipolar disorder in
adults. *is survey was translated into 12 different languages
with some limitation that it did not contain any question
about technology usage in older adults. According to Bauer
et al. [1], digital treatment is not suitable for the older adults
with bipolar disorder.

Researchers are working on the most interesting and
unique method of tremendous interest to check the per-
sonality of a person just by looking at the way he or she is
using the mobile phone. De Montjoye [2] collected dataset
from US Research University and created a framework that
analyzed phone call and text messages to check the per-
sonality of the user. Participants who did 300 calls or text per

year failed to complete personality measures. *ey choose
optimal sample size that is 69 with mean age� 30.4, S.
D.� 6.1, and 1 missing value. Similarly, Bleidorn and
Hopwood [3] adopted a comprehensive machine learning
approach to test the personality of the user using social
media and digital records. Main 9 recommendations for how
to amalgamate machine learning techniques provided by the
researcher enhance the big five of the personality assess-
ments. Focusing on minor details of the user comprehends
and validates the result. Digital mental health has been
revolutionized and its innovations are growing at a high rate.
*e National Health Service (NHS) has recognized its im-
portance in mental healthcare and is looking for innovations
to provide services at low cost. Hill et al. [4] presented a
study of challenges and considerations in innovations in
digital mental healthcare. *ey also suggested collaboration
between clinicians, industry workers, and service users so
that these challenges can be overcome and successful in-
novations of e-therapies and digital apps can be developed.

*ere are lots of mobile apps, smart devices like
smartwatches, smart bands, and shirts which increase
healthcare facilities in the mobile healthcare system. A va-
riety of wearable sensors have been developing to deal with
both physical and social interactions practically. Combining
artificial intelligence with healthcare systems extends the
healthcare facilities up to the next level. Dimitrov [5]
conducted a systematic survey on mobile internet of things
in the devices which allow business to emerge, spread
productivity improvements, lock down the cost, and in-
tensify customer experience and change in a positive way.
Similarly, Monteith et al. [6] performed a paper-based
survey on clinical data mining to analyze different data
sources to get psychiatry data and optimized precedence
opportunities for psychiatry.

One of the machine learning algorithms named artificial
neural network (ANN) is based on three-layer architecture.
Kellmeyer [7] introduced a way to secure big brain data from
clinical and consumer-directed neurotechnological devices
using ANN. But this model needs to be trained on a huge
amount of data to get accurate results. Jiang et al. [8]
designed and developed a wearable device with multisensing
capabilities including audio sensing, behavior monitoring,
and environment and physiological sensing that evaluated
speech information and automatically deleted raw data.
Tested students were split into two groups, those with ex-
cessive scores or in excessive score. Participants were re-
quired to wear the device to make sure of the authenticity of
the data. But one of the major challenges to enable IoT in the
device is safe communication.

Yang et al. [9] invented an IoT enabled wearable device
for mental well-being and some external equipment to re-
cord speech data. *is portable device would be able to
recognize motion, pressure, monitoring, and physiological
status of a person.*ere are lots of technologies that produce
tracking data, such as smartphones, credit cards, websites,
social media, and sensors offering benefits. Monteith and
Glenn [10] elaborated some kind of generated data using
human made algorithm, searching for disease symptoms, hit
disease websites, sending/receiving healthcare e-mail, and
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sharing health information on social media. Based on
perceived data, the system predicted automated decision-
making without the involvement of user to maintain
security.

Considering all the above issues, there is a need for proper
treatment of a disordered person. Mood of the patient is one
of the parameters to detect his/her mental health. Public
mood is hugely reflected in the social media as almost ev-
eryone uses social media in this modern era. Goyal [11]
introduced a procedure in which tweets are filtered out for
specific keywords from saved databases regarding food price
crisis. Data is trained using two algorithms, K nearest
neighbor and Näıve Bayes for unsupervised and supervised
learning, respectively. Cloud storage is the best option to store
huge amounts of unstructured data. Kumar and Bala [12]
proposed functionalities of Hadoop for automatic processing
and repository of big data. MongoDB is a big data tool for
analyzing statistics related to world mental healthcare. Dhaka,
P., and Johari [13] presented a way of implementation of big
data tool ‘MongoDB’ for analyzing statistics related to world
mental healthcare. *e data is further analyzed using genetic
algorithms for different mental disorders and deployed again
in MongoDB for extracting final data.

But all of the above methods are useless without the user
involvement. De Beurs et al. [14] introduced expert-driven
method, intervention mapping, and scrum methods which
may help to increase the involvement of the users. *is
approach tried to develop user-focused design strategies for
the growth of web-based mental healthcare under finite
resources. Turner et al. [15] elaborated in their article that
the availability of the big data is increasing twice in size every
two year for use in automated decision-making. Passos et al.
[16] believed that the long-established connection between
doctor and patient will change with the establishment of big
data and machine learning models. ML algorithm can allow
an affected person to observe his fitness from time to time
and can tell the doctor about his current condition if it
becomes worst. Early consultation with the doctor could
prevent any bigger loss for the patient.

If the psychiatric disease is not predicted or handled
earlier, then it enforces the patient to involve into many
illegal activities like suicide as most of the suicide attempts
are related to mental disorder. Kessler et al. [17] proposed
meta-analysis that focused on suicide incidence within
1 year of the self-harm using machine learning algorithm.
*ey analyzed the past reports of suicide patients and
concluded that any prediction was impossible to be made
due to short duration of psychiatric hospitalizations. Al-
though a number of AI algorithms are used to estimate
patient disease by observing past data, the focus of all
studies was related to suicide prediction by setting up a
threshold. Defining a threshold is a very crucial point or
sometimes even impossible to be predicted. Cleland et al.
[18] reviewed many studies but were unable to discover
principles to clarify threshold. Authors used a random-
effects model to generate a meta-analytic ROC. On the basis
of correlation results, it is stated that depression prevalence
is mediating factor between economic deprivation and
antidepressant prescribing.

Another side effect of mental disease is drug addiction.
Early drug prediction is possible by analyzing user data.
Opioid is a swear type of drug. Hasan et al. [19] explored the
Massachusetts All Payer Claim Data (MA APCD) dataset
and examined how naı̈ve users develop opioid use disorder.
A popular machine learning algorithm is tested to predict
the risk of such type of dependency of patent. Perdue et al.
[20] predicted ratio of drug abusers by comparing Google
trends data with monitoring the future (MTF) data; a well-
structured study was made. It is concluded that Google
trends and MTF data provided combined support for
detecting drug abuse.

3. Mental Illness and Its Type

3.1. Depression andBipolarDisorder. Bipolar disorder is also
known as the worst form of depression. In Table 1, Bauer
et al. [1] conducted a survey to check the bipolar disorder in
adults. Data is collected from 187 older adults and 1021
younger adults with excluded missing observations. *e
survey contained 39 questions which took 20 minutes to
complete. Older adults with bipolar disorder were addicted
to the internet less regularly than the younger ones. As most
of the healthcare services are available only online and most
digital tools and devices are evolved, the survey has some
limitations that it did not contain any question about
technology usage in older adults. *ere is a need for proper
treatment of a disordered person. Mood of the patient is one
of the parameters to detect his/her mental health. Table 1
describes another approach of personality assessment using
machine learning algorithm that focused on other aspects
like systematic fulfillment and argued to enhance the validity
of machine learning (ML) approach. Coming with tech-
nological advancement in the medical field will promote
personalized treatments. A lot of work has been done in the
field of depression detection using social networks.

*e main goal of personalized psychiatry is to predict
bipolar disorder and improve diagnosis and optimized
treatment. To achieve these goals, it is necessary to combine
the clinical variables of a patient as Figure 1 describes the
integration of all these variables. It is now impossible to
manage data in mental healthcare with database manage-
ment traditional tools as data is in terabytes and petabytes
now. So, there is a high need to introduce big data analytics
tools and techniques to deal with such big data in order to
improve the quality of treatment so that overall cost of
treatment can be reduced throughout the world.

MongoDB is one of the tools to handle big data.*e data
is further analyzed using genetic algorithms for different
mental disorders and deployed again in MongoDB for
extracting final data. *is approach of mining data and
extracting useful information reduced overall cost of
treatment. It provides the best results for clinical decisions. It
helps doctors to give more accurate treatment for several
mental disorders in less time and at low cost using useful
information extracted by big data tool Mongo DB and ge-
netic algorithm.

In Table 1, some of the techniques are handled and
stored huge amount of data.
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UsingMongoDB tool, researchers are working to predict
mental condition before severe mental stage. So, some de-
vices introduced a complete detection process to tackle the
present condition of the user by analyzing his/her daily life
routine. *ere is a need for reasonable solutions that detect
disable stage of a mental patient more precisely and quickly.

3.2. Personality Disorder. Dutifulness is a type of personality
disorder in which patients are overstressed about the disease
that is not actually much serious. People with this type of
disorder tend to work hard to impress others. A survey was
conducted to find the relationship between normal and du-
tifulness personalities. Other researchers are working on the
most interesting and unique method of tremendous interest to

check the personality of a person just by looking at the way he
or she is using the mobile phone. *is approach provides cost-
effective and questionnaire-free personality detection through
mobile phone data that performs personality assessment
without conducting any digital survey on social media. To
perform all nine main aspects of the constructed validation in
real time is not easy for the researchers. *is examination, like
several others, has limitations. *is is just a sample that has
implications for generalization when it is used in the near-real-
time scenario which may be tough for the researchers.

4. Effects of Mental Health on User Behavior

Mental illness is upswing in the feelings of helplessness,
danger, fear, and sadness in the people. People do not

Table 1: Types of mental illness and role of big data.

Authors Discipline(s)
reviewed

Keywords used to identify
papers for review Methodology

Number of
papers
reviewed

Primary findings

Bauer et al.
[1] Bipolar disorder Bipolar disorder, mental

illness, and health literacy Paper-based survey 68

47% of older adults used the
internet versus 87% of
younger adults having bipolar
disorder

Dhaka and
Johari [13] Mental disorder Mental health, disorders,

and using MongoDB
Genetic algorithm and
MongoDB tool 19 Analyzing and storing a large

amount of data on MongoDB

Hill et al. [4] Mental disorder
Mental health,

collaborative computing,
and e-therapies

(i) Online CBT platform

33

(i) Developing smartphone
application

(ii) Collaborative computing
(ii) For mental disorder
(iii) For improving e-
therapies

Kumar and
Bala, [12]

Depression
detection

through social
media

Big data, Hadoop,
sentiment analysis, social
networks, and Twitter

Sentimental analysis and
save data on Hadoop 14

Analyzing twitter users’ view
on a particular business
product

Kellmeyer
[7] Big brain data

Brain data,
neurotechnology, big data,

privacy, security, and
machine learning

(i) Machine learning

77

(i) Maximizing medical
knowledge

(ii) Consumer-directed
neurotechnological devices (ii) Enhancing the security of

devices and sheltering the
privacy of personal brain data(iii) Combining expert with

a bottom-up process

De Montjoye
[2]

Mobile phone
and user
personality

Personality prediction, big
data, big five personality
prediction, Carrier’s log,

and CDR

(i) Entropy: detecting
different categories

31
Analyzing phone calls and
text messages under a five-
factor model

(ii) Interevent time:
frequency of call or text
between two users
(iii) AR coefficients: to
convert list of call and text
into time series

Furnham
[21]

Personality
disorder

Dark side, big five, facet
analysis, dependence, and

dutifulness

Hogan ‘dark side’ measure
(HDS) concept of dependent
personality disorder (DPD)

34

All of the personality
disorders are strongly
negatively associated with
agreeableness (a type of kind,
sympathetic, and cooperative
personality)

Bleidorn and
Hopwood
[3]

Personality
assessment

Machine learning,
personality assessment, big
five, construct validation,

and big data

(i) Machine learning

65

Focusing on other aspects like
systematic fulfillment and
arguing to enhance the
validity of machine learning
(ML) approach

(ii) Prediction models

(iii) K-fold validation
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understand the current situation so this thing imposes
psychiatric patients to illegal activities. Table 2 described
some issues that appear because of mental disorder like
suicide, drug abuse, and opioid use as follows.

4.1. Suicide. Suicide is very common in underdeveloped
countries. According to researchers, someone dies because
of suicide in every 40 seconds all over the world. *ere are
some areas in the world where mental disorder and suicide
statistics are relatively larger than other areas.

Psychiatrists say that 90% of people who died by suicide
faced a mental disorder. Electronic medical records and big
data generate suicide through machine learning algorithm.
Machine learning algorithms can be used to predict suicides
in depressed persons; it is hard to estimate how accurately it
performs, but it may help a consultant for pretreating patients
based on early prediction. Various studies depict the fact that
there are a range of factors such as high level of antidepressant
prescribing that caused such prevalence of illness. Some
people started antidepressant medicine to overcome mental
affliction. In Table 1, Cleland et al. [18] explored three main
factors, i.e., economic deprivation, depression prevalence, and
antidepressant prescribing and their correlations. Several
statistical tools could be used like Jupyter Notebook, Pandas,
NumPy, Matplotlib, Seaborn, and ipyleaflet for creation of
pipeline. Correlations are analyzed using Pearson’s correla-
tion and p values. *e analysis shows strong correlation
between economic deprivation and antidepressant prescrib-
ing whereas it shows weak correlations between economic
deprivation and depression prevalence.

4.2. Drug Abuse. People voluntarily take drugs but most of
them are addicted to them in order to get rid of all their
problems and feel relaxed. Adderall divinorum, Snus, syn-
thetic marijuana, and bath salts are the novel drugs. Opioid
is a category of drug that includes the illegitimate drug
heroin. Hasan et al. [19] compared four machine learning

algorithms: logistic regression, random forest, decision tree,
and gradient boosting to predict the risk of opioid use dis-
order. Random forest is one of the best methods of classi-
fication in machine learning algorithms. It is found that in
such types of situations random forest models outperform the
other three algorithms specially for determining the features.
*ere is another approach to predict drug abusers using the
search history of the user. Perdue et al. [20] predicted ratio of
drug abusers by comparing Google trends data with moni-
toring the future (MTF) data; a well-structured study was
made. It is concluded that Google trends and MTF data
provided combined support for detecting drug abuse.

Google trends appear to be a particularly useful data
source regarding novel drugs because Google is the first
place where many users especially adults go for information
on topics of which they are unfamiliar. Google tends not to
predict heroin abuse; the reason may be that heroin is a
relatively uniquely dangerous than other drugs. According
to Granka [23], internet searches can be understood as
behavioral measures of an individual’s interest in an issue.
Unfortunately, this technique was not going to be very
convenient as drug abuse researchers are unable to predict
drug abuse successfully because of sparse data.

5. How Data Science Helps to Predict
Mental Illness?

Currently, there are numerous mobile clinical devices which
are established in patients’ personal body networks and
medical devices. *ey receive and transmit massive amounts
of heterogeneous fitness records to healthcare statistics
structures for patient’s evaluation. In this context, system
learning and data mining strategies have become extremely
crucial in many real-life problems. Many of those techniques
were developed for health data processing and processing on
cellular gadgets.

*ere is a lot of data in the world of medicine as data is
coming from different sources like pharmacy and patient’s

Clinical
features

Genetic
markers Digital

technology

Neuroimaging
markers

Molecular
markers

Personalized psychiatry
in bipolar disorder

Predict disease
vulnerability

Improve
diagnostic process

Optimize
treatment

Figure 1: Goals of personalized treatment in bipolar disorder [22].
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history and from nonproviders (cell phone and internet
searches). Big data needs to be interpreted in order to predict
future data, estimate hypothesis, and conclude results. Psy-
chiatrists should be able to evaluate results from research studies
and commercial analytical products that are based on big data.

5.1. Artificial Intelligence and Big Data. Big data collected
from wearable tracking devices and electronic records help
to store accumulating and extensive amounts of data. Smart
mobile apps support fitness and health education, predict
heart attack, and calculate ECG, emotion detection, symp-
tom tracking, and disease management. Mobile apps can
improve connection between patients and doctors. Once a
patient’s data from different resources is organized into a
proper structure, artificial intelligence (AI) algorithm can be
used. After all, AI recognizes patterns, finds similarity be-
tween them, and makes predictive recommendations about
what happened with those in that condition.

Techniques used for healthcare data processing can be
widely categorized into two classes: nonartificial intelligence
systems and artificial intelligence systems. Although non-AI
techniques are less complex, but they are suffering from a
lack of convergence that gives inaccurate results as com-
pared to AI techniques. Contrary to that, AI methods are
preferable then non-AI techniques. In Table 3, Dimitrov [5]
combined artificial intelligence with IoT technology in
existing healthcare apps so that connection between doctors
and patients remains balanced. Disease prediction is also
possible through machine learning. Figure 2 shows hier-
archical structure of AI, ML, and neural networks.

One of the machine learning algorithms named artificial
neural network (ANN) is based on three-layer architecture.
Kellmeyer [7] introduced a way to secure big brain data from
neurotechnological devices using ANN. *is algorithm was
working on a huge amount of data (train data) to predict
accurate results. But patients’ brain diseases are rare so
training models on small data may produce imprecise re-
sults. Machine learning models are data hungry. To obtain
accurate results as an output, there is a need of training more
data with distinct features as an input. *ese new methods
cannot be applicable on clinical data due to the limited
economy resources.

5.2. Prediction through Smart Devices. Various monitoring
wearable devices (Table 3) are available that continuously
capture the finer details of behaviors and provide important
cues about fear and autism. *is information is helpful to
recognize mental issues of the user of those devices. Victims
were monitored continuously for a month. High level
computation performed on the voice requires high com-
plexity data as well as high computational power which leads
to a huge pressure on the small chip. In order to overcome
power issues, relatively low frequency was chosen.

Yang et al. [9] invented an audio well-being device and
conducted a survey in which participants have to speakmore
than 10 minutes in a quiet room. *e first step is to choose
the validity of the sample by completing some questions
(including STAI, NEO-FFI, and AQ) to the participants. In
order to determine whether they are suitable for the ex-
periment or not, a test was conducted based on an AQ
question. *ere was a classification algorithm applied on the
AQ data. *is type of device has one advantage; it perfectly
worked on long-term data instead of low-term one but they
used offline data transfer instead of real time.

Although it has different sensors, adding up garbage data
to the sensors is a very obvious thing. *is is an application
that offers on-hand record management using mobile/tablet
technology once security and privacy are confirmed. To
increase the reliability of IoT devices, there is a need to
increase the sample size with different age groups in real
time environment to check the validity of the experiment.

*ere are a lot of technologies that effectuate tracking
data like smartphones, credit cards, social media, and
sensors. *is paper discussed some of the existing work to
tackle such data. In Table 3, one of the approaches is human
made algorithm; searching for disease symptoms hits disease
websites, sending/receiving healthcare e-mail, and sharing
health information on social media through this kind of
data. *ese are some examples of activities that perform key
rules to produce medical data.

5.3. Role of Social Media to Predict Mental Illness.
Constant mood of the patient is one of the parameters to
detect his/her mental health. According to Lenhart, A. et al.
[25] studid almost four out of five internet users of social

Table 2: Side effects of mental illness and their solution through data science.

Authors Side effects of mental
disorder Tools/techniques Primary findings

Kessler et al.
[17]

Suicide and mental
illness Machine learning algorithm Predicting suicide risk at hospitalization

Cleland et al.
[18] Antidepressant usage Clustering analysis based on

behavior and disease
Identifying the correlation between antidepressant usage

and deprivation

Perdue et al.
[20] Drug abuse

(i) Google search history Providing real time data that may allow us to predict drug
abuse tendency and respond more quickly(ii) Monitoring the future

(MTF)

Hasan et al.
[19] Opioid use disorder

(iii) Feature engineering
Suppressing the increasing rate of opioid addiction using

machine learning algorithms
(iv) Logistic regression
(v) Random forest
(vi) Gradient boosting
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media. In Table 3, researchers used twitter data to get online
user review that helps the seeker to check out popularity of a
particular service or purchase a product. In order to collect
opinion of people on Airtel, they did analysis on it. Filter of
the keyword is done using Filter by content and Filter by
location. First of all, special character, URL, spam, and short

words are removed from the tweets. Secondly, remaining
words from the tweets are then tokenized and TF-IDF score
is calculated for all the keywords. After cleaning of data,
classification algorithm named K nearest neighbor and
Näıve Bayes algorithm were applied on the text in order to
extract feature. Location filters work on specific bounding
filter. Although hybrid recommendation system is providing
76.31% accuracy of the result, then Näıve Bayes is 66.66%. At
the end, automated system is designed for opinion mining.

*ere is another point of consideration that Tweeter has
unstructured data so handling such a huge amount of un-
structured data is a tedious task to take up. Due to lack of
schema structure, it is difficult to handle and store un-
structured data. *ere is a need for storage devices to store
an insignificant amount of data for processing. Cloud
storage is the best option for such a material. *e entire
program is designed in Python so that it could be able to

Table 3: Data analytics and predicting mental health.

Authors Tool/technology Methodology Purpose of finding Strength Weakness

Dimitrov
[5]

(i) Sensing technology

Emergence of medical
internet of things (mIoT)
in existing mobile apps

Providing benefits to the
customers (i) Achieving

improved mental
health Adding up garbage

data to the sensors(ii) Artificial
intelligence

(i) Avoiding chronic and
diet-related illness

(ii) improving cognitive
function

(ii) improving
lifestyles in real time
decision-making

Monteith
et al. [6]

Survey based
approach Clinical data mining

Analyzing different data
sources to get psychiatry
data

Optimized
precedence
opportunities for
psychiatry

N/A

Kellmeyer
[7] Neurotechnology

(i) Machine learning

Enhancing the security of
devices and sheltering the
privacy of personal brain

Maximizing medical
knowledge

Model needs huge
amount of training
data as brain disease
is rarely captured

(ii) Consumer-directed
neurotechnological
devices
(iii) Combining expert
with a bottom-up process

Yang et al.
[9]

Long-term
monitoring wearable
device with internet of
things

Well-being
questionnaires with a
group of students

Developing app-based
devices linked to android
phones and servers for
data visualization
monitoring and
environment sensing

Perfectly working on
long-term data

Offline data transfer
instead of real time

Monteith
and Glenn
[10]

Automated decision-
making

Hybrid algorithm that
combines the statistical
focus and data mining

Tracking day-to-day
behavior of the user by
automatic decision-
making

Automatically
detecting human
decision without any
input

How to ignore
irrelevant
information is a key
headache

De Beurs
et al. [14] Online intervention

Expert-driven method
Intervention mapping
Scrum

Increasing user
involvement under
limited resources

Standardizing the
level of user
involvement in the
web-based healthcare
system

Deciding threshold
for user involvement
is problematic

Kumar and
Bala [12] Hadoop

Doing sentimental
analysis and saving data
on Hadoop

Analyzing twitter users’
view on a particular
business product

Checking out
popularity of a
particular service

Usage of two
programming
languages needs
experts

Goyal [11] KNN and Naı̈ve Bayes
classifier

Text mining and hybrid
approach combining
KNN and Näıve Bayes

Opinion mining of tweets
related to food price crisis

Cost-effective way to
predict prizes

Data needs to be
cleaned before
training

AI

ML

DL

NN
Al-artificial inteligence

ML-machine learning
DL-deep learing

NN-neural networks

Figure 2: AI and ML [24].
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catch all possible outcomes. Hadoop works on cloud
computing that helps to accomplish different operations on
distributed data in a systematic manner. Success rate of the
above approach was around 70% but authors have done
these tasks using two programming languages. Python code
for extraction tweets and Java is used to train the data which
required expert programmers on each language. It will help
doctors to give more accurate treatment for several mental
disorders in less time and at low cost. Infecting this approach
provides predetection of depression that may preserve the
patient to face the worst stage of mental illness.

5.4. Key Challenges to Big Data Approach

(i) Big data has many ethical issues related to privacy,
reusability without permission, and involvement of
the rival organization.

(ii) To work in diverse areas, big data requires col-
laboration with expert people in the relative field
including physicians, biologists, and developers
that is crucial part of it. Data mining algorithms can
be used to observe or predict data more precisely
than traditional clinical trials.

(iii) People may feel hesitant to describe all things to the
doctors. One of the solutions to estimate the bad
mental illness before time is automated decision-
making without human input as shown in Table 3 .
It collects data from our behavior that is unso-
phisticated to the digital economy. Key role of
digital providence must be inferred in order to
understand the difficulties that technology may be
responsible for people with mental illness.

(iv) *ere are many security issues while discussing
sensitive information online as data may be revealed
so a new approach to provide privacy protections as
well as decision-making from the big data through
new technologies needs to be introduced.

(v) Also, if online data is used to predict user per-
sonality, then keeping data secured and protected
from hacker is a big challenge. A lot of cheap so-
lutions exist but they are not reliable from a user’s
perspective especially.

(vi) Major challenges for enabling IoT in the device is
communication; all of the above methods are useless
without the user involvement. User is one of the
main parts of the experiment especially if the user’s
personal or live data is required. Although many
web-based inventions related to mental health are
being released, the actual problem of active partic-
ipation by end users is limited. In Table 3, an expert-
driven method is introduced that is based on in-
terventionmapping and scrummethods. It may help
to increase the involvement of the users. But if all the
users are actively involved in the web-based
healthcare system, then it becomes problematic.

(vii) When deciding on the level of user involvement,
there is a need to decide about user input with the

accessibility of resources. It required an active role of
technological companies and efficient time con-
sumption. Further research should provide direction
on how to select the best and optimized user-focused
design strategies for the development of web-based
mental health under limited resources.

6. Conclusions

Big data are being used for mental health research in many
parts of the world and for many different purposes. Data
science is a rapidly evolving field that offers many valuable
applications tomental health research, examples of which we
have outlined in this perspective.

We discussed different types of mental disorders and
their reasonable, affordable, and possible solution to en-
hance the mental healthcare facilities. Currently, the digital
mental health revolution is amplifying beyond the pace of
scientific evaluation and it is very clear that clinical com-
munities need to catch up. Various smart healthcare systems
and devices developed that reduce the death rate of mental
patients and avert the patient to associate in any illegal
activities by early prediction.

*is paper examines different prediction methods.
Various machine learning algorithms are popular to train
data in order to predict future data. Random forest model,
Näıve Bayes, and k-mean clustering are popular ML algo-
rithms. Social media is one of the best sources of data
gathering as the mood of the user also reveals his/her
psychological behavior. In this survey, various advances in
data science and its impact on the smart healthcare system
are points of consideration. It is concluded that there is a
need for a cost-effective way to predict intellectual condition
instead of grabbing costly devices. Twitter data is utilized for
the saved and live tweets accessible through application
program interface (API). In the future, connecting twitter
API with python, then applying sentimental analysis on
‘posts,’ ‘liked pages’, ‘followed pages,’ and ‘comments’ of the
twitter user will provide a cost-effective way to detect de-
pression for target patients.
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In the 21st century, transportation brought great convenience to people, but at the same time, automobile transportation is the
major factor causing greenhouse gas emissions and climate change. Movements of the world towards green environments, there is
hike in use and production of electric vehicles (energy vehicles). However, with the continuous growth in the number of energy
vehicles, it is necessary for the government to provide strong support in the construction of charging piles. Real-time and effective
management has become a practical problem for the relevant departments which needs to be solved. *is paper uses the in-
formation research method to fuse the huge amount of heterogeneous data generated by the charging pile resultant to the new
energy electric vehicle in the vehicle network and introduces cloud computing as its storage module to facilitate the storage and
related expansion of the big data.*is paper proposes a system scheme of heterogeneous data fusion based on cloud computing for
the acquisition, storage, and fusion of heterogeneous data in the vehicle network. After testing the results, it shows that the system
is stable and effective in practical application, which can meet the design requirements of the system. What is the significance of
analyzing big data of charging point? Considering from the supply side, obtaining the user’s charging behaviour data is helpful to
build a digital map of the charging pile of new energy vehicles, connect the service information between the vehicle enterprises and
the charging pile enterprises, and provide the most comprehensive and effective real-time charging information covering the
widest range of vehicles, which can solve many problems of information asymmetry in the current charging information service.

1. Introduction

*e importance of green transportation embodies not only
the concept of sustainable development but also the impact
of climate stability on human health [1]. China’s new energy
vehicles have a strong momentum of development. *ey
have been developed rapidly in terms of model matching,
technology research and development, and new energy
vehicle consumer market and made breakthroughs in the
fields of enterprises, technology, and market. However, they
also face great challenges: weak industrial scale effect, high
cost and price, short battery life, battery problems, and
charging convenience problems in pure electric vehicles [2].

*e first thing to be solved for electric vehicles is the
battery problem, which lies in the weight and service life.*e
convenience of electric vehicle charging is also an important
factor for mass production. A car with an ordinary tank
capacity of 50 liters can fill up a tank of oil in 5 or 6 minutes.
Whether the charging time of electric vehicles can be
controlled within a few minutes is uncertain. A certain
electric vehicle can only be charged 70% in 10 minutes at a
special charging station, and it will take 6-7 hours to be fully
charged at a household 220V socket. Many cars of the
people in China are parked in the underground parking lot
or the parking space of the community, with few matching
charging plugs. It is a good way to set up a charging station in
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the gas station, but the battery charging time should be
guaranteed, and the service life of the battery after repeated
charging is also unknown. *erefore, the construction of
charging piles will play an important role in the normal
operation of new energy electric vehicles, and how to rea-
sonably build charging piles has become an urgent problem
to be solved by the government [3, 4].

In the long run, big data is expected to change the
competitive ecology of the new energy vehicle market. On the
one hand, big data is conducive to understanding customers’
consumption preferences and realizing customized product
services. In the future, automobile manufacturing is expected
to present a new format of “hardware + software+ services”;
on the other hand, it is expected to connect big data with the
power battery traceability and retirement platform, and the full
life cycle management of the power battery is also expected to
achieve a perfect combination of digitalization and informa-
tization [5].

*e establishment of a long-term mechanism for the
healthy development of new energy vehicles is inseparable
from the integration of industrial chain resources. *e real
value of big data lies in data analysis, deep mining data value,
providing high-quality digital services, and promoting value
achievements conducive to the development of the industry, so
as to achieve the long-term development goal. Data acquisition
is the premise of mining the big data value of new energy
vehicles. Only by promoting the data sharing of new energy
vehicles, can we play a greater market value and provide better
services for users. However, it is difficult to realize the in-
terconnection between industries at this stage. Charging dif-
ficulty is one of the important problems restricting the
development of new energy vehicles, but it is not only the
number of charging piles but also closely related to the
charging service of charging pile enterprises. Now, there are
many enterprises providing charging services. Charging data is
the core data of the pile enterprises, so it is difficult to integrate
the relevant data of the pile enterprises [6].

Big data application realizes the interconnection of cars,
people, and piles, integrates the data of charging piles into
mobile phones and car machines, and provides intimate data
services for new energy owners at all times. Rich fun in use
will also havemany benefits for the promotion of new energy
vehicles. Driving behavior is a very typical application
scenario of big data. *e quality of driving behavior not only
affects the level of energy consumption but also affects the
driver’s driving portrait, including driving habits, charging
habits, emergency response, and other scenarios [7, 8].

At present, many enterprises are fully mining the po-
tential value of big data in the field of new energy vehicles,
for example, through monitoring the operation data, im-
proving the user’s use behaviour, and realizing the intelligent
health management of the whole vehicle and the power
battery; through OTA system, realizing the upgrading of the
BMS and ensuring the charging safety of the vehicle;
building an intelligent interactive system between the BMS
on the edge and the cloud, making the functions of the BMS
on the edge more accurate; building a high-precision cal-
culation model, eliminating the estimation deviation to the
greatest extent, and realizing high-precision electricity pool

capacity calculation; building the system model of battery
capacity and battery safety to realize safety early warning;
and analyzing the attenuation data of the power battery,
realizing rapid classification of echelon utilization, and
optimizing the whole life cycle management of the power
battery [9, 10].

*e integration of massive heterogeneous data in the
Internet of Vehicles is an important technical means to build
a green city and green transportation. With the support of
Internet technology, valuable information can be quickly
and accurately extracted from massive traffic data, and the
foresight, initiative, timeliness, and coordination of traffic
management can be greatly improved. Under the back-
ground of the rapid development of the Internet of Vehicles,
heterogeneous data fusion in the Internet of Vehicles based
on cloud computing will certainly play an important role in
the improvement of road traffic management, so as to make
green traffic more “sustainable” [5].

2. Big Data Foundation of New Energy Vehicles

*e traditional data analysis field is mainly based on
structured data such as table data, which are relatively solid.
With the rise of computers, Internet of *ings, and other
technologies, a large number of unstructured data, such as
images, sounds, and videos, began to emerge, and the data
scale also showed an explosive growth trend. To fully un-
derstand the basis of big data and accurately grasp the
characteristics of big data will help to mine the intrinsic
value of massive data [11].

2.1. Big Data Features. In 1890, Hollerith, an American
statistician, invented an electric machine tomake statistics of
American census data and completed the expected work for
eight years in one year, which is considered as the earliest
application example of the big datamethod. At the end of the
20th century, human society stepped into the era of com-
puter and Internet, and data also entered a period of ex-
plosive growth. In 2008, the global data volume was only
0.49 ZB, while in 2017, the global data volume was 21.6 ZB,
44 times of that in 2008. Researchers predict that, by 2020,
the global data volume will reach 35 ZB. Take today’s famous
Internet enterprises as an example, Google needs to process
nearly 100 Pb of data every month, and Taobao’s daily online
transaction data reach 10 TB [3].

However, big data is not only a large-scale data set but
also it is biased to simply define big data in terms of quantity.
Laney [12], an analyst at Meta Group, put forward that there
are three major challenges in big data management in the
future: volume, velocity, and variety. On this basis, some
researchers supplement the two concepts of veracity and
value depth, forming the “5V” characteristics of big data.*e
“5V” characteristics of big data are mainly reflected in its
processing, calculation, and storage process. However, the
traditional technology is not competent for big data analysis
and processing nor can it realize real-time online calculation
of big data. At the same time, the traditional data processing
technology is mostly based on structured data, which cannot
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deal with unstructured data such as text, pictures, andmedia.
*e development of big data processing technology is an
effective way to solve the current data processing needs [12].

2.2. BigDataProcessingTechnology. Before the emergence of
modern big data processing architecture, technicians used
the MPI (Message Passing Interface) programming model
and method to process large-scale data. MPI is a kind of
high-performance parallel message passing interface, which
is the main data programming and computing carrier at that
time. It can make full use of hardware resources for parallel
computing and is widely used in physical, meteorological,
and other fields [13].

Due to the lack of good architecture support, low degree
of automation, complex programming, and heavy tasks of
programmers, researchers developed Hadoop MapReduce
processing system. MapReduce is mainly for parallel pro-
cessing of large-scale data. It was first developed by Google’s
research team for internal employees to process data. After
that, the technical team of Apache Nutch expanded Map-
Reduce to Hadoop MapReduce, an open-source parallel
computing framework system based on Java language. With
its outstanding functions of task scheduling, data recovery,
and system optimization, it has become the mainstream big
data processing system, which is widely used in academia
and industry [14].

MapReduce is designed for offline batch processing of
data. When online rapid data processing is required,
MapReduce efficiency is low. *e Spark big data processing
system developed in 2013 absorbed the advantages of
Hadoop MapReduce, greatly improved the parallel com-
puting performance, made up for the shortcomings of the
latter in data real-time computing, andmade the modern big
data analysis technology more complete. At the beginning of
Spark, Scala, a professional functional programming lan-
guage, was used as the development language, which re-
stricted the use and promotion of Spark. Many common
programming languages (such as Python and R) support the
addition of functions, as well as the update of the data
structure dataset. Spark is gradually accepted by the majority
of data researchers [15].

In addition to Spark, Flink from Europe is also a
commonly used parallel big data processing system. Flink
supports both streaming and batch computing and has rich
data conversion interfaces. Different from Spark, Flink has a
unique storage management mechanism, which can save a
lot of computing space. At the same time, it can automat-
ically optimize the program to avoid redundant result cache.
It provides a variety of programming language interfaces
such as Java, Scala, and Python to further facilitate the use of
users; Flink also provides table computing, complex event
processing, and other big data computing libraries, which
can be integrated with other mainstream processing systems.
Users can choose corresponding processing systems flexibly
and easily according to their actual needs [16].

*e aforementioned big data processing systems can be
divided into four categories according to the processing
objects and processing forms: batch processing system,

streaming real-time processing system, real-time interactive
query system, and graph data processing system.

2.3. National Monitoring and Management Platform for New
Energy Vehicles. *e premise of the combination of big data
technology and new energy vehicles is to establish a big data
platform to efficiently collect massive data resources. In order
to solve the safety problems of new energy vehicles in China,
improve the supervision of the new energy vehicle industry,
and promote the development of the new energy vehicle
industry, the Ministry of Industry and Information Tech-
nology established the national monitoring and management
platform for new energy vehicles (hereinafter referred to as the
national platform) in Beijing in 2016. By 2019, the number of
vehicles connected to the national platform has exceeded 2.2
million. It is estimated that 7million vehicles will be connected
in 2020 and 80 million in 2025. *e establishment of the
national platform plays an important supporting role for the
government to strengthen the safety supervision of new energy
enterprises and vehicles [17].

*e national platform architecture is mainly based on
Linux system and Java programming language and is built
with Hadoop system. Hadoop is the mainstream big data
processing architecture at present. *ere are many prece-
dents at home and abroad that adopt Hadoop architecture to
build big data platform, covering medical, banking, rail
transit, power system, and other fields. Its mode has been
very mature [14, 15].

*e existing data types of the national platform are
mainly divided into static data and dynamic data. Static data,
also known as file data, consist of basic vehicle information,
such as license plate number, vehicle VIN number, vehicle
manufacturer, vehicle type, and sales area. *e data types of
dynamic data are divided into online real-time running data
and offline storage historical data. *e difference between
the two types of data lies in different stages and storage
locations. *e real-time operation data are the current
transfer data, which are constantly updated and replaced and
stored in the real-time cache so that the staff can monitor the
safety of vehicle operation. *e replaced data will be con-
verted into historical data and stored in a dedicated server
for researchers to call and check [15].

*ere are three kinds of data frame intervals of real-time
operation data: 1 s, 10 s, and 30 s. According to the re-
quirements of GB/T 32960, the data items are mainly col-
lected from the following systems: power battery system,
motor drive system, vehicle control system, and other parts.
*e data of the power battery systemmainly include the total
voltage and current of the battery system, SOC, cell voltage,
and characteristic point temperature of the battery system.
*e data of the motor drive system mainly include motor
voltage and current, speed, torque, and temperature. Vehicle
control system data mainly include vehicle speed, gear in-
formation, accelerator pedal travel, and GPS position. In
addition, there are air conditioning information, tire pres-
sure status, and other information data [6].

Based on the principle of privacy protection, new energy
vehicles in the private sector only transmit complete
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monitoring data in the event of failure warning. In the field
of public transport, new energy buses, taxis, and logistics
vehicles all transfer complete data around the clock to ensure
the safety of public transport. *e national platform mainly
performs the industry regulatory responsibilities, while the
researchers use the operation data to analyze and study the
battery system, driving behaviour, vehicle energy con-
sumption, charging behaviour, etc., so as to promote the
overall development of the new energy automobile industry
[18].

2.4. Foreign Development Status. At present, global energy
and environmental systems are facing huge challenges. As a
major player in oil consumption and carbon dioxide
emissions, revolutionary changes are needed. At present, the
global new energy vehicle development has reached a
consensus. In the long run, pure electric drive, including
pure electric and fuel cell technology, will be the main
technical direction of new energy vehicles. In the short term,
hybrid electric and plug-in hybrid power will be an im-
portant transition route. At present, the development of
global new energy vehicles still faces some common prob-
lems, such as breakthroughs in key technologies, transfor-
mation of the automobile industry, construction of
infrastructure, and consumer acceptance [19]. Specific to
each country, it should be said that the main leaders in the
development of new energy vehicles are the United States,
Japan, and some European countries.*ese countries started
much earlier than China, and their development focuses on
each [19].

*e United States has long focused on strategies to re-
duce oil dependence and ensure the safety of new energy. It
has taken the development of new energy vehicles as an
important measure to fundamentally get rid of oil depen-
dence in the transportation field and determined the stra-
tegic position of new energy vehicles in the form of laws and
regulations. As early as the Clinton period, the United States
proposed plans to improve fuel economy, and hybrid was the
main technical solution at the time. In the Bush era, it
became a pursuit of zero emissions and zero oil dependence.
*e technical solution was mainly hydrogen fuel-cell ve-
hicles. Later, there was a plan to achieve 20% oil replacement
and savings in ten years.*emainmeasure was biomass fuel.
After the international financial crisis, the Obama admin-
istration will vigorously develop electric vehicles as an
important part of the implementation of the new energy
strategy. It has proposed a total of 4 billion US dollars in
power batteries and plans for the development and indus-
trialization of electric vehicles. Focus on power electric
vehicles [20].

Compared with the United States and Japan, Europe
focuses more on greenhouse gas reduction strategies.
Meeting increasingly stringent carbon dioxide emission
restrictions has become a major driving force for the de-
velopment of new energy vehicles in Europe. *e devel-
opment of new energy vehicles in Europe in the early days
was mainly based on biomass fuels, natural gas, and hy-
drogen fuels. At the beginning of this century, a 23% oil

replacement target was proposed by 2020. Recently, Europe
has paid great attention to electric vehicles. For example,
Germany attaches great importance to the development of
electric vehicles driven by pure electric power, focusing on
pure electric power, and put forward the industrialization
andmarketization goals of 2012, 2016, and 2020, respectively
[21].

3. Overall System Design

Aiming at the data obtained by the new energy electric
vehicle management system, it takes a lot of manpower and
financial resources to find the charging pile [22]. *is paper
builds a system hardware platform, including the hetero-
geneous data fusion of the vehicle network and the massive
heterogeneous data application of the cloud storage [16]. In
this paper, three ways of data collection and storages are
used, i.e., data acquisition, data storage, and the data fusion
display. *e data acquisition end is responsible for data
collection and data uploading; the data storage end uses
cloud storage, which is responsible for classified storage of
the vehicle network heterogeneous data; and the data fusion
display layer communicates with the data storage layer to
realize the display of related heterogeneous data fusion. Its
complete architecture is shown in Figure 1.

*e mobile terminal is also the data acquisition end used
for the Internet of Vehicles. It is mainly a smart device with
built-in sensors and Android operating systems, such as
smart phones and smart rear-view mirrors. *e server and
database side use a distributed system of three hosts, in-
cluding distributed file system (HDFS), nonrelational da-
tabase MongoDB, and relational database MySQL. *e
hardware device of the data fusion display refers to the
laptop or desktop computer. Later realizes the application of
related data fusion by remotely calling is of three kinds, i.e.,
heterogeneous data of text, picture, and video stored on the
server.

4. Data Acquisition Module

One advantage of the Android operating system is that it has
a rich application for web application integration, and users
can easily develop it according to their own needs. *is
module is the bottom layer of the entire IOT heterogeneous
data fusion system [16]. *e sensing layer of the IOT three-
tier architecture is the data source of the entire system,
mainly responsible for collecting real-time GPS data in-
formation, picture information, and video information of
vehicles. *e vehicle data collected by the Android data
module laid the foundation for the subsequent imple-
mentation of vehicle management [23].

In the whole system, a smart device with an Android
operating system is used as a data acquisition end.*e smart
device itself comes with a variety of sensors, such as GPS
positioning systems, cameras, and wireless network cards.
*e real-time GPS position information of the vehicle is
obtained by the sensor provided by the device, and the
camera and the video recording function can be performed
by using the camera. Heterogeneous data collected
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throughout the process can be uploaded to the cloud storage
database server via wireless network or data traffic. *e
specific Android data acquisition end architecture diagram
is shown in Figure 2.

*emain function of the Android data acquisition end is
to help the user registration management module of the
rights management, obtain the real-time GPS text infor-
mation, and upload it to the positioning informationmodule
of the MySQL relational database. Select picture from the
photo stored place and upload the picture data to the real-
time. MongoDB nonrelational database image upload
module and real-time video capture, and upload it to the
HDFS for storage video upload module [24].

5. Cloud Storage Data Module

*is module is mainly used to save the data uploaded by the
Android data acquisition module in real time. As shown in
the cloud storage model of Figure 3, the state of data-related
storage is represented. *e main purpose is to classify and
store the three heterogeneous data of text, picture, and video
and select the appropriate storage system for related storage
according to its characteristics. For the text data, the rela-
tional database MySQL was selected, and for the image data,
the nonrelational database MongoDB was selected. *e
video data were stored in the distributed file system (HDFS)
because they occupy more memory.

5.1.MySQLTextData Storage. *e text data uploaded by the
data acquisition end are stored by the MySQL database, and
the main uploaded text information is GPS real-time lo-
cation information. *ere are 7 fields in the uploaded data,
as shown in the GPS data field in Table 1, where the main
fields are specifically distinguished. A few portions of storage
data in the MySQL are shown in Table 2.

*e data obtained by the Android client are first
uploaded to the Tomcat server, and then the data in the
Tomcat server are transferred to the MySQL database. *e
content stored in the MySQL database has ID (self-growth
ID), Longitude (longitude), Latitude, Time, Serial number,
Mac (IMSI code), Remark (IMEI code).

*e upload process is real time. As long as the Android
client application is started, the acquired GPS text data are
uploaded to the corresponding Tomcat server in real time,
and the data acquired in the Tomcat server are also uploaded

to the corresponding MySQL relational database in real
time.*e data stored in the MySQL database can be used for
path backtracking, as well as for related applications such as
positioning. In the whole system, a smart device with an
Android operating system is used as a data acquisition end.
*e smart device itself comes with a variety of sensors, such
as GPS positioning systems, cameras, and wireless network
cards. *e real-time GPS position information of the vehicle
is obtained by the sensor provided by the device, and the
camera and the video recording function can be performed
by using the camera. Heterogeneous data collected
throughout the process can be uploaded to the cloud storage
database server via wireless network or data traffic.

5.2. MongoDB Image Data Storage. *e image storage
module uses a MongoDB distributed nonrelational database
cluster built by three hosts.*e distributed cluster adopts the
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Table 1: GPS data fields.

Number Field Type Description
0 ID Int Label
1 Longitude String Longitude
2 Latitude String Latitude
3 Time String Time
4 Serial number String SIM serial number
5 Mac String Device IMEI
6 Remark String SIM IMSI
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form of Sharing +Replica Sets. Sharing is used to add related
machines to slice large files for storage. Replica Sets ensure
that each shard node has automatic backup and automatic
failover capabilities [24].

In the cloud storage system build, the operating system
of all nodes is CentOS-7-x86_64-DVD-1161.iso. *e
MongoDB cluster consists of three servers: Server A:
192.168.118.100, Server B: 192.168.118.101, and Server C:
192.168.118.102. In Table 3, the MongoDB architecture di-
agram is shown [24].

5.3. HDFS Video Data Storage. Install a fully distributed
cluster of Hadoop to store video data uploaded by the data
acquisition end. Because the HDFS is a distributed file
system used in common hardware devices, HDFS is highly
fault-tolerant and can be deployed on low-cost hardware. It
provides high-throughput features for accessing application
data and is suitable for applications with very large data sets
[25]. So, the video storage module uses a three-host Hadoop
fully distributed cluster. *e cluster-related node allocation
status is shown in Figure 4.

*e sHadoop (2.5.2) cluster configuration can be divided
into two steps. *e first step is configured on Hadoop252.
*e second step uses the SCP command to copy the con-
figuration file to the slave 01 and slave 02 subnodes.

*ree virtual hosts are created through VMware
Workstation Pro for platform testing. Hadoop clusters are
assigned as Hadoop252 as the management node of HDFS,
slave01 as the management node of yarn, hadoop252,
slave01, slave02 host installed processes as storage data
nodes, yarn Node Manager node as shown in Figure 4.

In order to upload video data to the HDFS in real time, it
needs to be mounted by NFS (Network File System). *e
main function of NFS is to achieve file sharing across
networks, which allows computers on the network to share
resources over a TCP/IP network. A local NFS client ap-
plication can transparently read and write files located on a
remote NFS server just as if it were a local file. *is article

mainly uses NFS to mount HDFS to a local directory. File
sharing can be performed between the two directories. *e
display content is the same. *erefore, the Android client
video data are uploaded to the HDFS and uploaded to the
local directory in real time. In this way, the video data are
uploaded to the HDFS in real time [26].

Table 2: Table storage status in the MySQL database.

ID Longitude Latitude Time Serial number Mac Remark
2 102.732794 25.05347 2018-12-26 10:27:49 8906116886010600124 864032030290728 460019775446990
3 102.732794 25.05347 2018-12-26 10:27:55 8906116886010600124 864032030290728 460019775446990
4 102.732794 25.05347 2018-12-26 10:28:01 8906116886010600124 864032030290728 460019775446990
5 102.732794 25.05347 2018-12-26 10:28:04 8906116886010600124 864032030290728 460019775446990
6 102.732794 25.05347 2018-12-26 10:28:09 8906116886010600124 864032030290728 460019775446990
7 102.732794 25.05347 2018-12-26 10:28:16 8906116886010600124 864032030290728 460019775446990
8 102.732794 25.05347 2018-12-26 10:28:19 8906116886010600124 864032030290728 460019775446990
9 102.732794 25.05347 2018-12-26 10:28:24 8906116886010600124 864032030290728 460019775446990
10 102.732794 25.05347 2018-12-26 10:28:33 8906116886010600124 864032030290728 460019775446990
11 102.732794 25.05347 2018-12-26 10:28:36 8906116886010600124 864032030290728 460019775446990
12 102.732794 25.05347 2018-12-26 10:28:45 8906116886010600124 864032030290728 460019775446990
13 102.732794 25.05347 2018-12-26 10:28:47 8906116886010600124 864032030290728 460019775446990
14 102.732794 25.05347 2018-12-26 10:28:55 8906116886010600124 864032030290728 460019775446990
15 102.732794 25.05347 2018-12-26 10:28:57 8906116886010600124 864032030290728 4.60019775446990
16 102.732805 25.053522 2018-12-26 10:29:54 8906116886010600124 864032030290728 460019775446990
17 102.732794 25.05347 2018-12-26 10:29:59 8906116886010600124 864032030290728 460019775446990
18 102.732794 25.05347 2018-12-26 10:30:04 8906116886010600124 864032030290728 460019775446990

Table 3: MongoDB architecture.

Server A Server B Server C
Replica
Set 1

Mongod shard
1-1

Mongod shard
1-2

Mongod shard
1-3

Replica
Set 2

Mongod shard
2-1

Mongod shard
2-2

Mongod shard
2-3

3 Config MongodConfig
1

MongodConfig
2

MongodConfig
3

3
Mongos Mongos 1 Mongos 2 Mongos 3

Hadoop252

192.168.118.100

NameNode

DataNode

NodeManager

Slave01

192.168.118.101

DataNode
ResourceManager

NodeManager

Slave02

192.168.118.102

Secondary
NameNode

DataNode

NodeManager

Figure 4: Hadoop distributed cluster.
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6. Data Fusion Display Module

With the rapid development of the Internet, many infor-
mation systems related to the Internet of Vehicles have
gradually shifted from C/S architecture to Web application
form based on B/S architecture. *is module is mainly
developed with the B/S architecture. *e development
process uses the relevant functions of the server and then
implements the corresponding functions on the browser side
through the related call work. *e main modules for data
fusion implementation include login registration, real-time
location, and path backtracking [16].

6.1. Node.js Real-Time Location. Real-time location display
application is developed through the JavaScript language on
the Node.js platform, mainly based on Baidu Map as the
result of the system display page and also the page that
collects user information and interacts with the user.
JavaScript calls Baidu Map through the Baidu Map API to
add custom function components to meet the needs of users.
Baidu Map API is a set of application interface based on
Baidu Map service provided free for developers. Users can
introduce Baidu Map API in JavaScript code by using
<script> tag to introduce Baidu Map API in the page. Good
result data are presented in a graphical interface on the map.

When the Android client wirelessly transmits the lo-
cation information, picture information, and video infor-
mation to the server, the server performs extraction,
analysis, and processing. *e vehicle is monitored in real
time according to the location information uploaded by the
client, and the real-time image is displayed in the back-
ground of Baidu Map in combination with the uploaded
real-time image, and the real-time location information and
corresponding picture information are displayed when the
corresponding vehicle is clicked.

6.2. JavaWebPathBacktracking. *e dynamic display of the
page is inevitable using Ajax technology, which is a web
development technology for creating interactive web ap-
plications, which can dynamically refresh the display of a
certain part of the page. *is part of the path backtracking is
through Ajax technology, dynamically displayed to the user.

*e application implementation process is mainly car-
ried out from the following three aspects, namely, data
reading, loading data, and map page.

6.2.1. Data Reading. Querying the serial number, time, and
GPS latitude and longitude of the device dynamically stored
in the MySQL database and providing the data needed to
draw the vehicle trajectory.

6.2.2. Loading Data. *is application is developed through
Java Web. By processing the query data received by the page
and processing the processed data as the filtering condition
of the SQL query data, the queried record is encapsulated
into a Java class and processed and transmitted to the page
for processing. Map development use.

6.2.3. Map Page. *rough the Baidu Map API call, sec-
ondary development for Baidu Map, draw the vehicle his-
torical running track according to the query data, complete
the page layout in the browser, collect the query conditions,
and query the request to send and respond to the data.
Processing, complete filtering of the location information of
the vehicle and the serial number of the device from the
returned JSON object, and finally implementing the path
backtracking function.

7. Conclusion

In this paper, the massive heterogeneous data generated by
the charging piles corresponding to the new energy electric
vehicles in the Internet of Vehicles are fused, and cloud
computing is introduced as its storage module, which is
convenient for dealing with the storage and related ex-
pansion of massive data. For the problem of heterogeneous
data acquisition, storage, and fusion in the Internet of
Vehicles, a system scheme of heterogeneous data fusion
method in the Internet of Vehicles based on cloud com-
puting is proposed. After testing, the system runs stably and
effectively in practical application and can meet the design
requirements of the system.

In the future, if the taxi demand data, charging pile data,
and vehicle operation data can be fully connected, then the
vehicle operation, charging pile information, vehicle residual
power, order distribution, etc. will be comprehensively
optimized and upgraded, which will be of great benefit to the
whole travel ecology. Data will drive continuous innovation
in R&D, products, manufacturing, and supply chain and
business model, and automobile will build a new industrial
ecosystem around big data. At the same time, massive data
drive the rise of computing and analysis platform, and
vehicle enterprises urgently need to build computing soft
power to win future differentiated competition.
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With the accelerating growth of big data, especially in the healthcare area, information extraction is more needed currently than
ever, for it can convey unstructured information into an easily interpretable structured data. Relation extraction is the second of
the two important tasks of relation extraction. )is study presents an overview of relation extraction using distant supervision,
providing a generalized architecture of this task based on the state-of-the-art work that proposed this method. Besides, it surveys
the methods used in the literature targeting this topic with a description of different knowledge bases used in the process along
with the corpora, which can be helpful for beginner practitioners seeking knowledge on this subject. Moreover, the limitations of
the proposed approaches and future challenges were highlighted, and possible solutions were proposed.

1. Introduction

Information extraction (IE) is the task of getting structured
information out of unstructured or semistructured text,
where the goal is to extract the relevant data found in a
massive amount of text in a structured format which can be
used by an end-user or other computer systems (i.e., da-
tabases or search engines) [1, 2]. Given, for example, the
sentence “William Shakespeare was born in 1564; he wrote
of)e Tragedy of Romeo and Juliet,” information extraction
can discover the following information:

BornIn (William Shakespeare, 1564)
WrittenBy ()e Tragedy of Romeo and Juliet, William
Shakespeare)

With the growth of the Internet and thus the expansion
of the amount of data coming with it, the need for infor-
mation extraction systems has been growing exponentially.

Medical domain has its share of data expansion with
more than 30million citations of biomedical literature found
in PubMed [3] and an endless amount of electronic health
records (EHR); this makes it hard for biomedical researchers
to discover facts about a specific biomedical entity (i.e., gene,
protein, disease, etc.) automatically and timely. )us, it is

critical to harvest information and knowledge from un-
structured medical data using information extraction
systems.

Two of the most important subfields of IE are (1) named
entity recognition and (2) relation extraction. )e former
focuses on extracting relevant entities from the text, while
the latter deals with discovering and disambiguating se-
mantic relationships between those entities.)e focus of this
work will be on relation extraction.

Relation extraction from the biomedical literature is an
essential task for building a biomedical knowledge graph,
which can provide useful and structured information for the
healthcare research community. )e methods used for this
task can be categorized into four groups: (1) rule-based
methods [4, 5]; (2) supervised methods [6, 7]; (3) unsu-
pervised [8]; and (4) minimally supervised methods (sem-
isupervised [9] and weakly supervised are its examples).
Although rule-based and supervised methods can achieve
high accuracy results, the first is considered nowadays old
fashioned because of the enormous effort spent in hand-
crafting rules, while the second is expensive in matters of
time and cost spent in labelling data mainly in the bio-
medical field. )erefore, recent work on relation extraction
focused on using minimal supervision methods to tackle the
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biomedical relation extraction task to minimize the human
intervention and, as a result, reduce the cost and time of
labelling along with human error. Distant supervision is one
of those promising approaches that aim to do all that while
keeping good performance.

Much work has been done for RE featuring Distant
Supervised Learning, mainly for general-domain data.
Readers can refer to [10] for a detailed review of methods,
knowledge bases, and dataset used for general-domain RE
using distant supervision with a mention of some work
done for the biomedical domain, besides metrics of eval-
uation used for this task which will not be covered in this
paper. For biomedical RE, Zhou et al. [11] presented work
conducted prior to 2014 regarding binary and complex
biomedical RE. To the best of our knowledge, there has
been no work surveying biomedical relation extraction
using distant supervision. )is paper targets the literature
addressing the subject of biomedical RE in a distant su-
pervised setting.

)e main contributions of this work are as follows:

(i) It overviews the topic of biomedical RE using DS in
a simple, comprehensible format providing a gen-
eralized architecture

(ii) It presents a review of papers addressing the subject
of using distant supervision for biomedical relation
extraction and discusses the methods used re-
garding this topic and which datasets were implied
in the experiments

(iii) It identifies the limitations of those methods and
proposes some solutions

(iv) )is work can be considered as a reference for
beginners aiming to indulge in the subject of Distant
Supervision for biomedical RE

1.1. SelectionofPapers. )e papers in this work were selected
after performing a search in four different relevant sources of
research papers (Scopus, Web of Science, IEEE Xplore
Digital Library, and ACMDigital Library). All the years were
included in the search query. After getting the results of each
query in each of the four libraries, they were filtered
according to the scope of this paper, and then the duplicates
were eliminated. )e final set of papers is listed in Table 1.
Figure 1 shows the propagation of published papers about
biomedical relation extraction using distant learning
through the years. It is observed that the number of pub-
lications regarding biomedical RE using distant learning is
increasing since 2017, which shows somehow the need for
distant learning in biomedical text mining and information
extraction wise.

)e remaining part of the paper is as follows: an
overview of Distant Supervised Learning for RE is given in
Section 2. In Section 3, the authors discussed the research
done in biomedical relation extraction using distant su-
pervision. Section 4 provides insight into possible limita-
tions of presented literature and future challenges and
directions. Finally, Section 5 concludes the paper.

2. Distant Supervised Learning for
Relation Extraction

Distant supervision (DS) is an alternative way to generate
labelled data automatically while making use of an available
knowledge base (KB) [20], which can be general- or specific-
domain KB to extract seed examples that will be used to train
the model. Distant supervision allows the generation of an
extensive training set with a minimum effort.

DS has been used for the task of relation extraction (RE)
and was introduced first by Mintz et al. [24], who used it to
create a large dataset for Freebase RE. In their work, the
authors assumed that any sentence featuring a pair of entities
that corresponds to a knowledge base entry is more likely to
express a relation between those entities. Since most of the
papers tackling the topic of relation extraction using distant
supervision were inspired by Mintz et al.’s work, a gener-
alized architecture of their method is presented in Figure 2.

)e elements of this method are explained briefly in what
follows.

2.1.KnowledgeBase. According to the study [15], identifying
a knowledge base that comprises the target relations is an
essential matter in distant supervision since the annotation is
supervised by the chosen knowledge base instead of manual
annotation. In some approaches, the KB can be used to
perform two tasks: the first is the identification of entities
participating in the target relations, by using it as a lexicon;
the second task is the extraction of positive examples of those
relations. )ese knowledge bases can be a database or an
ontology, and they are available—mostly all—freely for the
biomedical domain [16]. Existing knowledge bases are
mostly topic-oriented, focusing on one type of entities or
relations such as the Protein Data Bank (PDB) [25], which
contains a description of large biological molecules (pro-
teins) along with their description and 3D structure.

2.2. Corpus. Choosing a compatible corpus with selected
knowledge base can have a positive impact on the overall
accuracy of the classifier. In the biomedical domain, the
corpus consists of full-text biomedical research articles or
just abstracts, mostly from PubMed, or online medical
webpages data. Distant supervision involves large corpora
[16].

2.3. Generation of Training Examples. After identifying the
desired entities in the corpus, the assumption mentioned
earlier is used to extract all candidate positive examples; i.e.,
take into consideration all the sentences mentioning two
pairs of entities that express a relation in the knowledge base,
which means that noisy data will be generated since not
every sentence expresses the relation that links those pairs of
entities in the KB.

One fallout of this assumption is that it can generate false
positive, i.e., two entities may appear in the same sentence
and correspond to an entry in our selected knowledge base,
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but they do not express that relationship in reality. An
example to explain this point is as follows.

Saying that a KB of disease-virus pairs contains the
relation: CausedBy (COVID-19, SARS-CoV-2).

COVID-19 is a disease caused by the SARS-CoV-2
virus
COVID-19 is continuing its spread worldwide, while
scientists are trying their best to find a vaccine for the
SARS-CoV-2

From the above sentences, it can be seen that although
the second sentence mentions both entities COVID-19 and
SARS-CoV-2, it clearly does not express the CausedBy re-
lation as it is expressed in the first sentence. To overcome the
problem of false positives resulting from this assumption,
some authors tend to apply some changes to it, and that is
what will be explained in Section 3.

2.4. Features Extraction. In their method, Mintz et al.
considered two types of features:

(1) Syntactic features: they are part of speech tags, de-
pendency paths connecting the pair of entities

(2) Lexical features: they describe words before, be-
tween, and after the pair of entities, for example,
their POS tags

Each method used what comes better with it from those
features for feature selection can have a significant impact on
classification performance.

2.5. Relation Classification. In most cases, the relation ex-
traction is considered a binary classification problem where
the output is true or false. )e next section will present the
different classification methods used for RE in a distant
supervised setting.

3. Methods and Approaches

As was mentioned previously, most approaches regarding
relation extraction under distant supervision are inspired by
Mintz et al. [24]; however, they differentiate from it in some
points, namely, the classifier model they choose or how they
handle the noise caused by their assumption. Table 2 gives an
overview of the relations targeted in each selected paper,
with a mention of the KB and corpora used in each, besides
the results got in the RE task and NER task if available.

In the remainder of this section, the different classifying
methods used for the RE task in biomedicine are presented
with a description of the way the authors handled the noisy
data if available.

Knowledge base

Relation
classification

Features
extraction

Generation of
training examples

Entity recognition

Text preprocessing

Corpus

Figure 2: General system architecture of relation extraction using
distant supervision, according to Mintz et al.

Table 1: Selected papers with their date of publication.

ID Title Date of publication
1 Literature mining of protein-residue associations with graph rules learned through distant supervision [12] 2012
2 Improving distantly supervised extraction of drug-drug and protein-protein interactions [13] 2012
3 Relation extraction from biomedical literature with minimal supervision and grouping strategy [14] 2014

4 Using Distant Supervised Learning to identify protein subcellular localizations from full-text scientific articles
[15] 2015

5 Extracting microRNA-gene relations from biomedical literature using distant supervision [16] 2017

6 A semi-automated entity relation extraction mechanism with weakly supervised learning for Chinese medical
webpages [17] 2017

7 Distant supervision for relation extraction beyond the sentence boundary [18] 2017
8 HighLife: higher-arity fact harvesting [19] 2018
9 Using distant supervision to augment manually annotated data for relation extraction [20] 2019
10 Chemical-induced disease relation extraction via attention-based distant supervision [21] 2019
11 Distant supervision for treatment relation extraction by leveraging MeSH subheadings [22] 2019
12 CoCoScore: context-aware co-occurrence scoring for text mining applications using distant supervision [23] 2019

2

1 1

3

1

4

2012 2014 2015 2017 2018 2019

Figure 1: Propagation of published papers through the years from
2012 to 2019.
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Table 2: An overview of the relations targeted by each method with a mention of the resources used and the results obtained.

Paper Relation type Knowledge base Corpora NER results RE results

[12] Protein-residue Protein Data Bank
(PDB) [25] PubMed abstracts

Evaluated on 3 gold corpora
only for amino acid/

mutation entities: Nagel
et al. F-measure� 93.28%/

mutation finder:
development (F-

measure� 89.32%) and test
corpora (F-measure:

88.04%) LEAP-FS corpus:
F-measure� 86.56%

0.84 F-measure (silver
corpus) 0.79 F-measure

(gold corpus)

[13] Drug-drug protein-
protein

IntAct database [26],
KUPS database [27],

DrugBank [28]

)e five corpora of
Pyysalo et al. [29]. )e

corpus of Segura-
Bedmar et al. [30]

Not mentioned
Drug-drug (DDI) F-
score� 61.19 PPI F-

score� 78.0 on LLL corpus

[14] Gene-brain regions UMLS Semantic
Network [31]

10,000 randomly
selected full-text

articles from Elsevier
Neuroscience corpus

F1� 0.8 (for 300 manually
examined examples)

F1-score� 0.468,
recall� 0.459,

precision� 0.477 (for 259
manually labelled sentence

out of 30,000)

[15] Protein-location UniProtKB (Swiss-
Prot) [32]

43,000 full-text articles
from the Journal of
Biological Chemistry

Not mentioned

F1� 0.61, R� 0.49, P� 0.81
(sentence level)

accuracy� 0.57 (RL instance
level)

[16] microRNA-gene
TransmiR database
(nonhuman entries)

[33]
IBRel-miRNA corpus

Evaluated on 3 corpora:
Bagewadi corpus [34]

(F� 0.919 miRNA/F� 0.677
gene), miRTex [35]

(F� 0.941 miRNA/F� 0.795
genes), and TransmiR

(F� 0.687 miRNA/F� 0.361
genes)

Evaluated on 3 corpora:
Bagewadi corpus (F� 0.532),
miRTex (F� 0.383), and
TransmiR (F� 0.413)

[17]

Related symptoms,
related diseases,

related examination,
complications, and
related treatment

Not mentioned Medical websites Not mentioned
Accuracy� 91.87%,
recall� 91.58%, F1-

score� 0.8908

[18] Gene-drug
Gene Drug

Knowledge Database
(GDKD) [36]

Biomedical literature
from PubMed Central Not mentioned

Automatic evaluation best
average test accuracy in
fivefold cross-validation
(single sentence: 88, cross
sentence: 87.5) manual
evaluation (precision� 71
for single sentence and 61

for cross sentence)

[19]
n-arity relations:

Treats, ReducesRisk,
Causes, Diagnoses

474 seed facts from
online medical

portals uptodate.com,
drugs.com

Encyclopaedic articles
and PubMed scientific

publications
Not mentioned

Treats avg. precision: 0.86,
ReducesRisk avg. P: 0.82,
Causes avg. P: 0.80, and
Diagnoses avg. P: 0.89

[20] Protein-protein,
protein-location

IntAct database,
UniProt database

Medline, literature
found in IntAct

database
Not mentioned

PPI (PCNN F-score� 56.8
BiLSTM F-score� 50.4)

PLOC (PCNN F-
score� 54.5 BiLSTM F-

score� 60.4)

[21] Chemical-disease

Comparative
Toxicogenomics
Database (CTD
Database) [37]

PubMed abstracts Not mentioned
Intrasentence level: best F-
score� 60.8; intersentence
level: best F-score� 22.8

4 Scientific Programming



3.1. Graph-Based Approach. Graph-based approach has
been used by [12, 14] to extract protein-residue and gene-
brain regions, respectively.

Ravikumar et al. [12] applied a dictionary lookup
method on a compiled dictionary from Bio)esaurus da-
tabase [43] to extract protein entities while using defined
patterns and regular expressions for amino acids and mu-
tations entities extraction. After extracting positive exam-
ples, i.e., sentences containing pairs corresponding to entries
of Protein Data Bank (PDB) [25], the authors constructed
their silver corpus composed of 1728 PubMed abstracts
related to proteins and divided it to training, development,
and testing corpora. Later on, they used the graph-based rule
induction method to learn the protein-residue relation rules
from the training set. )is method consists of calculating the
union of all shortest-dependency paths binding a pair of
entities then use it as an event rule. To extract relations from
test sentences, they perform subgraph matching, i.e., search
for a subgraph within the test sentence dependency graph
that is similar to an event rule graph. To show their method
efficiency, they tested it on golden corpora, i.e., manually
annotated and their automatically generated silver corpus.
)ey found that their distant supervised method for auto-
matic generation of training data performed better than
cooccurrence baseline methods. To address the false posi-
tives problem, the authors used a rule ranking strategy by
ranking the rules according to their precision PRC (ri)
(where ri is a rule); according to the authors, rules with
higher PRC (ri) tend to produce less false positives. )is
method helped in enhancing the precision of extracted
relations.

After annotating the selected articles with brain and gene
entities (using Brain dictionary and a tagger, respectively),
Liu et al. [14] applied their grouping strategy consisting of
creating parse trees of selected sentences and developing a
set of heuristic rules to find parallel entities.)eir next step is
to extract features, which are the same syntactic and lexical
features used in [24]. To generate training examples, they
used a tool to get knowledge from the UMLS Semantic
Network. )en, for each pair of entities, they designed an
undirected graphical model that defines a conditional
probability for extraction using the feature vector of sen-
tences containing the pair of entities. In the end, the model,

given a pair of entities, predicts the relation type, whether it
is a gene expression or other expression. )e authors argue
that grouping strategy performs better since it can discover
more relations that are not available in the knowledge base;
therefore, the recall will be higher.)ey tested their model at
sentence level as well as corpus level.

3.2. Machine Learning Classifiers. Following Mintz et al.,
Zheng and Blake [15] used UniProtKB (specifically Swiss-
Prot) knowledge base to detect protein and subcellular lo-
cations entities and to abstract positive examples. In their
work, they considered using both lexical and syntactic
features. For lexical features, only one was used (namely, the
sequence of words between a pair of entities); as for syntactic
ones, the dependency paths between entities were used.
)en, they applied a binary Support Vector Machine clas-
sifier to classify protein-location relations. For the evaluation
task, they used a manual approach by testing the predictions
of the classifier manually and held out test. According to the
authors, one of their work limitations is using the KB as a
lexicon for NER, which makes the task of finding relations
featuring entities not included in the KB an impossible
mission.

In their work, Bobi et al. [13] used five corpora presented
by Pyysalo et al. [29] for the Protein-Protein Interaction
(PPI) extraction task.)e features used in their work are bag
of words and n-grams as lexical features while using de-
pendency paths as syntactic ones. )ey used rich feature
vectors along with an SVM classifier named LibLINEAR for
their RE. )ey applied the same process for drug-drug re-
lation instances using the DrugBank database. To solve noise
issue, they presented an “autointeraction filtering” con-
straint that removes any pair containing entities referring to
the same object in real world, i.e., for the relation instance r
<e1, e2>, if e1 is identical to e2, then this pair is labelled as
negative.

Junge and Jensen [23] introduced a scoring method
called CoCoScore to score the certainty of a relationship
between a pair of entities in a sentence, i.e., it gives a score to
considered positive examples generated using distant su-
pervision.)e logistic regression classifier scores give a score
between 0 and 1 as a prediction whether the input example is

Table 2: Continued.

Paper Relation type Knowledge base Corpora NER results RE results

[22] Binary treatment
relation

UMLS database,
SemMedDB [38]

PubMed abstracts for
which there exist both
the therapeutic use and
the therapy medical
subject headings

(MeSH) subheadings

Not mentioned
PR-AUC: logistic regression:

82.86 BiLSTM:81.18
BiLSTM-NLL:81.38

[23]

Human disease-
gene, tissue-gene,
and protein-protein
in different species

Genetics Home
Reference (GHR)
[39], UniProtKB,
KEGG maps [40],
STRING [41]

PubMed, full-text
articles from PMC in
BioC XML format [42]

Not mentioned

Adjusted area under the
precision-recall curve

(AUPRC): disease-gene:
0.86/tissue-gene: 0.19
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positive or negative; then the CoCoScore aggregates all the
scores computed by the classifier over the whole dataset to
get the final decision. )ey tested their method on three
types of relations (see Table 2) and found that their scoring
strategy gave a better performance than baseline methods.

Another way to alleviate noise in DS data is multi-in-
stance learning (MIL), which, differently from traditional
DS, instead of labelling each instance individually, it labels a
bag of instances. Lamurias et al. [16] use a variant of MIL
called sparse multi-instance learning (sMIL) for microRNA-
gene RE task. )is algorithm assumes that the bags are
sparse, i.e., only a few instances are positive, which is true for
distant supervision where false positives can occur. A bag is
considered positive if it covers at least one positive instance;
otherwise, it is negative. Features of each instance were
learned and converted into a bag of words; then, an SVM
classifier was implemented. )e authors compared their
method to supervised learning algorithms and found that it
performed better on their automatically annotated corpus.

Where the previous literature focused only on extracting
relations in single sentences, the authors of [18] worked on
RE on an intersentence level. Similar to previous papers, they
used a knowledge base (namely, Gene Drug Knowledge
Database (GDKD) [36]) for their distant learning approach.
After annotating the gene and drug entities using an existing
tagger, and because they are working with cross sentence RE,
the authors selected the pair of entities with minimal span,
i.e., there is no overlapping cooccurrence of the same pair
where the distance between those entities is smaller. In order
to extract features on intra- and intersentence levels, they
used a document graph where nodes represent words while
edges characterize relations within and cross sentences (e.g.,
adjacency relations). )e minimal span candidates men-
tioned earlier were filtered to leave only pairs that are within
or less than three successive sentences. )ese candidates
constitute the positive training examples, which will be fed,
along with generated features and negative examples to a
logistic regression classifier. )e model was tested auto-
matically using a fivefold cross validation and manually by
asking experts to judge the correctness of 450 instances. Both
evaluations showed the validity of their approach.

3.3. Deep Learning Approaches. Deep learning approaches
showed their effectiveness since their appearance, so it is no
surprise to see them used along with distant supervision
techniques. Where neural networks need a huge amount of
labelled data, using distant supervision to generate that data
presents a profitable option.

)e authors of [20] worked on augmenting manually
labelled data for RE using DS. )ey focused on protein-
protein and protein-location relations; therefore, IntAct and
UniProt databases were used, respectively, to get training
examples for each relation type. To reduce the noise, the
authors used the heuristics chosen by [44]; some are applied
to positive examples such as closest pairs and trigger words,
while some are applied on negative examples such as high-
confidence patterns heuristic. A full explanation of that
heuristic can be found in their paper. For the classification

task, they chose two types of neural networks: PCNN (CNN
based) and BiLSTM, which performed better when given
more information about the input such as POS tag and entity
type. To achieve their study objective, they used transfer
learning to combine distant supervision generated data and
manually labelled data.

Noisy labels were also considered by the authors of [22]
to reduce it; they used the method of modifying the loss
function to be noise resistant. )eir work was a bit different
from traditional DS, for they used MeSH subheadings to
extract relevant articles to their study, i.e., the selected
PubMed articles containing both )erapy and )erapeutic
Use subheadings. )e existence of both subheadings in an
article indicates implicitly the existence of treatment rela-
tion.)ey use the UMLS database along withMeSH terms to
extract positive example and in a mostly similar way the
generated negative examples. In their experiments, the
authors used two types of classifiers: logistic regression and
BiLSTM-NLL which is a variant of BiLSTM with a loss
function resistant to noise. Same as the study in[18], Pre-
cision-Recall Area under the Curve (PR-AUC) metric was
used to compute the performance of the system since it is
more suitable for unbalanced data, i.e., ratio of positive and
negative samples is not 1 :1.

)e study in [21] combined both intra- and inter-
sentence level relation extraction to extract a document-level
RE. Training examples for their chemical-disease relation
extraction task were generated with the aid of the Com-
parative Toxicogenomics Database using a multi-instance
learning (MIL) paradigm. While aligning facts from the KB
to PubMed dataset, a fact can be present in many single
sentences; therefore, a bag of single-sentence level is created.
)e other scenario is that a fact is not present in any single
sentence. )us, a bag of cross-sentence level contains the
nearest mentions of this pair of entities. An attention-based
neural network was used for single-sentence level to min-
imize the noise by automatically weighting the generated
instances where relevant ones get higher weights, while a
stacked autoencoder neural network was proposed for
intersentence level. )en, results from both classifiers were
combined to get the document-level relations.

Liang et al. [17] proposed a method to extract relations
between medical entities and their attributes located in dif-
ferent webpages within the samewebsite. To achieve their goal,
they first designed a visual labelling tool where the user can
choose the entity and its attribute, whether it is on the same
page or on a separate one; then patterns will be generated, and
data will be extracted. )e authors mentioned using weak
supervision to extract training examples without mentioning
which knowledge base they used for each relation they claimed
they targeted. At the end, they used a CNN to extract relations.

3.4. n-Arity Relation Extraction. Limited work has been
done for n-arity biomedical RE due to the complexity of the
biomedical text and the complexity of complex relations
themselves.

Ernst et al. [19] tackled this problem. )eir method was
applied for both newswire and biomedical data. )ey used
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seed facts as a source of distant supervision. Each seed fact
was used to deduct pattern trees from dependency graphs
that were used to get fact candidates. False candidates were
then eliminated using a constraint reasoning comprising a
set of hand-crafted constraint rules. )is step only leaves
what they called salient trees, which express a highly con-
fident n-arity fact and consequently increasing the precision.
Named Entity annotation was performed using a set of
resources; for biomedical data, which is the focus of this
review, UMLS was used as the primary source of medical
NE. )e annotation was applied to a corpus that incorpo-
rates a group of PubMed biomedical literature, medical
portal, and encyclopedic articles.)en, a number of 474 seed
facts varying from binary to quinary were manually
extracted for four types of relations (namely, Treats,
ReducesRisk, Causes, and Diagnoses). To evaluate the
performance of their suggested method, the authors used
CrowdFlower Platform for Crowdsourcing according to
which they achieved an average precision of 0.83.

4. Limitations, Future Challenges,
and Directions

)is section states some limitations of the literature using
distant supervision for RE in biomedicine, future challenges,
and how it can be improved.

As entity recognition is a necessary step that cannot be
skipped before relation extraction, it affects the performance
of relation extraction [45]. If the entities’ annotation has a
high error rate, the accuracy of training examples generation
will decline since some instances will be missing, and as a
result, the whole process of relation extraction will suffer
from inefficiency. To overcome this problem, more work
should be done to enhance the accuracy and precision of
NER. Aside from NER, the size of corpora was also a
problem for researchers; Lamurias et al. [16] stated that
having a larger corpus can lead to a flexible classifier for
more instance structures can be taken into consideration,
hence, more accuracy and precision.

)e scarcity of golden data (manually annotated) makes
the task of evaluation hard. )at can be seen through some
papers such as [14, 18] wherein the former, the authors
manually labelled 259 sentences out of 30,000, while in the
latter, only 450 instances were manually judged whether it is
correct or not.

One problem that can occur while using the Knowledge
base as a lexicon for entity recognition is that it is impossible
to extract relations featuring entities that do not exist in the
KB for all the generated instances will only contain entities of
the KB, and that is what happened with [15]. Usingmachine-
learning classifiers to annotate entities can solve this issue
since the ML classifier is not bound with specific terms.

Since most biomedical knowledge bases are topic-ori-
ented, i.e., focus on a specific entity or relation (drug or
protein database [46]), it makes it difficult to generalize.
However, this does not infer the fact that that databases with
multientity types do not exist. One promising database is the
UMLS database, which includes multiple concepts and links
them with its semantic network.

Almost all discussed methods only focus on single
sentence binary relations; though for a complicated domain
such as healthcare, it is essential to spend more efforts on the
extraction of n-arity relations, i.e., relations with more than
two entities.

Considering the complex nature of biomedical text,
devoting more work to extracting n-arity relations on an
intersentence level can improve enormously the biomedical
relation extraction, especially when under a distant super-
vised environment, which can permit achieving good per-
formance with less cost and time.

5. Conclusion

Over the last decade, Distant Supervised Learning is growing
towards being of great importance for information extrac-
tion tasks in the biomedical area, especially for the task of
relation extraction. )e work done on this subject shows the
efficiency of this method despite the challenges facing re-
searchers which vary from the availability of structured
medical knowledge resources to the complex nature of
medical literature that is entirely different from other do-
mains, besides the importance of high precision and ac-
curacy in this area that requires great efforts to achieve it.

)is paper gives an overview of the distant supervision
method for RE, which is believed to be of some help to
beginner practitioners seeking general knowledge about this
subject. It discusses the different approaches used to tackle
the biomedical RE in a distant supervised setting where three
types of classification used by researchers are distinguished
(graph-based, machine learning, and deep learning classi-
fiers). Finally, it sheds light on some limitations of the
proposed methods and suggests some solutions to be con-
ducted in the future work.
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[10] A. Smirnova and P. Cudré-Mauroux, “Relation extraction
using distant supervision,” ACM Computing Surveys, vol. 51,
no. 5, pp. 1–35, 2019.

[11] D. Zhou, D. Zhong, and Y. He, “Biomedical Relation Ex-
traction: From Binary to Complex,” Computational and
Mathematical Methods in Medicine, vol. 2014, Article ID
298473, 18 pages, 2014.

[12] K. E. Ravikumar, H. Liu, J. D. Cohn, M. E. Wall, and
K. Verspoor, “Literature mining of protein-residue associa-
tions with graph rules learned through distant supervision,”
Journal of Biomedical Semantics, vol. 3, no. 3, 2012.

[13] T. Bobi, R. Klinger, P. )omas, and M. Hofmann-apitius,
“Improving distantly supervised extraction of drug-drug and
protein-protein interactions,” in Proceedings of the 13th
Conference of the European Chapter of the Association for
Computational Linguistics, pp. 35–43, Madison, WI, USA,
April 2012.

[14] M. Liu, Y. Ling, Y. An, X. Hu, A. Yagoda, and R. Misra,
“Relation extraction from biomedical literature with minimal
supervision and grouping strategy,” in IEEE International
Conference on Bioinformatics and Biomedicine (BIBM),
pp. 444–449, Belfast, UK, November 2014.

[15] W. Zheng and C. Blake, “Using distant supervised learning to
identify protein subcellular localizations from full-text sci-
entific articles,” Journal of Biomedical Informatics, vol. 57,
pp. 134–144, 2015.

[16] A. Lamurias, L. A. Clarke, and F. M. Couto, “Extracting
microRNA-gene relations from biomedical literature using
distant supervision,” PLoS One, vol. 12, no. 3, Article ID
e0171929, 2017.

[17] Y. Liang, C. Xing, and Y. Zhang, A semiutomated entityr-
elation extraction mechanism with weakly supervised lear-
ningfor Chinese medical webpages, )e series Lecture Notes in
Computer Science(LNAI) and Lecture Notes in Bioinformatics,
vol. 10219, Springer Science +Business Media, Berlin, Ger-
many, pp. 44–56, 2017.

[18] C. Quirk and H. Poon, “Distant supervision for relation
extraction beyond the sentence boundary,” in Proceedings of
the 15th Conference of the European Chapter of the Association
for Computational Linguistics, pp. 1171–1182, Valencia, Spain,
April 2017.

[19] P. Ernst, A. Siu, and G. Weikum, “HighLife: higher-arity fact
harvest,” in WWW ’18: Proceedings of =e Web Conference,
pp. 1013–1022, Lyon, France, April 2018.

[20] P. Su, G. Li, C. Wu, and K. Vijay-Shanker, “Using distant
supervision to augment manually annotated data for relation
extraction,” PLoS One, vol. 14, no. 7, pp. 1–17, 2019.

[21] J. Gu, F. Sun, L. Qian, and G. Zhou, “Chemical-induced
disease relation extraction via attention-based distant su-
pervision,” BMC Bioinformatics, vol. 20, no. 1, pp. 1–14, 2019.

[22] T. Tran and R. Kavuluru, “Distant supervision for treatment
relation extraction by leveraging MeSH subheadings,” Arti-
ficial Intelligence in Medicine, vol. 98, pp. 18–26, 2019.

[23] A. Junge and L. J. Jensen, “CoCoScore: context-aware co-
occurrence scoring for text mining applications using distant
supervision,” Bioinformatics, vol. 36, no. 1, pp. 264–271, 2020.

[24] M. Mintz, S. Bills, R. Snow, and D. Jurafsky, “Distant su-
pervision for relation extraction without labeled data,” in
Proceedings of the Joint Conference of the 47th Annual Meeting
of the ACL and the 4th International Joint Conference on
Natural Language Processing of the AFNLP, p. 1003,
Stroudsburg PA USA, 2009.

[25] H. M. Berman, J. Westbrook, Z. Feng et al., “)e Protein Data
Bank,”Nucleic Acids Research, vol. 28, no. 1, pp. 235–242, 2003.

[26] S. Kerrien, B. Aranda, L. Breuza et al., “)e IntAct molecular
interaction database in 2012,” Nucleic Acids Research, vol. 40,
no. D1, pp. D841–D846, Jan. 2012.

[27] X.-W. Chen, J. C. Jeong, P. Dermyer, and “ KUPS, “KUPS:
constructing datasets of interacting and non-interacting
protein pairs with associated attributions,” Nucleic Acids
Research, vol. 39, pp. D750–D754, 2011.

[28] C. Knox et al., “DrugBank 3.0: a comprehensive resource for
“Omics” research on drugs,” Nucleic Acids Research, vol. 39,
pp. D1035–D1041, 2011.

[29] S. Pyysalo, A. Airola, J. Heimonen, J. Björne, F. Ginter, and
T. Salakoski, “Comparative analysis of five protein-protein
interaction corpora,” BMC Bioinformatics, vol. 9, no. SUPPL.
3, 2008.

[30] I. Segura-Bedmar, P. Mart́ınez, and D. Sánchez-Cisneros,
“)e 1st DDIExtraction-2011 challenge task: Extraction of
Drug-Drug Interactions from biomedical texts,” in CEUR
Workshop Proceedings, vol. 761, pp. 1–9, Magdeburg, Ger-
many, September 2011.

[31] Unified Medical Language System (UMLS), “National library
of medicine,” https://www.nlm.nih.gov/research/umls/index.
html.

[32] )e UniProt Consortium, “Reorganizing the protein space at
the universal protein resource (UniProt),” Nucleic Acids
Research, vol. 40, no. D1, pp. D71–D75, 2012.

[33] J. Wang, M. Lu, C. Qiu, Q. Cui, and “ TransmiR, “TransmiR: a
transcription factor-microRNA regulation database,” Nucleic
Acids Research, vol. 38, no. suppl_1, pp. D119–D122, 2010.
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*e aim of the Internet of things (IoT) is to bring every object (wearable sensors, healthcare sensors, cameras, home appliances, smart
phones, etc.) online. *ese different objects generate huge data which consequently lead to the need of requirements of efficient
storage and processing. Cloud computing is an emerging technology to overcome this problem.However, there are some applications
(healthcare) which need to process data in real time to improve its performance and require low latency and delay. Fog computing is
one of the promising solutions which facilitate healthcare domain in terms of reducing the delay multihop data communication,
distributing resource demands, and promoting service flexibility. In this study, a fog-based IoT healthcare framework is proposed in
order to minimize the energy consumption of the fog nodes. Experimental results reveal that the performance of the proposed
framework is efficient in terms of network delay and energy usage. Furthermore, the authors discussed and suggested important
services of big data infrastructure which need to be present in fog devices for the analytics of healthcare big data.

1. Introduction

Nowadays the Internet of things (IoT) paradigm has been
utilized in various healthcare domains for analyzing the real-
time data and recommendations upon it. IoT is playing an
important role in those applications specifically which in-
volve ubiquitous sensors and actuators communicating
through wireless sensor network (WSN) towards solutions
of many problems. Most of the applications today highly
demand for faster processing of generated data [1]. Fur-
thermore, many issues arise such as data volume, velocity,
and variation due to the utilization of sensors, mobility, and
geographic distribution in addition to the requirements for
accuracy, security, quality of service (QoS), and operational
costs [2].

In recent years, cloud computing technology has been
widely adopted in IoT-enabled healthcare applications to
provide scalability, data analysis, and reliability [3]. *e

geographic distribution of cloud data centers where
processing of data collected from sensors requires
transmission through multihop distances affects the de-
lay-sensitive healthcare applications. Moreover, health-
care applications environments are heterogeneous in
nature, so managing the cloud of resource allocations for
uneven and uncertain data loads coming from healthcare
solutions is a very complex task [4]. *ere are certain
issues regarding cloud computing commonly reported in
the literature as follows [4]:

(i) Sending huge amount of data to the virtual com-
puting platform causes significant overhead in
terms of time, throughput, energy consumption,
and cost

(ii) *e cloud may be physically located as very far
away, so it cannot service IoT application with
reasonable latency and throughput
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(iii) Data centers may be overloaded to process large
amount of big data in real time and may lead to
facing challenges, i.e., capacity, security, and
analytics

(iv) Cloud computing is hard to accommodate analytic
engines for efficient processing of big data

Fog computing is one of the promising solutions for
healthcare applications to explore lightweight and com-
puting resources close to the IoT data source [5]. Fog
nodes are equipped with computational infrastructure,
services, and management models to execute data pro-
cessing closer to the edge of network and provide op-
portunities in the form of reducing latency, reducing the
need for multihop data communication, distributing re-
source demands, and promoting service flexibility.
Healthcare data are delay sensitive which need to be
process in real time to make timely decisions on critical
patient’s health. In one way, fog computing helps in re-
ducing delays but in the other way, fog nodes consume
power and energy because most of the time, these nodes
remain active to process healthcare data. In order to
overcome this problem, this study proposed a framework
with a clustering method helping to minimize the energy
consumption.

Big data is considered as a large amount of structure,
unstructured, and semistructured data which are continu-
ously generated and received by the hospitals [6]. According
to the current organization understandings, one way to deal
with the big data is to apply analytics to their big data and get
useful insights out of it [7]. Based on the literature review, we
discussed and suggested important services of big data in-
frastructure which need to be present in fog devices for
analysis of healthcare data.

*e rest of the paper is organized as follows: the state of
the art is discussed in Section 2. An overview of fog com-
puting platform is given in Section 3. A framework for
healthcare solution is proposed and a hospital case scenario
is explained in Section 4. Experimental setup, parameters,
and results are discussed in Section 5. *e big data analytics
and its infrastructure containing important components are
discussed in detail in Section 6. Finally, the paper is con-
cluded in Section 7.

2. Related Work

*is section describes the state of the art in order to un-
derstand the relevant studies carried out in the literature.
*e authors selected the most relevant articles for the lit-
erature review which correspond to the healthcare appli-
cations. *ese are discussed as follows.

Gia et al. [8] proposed a health monitoring system based
on fog computing, and this system includes facilities, i.e.,
data mining, storing, and notification at the edge of ar-
chitecture. In this study, the authors explored how the ECG
extraction is arranged. Template-based technique known as
feature extraction is used to analyse the ECG signals.
Bandwidth usage and service delivery are found to be effi-
cient in the experimental results.

Doukas and Maglogiannis [9] presented the online data
management where processing of IoT-enabled pervasive
applications is handled by the cloud. *e proposed proto-
type is able to receive patient data from the IoT devices and
finally process them in the cloud. Issues related to security
are observed among the entities during communication.
Important features of the prototype, i.e., Representational
State Transfer (REST) API-based acce,s; scalability, and
interapplication interoperability, are considered.

According to the Renta et al. [10], healthcare data re-
ceived from the IoT distributed devices are focused to be
stored in remote cloud. Data management system consists of
IoT devices which collect the patient data in real time. *is
study revealed that data stored in cloud processed quickly
and subscribed users can get quick notification during
emergency. *e alert system is also presented based on the
predefined health rules and users’ reactions.

Chen et al. [11] considered the security aspects of
medical data shared through cloudlet data collected through
encryption. A trust model is proposed to identify reliable
entities to share the data i.e. hospital, doctors, chambers etc.
Moreover, the trust model also used to connect medical
professionals and patients. During data sharing, data are
segmented into three parts and stored in the cloud. *e
intrusion detection system (IDS) remains active throughout
the whole process to prevent malicious attacks.

Mahmud et al. [12] proposed a framework to perform
data analysis and visualization in order to predict health
shocks based on predefined data set. *is framework de-
pends on cloud platform and inclusion of Amazon web
services (AWS), geographical information system (GIS),
and fuzzy rule-based summarized techniques. *e
framework provides the opportunity to classify health
shocks with accuracy using a data model. Moreover, it can
explain the casual factors of health with the help of lin-
guistic rules.

Zhang et al. [13] introduced Health-CPS, a cyberphysical
system, aimed at providing convenient and efficient
healthcare service to patients. *e system depends on the
cloud computing and data analytics to solve various big
data-related issues of healthcare applications. *e proposed
system consists of layers, i.e., data collection layer, data
management layer, and data-oriented service layer. *e
collection of data is performed in the unified standard which
supports distributed storage and parallel processing.

Fazio et al. [14] designed an e-health Remote Patient
Monitoring (RPM) system using cloud platform called
FIWARE. *eir main focus is to speed up the development
of RPM availing the facilities from FIWARE. Patients are
assisted to optimize the responsibilities of medical profes-
sionals. *e implementation of FIWARE cloud to the RPM
enhanced modularity, scalability, and efficiency.

Peddi et al. [15] proposed a e-health calorie system based
on the cloud. *e system can classify accurately different
food objects from the meal and compute the overall calories.
*is system is able to do computation offloading from
mobile e-health applications to the cloud. Cloud platform
provides accurate outcome with tolerable latency, after the
resources are managed by broker entity in the cloud. *e
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broker is used to manage dynamic cloud allocation mech-
anism in real time if there is demand.

Jindal [16] proposed a technique to calculate heart rate
with the help of embedded sensors and photo-
plethysmography signals in smart phone. *is proposal
consists of three steps of data processing. *is technique is
required to be associated with cloud to select accurate PPG
signals through deep learning mechanisms and classify the
signals into estimated heart rates. *e TROIKA dataset is
used for the evaluation of this technique. *ey concluded
that this technique brought accurate heart rate predictions.

Muhammad et al. [17] explained healthcare solution for
voice pathology monitoring users. As a cloud-based plat-
form, this proposed solution used a voice pathology de-
tection system that incorporates local binary pattern on
voice signal produced through MelSpectrum technique.
Pathodology conduction is done by the machine learning
classifier. Results showed that with the merging of cloud
platform, the accuracy and accessibility of the healthcare
solutions improved.

Gupta et al. [18] discussed a cloud-based IoT-enabled
predictive physical activity analysis model. Embedded
sensors, cloud computing, and XML web services are used in
this model for the faster, secure, and efficient data collection,
processing, and communication. Different perspectives were
taken, i.e., service adaptation, prediction analysis, and effi-
ciency for the evaluation of this model. *e proposed model
can send an alert to the responsible person to notify the
abnormality.

Real-time health issues of aged and disable people were
discussed by Hossain and Muhammad [19]. *e proposed
Health-IoT can monitor track and store healthcare data for
treatment. *e Health-IoT framework is able to collect ECG
data from smart phones and sensors. *e data can be
transferred to the cloud where doctors can access and assess
it. Data analytics are applied on the data to find out any
errors in data and to detect abnormality.

According to the work of Gia et al. [20], the remote
monitoring of cardiac patients can be made possible at low
cost through their fog-based health monitoring system. *e
system includes energy-efficient IoT sensors and smart
gateways. ECG, body temperature, and respiration rate data
are collected by the sensors and are sent to the gateways
though wireless for autoanalysis and notifications. Fur-
thermore, it can also help in visualizing the outcome in an
efficient way.

Fog-based healthcare framework is proposed by Ahmad
et al. [21]. *e framework is considered as the middle layer
between cloud platform and end IoT devices. Cloud access
security broker (CASB) is used with the framework to en-
hance data privacy and security of healthcare data. *e
framework is able to aggregate data from several sources
with decent cryptographic assessment.

Chakraborty et al. [22] proposed a fog-based compu-
tation platform where latency-sensitive health data are
considered. In their proposed programming model, geo-
graphically distributed large-scale healthcare application is
handled. Evaluation of this model is done through pro-
cessing heart rate healthcare data. *e fog-based healthcare

solution improved data accuracy, service delivery, and data
consistency.

Service-oriented architecture of fog computing is dis-
cussed by Dubey and Constant [23] where validation and
evaluation of raw health data are sensed through IoTdevices.
*e proposed system with resource-constrained embedded
computing instances is able to conduct the data mining and
data analysis. Furthermore, these instances are also capable
of identifying important patterns from the health data and
forwarding them to the cloud for further storage and usage.
*e main theme of this study is to highlight the big data
processing with low-power fog resources.

Negash et al. [5] implemented a smart e-health gateway
of fog computing for IoT-enabled health-care services. All
the smart gateways that were distributed geographically were
used to manage IoT devices connected with the patients.
Clusters of gateways were formed to perform data analytics
and configurations.*e proposed systemwas responsible for
monitoring patient’s movement independently.

Rahmani et al. [24] proposed an e-health gateway system
where the smart gateways are placed in correct places to offer
real-time storage, processing, and analytics. *e system
overcomes the issues related to the mobility, energy, and
reliability. *e authors also developed a prototype called
UTGATE which is based on the concept of smart e-health
gateway. System performance is evaluated through the IoT-
based early warning score (EWS).

3. Fog Computing Platform

*is section aims to give an overview of fog computing and
its components. Furthermore, fog computing is shown with
the help of diagram to help readers better understand it.

*e environment of fog computing consists of fog nodes
which perform diverse computational tasks at the edge of the
network as illustrated in Figure 1. *ere can be many fog
levels that are arranged in a network to form in hierar-
chically distributed way. Each fog node is equipped with
memory, storage, network bandwidth, and processing cores.
In a particular hospital scenario, the sensors deployed in
hospital collect the data and forward to the fog nodes for
further processing. In fog nodes, the resources such as
memory, storage, cores, bandwidth, etc. are virtual and can
be shared through MCI (Micro Computing Instances) [25].

As we assume, all the fog nodes in healthcare solution are
always active to perform computation of delay-sensitive
healthcare data, so an energy-efficient network needs to be
designed to minimize the energy consumption of the whole
network. *erefore, we aim to propose an energy-efficient
fog-based solution for healthcare.

4. IoT Healthcare Solution and
Proposed Framework

In this section, a fog-based energy-efficient wireless sensor
network healthcare solution is proposed. Based on the lit-
erature review, a healthcare solution framework is discussed.
We aim to focus on energy-efficient wireless sensor network
fog-based architecture where the energy usage of sensors is
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to be minimized in order to prolong the network lifetime of
sensor nodes at bottom layer. Furthermore, big data col-
lected by these sensors are to be analyzed at the fog nodes.
Literature review leads us to provide the answer to the
following key research questions:

(i) RQ1: How to increase the lifetime of the sensor
network use in the IoT healthcare applications?

(ii) RQ2:What are the important services that need to be
present in fog nodes to provide analytics?

As Figure 2 depicts, the fog computing environment
consists of special networking devices called fog nodes which
perform various computational tasks at the edge of network.
Every fog node has the capability of providing services, i.e.,
processing, memory, and storage and network bandwidth.
We place these devices in the middle layer of our proposed
architecture.

In the bottom layer, wearable sensors are deployed on
the body of the patients and used to collect a vast amount of
data. *ese wearable sensors monitor and collect patient’s
physiological data in the form of ECG, blood oxygen, and
other health-related information. Deployed sensors help the
patients to reduce their inconvenience of regular visits to the
doctor [26].

Wearable sensors use in the bottom layer could have
limited power, memory, processing, and communication, so
we aim to implement a clustering method which is used to
maximize the network lifetime of wireless sensor network
[27].

*e middle layer is composed of fog nodes which are
composed of processing, storing, memory, and network
bandwidth capabilities. As the healthcare data collected by
the wearable devices at the bottom layer can be increased in
size, there is a need to carry out data mining and analytics on
such big data. Fog node at the middle layer can process the
raw data collected from the bottom layer and carries out
analytics [28].

*e important healthcare data analyzed in the fog node
(middle layer) are processed immediately; otherwise, top
layer consisting of cloud computing is responsible for fur-
ther storage and processing [27].

Regarding the proposed framework of this study, it is
necessary to design energy-efficient sensor network in the
bottom layer where energy usage of healthcare sensor nodes

can be minimized before it is transmitted to the middle layer
such as fog node for further analytics. *erefore, a hospital
scenario has been discussed with the clustering technique to
minimize the energy usage of sensor nodes inside the
hospital.

4.1. Case Study: Hospital Scenario. *is section aims to
address the RQ1 as aforementioned.*e authors discussed a
hospital scenario as a case study which help readers to
understand the useful implementation of fog nodes inside
the hospital and how clustering method could help in en-
ergy-efficient network.

Clustering is a technique used to increase the network
lifetime and energy efficiency. Sensor nodes can be orga-
nized into groups called clusters. Each cluster contains
cluster members and cluster head (CH), where cluster
members send the data packets to the cluster head, and
cluster head aggregates and gathers the data and finally
forwards the data to the base station. Comparing both types
of sensor nodes in terms of energy usage, cluster heads
consume more energy.

In WSN, sensor nodes are small in size, having low
power, communication, and computing properties. WSN
(Wireless Sensor Network) contains thousands of nodes
which can be spatially distributed in various locations to
monitor physical, environmental, medical, etc. conditions.
Lifetime of sensor nodes depends on the batteries inside
these sensors, and it is impractical to change the batteries of
every sensor node due to the huge network scale. *erefore,
it is important to consider the efficient energy usage of these
networks before designing any topology [27].

Regarding the proposed framework, it is necessary to
design energy-efficient sensor network in the bottom layer
where energy usage of healthcare sensor nodes can be
minimized before it is transmitted to the middle layer, i.e.,
fog node, for analytics.

Figure 3 illustrates various kinds of sensors and IoT
devices used inside the hospital in our proposed framework.
*ese sensors collect patient’s health data, and the collected

Top layer Cloud computing

Middle layer Fog node with computation and analytics services

Bottom layer

Healthcare patient’s data collection sensors

Figure 2: *e three layers in the proposed framework.

IoT devices/sensors

Cloud data center

Fog node

Figure 1: General fog computing environment.
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data are sent to the fog node for analytics. *e data needed
on immediate basis are processed by the fog node and can be
easily accessed by the doctors, health professionals, and
administration staff in the hospital for decisions. *e data
not needed immediately is sent to the cloud for future use.

It must be noted that all the IoT devices and sensors are
battery-powered and should be utilized in an efficient way.
Furthermore, some of the IoTdevices have built-in batteries
so it is not an easy to task to recharge or replace the batteries
every time, especially in hospital scenario. Also, it is to be
noted that IoT devices deployed in hospital send data
continuously; in this way, energy utilization increases with
the number of transmissions too. To solve this issue, we have
proposed a framework based on clustering technique, which
will group the number of IoT devices into clusters. *e IoT
device with high energy and processing capability will be
cluster head (CH). Other IoT devices near the CH will
become members in respective clusters. When a CH gathers
data from other cluster heads, it performs aggregation and
forwards to the fog node. *e IoTnodes in every floor of the
hospital can organize as a cluster.

We know that healthcare data are delay sensitive. *ese
data need to be processed on time to be analyzed. To solve
this problem, fog node is placed in the edge of the network to
process the data immediately. *e healthcare data processed
by the fog node can be further accessed by the doctors,
healthcare professionals, and administration staff inside the
hospital. Furthermore, certain issues arise by using the cloud
computing discussed as follows:

(i) Sending huge amount of data to the virtual com-
puting platform causes significant overhead in
terms of time, throughput, energy consumption,
and cost

(ii) *e cloud may be physically located as very far
away, so it cannot service IoT application with
reasonable latency and throughput

(iii) Data centers may be overloaded to process large
amount of big data in real time and may lead to
facing challenges, i.e., capacity, security, and
analytics

(iv) Cloud computing is hard to accommodate analytic
engines for efficient processing of big data

To overcome these challenges, data analytics is per-
formed at the edge of the network called fog. *is fog node
can be placed near where the data are generated [29–32].

5. Experimental Setup

*is section discusses the details about the parameters used
for experiments. Furthermore, the authors briefly explain
the experimental setup and the results they achieved after the
simulations.

A proposed IoT healthcare fog-based solution is com-
pared with cloud-based solution using IFogSim [33]. Al-
though there are various simulators used today for
simulation of fog computing, due to the high availability of
its source code on GitHub, a lot of target audience, and its
easy graphical user interface (GUI), we decided to use
IFogSim in our simulations. IFogSim has the ability to in-
tegrate various resource management techniques which can
be further customized depending on the research area. It is
high-performance simulator and its association with
CloudSim makes it more useful. CloudSim is very efficient
tool in simulation of cloud-based environments [33]. *e
performance of the proposed solution is compared to the
cloud-based solution in terms of network delay and energy
usage. Simulation parameters are given in Table 1.

Both healthcare solutions are compared and investi-
gated. After careful investigation, our proposed fog-based
big data healthcare solution performs well. In the following,
we aim to discuss the measured parameters used in the
simulations.

5.1. Network Delay. In the experiment, it is observed that
average network delay becomes high in cloud healthcare
solution because the same communication link shared in
cloud by multiple healthcare applications reduces the
bandwidth. Furthermore, we observed an increase in the
network congestion and a higher round trip time. In con-
trast, network delay found in fog-based healthcare solution
was low as there were multiple communication links present
between data source and proximate computing components.
Also, the cluster head node is responsible for controlling the
data flow to reduce the network delay as mentioned in
Figure 4.

5.2. Energy Usage. Single virtual machines (VM) in cloud-
based healthcare solution execute applications where in fog-
based healthcare solution multiple MCIs (micro computing
instances) execute an application collectively. MCI used in
fog-based healthcare solution consumes fewer amounts of
energy and is lightweight as compared to the VM of cloud-
based healthcare solution. It is observed from the experi-
ment that the overall energy usage of MCIs was less than the
VMs, even in the case of increasing the number of appli-
cations load on MCIs as shown in Figure 5.

Hospital
Cloud computing

Cluster 1 Cluster 2

Cluster 4Cluster 3

Fog node

Doctors
Nurses

Hospital administration

Figure 3: Hospital scenario where the clustering method is
performed.
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6. Big Data Analytics

*e authors aim to give a brief discussion about big data, its
infrastructure with important components which must be
present to better analyse the big data. Moreover, how to use
data analytics in fog devices is discussed. In the end of the
section, our hospital scenario is discussed in the context of
big data analytics in fog devices.

Large organizations, companies, and research centers
receive terabytes of data from various sources, i.e., social
media, e-mails from customers, survey responses, phone
calls, web server logs, and IoT nodes. Big data is considered
as large amount of structure, unstructured and semi-
structured data, which are continuously generated and

received by the organizations [34]. According to the current
organization understanding, one way to deal with the big
data is to apply analytics to their big data and get useful
insights out of it. Big data is a kind of advanced analytics
where complex applications such as predictive models and
statistical algorithms are involved. Big data help to examine a
large amount data and extract/uncover hidden patterns from
it. Big data can be analyzed in batch mode and streamline
mode. It means that for some applications, data are analyzed
and results are generated on store-and-process paradigm
basis [7].

6.1. BigDataAnalytics Infrastructure. In this section, we aim
to answer the research questions 2 as mentioned above.
According to Tang et al. [35], a typical big data infrastructure
consists of the following components and layers. *e big
data platforms have the capabilities of integrating, manag-
ing, and applying efficient computational processing to the
data. Furthermore, these platforms are used to optimize
complex manipulations of large amount of data and con-
sidered as big data execution engine. Handling big data with
traditional databases is impossible due to its performance/
cost towards processing:

(i) Data management helps any organization to pro-
duce data in high-quality format for efficient
analysis. Steps included in data management are
cleaning, removing anomalies, and transformations
to the desired format. Once the steps are performed,
the organization must create master data manage-
ment program for the objective of best analysis.

(ii) Storage is another important component where a
large amount of data is stored because traditional
warehouses are not good with storing unstructured
and semistructured data.

(iii) Analytics core functions include data mining that
help to examine a large amount of data and discover
patterns from it. *is information can be further
analyzed to help answer complex questions.

(iv) Presentation is the displaying of information in
intuitive and graphical form that help organizations
to extract insights for decision making.

6.2.DataAnalytics in the FogDevices. In the context of cloud
computing, data generated by the IoT devices and sensors
are collected and transferred to the cloud for further pro-
cessing and storage. Although it works well, it poses some
challenges; for example, applications require real-time
processing, shortening communication time and its cost.
Fog computing helps to process the data before they are
transferred to the cloud and provides many benefits in the
form of shortening communication time and cost and
minimizing the need of huge data storage. In short, it is the
best solution for all IoT applications [36].

Fog devices are capable of providing low latency and
context awareness while cloud providing globalization, so
some applications achieve their goals using fog computing

140
120
100

80
60
40
20

0

N
et

w
or

k 
de

la
y

0 5 10 15
Number of placed applications

20 25 30 35

Network delay in fog-based cluster solution vs. cloud-based solution

Fog-cluster solution
Cloud based solution

Figure 4: Network delay in fog-based and cloud-based solution.

En
er

gy
 u

sa
ge

 (M
J)

400

300

200

100

0

Energy usage in fog-based and cloud-based solution

5 10 15 20 25 30
Number of placed applications

360

280

200
230

180180
130140

115
55 70

240

Fog-based healthcare solution
Cloud-based healthcare solution

Figure 5: Energy usage in fog- and cloud-based solutions.

Table 1: Simulation parameters.

Parameter Value
Simulation duration 400 sec
Cloud data center
Network latency 10ms
Energy consumption of VMs 10–15 megaJoules
Average VMs per server 10–15

Fog cluster
Network latency 10ms
Energy consumption of MCIs 2-3 megaJoules
Average MCIs per server 3–10

Network size (fog- and cloud-based solution) 25× 25m

6 Scientific Programming



and cloud computing in the form of localization and
globalization [36]. All the fog devices need to have data
interfaces, integration with the cloud, handling of incoming
continuous data with streaming analytics, and reliable
network architecture for moving the real-time processing
functions to the edge. Less-time sensitive data can be moved
to the cloud for long-term storage and historical analysis.
Machine learning and visualization functions need to be
applied for improving the performance of IoT applications
[6].

6.3. Big Data Analytics. Based on the literature review re-
garding data analytics in fog nodes, we aim to discuss
hospital scenario in the context of big data analytics.

As illustrated in Figure 6, according to the literature, the
authors suggest six important features that must be present
in the fog nodes used for data analytics. Data are collected by
the fog nodes coming from various sensors deployed in
hospital. Cleaning the data process involves the identifica-
tion of inaccurate or errors in data and removing them to
avoid full storage. Feature extraction is the ability to reduce
the raw data into more managed groups for processing. Also,
it helps to reduce the number of redundant hospital data for
analysis by the doctors, nurses, and administration staff. In
the above scenario, data mining is applied with the help of
machine learning algorithm to extract and find data from
disparate systems. In addition, it supports providing services
in healthcare system such as identifying unnecessary utili-
zation of high-cost services, e.g., imaging tests and emer-
gency department, understanding the flow of patients
through the hospital, identifying the patients diagnosed for
diabetes, etc. [37]. Finally, the data are presented in graph or
text format which help the doctors, nurses, or other hos-
pital’s management staff in making useful decisions to di-
agnose the patients [37].

7. Conclusions

In this study, the performance of the proposed solution is
compared to the cloud-based solution in terms of network
delay and energy usage. *e parameters used in the ex-
periment were network delay and energy usage. *e average

network delay becomes high in cloud-based healthcare
solution because the same communication link shared in
cloud by multiple healthcare applications reduces the
bandwidth. Furthermore, we observed an increase in the
network congestion and a higher round trip time. In con-
trast, network delay found in fog-based healthcare solution
was low as there were multiple communication links present
between data source and proximate computing components.

Regarding energy usage parameter, we observed that
the overall energy usage of MCIs was less than the VMs
even in the case of increasing the number of applications
load on MCIs. An overview of big data analytics and its
infrastructure is discussed. According to the literature
review, fog computing supports many applications. Here,
we need to describe how our energy-efficient framework
can be supported by other domains. *e first typical ex-
ample is smart home where many devices inside the home
are connected which require high computing power; if our
proposed framework is properly implemented inside the
smart home, it would be more helpful in minimizing the
energy cost of the network. Another domain to implement
the proposed framework in vehicles is called vehicular ad
hoc network in which fog nodes are responsible for re-
ceiving/sending data from vehicles or other fog nodes, to
help in prolonging the lifetime of network through
clustering method. In the future, we plan to simulate other
parameters in experiments such as instances cost of cloud-
and fog-based solutions, to investigate CPU utilization
after varying the number of sensors. *is study was fo-
cused on proposing energy-efficient framework; in the
future, we would like to add an important functionality
such as secure connection between end devices in order to
bring a desired performance of fog computing. We also
have a plan to do simulation using another simulator
which supports fog computing and compare the results
from both simulators. And last but not the least, math-
ematical modeling of the proposed framework will be
introduced.

Data Availability

*e data used to support the findings of this study are in-
cluded within the article.
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Figure 6: Data analytics in fog node.
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