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In recent times, the deployment of wireless sensor networks becomes important in revolutionary areas such as smart cities,
environmental monitoring, smart transportation, and smart industries. The battery power of sensor nodes is limited due to
which their efficient utilization is much necessary as the battery is irreplaceable. Efficient energy utilization is addressed as one
of the important issues by many researchers recently in WSN. Clustering is one of the fundamental approaches used for
efficient energy utilization in WSNs. The clustering method should be effective for the selection of optimal clusters with
efficient energy consumption. Extensive modification in the clustering approaches leads to an increase in the lifetime of sensor
nodes which is a unique way for network lifetime enhancement. As the technologies were taken to next the level where
multiparameters need to be considered in almost every application in clustering, multiple factors affect the clustering and these
factors were conflicting in nature too. Due to the conflicting nature of these factors, it becomes difficult to coordinate among
them for optimized clustering. In this paper, we have considered multiattributes and made coordination among these attributes
for optimal cluster head selection. We have considered Multi-Attribute Decision-Making (MADM) methods for CH’s selection
from the available alternatives by making suitable coordination among these attributes, and comparative analysis has been
taken in LEACH, LEACH-C, EECS, HEED, HEEC, and DEECET algorithms. The experimental results validate that using
MADM approaches, the proposed APRO algorithm proves to be one of the better exhibits for choosing the available CHs.

1. Introduction

Wireless sensor networks are the key step to any new tech-
nologies or applications as they can sense and monitor the
environment. It collects the data, senses the data, and also
makes a decision system for various applications [1, 2].
Sensor nodes have limited battery power and their replace-
ment is not feasible. And it is a still challenge due to which
network lifetime depleted and took more energy consump-
tions. Clustering is a useful approach in wireless sensor net-
works to increase network lifetime and improve energy
efficiency. In clustering as shown in Figure 1, the sensor nodes
were grouped into clusters, and from these clusters, CHs were
chosen based on some parameters. After CH’s selection, the
data were transferred to the base station from respective clus-
ter heads [3]. Earlier various algorithms have been presented
by researchers which are known to be the basic algorithms for

clustering such as LEACH [4, 5], LEACH-C [6], and HEED
[7, 8]. In LEACH, the cluster heads were selected based on
probabilistic approaches, where CHs have been randomly
selected, but later on, more advancement has been made to
this approach. But sometimes, the selection of cluster heads
was based on the probabilistic method due to which energy
consumption increases which leads to overheads. There are
various types of methods for the selection of cluster heads
as some authors have taken distance from CHs and their
residual energy, and some have taken the number of neighbor
nodes and residual energy [9-14]. But deciding only on these
parameters will not provide optimal CH selection. Thus, the
multiattribute needs to be considered [15, 16] for cluster
heads. Sensor nodes were the basic in all the emerging fields
whether it is IoT [17, 18], digital image processing, cloud
computing, or artificial intelligence. Everywhere, sensors
were needed for sensing the data and then sending the data
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to the server. In today’s era, people were accessing various
facilities such as smart home appliances, smart watches,
smart TV, smart traffic systems [19], and smart healthcare
systems [20] all of these with the help of emerging technol-
ogies where sensors play an important role. Considering
multiattributes and making coordination among them by
Multi-AttributeDecision-Making (MADM) approaches
[21, 22] will enhance the network lifetime of the network.
Various technologies need optimal node deployment where
the performance of applications increases with eflicient
energy consumption.

In recent technologies, everything is online and sensor
nodes were the central part of revolutionary technologies.
In a hostile environment, it is believed that energized nodes
must be alive for long period but know the fact that their
battery is irreplaceable or not feasible to change [23]. This
necessity of sensor nodes to be alive for a long time in the
network leads to the advent of new alternative approaches
for energy-efficient techniques for WSNs for resolving tradi-
tional issues such as network lifetime, connectivity, accuracy,
latency, distance from the base station, power, and efficient
energy consumption; at the same time, these are conflicting
in nature too. Thus, these conflicting factors need to be con-
sidered in the approach, and proper coordination is needed
for making efficient cluster head selection which is the main
part of any clustering approach. Various issues and open
challenges have been faced by WSNs such as routing, data,
topology, coverage, and security, and various clustering
approaches have been given to the researchers for resolving
these issues [24]. The clustering approach has been used
for an efficient energy data process. Some cluster heads
(CHs) were chosen from the normal nodes such as in
LEACH [25] and HEED [26] and somewhere chosen from

the advanced node sometimes known as gateways such as
in [27-29], and selected CH is responsible for sending the
data back to the base station itself after data aggregation, fil-
tering, or compression. When individual sensor nodes send
their data to the base station, energy is not efficiently used.
Thus, with the clustering approach, efficient energy utiliza-
tion is possible, and thus, network lifetime will be enhanced.
The cluster head algorithm is used for selecting cluster heads
to transmit data to the base station in an efficient way. Some
of the CH algorithms are LEACH, LEACH-C, HEED, EECS,
and many variants of the LEACH algorithm. In CH selec-
tion, the primary goal is to select cluster heads, but for
optimal cluster head selection, many factors need to be con-
sidered such as energy consumption, connectivity, coverage,
load balance, distance to the base station, and distance to
neighbor’s, but in earlier works, they only focus on one or
two attributes, but with time, many updated algorithms were
proposed. But in today’s scenario, we have to consider multi-
attributes, and making coordination among them is necessary
for finding optimal cluster heads. So, these can be applied to
many IoT-based applications and fulfill the current require-
ment of the users. Optimal cluster head selection [30] leads
to efficient energy utilization; therefore, now, researchers
were focussing on this, as recently every technology needs
sensors for data collection, sensing, and monitoring. Many
conflicting attributes play a vital role in efficient energy
consumption for data collection, but these attributes were
not discovered till now. But there is a need to make coor-
dination among these conflicting attributes which will
improve the efficiency of the network. Thus, Multi-
AttributeDecision-Making (MADM) is used for making
the coordination among the conflicting attributes and
selecting the best alternatives among them.
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MADM (Multi-Attribute Decision-Making) [31] is an
approach applied to solve a problem where the selection of
the best alternative can be done from the given alternatives.
MADM specifies how we can process the information of the
multiple attributes to give the ranking among the given
alternatives. In this paper, coordination among the multiple
attributes has been done for finding the optimal solution.
Sensor nodes were deployed almost in every field according
to the applications, but seeing today’s user requirement, we
need to focus on the multiple attributes which lead to effi-
cient energy which is lacking. We have considered multicon-
flicting attributes of sensor nodes for the cluster head
selection. Results validate that making coordination among
conflicting attributes is the better way to choose the cluster
heads. In this paper, we have proposed MADM-based
method for cluster head selection where network lifetime
enhancement and load balance among the sensor nodes
were obtained. The principle objective of our proposed work
is as follows:

(i) To explore the multi-attribute-based cluster head
selection by collaborating with the conflicting attri-
butes. The enhancement of network lifetime and
efficient energy consumption was evaluated in terms
of FND, CHD, and LND

(ii) To conjoin among conflicting attributes and then to
decide the selection of CHs which enhances the net-
work lifetime and eflicient energy consumption.
The load among the sensor nodes was also balanced
with optimal load balancing for sensor nodes

(iii) To evaluate the performance of the network using a
multicriteria decision-making approach

The rest of this paper has been arranged as follows: the
related work has been discussed in Related Work. The
energy model considered for the simulation and parameters
used for the experiment have been discussed in Assumption
and System Model. The detail of the proposed algorithm and
method has been discussed in Evolution Methods for the
Selection of CHs Using MADM. Multiattributes taken in
this research paper with their detailed description have been
discussed in Attributes Considered for the Proposed Work.
In Data Set Generation, the generation of data using
MATLAB has been discussed. Simulation results and exper-
imentation with case studies have been discussed in Simula-
tion Results, and also, the analysis of the obtained results
with their case studies has been discussed. Concluding
remarks on the future scope have been discussed in Conclu-
sion and Future Scope.

2. Related Work

Finding an energy-eflicient data collection process in WSN
is a big challenge. Data collection needs to be optimized as
direct data collection will increase the communication heads
which leads to less network lifetime. While facing this prob-
lem, some of the clustering solutions have been given by
researchers [32, 33]. The clustering approach can be defined

in several ways such as the CH selection methods (random,
deterministic), objective of clustering (coverage, energy, and
efficiency), clustering methods (distributed, centralized), or
the architecture of the network for doing the communica-
tion (multihop, single hop). We can also classify the cluster-
ing methods into heuristic and metaheuristic methods. In
this paper, we are doing single-hop communication for the
wireless network.

LEACH [4] is a classical clustering algorithm that uses
the probabilistic method for data collection based on the
random number selection of nodes. Many LEACH algo-
rithm variants have been developed for different purposes
but have one important objective which is energy conserva-
tion. The main objective of the LEACH algorithm is efficient
energy consumption by selecting the cluster heads on a
rotation-based using a random number. There are several
rounds in LEACH where each round is divided into two
phases: the set-up phase and the steady phase. The concept
used in the LEACH protocol is that it enforces less commu-
nication between the sensor node and the base station which
increases the network lifetime. LEACH-C [13] is a variant of
the LEACH protocol where all the decisions whether it is
CH selection, distribution, or cluster formation are taken
by the base station. LEACH-DCHS [34] is used for prolong-
ing the network lifetime. Another protocol of LEACH is
SLEACH [35] where the energy was harvested from the exter-
nal source to the sensor node and the concept of solar power
can be applied to distribute or centralize clustering. SLEACH
[36, 37] is the first protocol that added the concept of security
by using the SPIN protocol. This protocol uses the lightweight
cryptographic technique in WSNs as this is a challenging task
due to limited resources for the sensor nodes. ME-LEACH
[38-40] means more energy-efficient LEACH extending the
LEACH protocol by minimizing the distance between the
sensor nodes and base station. EP-LEACH [41, 42] has
improved the lifetime of the LEACH algorithm by using
EH-WSN where the sensor nodes have a rechargeable battery
that is charged from the environment itself.

HEED is another popular heuristic algorithm based on
the single-hop transmission which does not depend upon
the density of the sensor network. HEED algorithm con-
siders residual energy and the number of neighboring nodes
for selecting the cluster heads. This residual energy of sensor
nodes is considered to be the primary attribute for selecting
the cluster heads, and the average minimum reachable
power works as a tie-breaker between the sensor nodes.
The enhanced algorithm of HEED is named DWECH [43]
which has the same primary parameter for the selection of
cluster heads, but it also takes care of overlapping and unbal-
anced size when selecting the cluster heads. HEED has a
good distribution of cluster heads over the network but has
the disadvantage of not covering all nodes in the network.
Both HEED and DWECH consume lots of energy due to
overhead costs. FLOC [44, 45] is another heuristic algorithm
that takes care of sensor nodes not getting overlapped and
also creates an almost equal size of clusters such that each
has one hop distance to the respective cluster heads.
Energy-efficient clustering scheme (EECS) [46] is also
another heuristic algorithm that reduces the unbalanced



consumption of energy by considering the three attributes
and also considering the respective weight cost factor for
the sensor node. EEHC (energy-efficient heterogeneous clus-
ter scheme) [47] provides the election probability weights
that are directly related to the residual energy of the sensor
node, whereas BEENISH [48] (balanced energy-efficient
network-integrated super heterogeneous) protocol is also a
clustering algorithm that assigns one of the four energy levels
to the sensor node and uses this energy level for selecting the
cluster heads. Enhanced developed distributed energy-
efficient clustering for heterogeneous network (EDDEEC)
[49] classifies nodes as normal nodes and advanced nodes
and then changes the probability of becoming cluster heads.

Some of the metaheuristic algorithms were also proposed
by the researchers in wireless sensor networks. Among them,
the genetic algorithm is one of the most important algo-
rithms used in the clustering approach for sensor networks
where it reduces the communication distance of the target
[50]. In [51], the authors propose a genetic algorithm-based
fuzzy-optimized reclustering scheme to overcome the net-
work lifetime failure, fixed routing path problem, and energy
saving for the sensor network for the revolutionary area. The
simulation results validate that the proposed algorithm for
the network lifetime extension is 3.64-fold by preserving
energy efficiency. In [52], the authors proposed a genetic
algorithm for the dynamic clustering approach in IoT appli-
cations, and the simulation results validate that it has over-
come the problem of a dynamic cluster relay node in terms
of throughput and standard deviation for the data transmis-
sion. In [53], the authors propose the EEWC (energy-effi-
cient weighted clustering) based on a genetic algorithm,
and the proposed algorithm modifies the steady-state phase
of LEACH and considered three attributes for the optimiza-
tion which shows that the proposed algorithm is better than
ERP, SEP, and IHCR. Some of them also use MADM-based
approach for cluster head selection by considering 2 or 3
attributes. In [54], the authors propose an enhanced AHP-
TOPSIS-based clustering algorithm for high-quality live
video streaming flying in the ad hoc network. The proposed
algorithms were simulated on OMNET++. It shows that
video quality, UAV energy consumption, and the number
of cluster heads needed have been improved when they used
two models, namely, random waypoint and paparazzi. In
[55], TOPSIS multicriteria decision-making algorithm has
been used by OPNET software, and the proposed algorithm
proved that it is suitable for clustering and selecting the clus-
ter heads. The data transmission between the nodes has also
been used for transmitting the files with improved efficiency
of the network and sustainable routing path. In [56], the
authors have proposed an ordered clustering based on PRO-
METHEE and the fuzzy c-mean clustering method. The
author has finally proposed OFCM (ordered fuzzy c-mean
clustering) for solving the problem of human development
indexes, and comparison analysis also validates the efficiency
of the OFCM approach.

But these approaches consider two or three factors in
clustering which do not guarantee optimal clustering; thus,
we need to consider more conflicting factors for achieving
the optimal clustering for enhancing network lifetime. Less
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number of intermediate nodes for data transmission con-
sumes more energy; thus, in [57], the authors suggested
using an optimal number of intermediate nodes for the
transmission of data enhancing the network lifetime. The
authors in [58] have reviewed the renewable energy sources
which will help WSN for recharging the battery of sensor
nodes. They also discuss issues/challenges and provide
future direction for the researcher to work on. In [59], the
authors have proposed load-balanced adaptive position
update (LAPU) for routing techniques which balances the
load among sensor nodes in the selected path. Basically in
this approach, the sensor nodes select the two best next hops
for the data transmission based on the length queue and
mobility of nodes and transmit the data to both selected
nodes for balancing the load among sensor nodes. In [60],
the authors have proposed a two-tier distributed fuzzy
logic-based protocol for efficient data aggregation in multi-
hop wireless sensor networks (TTDFP) for enhancing the
network lifetime by combining the efficiency of routing
and clustering phases along with two-tier fuzzy logic for tun-
ing the parameters. In [61], a modified CLONal selection
algorithm has been proposed for improving the energy effi-
ciency of rule-based fuzzy systems. Here, CLONALG has
been modified for constrained approximation problems. In
[62], the author proposed hybrid gray wolf optimization
(HGWO) for resolving the constrained resource problem
in WSNs. These resources can be in any form such as band-
width and energy consumption.

In [63], the authors have proposed energy-aware cluster-
ing and efficient cluster head selection by dividing the
network into grids. This cluster head selection was based on
only residual energy, distance to the base station, and dis-
tance to neighbors. In [64], the authors proposed a low
energy clustering hierarchy for mobile sensor networks to
not only enhance network lifetime but also reduce packet
loss. In [65], the authors proposed a new routing technique
for efficient consumption and increased network lifetime by
optimal selection of cluster head. But here, cluster head selec-
tion is done only based on residual energy and distance to the
base station. In [66], fuzzy-based clustering algorithms have
been proposed where two types of sensors used, namely, free
sensors for communicating to the base station and clustered
sensor that sends sensed data to CH and the base station
which were based on four parameters. In [67], an extension
of the energy prediction with fuzzy logic has been proposed
for increasing the network lifetime.

But these factors do not guarantee the optimal solutions
in WSNs because many conflicting factors affect the energy
consumption such as if it selects cluster heads (CHs) near
the base station based on higher residual energy, but it
may be possible that some sensor nodes have higher distance
from the base station to send the data which consume more
energy, which will degrade the efficiency of the sensor
networks. We have already seen the problem of resource-
constrained in the form of bandwidth and energy consump-
tion which will drastically affect the network lifetime. So we
need to focus on cooperating among the conflicting attri-
butes to choose optimal cluster heads which enhance the
network lifetime by properly and efficiently utilizing the
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resources. Thus, MADM is an emerging approach for appli-
cations based on WSNs by considering some important
factors too. This paper focuses on the cooperation among
the many conflicting attributes and then deciding on optimal
cluster heads for efficient energy consumption.

3. Assumption and System Model

In this paper, we have assumed some predetermined values
of the parameters and also made some assumptions for our
simulation. In the simulation, we have taken an energy
model during the data collection process. The considered
parameter values and assumption made for simulation pur-
poses have been discussed in this section as follows:

3.1. Assumptions. The following assumptions have been
made in our simulation:

(i) Sensor nodes send the data from cluster heads to
the base station

(ii) Here, sensor nodes are homogeneous

(iii) Here, the random uniform distribution of sensor
nodes has been assumed

(iv) Some gateways were selected as cluster heads and
sent the data to the base station

(v) Gateways are approximately six times higher
energy than the normal sensor nodes

(vi) The base station knows the location of sensor
nodes, gateways, and vice versa

(vii) The base station is considered to be the hefty node
having the capability of communicating and com-
puting without having any restriction on energy
consumption

(viii) Sensor nodes were having the potential to transmit
the data to the fluctuating energy level based on the
distance from the sensor nodes

(ix) Sensor nodes are static

3.2. Energy Model. In WSN, most of the sensor nodes sense
the data from the environment from their vicinity and send
back data to the respective CHs, and CHs send this data to
the base station by operating on the data. We need an energy
model for transmitting the data, so we have taken the classi-
cal energy model for performing the operation mentioned
above. The transmitter consumes energy for operating the
radio electronics with amplifier power and only the receiver
for operating the radio electronics.

In our experiment, we have considered both the free-
space channel and multipath model. These models depended
on the distance between the transmitter and receiver. Here,
appropriate settings have been provided for preventing
energy loss and providing power control at the power ampli-
fier, i.e., if the distance for the transmission is less than d,
which is the threshold distance that a free-space path will
be used else a multipath model will be used. Here is an

energy model; if [ bit packets send at a distance d, then the
required energy for the transmission is

Ergi = E(1R,—ele) T E(TR,—mp)>

% Ego+lxepd ifd<d, (1)

Ergi=
I Eg, +1 % smpd4 ifd>d,.

The energy consumption for receiving the message at the
receiver end is given as

EREi = E(REi—ele)(l) = lEele' (2)

Here, E is the electronic energy based on some factors
such as filtering, signal spreading, modulation, and digital

coding. And the amplifier energy is known as sfsd2 or £,,

d*; this is based on the receiver distance and bit error rate.
For our experimental analysis, these energy parameters for
transmission purpose have been set as follows: E, = 50 nJ/
bit, &, =10pJ/bit/m, and ¢,, =0.0013 p]/bit/m. For data
aggregation, the energy consumption has been taken as
5 pJ/bit/signal. The optimal number of cluster heads (CHs)
can be calculated as

P b )
\ 21T Smpd to BS

Here, d”toBS is known as the distance from cluster
heads (CHs) to the base station (BS), M %= M is the network
deployment area, and 7 is the number of sensor nodes.

3.3. Parameters and Energy Model for the Simulation.
Parameters used in the simulation for energy dissipation
have been given in Tables 1 and 2 showing the parameters
used for the repeated simulations in our experiment.

4. Attributes Considered for the
Proposed Work

Here, we have considered multiattributes for our proposed
work, and these are conflicting in nature shown in Figure 2.
These attributes have an important impact on cluster head
selection. Attributes considered in this paper were given
below in the figure. These are conflicting attributes; thus,
proper coordination among them is necessary for further
use in other applications.

5. Data Set Generation

For the simulation purpose, we have used MATLAB for
modeling the WSN. In our simulation, we have generated
a random population of 20 for preserving the difference
between the 20 alternative populations. The more difference
helps us to understand the proposed APRO algorithm in a
better way. The population generated in our experiment
has been done by using the above equations for every given
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TaBLE 1: Parameters used in energy dissipation [4].
Parameters Value and unit
Initial energy for every gateway 1]
Initial energy for every node 0.2]
Efs 10 % 10712 ]
Emp 0.0013 % 1072]
Ergi 50 % 107
Epg; 50 % 107 ]
EDA 5%1077]
Data package length 4000 bits
Control package length 100 bits

TABLE 2: Parameters used in the simulation.

Parameters Value/unit
Coordinates origin (0,0)
Area 100*100, 200*200, 300*300 m?
Total number of sensor nodes 100, 150, 200...

It is variable
500, 750, and 1000 rounds

Simulation repeated time 3

Base station coordinates

Time for simulation

alternative. Table 3 shows the brief descriptions about the
attributes considered in our proposed work, whereas Table 4
shows the computed values of the attributes for modeled
WSN by using the CHs selected for each alternative:

6. Evolution Methods for the Selection of CHs
Using MADM

Many methods can be applied to select the best cluster
heads (CHs). In this section, we have applied MADM-
based methods such as AHP and PROMETHEE for rank-
ing the alternative and selecting the best cluster heads
(CHs) among them. Here, each method with its respective
results has been discussed.

6.1. AHP (Analytical Hierarchy Process) Method for CH’s
Selection. Step 1: the first step is to normalize the data set
(M,) by using the following equation; we can denote the
matrix by (M , and the normalized data has been

presented in Table 5

There are two types of factors: one is a beneficial factor
and the other is a nonbeneficial factor. For the beneficial
factor, we have to select the max value of each factor V7j to
compute the normalized value to the column itoM and
i=1,2,3-n

“j)mn

M _ M 4
U= Y (4)
J

And for nonbeneficial, the min value for each factor
has been calculated V7, where j=1,2,3 - n.
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v
Mlij = M—u] (5)

The values of the normalized matrix lie between 0 and 1.

Step 2: after this, the relative importance matrix will be
generated W, ,

Step 3: geometric mean (GM) of each has been com-
puted by using the following equation, and it is represented
in Table 6

n
GMi=HWij,i=1,2,---mandj=1,2,---11. (6)
i1

Step 4: in this step, a weighted matrix will be calcu-
lated (M,),,,. Table 7 denotes the weighted matrix of
the attributes

M.
- oS o
TE.GM,

= 1

And also

n

ZMZZ' =1 (8)

Step 5: check the consistency:

(i) Compute the matrix M; and it is represented in
Table 8.

M M * M

3nxl 1nxn 2nx1" (9)

(ii) Compute the matrix M, and it is represented in
Table 9.

_ M3n*1
4nxl1 — .
MZn*l

(10)

(iii) Compute A,

n
oM,
Amﬂz%‘“. (11)

Consistency index (CI) is as follows:

CI:Amax_n
n-1 "

(iv) Compute consistency ratio:



Journal of Sensors

Coverage
Avg Dist_CH
Avg_Dist_BS

Avg Eres
Std_Dev_Eres
Std_Dev_Mem
Con_CH_Eres

Disconn_CH Eres
Std_con_CH_Eres
Std_Disconn_CH_Eres
Power node

Std_Dev_Power
Std_Dev avg life CH
Total Dist CH
Std _Dev _Eres
Std_Dev_Energy trans

Std_Dev_Erec
Avg_Lifetime_CH
Connectivity
Power_CH
Node_Eres

FIGURE 2: Attributes considered in the proposed work.

TaBLE 3: Description of attributes.

Attributes Brief description

CH-Cov Percentage of sensor nodes distance from their respective cluster heads
BS-CH Connectivity Connectivity of CH to the base station

Avg-CH Life Average lifetime of cluster heads

Avg-Residual Energy
CH-Con-Avg Residual
CH-Dcon-Avg Residual
BS-CH Bearing

Std Residual

Avg-BS Life
Std_Avg_Ch_Life
Maximum_Dis_BS
Avg_Dis_CHs
Avg_BS_DIS

Std_CH_Con_Avg_Residual
Std_CH_Dcon_Avg_Residual

Std_Residual
Node_Power
CH_Power

Std_Power
Std_Member Node
Std_Dev_Energy Trans

Average residual energy of sensor nodes
Average residual energy of connected cluster heads
Average residual energy of disconnected cluster heads
Load of cluster heads
Standard deviation of residual energy
Lifetime of base station
Standard deviation of cluster head lifetime
Maximum distance to the base station
Average distance to cluster heads
Average distance to base station
Standard deviation residual energy of connected nodes
Standard deviation residual energy of dis-connected nodes
Standard deviation of residual energy
Power of sensor nodes
Power of cluster heads
Standard deviation of power
Standard deviation of member nodes

Standard deviation of energy transmission
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TABLE 6: Geometric mean. TaBLE 8: Consistency check.

AT1 2.296165 a3

AT2 1.785906 ATI 1.6875
AT3 1.530776 AT2 1.3125
AT4 2296165 AT3 1.125

ATS5 0.255129 AT4 1.6875
AT6 0.255129 AT5 0.1875
AT7 1.275647 AT6 0.1875
ATS8 2.296165 AT7 0.9375
AT9 1.275647 ATS8 1.6875
AT10 0.255129 AT9 0.9375
ATI11 1.275647 AT10 0.1875
AT12 0.255129 AT11 0.9375
ATI13 0.255129 ATI2 0.1875
AT14 0.765388 AT13 0.1875
ATI5 2296165 AT14 0.5625
AT16 0.255129 AT15 1.6875
AT17 1.785906 AT16 0.1875
AT18 1.785906 AT17 1.3125
ATI19 1.785906 ATI18 1.3125
AT20 2.296165 ATI19 1.3125
AT21 2.296165 AT20 1.6875

TaBLE 7: Weighted matrix. TABLE 9: Matrix M,

AT1 0.080357 a4

AT2 0.0625 ATI 21
AT3 0.053571 AT2 21
AT4 0.080357 AT3 21
ATS5 0.008929 AT4 21
AT6 0.008929 AT5 21
AT7 0.044643 AT6 21
ATS8 0.080357 AT7 21
AT9 0.044643 ATS 21
ATI10 0.008929 AT9 21
ATI11 0.044643 ATI10 21
AT12 0.008929 ATI11 21
ATI13 0.008929 ATI2 21
AT14 0.026786 ATI13 21
ATI5 0.080357 AT14 21
AT16 0.008929 ATI15 21
AT17 0.0625 AT16 21
AT18 0.0625 AT17 21
ATI19 0.0625 ATI18 21
AT20 0.080357 ATI19 21
AT21 0.080357 AT20 21
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CR=—.
RI

(13)

Here, RI is the random index.

Step 6: calculate the value of P; by using the SAW
method. In our experiment, we used the SAW method for
selecting the CH. The value is presented in Table 10

n
P;= Zle' * M
j=1

Lpi=1,2,3m. (14)

Step 7: in this step, we finally rank the alternative
according to the higher value of P,. And the rank is presented
in Table 11

6.2. PROMETHEE Method for CH Selection. Step 1: calculate
the denomination matrix for each # attribute and m alterna-
tives m * m matrix. ijm. For each attribute, the denomi-

nation matrix has been given in Tables 12-34. In Table 35,
we have presented the abbreviation of attributes used in
the simulation

Step 2: now, the corresponding weights of each attribute
are multiplied by each denomination matrix, and the final
matrix is calculated by doing the summation of each matrix.
And the final denomination matrix is presented in Table 33

(Mjm*m) = Qjm*m * W (15)
where w;=1
n
Qm*m: Z(Mjm*m)>i:1,2,"'..m. (]6)
=

Step 3: now, compute $ and $; by adding rows and col-
umns. This is presented in Table 36

Step 4: compute the net flow by using the following
equation as presented in Table 37:

$; =8/ -9;. (17)

Step 5: lastly, rank the alternative according to the higher
value of $;, and the rank is given in Table 38

7. Simulation Results

This section evaluates the proposed APRO algorithm against
other clustering algorithms under a different scenario. In
this, MATLAB is used for the simulation, and we have com-
pared the proposed algorithm by LEACH, LEACH-C, EECS,
HEED, HEEC, and DEECET. We have performed the pro-
posed APRO algorithm under different scenarios using three
metrics FND, CHD, and Network_Dead. Here, network
dead means when 75% of the nodes are dead. A total of five
scenarios Table 39-43 have been considered where the
simulation area, number of nodes, the initial energy of the
sensor nodes, and base station position values are considered
different. In all five scenarios, it is shown that the proposed

11
TaBLE 10: SAW method.
P1 0.696925
P2 0.689571
P3 0.711684
P4 0.669327
P5 0.65802
P6 0.726547
P7 0.692058
P8 0.754268
P9 0.616516
P10 0.636602
P11 0.674155
P12 0.685208
P13 0.674693
P14 0.688882
P15 0.753036
Pl6 0.595946
P17 0.633541
P18 0.730995
P19 0.755554
P20 0.747793
P1 0.696925
TaBLE 11: Rank of the alternatives.

Pop Rank
1 8
2 10
3 7
4 15
5 16
6
7
8
9 19
10 17
11 14
12 12
13 13
14 11
15 3
16 20
17 18
18 5
19
20 4

algorithm preserves the energy of sensor nodes and outper-
forms the other algorithms. Here, we have taken five scenar-
ios by changing the values of the simulation area, the number
of nodes, and the base station position, and in all scenarios,
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TaBLE 12: Denomination matrix for AT1.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 13: Denomination matrix for AT2.

11 12 13 14 15 Pop

10

Pop

10
11

10
11

12
13
14
15
16
17
18
19
20

12
13

14
15
16
17
18
19
20
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TABLE 14: Denomination matrix for AT3.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 15: Denomination matrix for AT4.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20




Journal of Sensors

14

TABLE 16: Denomination matrix for AT5.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 17: Denomination matrix for AT6.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TaBLE 18: Denomination matrix for AT7.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 19: Denomination matrix for ATS.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TaBLE 20: Denomination matrix for AT9.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 21: Denomination matrix for AT10.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TABLE 22: Denomination matrix for AT11.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 23: Denomination matrix for AT12.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TABLE 24: Denomination matrix for AT13.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 25: Denomination matrix for AT14.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TABLE 26: Denomination matrix for AT15.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 27: Denomination matrix for AT16.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TaBLE 28: Denomination matrix for AT17.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 29: Denomination matrix for AT18.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TaBLE 30: Denomination matrix for AT19.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20

TABLE 31: Denomination matrix for AT20.

11 12 13 14 15 16 17 18 19 20

10

Pop

10
11

12
13

14
15
16
17
18
19
20
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TABLE 32: Denomination matrix for AT21.

Pop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0 1 0 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 1
2 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0
3 1 1 0 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 1
4 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
5 0 1 0 1 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0
6 0 1 0 1 1 0 0 0 1 1 1 0 0 0 0 1 1 0 0 0
7 1 1 1 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 1
8 1 1 1 1 1 1 1 0 1 1 1 0 1 1 0 1 1 1 1 1
9 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0
12 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1
13 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1
14 1 1 1 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 1
15 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1
16 0 0 0 1 0 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0
17 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
18 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 0 0 0
19 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 0 1
20 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 1 1 1 0 0
TABLE 33: Final denomination matrix.
Pop 1 2 3 4 5 6 7 8 9 10
1 0 0.196429 0.3125 0.455357 0.241071 0.1875 0.348214 0.089286 0.5 0.491071
2 0.375 0 0.258929 0.482143 0.267857 0.098214 0.401786 0.089286 0.5625 0.5
3 0.178571 0.3125 0 0.428571 0.303571 0.339286 0.401786 0.071429 0.5 0.5
4 0.196429 0.169643 0.223214 0 0.160714 0.1875 0.223214 0.178571 0.410714 0.25
5 0.330357 0.303571 0.267857 0.491071 0 0.053571 0.348214 0.071429 0.517857 0.455357
6 0.464286 0.553571 0.3125 0.464286 0.598214 0 0.392857 0.205357 0.616071 0.5
7 0.223214 0.169643 0.169643 0.428571 0.223214 0.258929 0 0.080357 0.419643 0.357143
8 0.482143 0.5625 0.5 0.473214 0.580357 0.366071 0.571429 0 0.517857 0.580357
9 0.151786 0.089286 0.151786 0.160714 0.133929 0.035714 0.232143 0.133929 0 0.241071
10 0.160714 0.151786 0.151786 0.321429 0.196429 0.151786 0.294643 0.071429 0.330357 0
11 0.3125 0.25 0.160714 0.321429 0.303571 0.178571 0.303571 0.133929 0.464286 0.339286
12 0.160714 0.196429 0.151786 0.4375 0.241071 0.1875 0.241071 0.089286 0.5 0.330357
13 0.169643 0.241071 0.151786 0.410714 0.258929 0.133929 0.160714 0.133929 0.383929 0.357143
14 0.241071 0.294643 0.321429 0.401786 0.428571 0.285714 0.401786 0.1875 0.357143 0.410714
15 0.410714 0.357143 0.339286 0.428571 0.482143 0.401786 0.419643 0.3125 0.5 0.491071
16 0.098214 0.133929 0.035714 0.214286 0.178571 0.044643 0.125 0.098214 0.348214 0.339286
17 0.348214 0.25 0.196429 0.419643 0.303571 0.160714 0.276786 0.071429 0.5 0.428571
18 0.401786 0.473214 0.455357 0.455357 0.607143 0.258929 0.464286 0.285714 0.580357 0.571429
19 0.330357 0.419643 0.383929 0.392857 0.410714 0.339286 0.455357 0.1875 0.526786 0.428571

[\
(=]

0.303571 0.3125 0.151786 0.401786 0.4375 0.330357 0.375 0.133929 0.526786 0.330357
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TaBLE 34: Final denomination matrix.

11 12 13 14 15 16 17 18 19 20
1 0.339286 0.330357 0.482143 0.330357 0.160714 0.553571 0.303571 0.25 0.321429 0.348214
2 0.401786 0.375 0.410714 0.357143 0.294643 0.517857 0.401786 0.178571 0.232143 0.339286
3 0.491071 0.339286 0.5 0.25 0.232143 0.616071 0.455357 0.196429 0.267857 0.5
4 0.25 0.214286 0.160714 0.169643 0.223214 0.4375 0.232143 0.196429 0.258929 0.25
5 0.348214 0.330357 0.392857 0.223214 0.169643 0.473214 0.348214 0.044643 0.241071 0.214286
6 0.473214 0.464286 0.517857 0.366071 0.25 0.607143 0.410714 0.3125 0.3125 0.321429
7 0.348214 0.330357 0.491071 0.25 0.232143 0.526786 0.375 0.1875 0.196429 0.276786
8 0.517857 0.482143 0.517857 0.383929 0.258929 0.553571 0.5 0.285714 0.464286 0.517857
9 0.107143 0.151786 0.1875 0.214286 0.151786 0.303571 0.151786 0.071429 0.125 0.125
10 0.232143 0.321429 0.214286 0.160714 0.160714 0.3125 0.223214 0.080357 0.223214 0.321429
11 0 0.375 0.276786 0.303571 0.303571 0.544643 0.303571 0.214286 0.3125 0.375
12 0.276786 0 0.375 0.276786 0.160714 0.455357 0.267857 0.1875 0.258929 0.348214
13 0.294643 0.276786 0 0.178571 0.160714 0.553571 0.25 0.125 0.223214 0.294643
14 0.267857 0.294643 0.392857 0 0.258929 0.526786 0.401786 0.125 0.3125 0.348214
15 0.348214 0.410714 0.491071 0.3125 0 0.526786 0.553571 0.3125 0.330357 0.428571
16 0.107143 0.196429 0.098214 0.125 0.125 0 0.169643 0.044643 0.098214 0.125
17 0.348214 0.383929 0.401786 0.25 0.098214 0.482143 0 0.071429 0.1875 0.267857
18 0.4375 0.464286 0.526786 0.526786 0.339286 0.607143 0.5 0 0.232143 0.4375
19 0.339286 0.392857 0.428571 0.339286 0.321429 0.473214 0.464286 0.419643 0 0.428571
20 0.276786 0.303571 0.357143 0.303571 0.223214 0.446429 0.383929 0.214286 0.142857 0

TaBLE 35: Abbreviations of attribute. TaBLE 36: Vec Pos and Vec Neg.

Attributes used Abbreviations Vec Pos Vec Neg
CH-Cov AT1 1 6.241071 5.339286
BS-CH Connectivity AT2 2 6.544643 5.4375
Avg-CH Life AT3 3 6.883929 4.696429
Avg-Residual Energy AT4 4 4.392857 7.589286
CH-Con-Avg Residual AT5 5 5.625 6.357143
CH-Dcon-Avg Residual AT6 6 8.142857 4
BS-CH Bearing AT7 7 5.544643 6.4375
Std Residual AT8 8 9.116071 2.625
Avg-BS Life AT9 9 2.919643 9.0625
Std_Avg_Ch_Life ATI10 10 4.080357 7.901786
Maximum_Dis_BS ATI11 11 5.776786 6.205357
Avg_Dis_CHs ATI2 12 5.142857 6.4375
Avg_BS_DIS ATI13 13 4.758929 7.223214
Std_CH_Con_Avg_Residual AT14 14 6.258929 5.321429
Std_CH_Dcon_Avg_Residual ATI15 15 7.857143 4.125
Std_Residual AT16 16 2.705357 9.517857
Node_Power AT17 17 5.446429 6.696429
CH_Power ATI18 18 8.625 3.517857
Std_Power AT19 19 7.482143 4.741071
Std_Member Node AT20 20 5.955357 6.267857
Std_Dev_Energy Trans AT21

our proposed algorithm (Table 44) performs better than
LEACH, LEACH-C, EECS, HEED, HEEC, and DEECET.
The performance has been measured in terms of the first node

dead, the cluster head dead, and the last node dead. We mea-
sured network lifetime in terms of dead nodes, as network life-
time means how much time a network sustains.
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TaBLE 37: Net flow. TaBLE 39: First scenario.
Alternatives Net flow Parameter Values
1 0.901786 Area of deployment 2007200
2 1.107143 Sensor nodes 150
3 2.1875 Base station position (100, 100)
4 -3.19643 Initial node power 2]
5 -0.73214
6 4.142857
7 -0.89286 TaBLE 40: Second scenario.
8 6.491071 Parameter Values
9 -6.14286 :
Area of deployment 2507250
10 -3.82143
Sensor nodes 150
11 -0.42857 , -
Base station position (100, 100)
12 -1.29464
Initial node power 2]
13 -2.46429
14 0.9375
15 3.732143 _ .
16 6.8125 TaBLE 41: Third scenario.
17 -1.25 Parameter Values
18 5.107143 Area of deployment 3007300
19 2741071 Sensor nodes 200
20 -0.3125 Base station position (100, 150)
Initial node power 2]
TaBLE 38: Rank of the PROMETHEE.
Pop Rank TaBLE 42: Fourth scenario.
1 8 Parameter Values
2 18 .
3 p Area of deployment 4007400
4 15 Sensor nodes 250
5 19 Base station position (150, 200)
Initial node power 2]
6 3
7 2
8 14 TaBLE 43: Fifth scenario.
9 1 Parameter Values
10 20 *
Area of deployment 5007500
1; 1 Sensor nodes 1000
1
3 > Base station position (250, 250)
Initial node power 2]
14 17
15 12
16 13 TABLE 44: Abbreviations used for comparison of our proposed
17 4 algorithms.
18 10 Abbreviations used for algorithms Name of the algorithms
19 o C1 APRO (proposed algorithm)
20 16 C2 LEACH
C3 LEACH-C
The proposed APRO method is a hybrid approach of C4 EECS
AHP and PROMETHEE, and the time complexity of the Cs HEED
algorithm is o(mn?) and O(mnlogn), respectively, and the Cé HEEC
overall proposed APRO hybrid algorithmic complexity is
Cc7 DEECET

O(mnlogn).
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FIGURE 3: Performance of the experimental results.

The confidence interval of the proposed approach is 99%
which can be calculated as

Confidence Interval = 20.6 + 0.219(+1.1%)[20.381 — 20.819],

Cl=%+Zx - =20.6+2.5758 x
\/_

20.6 £0.219.
n 0

(18)

Figure 3 shows that in all the scenario whether we
change the simulation area, increase the number of sensor
nodes, or change the base station position, the proposed
APRO algorithm performs better than other algorithms. In
the figure, we have also shown the simulated area with sen-
sor nodes in each scenario so that we can better understand
the scenarios. In our proposed APRO algorithm, applying
multiattributes for cluster head selection shows that network
lifetime has been increased with efficient energy consump-
tion. Also considering every aspect of sensor nodes, load bal-
ance between nodes and thus efficient energy consumption
helps in increasing the network lifetime.

7.1. Statistical Analysis. Here, Table 45 represents the statis-
tical significance of analyzing the performance of the net-
work. If we choose the alternative based on maximum
residual, maximum coverage, and maximum connectivity,
then the 1% alternative is for maximum coverage, the 3™
for maximum connectivity, and the 11" for maximum resid-
ual energy. Although the rank of the best alternatives has
been given the solution by our proposed algorithm, these
alternatives are 8™, 18" and 11" (PROM ranking) and
8™ 10", and 14" (AHP ranking). If we choose alternative
1* based on maximum coverage, then it will show that sen-
sor nodes are near to the base station and they will consume
less energy, but it will not guarantee that distance from CH
to the base station is less and CHs are having higher residual
energy for the data transmission. The chosen alternative
shows that the solution is not optimal as it consumes more
energy for data transmission which lowers network lifetime
as other attributes were not optimal. The rank given to this
alternative by PROMETHHE and AHP is 8.

If we choose 3™ alternative based on maximum connec-
tivity, then it will assure that CH is near the base station but
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TABLE 45: Statistical significance of the attributes.

AHP PROMETHEE Max residual Max CN Max COV
Ch-Cov 97.674 100 89.117 92.341 100
Bs-Ch Connectivity 6138 .6138 .5816 .8954 .6389
Avg-Ch Life 2631.6713 2754.4364 2612.6781 2234.15167 2314.7827
Avg-Residual Energy .6453 .6453 .69874 .5887 6193
Ch-Con-Avg Residual .3986 3.9876 3.2581 4.6897 3.7862
Ch-Dcon-Avg Residual 1.5637 1.5627 .56379 3.5788 2.6737
Bs-Ch Bearing 98.8967 98.9899 93.6578 91.2567 92.5364
Std Residual 2.6897 2.8967 2.3552 2.1547 2.4567
Avg-Bs Life 148.8753 169.6475 145.6742 154.7836 158.5362
Std_Avg Ch_Life 167.3899 189.3748 156.7411 141.4748 190.3832
Maximum_Dis_Bs 575.2891 517.3849 784.3628 628.3718 616.3783
Avg Dis_Chs 56.1123 56.4783 99.4738 78.4949 72.3949
Avg_BS_DIS 61.3849 56.3839 89.9401 78.4839 81.4788
Std_Ch_Con_Avg_Residual 26178 .26894 .31473 27671 2134
Std_CH_Dcon_Avg_Residual 2084 2568 3897 2897 2979
Std_Residual .00156 .00167 .00238 .01383 .01898
Node_Power .002146 .002146 .01278 .01238 .01287
Ch_Power .00247 .00247 .00357 .003897 .00387
Std_Power .004678 .004768 .005678 .005987 .006178
Std_Member Node 28971 28917 .36887 .34572 37826
Std_Dev_Energy Trans .00237 .00267 .01837 .01987 .02397

not guarantee higher residual energy. The sensor nodes
other than the CH will be far away from the base station.
As normal sensor nodes were at a higher distance, they
require higher residual energy for data transmission. In this
case, the network lifetime and residual energy will be lower.
The rank given by the proposed algorithm is 6™ and 7%,
respectively. If we choose the 8" alternative based on higher
maximum residual energy, then it will give higher residual
energy to sensor nodes. But sensor nodes were not equally
distributed and sensor nodes’ loads were also not balanced
which causes a lower network lifetime. The rank given bz
our proposed APRO algorithm to this alternative is 11
and 14", The other attribute values prove that the above
results were not optimal; thus, we can say that with many
limitations, the solutions were not optimal. Thus, we have
to consider other attributes for CH’s selection for data trans-
mission. Such selected CHs should have a maximum lifetime
with evenly distributed sensor nodes and have efficient
energy consumption. The proposed algorithm provides opti-
mal CH selection where all attributes have their optimal
values and the simulation results were evaluated in terms
of FND, CHD, and LND.

8. Conclusion and Future Scope

The proposed APRO algorithm provides a load-balanced
and increased network lifetime for the selection of cluster
heads by considering the twenty-one attributes. All the attri-
butes were considered and synchronized among them for
the data collection process. The selected cluster heads

(CHs) have a balanced load among the sensor nodes with
optimal energy consumption for the data transmission to
the base station. The results validate the outcome of our pro-
posed algorithm which verify consume optimal energy con-
sumption for data transmissions. Results show that the
considered 21 attributes play an important role in efficient
energy consumption and increased network lifetime. As far
as energy consumption is considered to be the most impor-
tant factor in sensor networks, thus sensor nodes consume
less energy and also balance the load among the sensor
nodes. So, our proposed algorithm favored the data trans-
mission and collection for a longer time in the network.
Also, we have taken some scenarios in which we have chan-
ged the number of sensor nodes, deployment area, and base
station position, where we can see that our proposed algo-
rithm performs well compared to other algorithms. This
shows that our proposed algorithm is scalable to small or
large deployment areas and applications. We conclude that
our proposed algorithm performs better than the other algo-
rithms and our results validate as well.

In the future automatic weight, an assignment can be
done using the fuzzy logic approach in place of relative
weight. Automatic weight assignment can be done for
enhancing the performance of the network. Further, we
can move to the multihop transmission of data.
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The purpose is to optimize the foundation’s treatment process and improve the foundation’s construction effect to better apply the
cement soil composite tubular piles. This exploration is to study the cement composite tubular piles. First, the principle and
application of optical fiber sensing technology are discussed. Then, the application design and conditions of the cement
composite tubular pile are discussed. Finally, a new foundation treatment technology supported by optical fiber sensing
technology is proposed and comprehensively evaluated based on the application of cement soil composite tubular piles. The
research results show that: (1) the new foundation treatment technology reflects the optimization of the optical fiber sensing
technology for the foundation treatment. Moreover, it is further optimized through the application of cement soil composite
tubular piles. (2) When subjected to the same load, the longer the core pile is, the smaller the cement soil composite pile’s
settlement is. When the inner core pile is 20 m ~24 m long, the settlement of the cement soil composite pile is small. When the
length of the inner core pipe pile is 16 m ~20 m, the settlement range of cement soil composite pile becomes larger. (3) With
the increase of friction coefficient, the settlement distance of cement soil composite tubular pile will decrease. The above data
show that compared with the traditional foundation treatment technology, the new foundation treatment technology designed
based on the application of composite tubular piles, supported by optical fiber sensing technology, can well solve the
foundation construction problems, avoid pavement settlement, cracking, and other phenomena, and ensure the overall safety
of the road. This exploration fully reflects the advantages of the new technology of foundation treatment and ensures the
quality of road engineering. It provides a reference for the development of foundation treatment technology of construction
projects and contributes to the development of the construction industry.

1. Introduction

Currently, the scale of infrastructure construction in China
is increasingly large, super large, super heavy, and super
high-rise buildings are springing up on the land of the moth-
erland. Buildings have higher and higher requirements for
the foundation’s bearing capacity and deformation control.
However, most of the underground soil layers of sites that
can be adopted for construction in cities are complex, and
construction teams need to carry out construction on com-
plex soil layers with large changes in stiffness and flexibility
[1]. Hence, in modern project engineering, the speculative
proportion of foundation and the engineering quantity of

foundation construction are considerable and are increas-
ingly higher. The quality of the foundation can even deter-
mine the construction quality of buildings [2]. Accidents
that cause dangerous situations in buildings due to problems
in the foundation occur frequently. The foundation is a hid-
den project. Once a problem arises, the personnel, materials,
and funds to repair the foundation are huge. With the
increasing development of the construction industry, in
addition to providing sufficient safety, the current construc-
tion scheme also needs to be highly economical and have a
short construction period. In this way, the construction
party can construct to serve society as soon as possible [3].
Since entering the 21st century, the domestic economy has
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entered a period of rapid development. High-rise, super
high-rise buildings, and heavy structures have been continu-
ously built, and pile foundation projects have also been
developed rapidly. Various new pile types, processes, and
technologies are emerging, and some new fields have
emerged, showing a new development trend. Pile founda-
tions are developing towards large-diameter long piles,
micro piles, high-strength piles, and composite piles. Given
the development direction of pile foundation, combined
with the characteristics of the east coast of China and the
alluvial plain strata of rivers and lakes, Shandong Academy
of Building Sciences has developed a composite pile technol-
ogy, namely cement soil composite tubular pile technology,
which is suitable for soft soil areas. The cement soil compos-
ite tubular pile is composed of the cement soil pile formed by
the high-pressure jet mixing method and the concentrically
implanted prestressed high-strength concrete tubular pile.
It has the characteristics of large diameter, long pile, high
bearing capacity, high-cost performance, and high construc-
tion efficiency. As a new technology, the bearing mechanism
of cement soil composite tubular pile is obviously different
from that of an ordinary pile, and the mechanical perfor-
mance of the composite pile is also greatly different from
that of the existing core inserted pile technology. In order
to make the resistance of the soil around the pile and the
strength of the pile material reach the limit state at the same
time, meet the theoretical optimal matching relationship,
and give full play to the technical advantages of the cement
soil composite tubular pile, it is essential to research the
bearing mechanism of the cement soil composite tubular
pile. Based on the field test and numerical simulation test,
this exploration studies the vertical compressive bearing
mechanism of cement soil composite tubular pile, and
obtains the influence rules of cement soil pile diameter,
tubular pile diameter, cement soil pile length, tubular pile
length, cement soil strength, stratum conditions, and other
factors on the vertical compressive bearing mechanism of
cement soil composite tubular pile.

Recently, the rising optical fiber sensing technology has
attracted more and more researchers’ attention. The charac-
teristics such as durability, small volume, strong anti-
electromagnetic interference ability, and portability make
the optical cable easy to lay and install, good matching with
the measurement target, and small stress impact on the mea-
sured target. It can carry out signal transmission. Good use
of optical fiber sensing technology can realize real-time,
remote and all-weather measurements of various structures
in civil engineering [4]. The distributed optical fiber sensing
technology based on Brillouin Optical Time Domain Reflec-
tometry (BOTDR) has the characteristics of long monitoring
distance, fast signal transmission, and high accuracy.
According to these characteristics, it can be adopted for
remote real-time monitoring of each item in the project to
ensure its smooth progress [5]. In some developed countries,
the application of optical fiber in civil engineering has been
studied for decades. For example, Japan, Switzerland,
France, and the United States have made crucial inventions
and innovations in this technology. These studies have laid
a good foundation for future projects’ health monitoring
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and safety early warning [6]. The common distributed
optical fiber sensing technology can be divided into the
following two categories: interferometric distributed optical
fiber sensing technology and scattering distributed optical
fiber sensing technology. Among them, the distributed
optical fiber sensing technology based on the interference
principle appears earlier. It includes the distributed optical
fiber sensing technology based on Michelson optical fiber
interferometer, based on Mach-Zehnder optical fiber inter-
ferometer, based on Sagnac optical fiber interferometer,
and based on composite structure interferometer. Distrib-
uted optical fiber sensing technology based on the scatter-
ing principle appears late, including distributed optical
fiber sensing technology based on Raman scattering, dis-
tributed optical fiber sensing technology based on Brillouin
scattering and distributed optical fiber sensing technology
based on Rayleigh scattering.

A new foundation treatment technology supported by
optical fiber sensing technology is proposed. It is to use opti-
cal fiber sensing technology to realize automatic monitoring
of foundation settlement. Then, the stress characteristics and
working mechanism of cement soil composite tubular piles
are studied. The influence of the bearing capacity of cement
soil composite tubular piles on settlement is researched.
Next, the deformation and settlement law of the foundation
based on cement soil composite tubular piles are obtained to
study the reasonable method of foundation treatment and
reduce the uneven settlement of the pavement and pavement
damage. This exploration provides a reference for the devel-
opment of foundation treatment technology of construction
engineering and contributes to the development of the con-
struction industry.

2. Methods

2.1. Optical Fiber Sensing Technology. Distributed optical
fiber sensing technology based on Optical Time Domain
Reflection (OTDR) includes Rayleigh OTDR and BOTDR
[7]. The advantage of distributed optical fiber sensing
technology is that it can simultaneously measure the con-
tinuously distributed temporal and spatial information on
the optical fiber path without making multiple-point sen-
sors. It overcomes the defect that the traditional point
sensor is difficult to monitor the measured object continu-
ously in an all-round way. Moreover, it has good perfor-
mance that traditional sensors do not have, such as less
energy loss and data transmission of multiple signals [8].
OTDR measurement technology is to receive the pulse sig-
nal of light in the optical fiber, and then transmit the
pulse signal of light in the optical fiber. When the pulse
signal of light encounters the nature of the optical fiber
itself, the interface, the bending of the optical fiber, the
optical fiber connecting other devices, or other similar
events, the pulse signal of light will produce reflected light
and scattered light. Part of the reflected light and scattered
light will return to the pulse signal port of the emitted
light along the same path [9]. According to the time dif-
ference t between the pulse signal of the emitted light
and the pulse signal of the received light, OTDR can
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FIGURE 1: The schematic diagram of OTDR technology.

calculate the distance d between the above measurement
point and OTDR through:

d=_. (1)

c is the propagation speed of light in the optical fiber;
n is the refractive index of the optical fiber itself [10].

Figure 1 displays the principle of OTDR technology.

OTDR technology can continuously display the loss dis-
tance of optical pulse and the changes of scattered light and
refracted light on the whole optical fiber line, without any
damage to the optical fiber during measurement.

Optical fiber sensing technology is widely adopted in
structural engineering detection. For example, reinforced
concrete is a widely used material at present. Embedding
optical fiber materials directly in concrete structures or past-
ing them on the surface is the main application form of opti-
cal fiber, which can detect thermal stress and curing,
deflection, bending, stress, and strain. The concrete will gen-
erate a temperature gradient due to hydration during solidi-
fication. If the cooling process is uneven, the thermal stress
will cause cracks in the structure. The use of optical fiber
sensors embedded in concrete can monitor its internal tem-
perature changes, thus controlling the cooling rate. Hence,
the optical fiber sensing technology will have a significant
application prospect in the foundation treatment.

2.2. Fiber and Brillouin Scattering. The silicon material of
optical fiber is a kind of electrostrictive material. When the

high-power pump light propagates in the fiber, its refractive
index will increase, resulting in the electrostriction effect,
which causes most of the transmitted light to be converted into
the backscattered light, resulting in stimulated Brillouin scat-
tering. The specific process is as follows: when the pump light
propagates in the optical fiber, its self-issued Brillouin scatter-
ing light propagates in the opposite direction of the pump
light. When the intensity of the pump light increases, the
intensity of the self-issued Brillouin scattering increases. When
it increases to a certain extent, the backward transmitted
Stokes light and the pump light will interfere, producing strong
interference fringes, which greatly increases the local refractive
index of the fiber. In this way, a sound wave will be generated
due to the electrostriction effect. The sound wave generation
will stimulate more Brillouin scattering light, and the generated
scattering light will strengthen the sound wave. Such interac-
tion produces strong scattering, which is called stimulated Bril-
louin scattering. Compared with light waves, the energy of
sound waves is negligible. Hence, without considering the
acoustic wave, the process of stimulated Brillouin scattering
can be summarized as the process of energy transfer from
higher frequency pump light to lower frequency Stokes light.
In this way, stimulated Brillouin scattering can be regarded
as a process of optical gain for Stokes light propagating in elec-
trostrictive materials in the presence of pump light. In stimu-
lated Brillouin scattering, although the anti-Stokes and Stokes
light exist theoretically, they are generally only Stokes light.

2.3. Basic Principles of BOTDR. BOTDR is a technology that
uses the relationship between Brillouin scattering frequency
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shift in optical fiber, the temperature of optical fiber and the
strain of optical fiber to realize measurement [11]. The dis-
tributed optical fiber sensor based on BOTDR is a measure-
ment sensor for stress change and temperature change
combined with OTDR measurement technology and Bril-
louin scattering. Figure 2 presents the principle:

The detector receives Brillouin scattering light, which
will have a frequency shift relative to the pulse signal of
the incident light [12]. When the temperature of the optical
fiber changes and strains occur, the refractive index n of the
optical fiber core and the propagation speed v of light in the
optical fiber will change accordingly, resulting in the change
of Brillouin frequency shift [13]. Since Brillouin frequency
shifts are linearly related to fiber temperature and strain, it
is only necessary to measure the change of Brillouin fre-
quency shift to obtain the change of temperature and gener-
ated stress and strain. Measuring the return time of scattered
light can determine the position of the corresponding point.

In fact, in the distributed optical fiber sensor system
based on BOTDR, the output continuous light of the laser
is modulated into pulse light and shoots into the sensing
fiber to generate Brillouin Stokes and anti-Stokes light with
frequency shifts up and down. A filter is adopted to filter
out the scattered light signal of one of the frequencies
detected by the photodetector. Through signal processing,
the Brillouin gain spectra at different positions are fitted by
Lorentz to obtain the Brillouin frequency shift curve along
the fiber. According to the corresponding relationship
between Brillouin frequency shift and temperature and
stress, the change of external temperature and stress can be
deduced. BOTDR technology can realize both distributed
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temperature sensing and stress sensing. However, due to
the limited incident light power of BOTDR, the natural
attenuation of optical fiber makes the sensing signal weak
and difficult to detect, and shortens sensing distance.

Figures 3 and 4 show the relationship between the fre-
quency shift change of Brillouin scattered light and strain
and temperature in BOTDR measurement technology:

Figures 3 and 4 reveal that if the temperature change of
the working environment where the optical fiber is located
is less than 4°C, the influence of temperature on Brillouin
frequency shift is ignored. When the stress change of the
optical fiber is 0, the change of temperature is positively
and linearly related to the change of Brillouin frequency
shift, that is:

dvy(T)
IT AT. (2)

vg(T) =vp(Ty) +

T, is the initial temperature, T is the temperature at the
time of measurement, and AT 1is the temperature
change [14].

Moreover, Figure 3 shows that the relationship between
Brillouin frequency shift and fiber temperature and fiber
strain is [15]:

ovg(e, T)  0vp(e, T)
et - O

vg(e, T) =vp(0, Ty) +

vg(e, T) is the Brillouin frequency shift change when the
fiber strain is € and the temperature is T. v5(0, T) is the Bril-
louin frequency shift when the fiber strain is 0 and the tem-
perature is T,. T is the initial temperature, and T is the
temperature at the measurement time. eis strain. dvg(e, T)
/0¢ is the relevant variation parameter between Brillouin fre-
quency shift and strain, about 493 MHz. dvg(e, T)/0T is the
variation parameter between Brillouin frequency shift and
temperature. The variation parameters between fiber tem-
perature and fiber strain are compared. It is found that the
stress change of light has a greater influence on the Brillouin
frequency shift of light.

2.4. Structural Characteristics of Cement Soil Composite
Tubular Piles. The cement soil composite tubular pile is
composed of a core pile and a cement soil mixing pile. The
prestressed high-strength tubular pile, cast-in-place pile,
and structural steel are mainly used as the stiffening core.
Cement soil mixing piles can be formed by deep mixing,
powder spraying, or high-pressure rotary spraying [16].
Cement soil composite tubular pile can be divided into the
short core pile, equal core pile, and long core pile according
to the core pile length. They are divided into equal section
piles (square, circular, annular lamp, pyramid, or combined
type) and nonequal section piles (wedge and cone) accord-
ing to the geometry of core piles. Among them, constant sec-
tion tubular piles are more common. According to whether
the peripheral surface of the core pile is regular, it can be
divided into the smooth type and ribbed type [17], as shown
in Figure 5:
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2.5. Calculation of Bearing Capacity of Composite Pile.
National regulations and standards: the bearing capacity of
a single pile of cement soil composite pile is composed of
the frictional resistance Q,, on the side of the composite pile
and the frictional resistance Q,, on the cross-section of the
cement soil composite pile. When the interaction between
the end face resistance and the side resistance is ignored,
the bearing capacity of a single pile is [18]:

Q,=Q + qu = zUiLiqsui + qupu' (4)

U, refers to the perimeter of the composite pile of the
soil layer i around the pile, and L, is the corresponding thick-
ness of the i-th layer of soil around the pile. g, is the ulti-
mate side friction resistance of the i-th layer of soil. q,, is

the end face resistance of layer i soil to the pile end.

For the loose rigid composite pile, it is generally consid-
ered that its failure surface is located in the inner and outer
core sections, so its vertical resist compression bearing
capacity can be estimated through Equations (5) and (6).

For rigid-flexible composite pile and multielement compos-
ite pile, according to the form of failure, it can be calculated
through equations (5)-(8) [19];

Long core pile:

Ry = gl + 1Y gl + qp, Ay (5)
Short core pile and equal core pile:
Ra=uq,I + 4,,A,. (6)

The failure surface of the side of the rigid composite pile
is at the section of the composite pile core and the soil
around the pile. The equations for estimating the resist com-
pression bearing capacity of composite piles are Equation (7)
and Equation (8) [20]:

Long core pile:

Ra = uzssiqsiali + uczquulj + q;uA;' (7)
Short core pile and equal core pile:
Ra = uzgsiqsiali + “gpqpaAp' (8)

R, is the characteristic value of vertical resist compres-
sive bearing capacity of cement soil composite pile. u° and
u are the perimeter of the inner core pile and composite sec-
tion pile of cement soil composite pile, respectively. I is the
length of the composite section of the cement soil composite
pile, and [, is the thickness of the j-th soil layer of the length
of the noncomposite section. A, and A, are the area of the
inner core section of the cement soil composite pile and
the area of the composite section pile, respectively. g, is
the friction resistance of the inner core side of the composite
section of cement soil composite pile.

qsj, refers to the side friction of the j-th layer of the inner
core of the noncomposite section of the cement soil compos-
ite pile. g, is the side friction resistance of the i-th layer of
the outer core of the cement soil composite pile. g, and
qp, are the end resistance of the inner core pile end of the
cement soil composite pile and the pressure of the end of
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FIGURE 5: Types of cement soil composite tubular pile (a) short-core pile; (b) equal-core pile; (c) long-core pile.

the cement soil composite pile, respectively. There is a great
relationship between the vertical bearing capacity of com-
posite piles and the failure forms of composite piles. The fail-
ure forms of composite piles have four primary cases [21]:
compression failure occurs at the upper part of tubular piles,
relative sliding failure occurs at the side of cement soil piles,
large sliding failure occurs between cement soil piles and
tubular piles, and failure occurs when foreign matters pene-
trate the pile ends. Currently, the calculation equation
involving long core composite piles is as follows [22].

al - E z qstaLl + “qup +u Z qsmL + q;aAc’ (9)

Ra2 = v/cAcfik + ﬂfcuAp’ (10)
l .
Res = Catf cyfheg + e ) 4Ly + oo (11)
L
L
Ra3 = Eup Z qsiuLi + aqpaAp + lPACfik (12)
0

Equation (9) is to assume damage to the outer surface of
cement soil. Equation (10) is to assume failure due to insuf-
ficient compressive bearing capacity of the pile body. Equa-
tion (11) is to assume failure of the inner and outer cores
of cement soil. Equation (12) is to assume that the failure
location is in the concrete of the noncomposite section.

2.6. New Foundation Treatment Technology Supported by
Optical Fiber Sensing Technology. This exploration summa-
rizes the worldwide research on the road problems, such as

pavement subsidence and cracking in road engineering. It
conducts theoretical analysis and research on engineering
practice and indoor tests. The research contents are as
follows:

(1) The optical fiber sensing technology is studied. The
sensing parameters of temperature change and strain
of optical fibers are studied by marking the tempera-
ture change and strain of optical fibers. The sensitiv-
ity of sensing fiber is compared, the factors affecting
the sensitivity of optical fiber sensing are studied,
and the reliability of the optical fiber sensing system
is tested. Based on the principle of BOTDR, the mea-
surement scheme of BOTDR with deformation and
failure of the subgrade is designed

(2) With a road project in Hangzhou as the simulation
object, a 20:1 road model is established indoors.
According to the designed measurement scheme,
the optical fiber is embedded in the road model to
verify the possibility of optical fiber measuring soil
and gravel settlement, and to verify the synchronous
deformation ability of optical fiber and road. The
measurement results of the sensing fiber are com-
pared with that of the dial indicator, and the reliabil-
ity and accuracy of the sensing fiber measuring the
subgrade deformation failure are analyzed

(3) The stress of each segment of the tubular pile of
cement soil composite pile under load is studied.
For the bored precast pile, when making the rein-
forcement cage, it is essential to place the measuring
stress gauge at the appropriate position and export it
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along with the longitudinal reinforcement. In order
to measure the axial force of the tubular pile during
the tubular pile’s manufacturing process, it is neces-
sary to weld and fix the stress meter of the measuring
reinforcement on the steel bar of the tubular pile

(4) In the indoor research, the dangerous simulated sub-
grade section is selected, and the sensing fiber and
corresponding monitoring equipment are arranged
to detect the settlement difference of the subgrade
and the deformation and settlement of the cement
soil composite tubular pile. The measured data are
collected at regular intervals, and the subgrade settle-
ment deformation measured by the sensing optical
cable and the stress-strain data of the cement soil
composite tubular pile are analyzed. The reliability
of sensing optical cable monitoring subgrade defor-
mation to prevent road collapse and deformation is
analyzed

Based on summarizing and investigating the research on
the differential settlement of new and old subgrade and
worldwide BOTDR monitoring, this exploration mainly
adopts the technical route of combining indoor test research,
numerical analysis and comparison, engineering practice,
and other means. Figure 6 displays the technical route.

Figure 6 reveals that the implementation steps of the new
foundation treatment method proposed based on optical
fiber sensing technology are as follows. The first step is to
calibrate the optical fiber sensing temperature and strain.
The second step is to use BOTDR technology to construct
a monitoring scheme for subgrade settlement. The third step

FIGURE 7: Schematic diagram of implantable fixed optical fiber
laying.

TaBLE 1: Parameters of measurement system.

Technical indicators Parameters
5-40°C
150-240 VAC/50-60 Hz
Standard single mode fiber

<l.2m

Working temperature
Power supply
Sensing fiber

Spatial resolution

Measurement range of Brillouin

frequency shift 10GHz-13GHz

Resolution of Brillouin frequency

<
shift measurement <0.1 MHz
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TaBLE 2: Optical fiber information.
. . . . . . Temperature sensing
0,
Fiber type Length (m) Diameter (mm) Surface material Strain sensing coefficient/(MHZ/%) coefficient/(MHZ/"C)
Al 100 3.00 Polyurethane 498 2.96
A2 100 0.8 Nylon 505 2.99

is to build a certain size indoor widening road model. The
fourth step is to analyze the feasibility of the subgrade settle-
ment monitoring method based on BOTDR technology. The
fifth step is to obtain the settlement deformation law of the
indoor widened road by using BOTDR technology. The
sixth step is to get the model parameters according to the
actual investigation. The seventh step is to use ABAQUS to
model. Finally, by comparing and analyzing whether the set-
tlement law is consistent, the deformation law of new and
old subgrade settlements is obtained.

2.7. Synchronous Deformation of Optical Fiber and Subgrade.
When the optical fiber is applied in subgrade engineering,
optical fiber is implanted into subgrade filler. The protection
of sensing fiber should be considered when using implant-
able methods. The sensing fiber can be directly filled into
the loose soil. When the medium contains crushed stone
or hard materials, these crushed stones or hard materials will
cut the optical fiber and make it invalid, and the optical fiber
cannot accurately reflect the subgrade condition. Hence, the
surrounding medium must be treated when the implantable
optical fiber is adopted in the crushed stone or hard material
subgrade. Figure 7 is the schematic diagram of implantable
fixed optical fiber laying:

2.8. Temperature Compensation. The temperature compen-
sation of optical fiber has direct and indirect methods. The
indirect method first measures the surrounding temperature
environment, marks the temperature parameters of the opti-
cal fiber, and uses the conversion equation between temper-
ature and Brillouin frequency shift to calculate the
temperature value that needs to be compensated. The direct
method is to keep the stress around the optical fiber stable,
and the optical fiber is in a loose state. The temperature
compensation is conducted by testing the tension state of
the optical fiber through the analytical instrument. When
arranging the optical fiber measurement line, an unstressed
loose optical fiber needs to be arranged to compensate for
the temperature of the whole optical fiber laying line. The
Brillouin frequencies of the two sensing fibers are compared
to obtain the optical fiber deformation frequency’s change
value. The indirect method first needs to mark the sensor,
and then needs a thermometer to measure the temperature,
and then convert it through various equations. In this way,
the error is relatively large. When the measured area is rela-
tively large, more thermometers need to be arranged, which
is cumbersome to operate and inconvenient to mark the sen-
sor. Hence, the indirect method is rarely used in engineering
practice. When the onsite temperature change is less than
4°C, the influence of temperature on the frequency shift
change can be ignored.

TaBLE 3: Relationship between temperature and Brillouin
frequency.

A1l- Brillouin A2- Brillouin

Temperature/'C frequency/GHz frequency/GHz
25 10.81668 10.82941
35 10.83838 10.84176
45 10.87717 10.85941
55 10.89034 10.88412
65 10.9 10.90588

2.9. Experimental Preparation. In order to verify the effect of
the measurement system based on BOTDR technology, the
system operation environment is first designed, then, the
monitoring time of the system is set to obtain effective data,
and finally the data are saved and processed. Table 1 displays
the parameters of the measurement system based on
BOTDR technology.

Table 1 suggests that when using BOTDR technology to
measure various variables of optical fiber, high temperature
may cause damage to the experimental equipment, thus
affecting the measurement results. Therefore, the operating
temperature is set at 5-40°C. The power supply voltage
should not be too high, and it can be controlled near
200V, so the voltage range of the power supply given in
the experiment is 150-240 V. In the experiment, its numeri-
cal value is controlled within 1.2 m to avoid excessive resolu-
tion of optical fiber. Moreover, in order to make the
Brillouin frequency shift measurement more effective, the
Brillouin frequency shift measurement range and Brillouin
frequency shift measurement resolution are set at 10GHz-
13GHz and 0.1 MHz, respectively, in the experiment.

The sensitivity of optical fiber is studied. Table 2 presents
the optical fiber information used in this test:

3. Results and Analysis

3.1. Indoor Temperature Mark of the Sensing Fiber. First, the
known standard quantity is inputted into the sensor to be
marked through experiments, and the sensor’s output is
detected to obtain the correlation error between the input
and output of the sensor. Table 3 and Figure 8 show the
change of external temperature measured by other instru-
ments and Brillouin light frequency measured by the system:

The influence coefficients of the temperature of Al and
A2 sensing optical fibers on Brillouin frequency shift are
2.96 MHz/°C and 2.99 MHz/°C, respectively. The coefficients
of the two optical fibers are basically the same. The analysis
of optical fibers shows that the coefficients of Al and A2
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single-mode fibers are almost the same due to uniform heat-
ing in a constant temperature water bath. However, this does
not mean that Al and A2 sensing fibers have the same tem-
perature sensitivity. The experimental diagram suggests that
A2 fiber has a better correlation than Al fiber, and A2 has
better temperature sensitivity than Al fiber. The diameter
of A2 fiber is relatively small, so the range of acceptable tem-
perature change is relatively large.

3.2. Feasibility Analysis of Sensing Optical Cable Project. In
September 2020, the sensing fiber was placed on the moni-
toring section’s subgrade base, the subgrade filler was back-
filled, and then the mechanical compaction was conducted.
In December 2020, the subgrade construction was com-
pleted, and the initial monitoring was conducted. Figure 9
displays some monitoring results:

Figure 9 suggests that the measurement functions of Al
and A2 sensing optical cables are in the normal state, and the

system operates well without any abnormality. Thereby,
BOTDR technology can monitor the settlement deformation
of the subgrade.

3.3. Load Analysis of Cement Soil Composite Pile. The vari-
able parameter analysis of the cement soil composite tubular
pile studied in the test is conducted. For the length of the
cement soil composite tubular pile, the lengths of 16m,
18 m, 20m, and 22 m are, respectively, taken for simulation
analysis, and compared with the composite pile with the
length of 24 m. Then, the composite tubular pile load with
different lengths under the same vertical load is obtained.
The vertical load is 5000 kN. Figure 10 displays the deforma-
tion of vertical piles with different inner core lengths:
Figure 10 suggests that the settlement effects of cement
soil composite piles with different core piles under the same
load are different, which indicates that the settlement degree
of cement soil composite piles may be related to the core pile
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Ficure 11: Influence of different friction coefficients on settlement of tubular piles.

size of composite piles. After further analysis, the relation-
ship between the pile top settlement of the cement soil com-
posite pile and the length of the inner core pile can be
obtained. It suggests that when subjected to the same load,
the longer the core pile is, the smaller the cement soil com-
posite pile’s settlement is. When the inner core pile is
20 m ~24 m long, the settlement amplitude of the cement soil
composite pile is small. When the length of the inner core
tubular pile is 16m~20m, the settlement range of the
cement soil composite pile becomes larger.

In the manufacturing process of cement soil composite
tubular pile, the friction between cement soil composite
tubular pile and the surrounding soil layer will be different
due to the different material composition, material ratio,
and manufacturing process of cement soil mixing pile. Usu-
ally, the tubular pile made by the dry method will have a
large shear effect on the surrounding soil layer during the
construction process to split the surrounding soil layer,
and absorb the water of some surrounding soil layers,
increasing the shear strength of the surrounding soil layer.
On the contrary, the composite tubular pile made through

the wet method increases the water content of the surround-
ing soil layer during the construction process, and the
strength of the soil layer around the composite tubular pile
will be reduced. Different soil layers will produce different
friction coeflicients p for tubular piles. Figure 11 displays
the influence of different friction coeflicients on the settle-
ment of tubular piles:

Figure 11 suggests that the settlement degree of the same
cement soil composite pile under different friction coeffi-
cients is different. It shows that the settlement of the cement
soil composite pile may be related to the friction coefficient
between the pile and the soil. After further analysis, the
influence of different friction coeflicients on tubular pile set-
tlement can be known. With the increase of friction coeffi-
cient, the settlement distance of tubular piles will decrease.

3.4. Relationship between Road Settlement and Cement Soil
Composite Tubular Pile Settlement. Figure 12 displays the
road settlement and cement soil composite tubular pile
settlement:
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FIGURE 12: Road settlement and cement soil composite tubular pile settlement (a) 4 =0.2~0.4; (b) #=0.4~0.5.

Figure 12(a) reveals that when the friction coefficient
between piles and soil is 0.2 ~0.4, the pavement begins to
settle under a load of 4789 kN. When the load increases to
8927kN, the pavement settlement tends to be stable. The
measured settlement of cement soil composite tubular pile
is 14 mm, the settlement of pavement is 4 mm, and the set-
tlement ratio of pavement and cement soil composite tubu-
lar pile is 28.57%. It can be considered that when the
friction coefficient changes in this interval, it greatly impacts
the settlement of composite piles. Figure 12(b) reveals that
when y is 0.4~ 0.5, the pavement begins to settle when it is
loaded with 4789 kN. When the load increases to 8376 kN,
the pavement settlement tends to be stable. The measured
settlement of cement tubular piles is 7mm, the pavement
settlement is 1.6 mm, and the settlement ratio of pavement
to cement soil composite tubular pile is reduced by

22.86%. With the increase of pile top load, the friction
between cement soil composite tubular pile and surrounding
soil layer will also increase. After reaching a certain limit,
this friction will remain unchanged. With the increase of
the friction coefficient, the pile top load will cause the settle-
ment of the surrounding soil layer, and the influence range
of the surrounding soil layer settlement will gradually
increase. However, the settlement of cement soil composite
tubular piles will gradually decrease.

4. Conclusion

In recent years, optical fiber sensing technology has been
widely used in foundation treatment, and has achieved good
results. This exploration aims to integrate BOTDR technol-
ogy with optical fiber sensing technology to achieve a better
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foundation treatment effect. Hence, a new foundation treat-
ment technology supported by optical fiber sensing technol-
ogy is proposed based on the application of cement soil
composite tubular pile, and its comprehensive evaluation is
conducted. It is found that the application of sensing fiber
to monitor the settlement of soil and gravel is feasible, and
the synchronous deformation ability of the sensing fiber
and subgrade is relatively good. By measuring the influence
parameters of the temperature of Al and A2 sensing fibers
on Brillouin frequency shift, it is found that the diameter,
sheath thickness, and type of sensing fibers impact the tem-
perature sensing coefficient and strain sensing coefficient.
The settlement of composite piles decreases with the
increase of tubular pile length. When the friction coefficient
u between the pile-soil interface changes between 0.2 ~0.4,
the settlement of composite piles varies widely. When u
changes between 0.4 ~ 0.5, the variation range of composite
pile settlement is small. The relationship between the settle-
ment of cement soil composite tubular pile and subgrade
settlement is measured under different friction coefficients
between pile and soil interface. With the load increase, the
settlement of cement soil composite tubular pile in the
pile-soil layer with a small friction coeflicient is greater than
that of the tubular pile in the pile-soil layer with a large fric-
tion coeflicient. Moreover, the friction coefficient’s inconsis-
tency also affects the pavement settlement. The pavement
settlement with a large friction coefficient between pile and
soil interface is also smaller than that of pavement with a
small friction coefficient. The purpose is to further optimize
the optical fiber sensing technology by using BOTDR tech-
nology to better apply it to the foundation treatment work,
and obtain a higher quality foundation treatment effect.
Due to the limited time, the monitoring time for the
foundation settlement deformation law and the cement soil
composite tubular pile’s settlement law is relatively short.
Hence, the complete monitoring data of sensing optical
cables and conventional monitoring instruments in the pro-
ject cannot be obtained. Long-term observation will be con-
ducted in future research to verify the accuracy of the
application of sensing optical cables in civil engineering.
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An extremely high number of geographically dispersed, energy-limited sensor nodes make up wireless sensor networks. One of the
critical difficulties with these networks is their network lifetime. Wirelessly charging the sensors continuously is one technique to
lengthen the network’s lifespan. In order to compensate for the sensor nodes’ energy through a wireless medium, a mobile charger
(MC) is employed in wireless sensor networks (WRSN). Designing a charging scheme that best extends the network’s lifetime in
such a situation is difficult. In this paper, a demand-based charging method using unmanned aerial vehicles (UAVs) is provided
for wireless rechargeable sensor networks. In this regard, first, sensors are grouped according to their geographic position using
the K-means clustering technique. Then, with the aid of a fuzzy logic system, these clusters are ranked in order of priority
based on the parameters of the average percentage of battery life left in the sensor nodes’ batteries, the number of sensors, and
critical sensors that must be charged, and the distance between each cluster’s center and the MC charging station. It then
displays the positions of the UAV to choose the crucial sensor nodes using a routing algorithm based on the shortest and most
vital path in each cluster. Notably, the gradient-based optimization (GBO) algorithm has been applied in this work for
intracluster routing. A case study for a wireless rechargeable sensor network has been carried out in MATLAB to assess the
performance of the suggested design. The outcomes of the simulation show that the suggested technique was successful in
extending the network’s lifetime. Based on the simulation results, compared to the genetic algorithm, the proposed algorithm
has been able to reduce total energy consumption, total distance during the tour, and total travel delay by 26%, 17.2%, and
25.4%, respectively.

1. Introduction

Wireless sensor networks (WSNs) consist of many energy-
limited sensors and several sink nodes, where the sensor
nodes can sense events such as temperature, humidity,
and the content of atmospheric pollutants. These func-
tional scenarios require WSN to work consistently. These
application scenarios require the WSN to operate continu-
ously. In particular, the performance of a WSN is limited

by the battery capacity [1-3]. To augment the lifetime of
a WSN as much as possible, many researchers have pro-
posed various approaches. The existing reports can be
divided into three categories, namely, energy conservation
[4], energy harvesting [5], and wireless energy transfer
(WET) [6].

Limited lifetime remains a key factor affecting large-scale
deployment of WSNs. In general, there are two types of
methods to solve the problem. The first method is a
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resource-saving method that uses an optimization method
to improve the efficiency of the WSN. The energy-saving
scheme increases the lifetime of the sensor nodes by reduc-
ing the energy consumption per unit of time or workload.
While the energy of sensor nodes is still limited, this method
cannot fundamentally solve the problem. The second
method is wireless energy transfer (WET). The main idea
is to charge sensor nodes with the use of a magnetic reso-
nance coupling, and the WET can provide a stable energy
source with a controlled charge power. With the help of
the promising WET method, researchers have proposed a
new concept of wireless rechargeable sensor networks
(WRSNs) [7-9]. In WRSNs, sensor nodes can be charged
by wireless charging equipment (WCE). Hence, the WCE
charging schedule becomes a prominent issue in WRSNs.
To date, various perspectives on charge scheduling have
been investigated, including route planning and system per-
formance optimization [10].

In WRSNSs, since multihop data routing is usually used
to send data from sensor nodes to the base station, the nodes
that are closer to the base station usually consume more
energy than others, resulting in unbalanced energy con-
sumption patterns (for instance, the energy hole phenome-
non [11]). Hence, a rational charging scheduling scheme
that also takes both effectiveness and fairness should still
be designed to meet the purpose of ensuring the lifetime of
global sensor nodes in WRSN. Additionally, due to the lim-
ited charging capacity of WCVs in WRSNS, several impera-
tive elements in charging planning must be considered,
including the number, movement speed, charging power,
charging range, charging path, and charging period of
WCVs in each charging cycle and period. Moreover, the
joint optimization of charging scheduling and network pro-
tocols of WSNs will certainly minimize charging costs and
progress connectivity, coverage, and lifetime of WRSNs
[12-14].

In the overall framework of the wireless rechargeable
sensor network, there are maintenance stations, base stations
(BS), one or more agents or mobile charging vehicles
(MCVs) on the ground or in the air, and a large number
of rechargeable sensors (Figure 1). In this study, UAV is
used as MCV. The maintenance station can meet the charg-
ing demand. The base station collects and aggregates the
sensor data from the sensors and usually has no energy lim-
itations. After deploying the sensors, the location of each
sensor can be determined. A set of sensors with random bat-
tery capacity is distributed in a certain range. Sensors are
categorized into several clusters based on their position
and residual energy. The sensor collects data and transmits
it to the cluster heads. When the power is less than the
threshold, each sensor sends a real charge request to the
MCV. The request delivery time is assumed to be insignifi-
cant compared to the moving time of the mobile charging
vehicle (MCV) [5].

In this work, two issues of energy efficiency and trans-
mission speed are considered for charging planning. Based
on the needs of wireless sensor networks to continue work-
ing and increase their lifespan, the contributions of this arti-
cle are stated as follows:

Journal of Sensors

(i) Considering the reduction of energy losses for
charging sensor nodes, we seek to provide the short-
est path to reach all sensor nodes

(ii) With the help of tracking the nodes in urgent need
of charging, priority is provided to choose the route

(iii) With the approach of segmenting different areas,
the risk of WSN nodes death is reduced

(iv) By using UAV to charge nodes and also the GBO
algorithm in this article, the time delay of charging
at sensitive nodes is reduced

In the current investigation, we mainly study UAV rout-
ing and charging strategy in WRSN. Section 2 briefly reviews
the literature. We introduce the concepts related to our work
in Section 3. In Section 4, the routing strategy is proposed in
detail. Simulations and analysis are presented in Section 5.
Ultimately, Section 6 concludes and offers suggestions for
turther work.

2. Related Work

Charging problems in wireless rechargeable sensor networks
and the Internet of Things are common exploration chal-
lenges. Utilizing wireless energy transmission technology,
we are capable of transferring electric power from wireless
charging equipment (WCE) to sensor networks and also
providing a new model for increasing the network lifetime.
The current investigation usually uses a periodic and deter-
ministic charging process, but the limited energy and impact
of nondeterministic factors such as topological changes and
sensor failures can be ignored, making them unsuitable for
real networks. In [15], the goal is to minimize the number
of dead sensors, while the maximum use of WCE energy is
given by considering its limited energy. In this effort, the
swarm reinforcement learning (SRL) method is first pre-
sented to attain the independent planning ability of WCE.
Furthermore, to solve the inadequate search problem in
the existing SRL algorithm, this algorithm has been
improved with the help of the firefly algorithm, and a new
charging algorithm, called swarm reinforcement learning
based on firefly algorithm (SRL-FA), is proposed for
demand charging architecture. Article [16] manifests a
demand-based charging strategy (DBCS) in WRSN. More-
over, in the mentioned study, charging scheduling is devel-
oped in four ways: clustering method, selection of charging
sensors, charging route, and schedule. At first, a multipoint
improved K-means clustering algorithm is proposed to bal-
ance energy consumption that can be grouped based on
location, residual energy, and past contribution. Secondly,
to select charging sensors based on demand, a dynamic
selection algorithm for charging nodes (DSACN) is planned.
Third, simulated annealing based on performance and effi-
ciency (SABPE) is designed to optimize the charging path
for a mobile charging vehicle and reduce charging time.
Eventually, in order to augment the efficiency of MCV,
DBCS was suggested.
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In [17], a new criterion is presented which is called the
charging reward. This novel criterion will assist to measure
the quality of sensor charging and then monitor how mobile
charger planning is designed to fill the sensor supply so that
the total charging rewards collected by the mobile charger in
the charging are maximized. It is worthy to note that the
total charging reward collected is subject to the energy
capacity limit of the mobile charger and the charging time
windows of all sensors. Owing to the problem’s complexity,
the deep reinforcement learning technique is utilized to
achieve the moving path for the moving charger.

In [18], a dynamic charging scheme (DCS) in WRSN
based on the actor-critic reinforcement learning (ACRL)
algorithm is proposed. In ACRL, gated recurrent units
(GRU) are presented to record the relationships of charging
actions in time order. Using an actor-network or agent with
a GRU layer, one can choose a desired or nearly optimal sen-
sor from the candidate sensor as the next target of charging
and speed up the model training. Meanwhile, the length of
the tour and the number of dead sensors are considered as
the reward signal. The actor and critic networks are updated
with the function of R and V error criteria.

To attain stable and reliable energy supplements through
wireless charging, it is imperative to optimize the path of
mobile phone chargers. Hence, the objective of article [19]
is to provide a charging strategy and scheduling algorithm
for directional wireless power transmission in WRSN. First,
to regulate the priority of charging requests, the degree of
charging demand is well defined. Thereafter, to avoid node
energy losses, the charger orientation angle selection algo-
rithm is considered according to the charging priority.
Lastly, it formulates the directional charger deployment
problem into a discrete unit disk-covering problem and sug-
gests a trajectory planning scheme based on an improved
genetic algorithm to optimize energy charging efficiency.

In the case of wireless sensor networks charging and the
Internet of Things, it is anticipated that the mobile energy of
wireless charging equipment (WCE) has adequate energy to
recharge the trip and that the amount of energy discharge
per sensor is identical. However, these hypotheses are not
realistic. Actually, the energy of the WCE tour is restricted
by the energy capacity of the WCE, and the energy con-
sumption of different sensors is unbalanced. In the paper
[20], periodic charging scheduling is proposed for mobile
WCE with limited travel energy. In this circumstance, the
connection time ratio is optimized and maximized. Then
this periodic charging schedule guarantees that the energy
of the sensors in the WRSN varies periodically and that
the sensors do not die continuously. To alleviate this prob-
lem, a hybrid particle swarm optimization genetic algorithm
(HPSOGA) is suggested for solving NP-hard problems.

In [21], an effective algorithm has been proposed to
improve the lifetime of mobile wireless networks. It controls
the communication between users and the sensor sink by
solving a simple convex optimization problem. In the cur-
rent study, the systemic performance of this algorithm was
evaluated by bearing in mind that (1) energy storage devices
of sensors are subject to recharging through radiative wire-
less power transfer events, (2) sensor mobility patterns by
random waypoints, Gauss-Markov random and reference
group models are considered, (3) a propagation path loss
prediction model depending on the distance between two
sensors, energy consumption, and the amount of charge
delivered to the sensors, and (4) recharge which is done
through omnidirectional and directional radiation patterns.
Importantly, many of the previous works are not capable
of utilizing the full benefits of WMC because it starts to
recharge the sensor when its energy level reaches the thresh-
old, resulting in an increasing WMC idle time. Moreover,
although there has been an upsurge of interest in using



WMC, the restriction of network lifetime was observed.
However, the optimal sharing of WMC energy between sen-
sors can guarantee permanent network performance. There-
fore, the suggestion of an efficient method that jointly solves
these challenges is required. In [22], the Fair Energy Division
Scheme (FEDS) is presented, which will undertake the per-
manent network operation with optimization of energy
sharing at the beginning of each cycle.

In [23], a charging scheduling algorithm for directional
wireless power transfer in WRSNs is proposed. Firstly, the
charging demand degree is distincted to regulate the priority
of charging requests. Then, to circumvent the occurrence of
the node’s energy being drained, the charger’s orientation
angle selection algorithm based on charging priority is
designed. Finally, it is formulated that the problem of direc-
tional charger deployment is a discrete unit disk cover prob-
lem and proposed a moving path planning scheme based on
an improved genetic algorithm to optimize the energy
charging efficiency. Simulation results illustrate the benefit
of our proposed scheme over the benchmark.

In [24], the WCV charging strategy in WRSN is studied
due to the significance of different sensor nodes in the trans-
mission of data and rough energy consumption. According
to the importance of the sensor node, which is accompanied
by the distance to the base station, we divide the sensor
nodes into two types: sensor nodes in the inner ring and sen-
sor nodes in the outer ring. Therefore, a new charging model
is suggested to adopt various charging strategies for different
sensor nodes. In order to become more efficient, the sensor
nodes of the WCV sensor put one into an inner circle and
then charged several sensor nodes simultaneously in the
outer loop. A new measure called normal dead time is pre-
sented for approximating network lifetime. Maximizing net-
work lifetime is modeled as minimizing the normal amount
of dead time, and an efficient algorithm is presented to min-
imize the amount of normal dead time by searching for opti-
mal charging time sequences. Then, by resetting the
charging time of the sensor nodes, the minimum travel cost
algorithm minimizes the WCV travel distance and ensures
the network lifetime. A cluster head node with more battery
capacity was organized to charge other sensor nodes within a
limited distance. An algorithm for cluster head node energy
predistribution is presented.

Up to date, a great number of optimization methods for
obtaining the charging path with the objective of minimizing
the charging cost have been well documented. However,
autonomous charging path planning for MC in a switchable
network is not considered. Article [11] emphasizes on the
charging path for MC because MC is stopped at each sensor
node until the sensor node is fully charged. In the present
exploration, reinforcement learning (RL) is stated to charge
route planning for MC in WRSN. To enhance MC indepen-
dence, a new charging strategy for RL-based WRSNs (CSRL)
is proposed according to the effects of changing the energy
and location of sensor nodes. In [25], the operation of wire-
less sensor networks on the basis of WPT wireless energy
transfer using a mobile charging vehicle (MCV) provides a
periodic strategy for the permanent operation of the net-
work. The goal is to diminish the total energy consumption
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of the system and maintain network performance at all
times. In this context, according to the analysis of total
energy consumption, it proposes an energy-efficient renew-
able scheme (ERSVC) to achieve energy savings. In [26],
using the traditional MTSP model for reference, the mini-
mum energy consumption path and battery capacity plan-
ning model under multiple chargers are established. Then,
the creative balance factor is designed and applied. In the
next steps, an improved genetic algorithm based on the
degree of balance is planned.

The article [27] surveys the problem of the minimum
battery capacity essential for the normal operation of each
sensor when determining the charging path of the mobile
charger. Then, the parameters of the wireless rechargeable
sensor network are studied. In these circumstances, the
objective is to minimize the battery capacity required by
each sensor and ensure the continuous operation of the
wireless rechargeable sensor network with minimal sensor
energy consumption. To minimize the battery capacity of
each sensor, a linear programming model is considered.
Also, the Lingo method is used to solve the model.

Article [28] establishes a new scheduling scheme for on-
demand charging in WRSNs. First, it provides an efficient
network partitioning method for MCS to balance their
workload equally. Thereafter, fuzzy logic was employed to
determine the MCS charging schedule. Besides, it forms an
expression to regulate the charging threshold for nodes that
varies depending on their energy consumption.

Paper [29] focuses on the on-demand wireless recharge-
able sensor networks (WRSNs) to consent for continuing
and sustainable monitoring and provide application-based
services matching goals, circumstances, and the environ-
ment within smart metropolises. This work proposes a cali-
bration fuzzy-metaheuristic clustering routing scheme
(CFMCRS) for on-demand WRSNs. The proposed CFMCRS
assistances from resource-saving and energy supplementary
techniques in addition to using metaheuristic and fuzzy logic
methods to achieve roles and energy distribution in nodes
and across the network. It also uses a multiobjective function
to standardize the network with the nearest-job-next with
preemption (NJNP) charging scheduler to meet WRSN
requirements in smart cities. Based on simulation results,
this strategy can delay the WRSN’s lifetime.

A wireless rechargeable sensor network (WRSN) assisted
by unmanned aerial vehicles (UAV) is a promising applica-
tion in providing a stable power supply to rechargeable sen-
sor nodes (SN). Creating a path for the UAV to traverse all
SN with the cheapest hacking cost for energy consumption
is an important issue in UAV-assisted WRSN. Based on the
studies in this section, although some exact algorithms and
heuristic methods have been proposed, they cannot achieve
an excellent result for large-scale networks in a tolerable time
and respond well to energy constraints. In this paper, we
examine the problem of UAV trajectory optimization from a
new perspective that the designed trajectory should maximize
the UAV’s energy utilization efficiency. The energy efliciency
problem is decomposed into integer programming and non-
convex optimization problems using the maximum energy of
the UAV. To solve the problem of UAV charging position,
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FiGURre 2: Flowchart of GBO algorithm [32].

we speed up the performance of the GBO algorithm by limit-
ing the search direction, initial search position, and search
space. For this problem, large systems are divided into smaller
networks with the help of K-means clustering, and a route
search is done for each cluster.

3. Basic Concepts

3.1. Gradient-Based Optimizer (GBO). The metaheuristic
algorithm was first presented by Ahmadian Far et al. in
2020 to solve optimization problems related to engineering
applications. Exploration and exploitation are the two main
steps in metaheuristic algorithms that aim to improve the
convergence speed and/or local optimal avoidance of the
algorithm when searching for a target/situation. GBO is
managed to make an appropriate trade-oft between explora-
tion and exploitation using two main operators: the gradient
search rule (GSR) and the local escape operator (LEO). A
simple introduction to this algorithm is explained as follows.

3.1.1. Gradient Search Rule (GSR). First, GBO suggests the
first GSR function, which helps GBO to consider random
behavior in the optimization process to facilitate the explo-
ration and avoidance of local optimal. Directional motion
(DM) is added to the GSR, which is used to perform a suit-
able local search process to facilitate the convergence speed
of the GBO algorithm. Based on GSR and DM, the following
equation is used to update the current vector position (X™,)
(30, 31].

20x x X
Xyorst ~ Xpest T € (1)

!
+rand x 7R (xbest - x;n)’

mo_ .m _
X1 =x,' —randn x p; x

p; =xxrand x & -, (2)

B xsin (3771 +sin (/3>< 37”))

a= , (3)
my 3\ 2
B = ﬁmin + (ﬁmax + JBmin) X <1 - (M) ) > (4)
where 8. and B are 0.2 and 1.2, respectively, m is the

number of iterations, and M is the total number of itera-
tions. Moreover, randn is a normally distributed random
number, and randn is a small number in the range [0, 0.1].
p, can be calculated using the following relationship:

p,=2xrand X & — a, (5)

Ax=rand (1 : N) x [step|, (6)

step = (oo = %71) +0 _me +6, (7)
8:2xrandx<x'm1+x%1x%+xﬁ— f), (8)

where rand (1 : N) is an N-dimensional random number, 71
, 12, 13, and r4, which are completely opposite to each other,
are different integers randomly selected from [1, N], step is a
step size determined by the x ., and x™,,. By replacing the
position of the best vector (x;.,) with the current vector
(X™,) for Equation (1), the new vector (X2",) can be gener-
ated as follows:

24x x x
yon =y, teE (9)
+rand + p, X (x]] —x13),

m _
X2 = Xpey — randn x p; X

yp, =rand x (w + rand x Ax) , (10)
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Based on the positions X2™, and X1”, of the current
position (X™,), the new solution in the next iteration

(X™*1 ) can be defined as follows:

m+1 _

=, x (ry x X170+ (1 =1, ) x X201 + (1 —1,) x X3},

(12)

X
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X3 = X"~ p, x (X2 - X1™). (13)

3.1.2. Local Escaping Operator (LEO). LEO is the second
operator introduced by GBO. LEO is introduced to make
GBO still effective in dealing with complex high-
dimensional problems. LEO is defined using several solu-
tions, including the best position (xp.), solutions X2™,
and X1™,, two random solutions X", and X", and a
new randomly generated solution (X";). The X" solu-
tion is generated by the following scheme:

if rand < pr
if rand <0.5
X" = X fy X () X X = 1y X 1) + fy X py X (13 X (X2 = X1} + uy X (%] — x73))
LEO =
2
1
X, =XTko
else (14)
XM = Xbest +f1 X (”1 X Xpest — Up Xka) +f2 Xpyp X (u3 X (inm _Xlzn) TuU, X ('x:q _'x:g))
LEO =
2
1
X3 =X{ko
End
End,
where f, is a random number in the interval [-1,1]. f, isa  Its exact mathematical definition is as follows:
random number from a normal distribution with mean 0
and standard deviation 1, pr is the probability, and u,, u,, L ) L
and u, are three random numbers defined as follows: arg”" Z Z [|lx - pl|” =arg?™ Z|Si|Var (S:) (16)
i=1 xeSi i=1

u; =L, x2xrand+ (1-L,),
u,=L; xrand + (1-L,), (15)
uy=L; xrand+ (1 -L,),

where L, is a binary parameter with a value of 0 or 1.
Figure 2 shows the flowchart of the GBO algorithm.

3.2. K-Means Clustering. In fact, K-means clustering is a vec-
tor quantization method originally derived from signal pro-
cessing and is popular for clustering analysis in data mining.
K-means clustering is aimed at decomposing # observations
into k clusters, where each observation belongs to the cluster
with the closest mean, this mean is used as a sample.
Given a set of observations (x;, x,, x5, -**, X,,) Where each
observation is a d-dimensional real vector. K-means cluster-
ing is aimed at partitioning n observations into K <N set S
= {51,853, =, S} so that the sum of squared differences
from the mean (i.e., variance) for each cluster is minimized.

where g, is the mean of the points in S;. This is equivalent to
minimizing the two-squared deviations of points in the same
cluster:

Z (xa=ya)*- (17)

Cluster CiDimension dx,y€Ci

Since the total variance is constant, it can be concluded
from the law of total variance that this equation is equal to
maximizing the square of the deviations between the points
of different clusters (BCSS) [33-35].

3.3. Fuzzy Logic Technique. Fuzzy image processing can be
defined as a set of all methods that are able to understand,
display, and process images, parts, and features as fuzzy sets.
Fuzzy image processing has three fundamental steps: image
fuzzification, modification of membership values, and if
needed, image defuzzification. The fuzzification step is
attributed to the coding of image data. Besides, defuzzifica-
tion is the decoding of the results. These stages make us
the opportunity to process images with fuzzy techniques.
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FIGURE 3: Steps involved in fuzzy image processing [11].
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Is the total energy consumed less than energy stored in the drone?

\

Select routing path

F1GURE 4: Flowchart of proposed plan strategy.

Hence, the coding of image data (fuzzification) and decoding
of the results (defuzzification) are the most significant stages
that provide us with the ability to handle the image with
techniques as shown in Figure 3 [11, 36].

The most effective element of fuzzy image processing is
that it can be observed in the middle stage, i.e., by modifying
the membership values that can be considered as intelligent,
since these steps make the difference between the approach

and the other. Fuzzy logic is characterized by a wide variety
of membership functions which include triangular, trapezoi-
dal, Gaussian, and bell membership functions. Each of them
has a distinctive influence. The use of appropriate member-
ship by fuzzy system inference increases the effectiveness of
the method. This method assumes the adjacent points of
pixels and then divides them into classes using the member-
ship function [37, 38].
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FIGURE 5: (a) The proposed fuzzy system, (b) input and output membership function, and (c) an example of implementing fuzzy rules.

The image that can be used in fuzzy logic technology
must be transformed into a gray level and then converted
to a membership function (fuzzification step), where its
value can be readily adjusted by fuzzy technology. This could
either be called a fuzzy clustering, a fuzzy rule-based
approach, or a fuzzy integration approach. To realize the
uncertainty in the data, fuzzy image processing is required.
Many of the benefits of image processing based on fuzzy
logic are expressed as follows:

(a) Fuzzy techniques are considered as dominant tools
for displaying and processing an image

(b) It provides us the opportunity to handle and manage
obscurity with efficiency

(c) The conception of fuzzy logic is not complicated
(d) Fuzzy logic offers a huge flexibility
(e) Fuzzy logic is operative even if the data is inaccurate

It is worthy to note that fuzzy logic works better than
others because everything suffers from imprecision, whereas
fuzzy logic makes its understanding by considering
structure.

In several image-processing applications, to handle vari-
ous types of complexities such as object recognition and
scene analysis, it is recommended to utilize human logic
according to if-then rules which can be accessible by fuzzy
set theory and fuzzy logic. In contrast, many reasons like
randomness, ambiguity, and vagueness make uncertainty
in image processing results and data. Furthermore, those
uncertainties have a negative impact on image processing
progress that leads to many complications [39-41].

4. Proposed Work

Based on the studies conducted in different fields for charg-
ing sensors in WRSN, the use of mobile charger brings dif-
ferent problems for planning and scheduling in critical
nodes that require emergency charging. The target subject
is the moving path of the charger vehicle. In this article,

we use a UAV aerial transmission system so that we can
reduce the path well for different urban and moving envi-
ronments such as trees and buildings. We can also create
direct routes between sensor locations for reliable routing.
Compared to other mobile chargers, UAVs consume less
energy between movement paths. It will also be able to be
placed at the closest distance from the sensor for wireless
energy transfer. Therefore, in this work, we consider the
moving position of the UAV near the sensor nodes for
charging. This work reduces the power and power losses to
transfer energy from the UAV to the destination to its lowest
value. Another noteworthy point about the use of UAVs is
the constant speed of the UAV during the route between
the nodes, which makes the route and energy consumption
more accurate and simple. Figure 4 shows the flowchart of
the proposed strategy for UAV movement and sensor charg-
ing. The following steps are explained.

4.1. Determining the Position of the UAV. In this case, the
position at the origin of the coordinates is usually taken into
account, and the subsequent positions along the route are
determined, of course, we also define the location of the
UAV charging station at the origin so that the UAV returns
to the hangar and recharges in each period of travel. In these
circumstances, it can be prepared for the next courses.

4.2. Checking the Charge Level of the UAV Storage for Travel.
In this case, checking the stored power inside the battery
happens every period to reach an optimal approach for
recharging the UAV at the charging station.

4.3. Clustering of All Nodes Based on the Environmental
Position of Sensors with the Help of K-Means Clustering. In
this section, based on the number of clusters introduced in
this article, which is equal to 5, the nodes in close positions
are placed in a group or cluster.

4.4. Calculation of Priority Detection Parameters Included

(1) The number of nodes in each cluster
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TaBLE 1: Fuzzy rule based on fuzzy prioritization.
1 Low Low Low Low 2
2 Low Low Low Mid 3
3 Low Low Low High 4
4 Low Low High Low 1
5 Low Low High Mid 2
6 Low Low High High 3
7 Low High Low Low 3
8 Low High Low Mid 4
9 Low High Low High 5
10 Low High High Low 0
11 Low High High Mid 1
12 Low High High High 2
13 Mid Low Low Low 4
14 Mid Low Low Mid 5
15 Mid Low Low High 6
16 Mid Low High Low 3
17 Mid Low High Mid 4
18 Mid Low High High 5
19 Mid High Low Low 4
20 Mid High Low Mid 5
21 Mid High Low High 6
22 Mid High High Low 2
23 Mid High High Mid 3
24 Mid High High High 4
25 High Low Low Low 8
26 High Low Low Mid 9
27 High Low Low High 10
28 High Low High Low 7
29 High Low High Mid 8
30 High Low High High 9
31 High High Low Low 8
32 High High Low Mid 9
33 High High Low High 10
34 High High High Low 6
35 High High High Mid 7
36 High High High High

(2) The number of critical sensors with a remaining bat-
tery capacity of 30% for each cluster

(3) The average residual energy of nodes in each cluster

(4) The average distance of the nodes of each cluster
with the center of the charging station

These four parameters are normalized on the input of
the priority detection fuzzy logic system in the range
between 0 and 1. Now, these inputs are sent to the member-

Journal of Sensors

ship functions of the fuzzy system so that prioritization is
done based on the defined fuzzy rules.

4.5. Prioritizing the Clusters to Determine the Clusters of the
UAV Movement Path with the Help of the Proposed Fuzzy
Logic. According to various works in Refs. [31-33] in this
article, a fuzzy system is used to select and prioritize clusters.
Sorting the output of the fuzzy system calculated for each
cluster until all clusters are arranged to prioritize the path
selection priority.

4.6. Internal Routing for Each Cluster. In this part, UAV
movement routing is performed for each cluster in the order
of the determined fuzzy priority.

(i) Determining the critical sensor nodes for each clus-
ter by limiting the residual energy of the nodes

(ii) Defining the objective function based on the short-
est path and weighting the paths based on the
remaining energy of critical sensors

(iii) Determining the minimum of the objective function
with the help of the GBO algorithm

4.7. Investigate the Delay and Energy. For this case, in the
final routing, two energy limits and delay must be checked
in this strategy. In the model presented in this work, first,
the calculation of the total displacement delay and the charg-
ing time of the critical sensors along the determined path is
done. The relationships governing these calculations are as
follows:

Calculation of the remaining working time of the MCV
(UAV):

First, we calculate the remaining working time of MCV
as follows:

duration.y =, (18)

where d; | ; represents the distance between two nodes, d,,
represents the maintenance station, v is the speed of the
MCV, and 7, represents the time the MCV stays near node
i. When the remaining working time is greater than the
MCV duration, the node ensures that it is always working
[42, 43].

4.8. Calculation of the Minimum Remaining Working Time
of the Sensor. The minimum remaining working time of
the sensor in WRSN is calculated by the following relation-
ship:

E.
reT i, = min <ﬂ) 1<i<n, (19)

i(m)

where E;(m) is the residual energy of the ith node in the mth
cluster and p,(m) represents the power of the ith node.
Here, the condition of the proposed strategy is that the
remaining working time of the UAV is less than the mini-
mum remaining working time of the sensors. With this lim-
itation, the condition of convergence and confirmation of
the route determined in this period is approved and goes
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function dist = tourmeter (x0,y0,Z,net,ROC)

SUNTITLED Summary of this function goes here

% Detailed explanation goes here

X = net.x;

y = net.y;

dist = sqrt (x0"2+y0°2)+sqrt((x(Z(1))-x0)"2+(y(Z(1))-y0)"2)*2~(ROC(Z(1)));

for 1 = 2:numel (Z)

dist = dist + sqrt((x(Z(i))-x(Z(i-1)))"2+(y(Z(1i))-y(Z(i-1)))"2)*2"(ROC(Z(1i)));
end
end
FIGURE 6
TaBLE 2: Simulation parameters.

Parameters Values
Node number 100-50
Field size (m?) 400*400
Location of CS 0,0
Initial energy (J) 50 +rand (N)*10
Battery capacity of UAV 1000 kj
Charging loss rate(p) 0.2
Energy threshold for sending a charging request 0.5Emax - 50%
UAV speed (m/s) 3-5-8
UAV charging efficiency (1) 0.5
UAV moving consumption (J/m) 8
UAV charging power (W) 10
UAV recharging duration (min) 10

400 -
350
300
250 -
200 4
150 -\
1004

50

0 50 100

FIGURE 7: Representation of wireless rechargeable sensor network with 100 nodes.

to the next stage for implementation; otherwise, the pro-
posed strategy should be implemented again to track the
new route. By applying this condition to the proposed
method, the probability of the death of sensor nodes will

reach zero.

150 200 250

227843

After applying the delay condition in the first step, it is
time to calculate the energy consumption for the proposed
route. In this step, the two problems of energy charging
and energy loss by the UAV are calculated according to
the length of the path.
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FiGure 8: Display routing and clustering results for a network with 100 nodes.

4.9. Energy Charging Model. The energy charge model is
defined as the Ferris free space model in (20) [40].

_ Gthrx” A :
Pr(d) - Lp (47T<d + 5)) Ptx’ (20)

where G,, is the gain of the source antenna, G,, is the
gain of the receiver antenna, # represents the rectifier effi-
ciency, L, represents the polarization loss, A is the wave-
length, d is the distance of the UAV charge to the sensor
node, which is equal to 1 m in this work. § value is 0.2316
as a parameter to adjust the Ferris free space equation for
short-distance transmission, and P,, is the MCV source
power. Power consumption for the rest of the UAV can be
calculated for each sensor, which is introduced in this article
with P,

4.10. Energy Consumption Model during UAV Travel. To
calculate the energy consumed during the distance traveled
by the UAV, due to the same speed of movement, this
amount of energy is constant along the path. For modeling,
in this regard, the amount of energy consumed is:

E a.l, (21)

tour —

where L is the total distance traveled during the travel of one
charging period. a will be the energy consumption coeffi-
cient of MCV along the path, which is assumed to be 0.3/
m for the UAV in this article.

N
Etot = Etour + ZPUAV'Ti + Er' (22)
i=1



Journal of Sensors

400 —

13

350

300 —

250 —

200 —

150 —

100 —

50

400 —

350

300 —

250 —

200 —

150 —

100 —

50 +

FIGURE 9: Display of wireless rechargeable sensor network with (a) 30 and (b) 50 nodes.

Based on this, the total amount of energy consumed dur-
ing the tour of a specific period is calculated as follows:

Where E, is the energy required to fully charge the sen-
sor node and I, is the amount of time the charger stays next
to sensor node i and is calculated by the following equation:

Tj= —r_. (23)

In order to implement the strategy proposed in this arti-
cle, in the proposed method, the total energy consumption
should be less than the periodically charged energy of the
UAV, so that the MCV can fully charge both the critical
nodes and return to the charging station.

4.11. Proposed Fuzzy Logic System. In this section, the cluster
prioritization system is presented with 4 parameters defined
in the previous section and fuzzy rules [31, 32]. In this case,
we use the parameters of the number of nodes in each cluster
and the number of critical nodes with residual power less
than 30%, the average energy of the nodes in the cluster,
and the distance of each cluster from the maintenance cen-
ter, which are introduced at the origin of the coordinates,
as the input of the fuzzy system (Mamdani type). According
to the total number of rechargeable sensor network nodes
and the dimensions of the environment, these four parame-
ters should be determined for the interval [0,1] for the input
of the fuzzy system. Figure 5 shows the structure and input
and output membership functions for the defined fuzzy sys-
tem. Triangular, trapezoidal, and Gaussian membership
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F1GURE 10: Display routing and clustering results for a network with 50 and 30 nodes.

functions are used in this fuzzy logic. Table 1 also shows the
written rules for cluster selection and prioritization. The
basis for defining the fuzzy rules for the prioritization system

in the clusters will depend on the four input parameters of
the fuzzy system, so the lower the average battery charge
(battery SC), the lower the priority value of the cluster, that
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Ficure 11: Bar diagram comparing the results for energy
consumption and travel distance and time with changing the
number of sensor nodes.

is, it is placed in the primary and emergency order for the
UAV’s path. Also, the lower the number of node members
(number SC), the lower the priority value of the cluster,
and for the number of critical nodes for the need to charge
(critical nodes), the lower priority value is set, and finally,
the lower the distance between the center of the nodes and
the origin (centraldis), the higher the prioritization (i.e.,
lower cluster priority value). At this stage, the fuzzification

15

TaBLE 3: Comparison of different algorithms for a network with
100 sensor nodes.

Parameters GA GBO
Total energy consumption 7.30E + 04 5.40E + 04
Total distance during the tour 8.10E + 03 6.70E + 03
Total travel delay 2.95E+03 2.20E +03
Simulation time(s) 465 334

operation is performed for the number of clusters in the
WRSN, and the final value is obtained. Then, based on the
priority defined in this work and the ascending sorting of
the outputs of each cluster, the placement order for the
UAV route is introduced. The numbering of the clusters is
introduced in order from minimum to maximum based on
the fuzzy output of each cluster.

4.12. Routing with GBO Algorithm. After selecting and prior-
itizing the clusters, in each cluster, sensitive and critical
nodes with less than 30% remaining energy are selected,
highlighted, and activated for charging by the UAV. In this
step, for each cluster, the fuzzy priority of the UAV route
is determined with the help of a gradient-based optimization
algorithm for the following proposed objective function. In
the first cluster, the initial position of the UAV is selected
as the hangar, which is located in the maintenance center
at the origin of the coordinates with the positions 0 and 0
introduced, and for the next clusters, the initial position of
the location of the last routed node in the previous cluster
is introduced. The basis for defining the objective function
in each cluster is the path length of the selected nodes and
the weighting of each critical sensor node based on the
defined function of the following mathematical model:

fitnessfunction = "i 2ROCER) \/[x(z(k +1)) —x(2(k)]* + [y(z(k + 1)) = y(2(K))]%

k=1

(24)

where Z is the number of nodes selected under the algorithm
in the cluster and ROC is the relative amount of remaining
power of the selected nodes Z which is defined in the range
of 0 and 1. Figure 6 shows the MATLAB code of the
function:

5. Simulation Results

In this section, extensive simulation experiments are con-
ducted to evaluate the performance of WRSN.

5.1. Model of Study and Simulation. As shown in Table 2, we
randomly deploy {100} nodes in a square field of 400 m by
400 m. The coordinates of the maintenance station are at
(0, 0), and the UAV is charged there. The information from
the nodes, after being received by the individual nodes, is
relayed to the center of the station. The sensor node sends
a charge request to the station when the remaining energy
is below the threshold. In our event-driven simulator,
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F1GURE 12: The graph of changes in the number of clusters on the
results.

measurement data is simulated as events occur at random
times and in random locations. Whenever an event occurs
within the range of the sensor node, the node captures the
event and sends it to the BS through the constructed route.
The mobile charging process is simulated using m-file code
in MATLAB 2017b software.

5.2. Showing Results. In this section, the results of a sample
system from Figure 7 are shown for the number of 100

Journal of Sensors
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F1GURE 13: Graph of UAV speed changes on total delay.

rechargeable sensor nodes. According to the figure, the
remaining battery capacity of each node is introduced.
Nodes with a distance of less than 100 meters will be able
to communicate with each other and are connected with a
blue line, and communication exchange is more in crowded
areas. In this section, the routing results for critical sensors
with a charge percentage less than 50% have been discussed
using the proposed strategy method of combined fuzzy logic
with the GBO algorithm. The basis of wireless energy
request from UAV by nodes can be introduced by limiting
the residual energy threshold of nodes. By changing this
threshold value, the performance of the system can be chan-
ged for the charging speed and charging of all nodes and the
initial charging of the UAV. Each time the charging strategy
is applied, the energy capacity of the batteries is reviewed
and quantified in the problem.

Figure 8 shows an example of the system response for
the studied network. In this image, the steps for applying
the proposed charging techniques are shown. Figure 8(a)
shows the results of clustering sensor nodes based on loca-
tion with the help of the K-means algorithm, and then fuzzy
prioritization is performed to select the cluster. The priority
order of the clusters is quantified with the help of fuzzy rules,
and the clusters with a lower priority value will have a higher
chance to be charged early by the UAV.

Figure 8(b) also shows the routing results according to
the objective function defined in this article with the help
of the GBO algorithm in each cluster. The selection of the
routes between the critical nodes is based on the sensitivity
of the nodes to reach the charge and minimize the travel dis-
tance. Also, Figures 9 and 10 show the simulation results for
other examples of the network with 50 and 30 nodes. To
evaluate and compare the effectiveness of the suggested
design, simulation of other cases is used. The bar graph of
the comparison results for networks with different numbers
of nodes is shown in Figure 11. As can be seen, by reducing
the number of sensors in the network, the amount of energy
consumed and the distance and travel time are reduced. In
Table 3, three important parameters of energy, time, and
length of travel and one parameter of simulating the dura-
tion of program execution and decision-making for choos-
ing routes are compared in two genetic algorithms and
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FIGURE 14: Performance display of the GBO algorithm for each cluster.

GBO, which obtained better answers based on the results of
the GBO algorithm. The results discussed in this table are
analyzed for a network with 100 nodes.

The important point to analyze the results in this paper
is the performance of the proposed technique for changes
in the number of clusters and the speed of the UAV. There-
fore, in Figure 12, the graph shows the changes in the num-
ber of clusters for the system with 100 sensor nodes.
According to this figure, by increasing the number of net-
work clusters for charging for the number of 4 clusters, the
target parameters including the total flight delay, the dis-
tance traveled, and the UAV charging energy will decrease,
and then by further increasing these parameters, we have
achieved an increase in the target parameters. For clustering
with the number of 4 clusters, we have been able to obtain
the best response for the charging performance of the sensor
network, which provides the best responses in terms of
energy consumption, delay, and the length of the UAV’s
travel path. According to Figure 13, which shows the varia-
tion in UAV speed, it reduces the total flight delay during
travel and helps to improve the performance of the WRSN
charging system. Finally, the performance of the GBO algo-

rithm for 1000 iterations of path tracing for the network
with 80 nodes is checked and shown for each cluster in
Figure 14. In this figure, it can be seen that all the clusters
have reached their global minimum after the period of 300.

6. Conclusion

The current study manifests an on-demand wireless charg-
ing algorithm with the help of drones based on fuzzy logic
system, and a gradient-based optimization algorithm called
fuzzy-GBO is proposed. Using the combined clustering
strategy based on fuzzy logic and the GBO routing algo-
rithm, fuzzy-GBO can help the UAV to achieve independent
path planning. Moreover, fuzzy-GBO fully considers the
operation of the UAV with limited energy and the response
to charging requests. Therefore, fuzzy-GBO can improve the
performance of UAVs and sensor networks. Subsequently,
experiments are conducted to verify the performance of
fuzzy-GBO, which is compared with classical on-demand
charging algorithms. Remarkably, the simulation results
reveal that the fuzzy-GBO is well designed and can effec-
tively increase the lifetime of the networks as well as the
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energy utilization of the UAV under the limited energy of
the UAV. It is worthy to note that we further analyze how
parameters such as the number of sensor nodes, UAV speed,
and the number of clusters affect SRL-FA.

In the future, we plan to expand this work by using mul-
tiple UAVs and considering the energy consumption
dynamics of sensor nodes. Also, the uncertainties of energy
consumption and different charging conditions are investi-
gated for each sensor node. It may lead to more cooperation
among them to address more practical problems in WRSNs.
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In recent years, our life has become broader and faster by adapting to the Internet of Things (IoT). In IoT, the devices distributed
globally that are connected to the Internet improve productivity in various sectors. The network plays an important role for
transferring data to the sink node by collecting from all other nodes in IoT. The IoT requires energy saving since it is
connected to resource-constrained devices. Energy preservation is a difficult challenge to improve network lifetime in IoT.
Clustering is one of the key techniques to extend the network’s life. In that, cluster head selection is one of the promising
techniques to extend the lifespan of the IoT network. Many researchers proposed various cluster head (CH) selection
techniques in IoT. However, inappropriate CH selection quickly degrades a network battery and creates an energy-hole
problem in the network. This paper proposes a novel sandpiper optimization algorithm (SOA) to select CH among the
networks. Later, the cluster is formed by using the Euclidean distance. The proposed SOA’s accomplishments are compared to
fitness value-based improved grey wolf optimization (FIGWO), particle swarm optimization (PSO), artificial bee colony-SD
(ABC-SD), and improved artificial bee colony (IABC). The proposed SOA extends the network lifespan by 3-18% and
increases the throughput by 6-10%. Thus, the proposed SOA increases the network lifetime and throughput and decreases the
energy consumption among the nodes in the network.

1. Introduction

The Internet of Things (IoT) is a new research field that has
drawn researchers from academia and industry. The IoT is a
new network paradigm that changed the traditional human
lifestyle to sophisticated life. Kevin Ashton coined the term
IoT in 1999 [1-3]. The I0T is a network of things that are
linked to the Internet and that communicate with one another
by exchanging information. The IoT applications are smart
home, smart farming, smart grid, smart healthcare, smart
transportation, smart cities, etc. [4-6].

Wireless sensor networks (WSN) contain an intercon-
nected sensors that can exchange information wirelessly
about the environment. With recent technological devel-
opments, small sensors and actuators with minimal cost
and power consumption are now accessible. Each sensor
node is made up of modules for sensing, data processing,
and data transfer [7-9]. The WSN applications are per-
sonal health monitoring, environment monitoring, etc.
Some applications require a large number of nodes. As
a result, maintaining a high number of nodes requires
efficient, scalable algorithms. The WSN may change the
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network structure dynamically due to its external causes
or system designers. Therefore, it may suffer the routing
process, delay, localization, etc. Hence, WSN requires
redesigning a network to improve the overall network
performance [10-12].

The WSN concepts can use various applications in real
time. The network’s nodes are powered by batteries. The
energy consumed by wireless communication is propor-
tional to the transmission distance; thus, nodes located in
various places spend different amounts of energy [13, 14].
Thus, the network nodes maintain the uneven energy distri-
bution. Routing is significant in the exchange of data
between participants and sinks in WSN-based IoT. The
routing problem suffers from the overall network lifetime.
So, various routing protocols are proposed to improve net-
work performance. The routing protocols are categorized
based on network structure, node participation, and mode
of functioning and clustering protocols [15, 16].

Clustering is one of the best choices for transmitting
the data in WSN-based IoT due to its energy-saving capa-
bility. Clustering provides the data aggregation facility to
reduce the redundant data transmission between cluster
members (CMs) and sink in the network [17, 18]. In clus-
tering protocol, the cluster head (CH) plays a significant
role to choose the suitable CM among various other
CMs. Numerous researchers proposed various CH selec-
tion strategies for finding the good CH in a network.
However, optimization is the optimal strategy for deter-
mining the CH in a network.

The optimization algorithm is an iterative procedure that
can repeatedly execute until it finds the best solution.
Numerous researchers have developed a variety of optimiza-
tion algorithms in the recent years, including ant colony
optimization (ACO) [19], particle swarm optimization
(PSO) [20], genetic algorithm (GA) [21], grey wolf optimiza-
tion (GWO) [22], salp swarm algorithm (SSA) [23], krill
herd (KH) optimization algorithm [24], and bat algorithm
(BA) [25]. Nevertheless, many optimization methods require
considerable convergence time during the CH selection pro-
cess. Thus, the node’s battery is depleting quickly after cer-
tain network rounds. In order to solve these issues, this
paper suggests SOA to increase the network’s life. Thus,
the proposed SOA extends the network lifetime and
throughput.

The primary contribution of this work is as follows:

(i) Design and development of SOA-CHS with the pur-
pose of selecting the optimal CH in addition to
extending the network’s life and enhancing
throughput

(ii) An extensive analysis was conducted with various
optimization algorithms with respect to the pro-
posed SOA-CHS algorithm to extend the network’s
lifespan

(iii) The simulation is run numerous times in order to
evaluate the performance of the proposed SOA
algorithm, and the sink node is placed in the center
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of the network region in order to examine its overall
performance

(iv) To efficiently compute the fitness function, this
paper makes use of the Euclidean distance, and the
best sandpiper serves as CH throughout the given
network round

The remainder of the paper is divided into the following
sections: Section 2 outlines the related work on CH selection
algorithms using optimization algorithms. Section 3
describes the proposed CH selection, which is based on the
SOA algorithm. Section 4 elaborates on the results and dis-
cussion. Section 5 summarizes the paper and mentions
future work.

2. Related Work

Wang et al. [26] suggested an improved artificial bee colony
(IABC) algorithm to pick CH in IoT. In CH selection, the
IABC algorithm considered the parameters, namely, CH
energy, CH density, and CH location. The cluster is con-
structed using a fuzzy C-means algorithm. The CH is chosen
using an IABC algorithm. In addition, the polling control
mechanism is used to maintain the busy or idle states for
intracluster communication. The IABC algorithm is com-
pared to the PSO, ABC-SD, LACH-C, and FIGWO algo-
rithms in terms of efficacy. Thus, it increased the lifespan
of the network by 5-8%, respectively. However, the CH is
far away from the sink; it consumes more energy than other
nodes during the communication.

Alazab et al. [27] proposed a fitness averaged rider
optimization algorithm (FA-ROA) for CH selection in IoT.
The primary goal of this work is to decrease latency and
extend the life of the network. The fitness function is com-
puted utilising factors such as delay, energy, and distance.
The proposed FA-ROA provides two sets of solutions. The
first set is obtained by taking the average of the bypass rider
values and follower rider values. The second set is based on
the qualities of the riders who are attempting to overtake
and attack. FA-ROA is being evaluated in comparison to
ROA, SAWOA, WOA, MFO, and GFO to determine its
effectiveness. As a result, the network’s lifetime has been
extended. However, it consumes more energy by consider-
ing the factors, namely, temperature, load, and data traffic.
Also, it takes more time to converge during the CH selec-
tion. FA-ROA has improved the overall mean performance
of alive nodes to 22.13% compared with existing optimiza-
tion methods.

Bakshi et al. [28] adopted the glow-worm swarm optimi-
zation (GWSO) method for determining the CH in the
Internet of Things. It provides the adaptive CH selection
using the GWSO algorithm. Many existing algorithms form
a cluster from the fixed nodes in the network. It is ineffective
when there are a large number of dead nodes in the network.
In the proposed clustering approach, the nodes are not fixed,
and it changes the nodes in the cluster which is dynamic.
Thus, it increases the lifespan of the network by 8-12%,
respectively. Some nodes perished after a specific run owing
to the cluster’s dynamic nature.



Journal of Sensors

Sankar et al. [29] proposed an efficient cluster-based
routing protocol in IoT. It entails the selection of CHs as
well as cluster formation. The sailfish algorithm is
employed to pick the CH. The cluster is generated using
the Euclidean distance. The SOA’s effectiveness is evalu-
ated in comparison to the EPSOCT, HCCHE, and IAB-
COCT. The proposed SOA  provides superior
performance by means of network lifespan and through-
put. In contrast to other algorithms, it has difficulties
when it comes to trying to increase the number of rounds
in the network, and it also takes significantly longer than
other algorithms to converge when doing the CH selection
process. The proposed SOA method improves network
lifespan by 5-10% and decreases latency by 10-20%.

Zhang and Wang [30] proposed an energy-aware bioin-
spired algorithm in IoT to prolong the network’s lifespan.
This paper presented the PSO-WZ, which is adopted from
the particle swarm optimization (PSO) algorithm. The CH
is selected using PSO-WZ. Later, the division rule is used
to form the cluster around the CH in the network. The sim-
ulation is conducted using MATLAB. The efficacy of the
proposed PSO-WZ is compared to LEACH and PSO-C.
The proposed PSO-WZ outperforms both LEACH and
PSO-C by means of network lifetime and throughput. As a
result, the network’s lifetime has been improved by 5-10%.
However, this type of algorithm is suitable for specific appli-
cations in WSN and IoT.

Khot and Naik [31] proposed particle-water wave opti-
mization for CH selection in WSN. This paper presented
the particle water wave optimization (PWWO) algorithm,
which combines the PSO and water wave optimization
(WWO) algorithms. The CH was selected using the PSO
algorithm. The fitness value is computed using the parame-
ters, namely, energy, trust, consistency factor, delay, and
maintainability factor. After the CH selection, the path is
established between CH and sink using the PWWO algo-
rithm. The efficacy of the PWWO algorithm is compared
to DICMLA and P-SMO. The proposed PWWO is provided
superior performance by means of energy balancing index,
network coverage, alive nodes, and left-out energy with
values 0.9246, 99.9%, 144, and 0.666]. As a result, the net-
work’s life span is extended. However, the fitness measure
takes more time to compute the CH selection.

Shyjith et al. [32] proposed a dynamic CH selection in
WSN to enhance the lifespan of the network. The selection
of dynamic CH is a pivotal role in WSN to improve the net-
work performances. This paper proposed rider-cat swarm
optimization (RCSO) to pick the right CH in the WSN.
The RSCO has setup, transmission, and measurement stages.
The CH is elected using the RSCO algorithm. The threshold
and CH selection are done on the basis of network parame-
ters, namely, distance, delay, and energy. The data transmis-
sion stage ensures to exchange the data between CH and
sink. Finally, during the measurement phase, the remaining
energy of each node in the network is updated on a periodic
basis. The proposed RCSO algorithm is compared to similar
algorithms. The proposed algorithm improved the overall
network performances such as throughput, alive nodes,
and maximum provided energy with values 74.715%, 18,
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and 0.0351]. During the CH selection process in the net-
work, it takes some time for the network to converge.

After conducting a review of related work, it was discov-
ered that many optimization approaches for CH selection in
WSN-based IoT have been presented. It is observed that the
following limitations are as follows: (i) it takes more conver-
gence time. (ii) It takes time to compute the fitness function.
To solve these limitations, this paper proposes SOA-based
CH selection to increase the network’s lifespan.

3. System Model

3.1. Network Model. The network contains “N” nodes
deployed randomly in monitoring areas. All the nodes are
static and cannot move from one place to another after the
deployment, and no intervention happens once the network
is created. Each node in the network has a unique ID and is
homogeneous with other nodes in terms of initial energy,
processing, and communicational energies. The sink is
located at the center of the network. The CH node is a focus-
ing element in the network that affects the communication
among sensor nodes. The CH selection algorithm runs in
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1:  while (true)

//migration phase.

9: Best sandpipers act as CH
10: else.

11: Go to step 1

12:  return CH.

Input: Network population is set of nodes “N”.
Output: Best Sandpipers location act as CH.

2: Initialize search agent S, and movement of sandpiper §,,,.

3: Compute S, and §,, for collision avoidance using Equations (4) and (5).

Create spiral behavior to attack the prey using Equation (9)-Equation (12).

4: Compute best position of sandpiper using Equation (6).

5:  Updating position of the best sandpiper using Equation (8).
/I Attacking phase.

6:

7:  Compute the fitness function Equation (16).

8:

if sandpiper reaches its best search agent in the network then.

ArLcoriTHM 1: CH selection using SOA.

the sink. The sink selects the optimal CH in the network
nodes using SOA. Later, the clusters form on the basis of
the Euclidean distance. The CH gathers the data and trans-
fers the aggregated data to the sink. Figure 1 shows the
SOA network model.

3.2. Energy Model. Figure 2 shows the SOA energy model
which is followed by the standard WSN energy model [33].
The SOA follows the channel model according to the dis-
tance “y” between the transmitter “s” and receiver “r.”

The amount of energy is consumed by “t” bits of data

between transmitter “s” and receiver “r,” and it is given in
the following equation:

ETX(t’y) = tEelec + msY(s’ r)ot
tEelec + tsftY(s’ r)z WhereY(s’ r) < Yo (1)

>

tEqec + t€mpY (S r)* wherey(s, 1) >y,

where tegy(s,r)° or e, y(s,r)* is the energy consump-
tion of the amplifier unit.
The threshold value y, is calculated in the following

equation:

mpY

&
Vo=, |5, (2)

where & is free space fading amplifier energy and e, is

multipath fading amplifier energy.
The receiver spends the amount of energy for receiving

'y” bits from 7 to s, and its calculation is given in the follow-
ing equation:

ERX()/) zyEelec’ (3)

where E,. is the cost of circuit energy when transmit-
ting or receiving one bit of data and y is the number of trans-
mitted bits.

TasLE 1: Simulation setting and value.

Parameter Value
Network area 100 x 100m?>
Sink location (50, 50)

Number of sensor nodes 100, 200, and 300

Percentage of CH 5%
Control packet size 200 bits
Data packet size 4000 bits

€ 100 PJ/bit/m?
€mp 0.0013 PJ/bit/m"*

4. The Proposed Cluster Head Selection Using
Sandpiper Optimization Algorithm

This paper proposes a sandpiper optimization algorithm
(SOA) to choose the right CH in IoT [34]. The sink is situ-
ated in the network’s center. The sink executes the SOA
for choosing the best CH. Later on, a cluster is generated
on the basis of the Euclidean distance between the nodes
in the network.

Sandpipers are seabirds that reside in groups called col-
onies. They exploit their intellect to locate and attack their
prey. It has two phases, namely, the migration and attacking
phase.

4.1. Migration Phase (Exploration). It is a seasonal move-
ment of sandpipers (S) from one location to another for eat-
ing food to gain energy. It follows the properties, and it is
mentioned below.

(i) The sandpipers travel in a group during the migra-
tion phase. Initially, the entire sandpiper starts with
different positions to avoid a collision

(ii) In a group, the entire sandpiper moves toward the
sandpiper’s optimum fitness value. The optimal
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TABLE 2: Network lifetime vs. network sensor nodes.
Number of sensor nodes Network lifetime (rounds)
FIGWO PSO ABC-SD TIABC SOA
100 1000 1100 1250 1300 1400
200 1100 900 1300 1350 1450
300 1150 1200 1350 1375 1500

fitness value is the smallest in this case due to the
minimization property

(iii) The sandpipers update their position based on the
locations of the best sandpiper

The sandpipers need to satisfy three conditions during
the migration phase.

4.1.1. Collision Avoidance. The sandpiper or search agent
generates a new position without collision §,, and it is given
in the following equation:

Sy =S X Sep (1), (4)

where S, denotes the movement of the sandpiper, S,
indicates the current position of the sandpiper, and ¢ indi-
cates the current iteration.

The movement of the sandpiper S,, is calculated, and it is
given in the following equation:

Sm = Scf - (t X (scf/MaXimumiterations))’ (5)

where S indicates sandpiper control frequency which is

decreased from 2 to 0 and ¢ indicates the iteration which var-
ies the values from 0 to maximum iterations.

4.1.2. Converge the Best Position of the Sandpiper. In order to
converge, the sandpipers move to the direction from the cur-

rent position S, to best sandpiper S, and its calculation is
given in the following equation:

Ms = SBC x (Sbest(t) - Scp(t))’ (6)

where Sy denotes the random variable which is based
on the exploration.

The Sy is calculated, and it is given in the following
equation:

Spc =0.5 x rand, (7)
where rand is a random number that holds a value rang-
ing between 0 and 1.

4.1.3. Updating the Position to the Best Sandpiper. Finally,
the sandpiper updates its current position to the best sand-
piper’s position, and it is given in the following equation:

G, =S, +M,, (8)
where G, indicates the gap between the sandpiper’s posi-

tion and the best location of the sandpiper.

4.2. Attacking Phase (Exploration). During the attacking
phase, the sandpipers create the spiral behavior in the 3-
dimensional plane, and its representation is given in the
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TaBLE 3: Throughput vs. network sensor nodes.

Number of sensor nodes

Throughput (packets)

FIGWO PSO ABC-SD IABC SOA
100 120000 100000 130000 140000 150000
200 210000 190000 230000 250000 270000
300 300000 280000 350000 370000 400000
. . 50
following equations:
X' =rxsin () (9) § 401
3
I _ . 2 304
Y' =rxcos (j), (10) g
>~
Z' =rxj, (11) 2 201
=]
o
r=1xem, (12) I
2 10
where r indicates the radius of the spiral, j is a variable
and its value between 0 and 2?, [ and m are constant of the 0 i - i
spiral value, and e is the base of the natural logarithm. Let 0 500 1000 1500 2000
! an%hm Vaglis ;et to.tl_)e L fth doi S (¢) s cal Number of network rounds
e updated position of the sandpiper is calcu-
lated dp't ¢ POt the followi PP t.”*“fw — FIGWO —— 1ABC
ated, and it is given in the following equation: — pso — SOA (Proposed)
ABC-SD

Sy new(t) = (GS x (X’ +Y’ +z’)) xS,(t).  (13)

4.3. Computing the Fitness Function. The average fitness
denotes the average objective value of all the sandpipers in
each iteration. The objective function is computed using
the Euclidean distance. The SOA selection of the best posi-
tion is based on the objective value which holds a minimum

distance among various nodes in the respective iteration.
The overall CH selection process is given in Algorithm 1.

4.3.1. Residual Energy (RER). The RER specifies total
amount of energy available in network [35]. The following

FIGURE 5: Total energy consumption vs. number of network rounds
(network size is 100).

equation evaluates the remaining energy from spent energy
and initial energy. It is given in the following equation:

Ener ;
RER (1) = = 8Yavail (14)
Energyi,ial
where Energy, . and Energy, ..., are the currently avail-
able energy and initial energy of the network.
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TaBLE 4: Total energy consumption vs. number of network rounds (network size is 100).
Total energy (J)
Number of network rounds FIGWO PSO ABC-SD IABC SOA
0 50 50 50 50 50
250 43 47 43 45 47
500 28 32 33 35 38
750 15 18 20 28 32
1000 1 3 7 5 8
1250 0 0 3 5 8
1500 0 0 0 0 0
1750 0 0 0 0 0
2000 0 0 0 0 0
4.3.2. Distance. The distance between the sensor node (#;) 100
and sink node is calculated using the Euclidean distance
[36]. It is given in the following equation: g gl
£
" g
a 60 -
dis(n;, sink) = Z sink — ;) (15) 5
i=1 &
E 40 4
The current position of the sandpiper fitness function -
Sp_new (! finess 18 calculated in the following equation: 5 20
S, oD = 0.5 % (1—RER(S (t)) +0.5x <l—dis(S (t)). 0 i ' '
p-new\"/fitness P _new Ppew 0 500 1000 1500 2000
(16) Number of network rounds
4.4. Cluster Formation. The network contains “N” number — Flewo IABC
. . . — PSO —— SOA (Proposed)
of nodes which are formed into various clusters after CH ABC-SD

selection using the Euclidean distance, and it is given in
the following equation:

dist(S,;, S,y) =

Z(Spj N Spi)z’ (17)

i=1
where §; and S are two nodes in the network space.

5. Result and Discussions

The performance of proposed SOAs is evaluated in compar-
ison to FIGWO, PSO, ABC-SD, and IABC. The MATLAB
2019a simulator is unutilized for simulation [37]. We have
considered the number of nodes as 100, 200, and 300 to
prove the performance of the proposed algorithm. The
nodes are randomly distributed throughout the network.
The simulation network area is 100 x 100 m?. The overall
effectiveness of the proposed SOA is assessed by means of
network longevity, throughput, and overall energy usage
and compared with state of art works under the same simu-
lation. Table 1 provides the simulation setting and values.

5.1. Network Lifetime. Figure 3 shows the network lifetime
with respect to the network sensor nodes. In this simulation,
we have taken 100, 200, and 300 nodes. For a network size of
100, it is found that the number of nodes that are dead in
FIGWO, PSO, ASC-SD, IABC, and SOA is 1000, 1100, 1250,

FIGURE 6: Total energy consumption vs. number of network rounds
(network size is 200).

1300, and 1400, respectively. For a network of 200 nodes, the
number of dead nodes in FIGWO, PSO, ASC-SD, IABC, and
SOA is 1100, 900, 1300, 1350, and 1450, respectively. Simi-
larly, for a network of 300 nodes, the number of dead nodes
in FIGWO, PSO, ASC-SD, IABC, and SOA is 1150, 1200,
1350, 1375, and 1500, respectively. As previously stated, it is
seen that the SOA enhances the lifetime in all the situations
when the network size is 100, 200, and 300 nodes, respectively.
It is due to the use of the sandpiper optimization algorithm,
which reduces the amount of time required for convergence
during the CH selection process.

Table 2 shows the network lifetime with respect to the
network sensor nodes. It is noticed that the SOA enhances
the lifetime in all the situations when the network size is
100, 200, and 300 nodes, respectively. It is due to the use
of the sandpiper optimization algorithm, which reduces the
amount of time required for convergence during the CH
selection process.

5.2. Throughput. Figure 4 shows the throughput with respect
to the network sensor nodes. For a network size of 100, the
throughput in FIGWO, PSO, ASC-SD, IABC, and SOA are
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TaBLE 5: Total energy consumption vs. number of network rounds (network size is 200).

Number of network rounds FIGWO
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Total energy (J)

ABC-SD TIABC SOA

0
250
500
750
1000
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2000

100

100

100
90

100 100
97
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59
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120000, 100000, 130000, 140000, and 150000 packets, respec-
tively. For the network size of 200, the throughput in FIGWO,
PSO, ASC-SD, IABC, and SOA are 210000, 190000, 230000,
250000, and 270000 packets, respectively. For the network size
of 300, the throughput in FIGWO, PSO, ASC-SD, IABC, and
SOA are 300000, 280000, 350000, 370000, and 400000
packets, respectively. As previously stated, the amount of
packets delivered from participants to the sink is large in
SOA when compared to all other similar algorithms, including
FIGWO, PSO, ASC-SD, and IABC. It is because of the pro-
posed optimization algorithm’s major consideration that it
takes less time to reach convergence during the CH rotation.
In addition, the proposed algorithm enhances the network’s
lifetime. This is the reason to increase the throughput more
than all other algorithms.

Table 3 shows the throughput with respect to the net-
work sensor nodes. As previously stated, the amount of
packets delivered from participants to the sink is large in
SOA when compared to all other similar algorithms,
including FIGWO, PSO, ASC-SD, and IABC. It is because
of the proposed optimization algorithm’s major consider-
ation that it takes less time to reach convergence during
the CH rotation.

5.3. Total Energy Consumption. Figure 5 shows the overall
energy use proportional to the network size. The total num-
ber of nodes is 100. For the 1000th network rounds, it is
found that the overall energy consumption in FIGWO,
PSO, ABC-SD, IABC, and SOA is 1], 3], 7], 15], and 18],
respectively. The proposed SOA consumes less energy than
other algorithms. This is mostly due to the consideration
of the SOA algorithm, which has a shorter convergence time.

Table 4 shows the overall energy use proportional to the
network size of 100 nodes. The proposed SOA consumes less
energy than other algorithms. This is mostly due to the con-
sideration of the SOA algorithm, which has a shorter con-
vergence time.

Figure 6 shows the overall energy use proportional to the
network size. The total number of nodes is 200. For the
1000th network round, it is observed that the total energy
consumption in FIGWO, PSO, ABC-SD, IABC, and SOA
are 3J, 5J, 25], 27], and 29], respectively. It should be
emphasized that the suggested SOA consumes less energy

150

100

50 A

Total energy consumption

500 1000 1500 2000

Number of network rounds

— FIGWO TIABC
— PSO —— SOA (Proposed)
ABC-SD

FIGURE 7: Total energy consumption vs. number of network rounds
(network size is 300).

than other algorithms. This is mostly owing to the use of
the SOA algorithm, which has a faster convergence time.

Table 5 shows the overall energy use proportional to the
network size of 200 nodes. It should be emphasized that the
suggested SOA consumes less energy than other algorithms.
This is mostly owing to the use of the SOA algorithm, which
has a faster convergence time.

Figure 7 shows the overall energy use proportional to the
network size. The total number of nodes is 300. For the
1000th network round, it is observed that the total energy
consumption in FIGWO, PSO, ABC-SD, IABC, and SOA
are 10], 127, 45], 507, and 55], respectively. It should be
emphasized that the suggested SOA consumes less energy
than other algorithms. This is mostly owing to the use of
the SOA algorithm, which has a faster convergence time.

Table 6 shows the overall energy use proportional to the
network size of 300 nodes. It should be emphasized that the
suggested SOA consumes less energy than other algorithms.
This is mostly owing to the use of the SOA algorithm, which
has a faster convergence time.
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TaBLE 6: Total energy consumption vs. number of network rounds (network size is 300).

Number of network rounds

Total energy (J)

FIGWO PSO ABC-SD IABC SOA
0 150 150 150 150 150
250 135 138 140 142 145
500 105 110 120 130 135
750 60 65 77 85 90
1000 10 12 45 50 55
1250 0 0 15 20 25
1500 0 0 0 0 3
1750 0 0 0 0 0
2000 0 0 0 0 0
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FiGure 8: Network stabilization time vs. network sensor nodes.
TaABLE 7: Network stabilization time vs. network sensor nodes.
Number of sensor nodes Network stabilization time (rounds)
FIGWO PSO ABC-SD IABC SOA
100 700 775 900 1050 1075
200 600 780 950 1075 1100
300 650 800 975 1100 1200

5.4. Network Stabilization Time. Figure 8 indicates the net-
work stabilization time with respect to network size. It is
observed in Figure 8 that the proposed SOA algorithm
which stabilizes the network is better than FIGWO, PSO,
ABC-SD, and IABC. It is mainly due to fast convergence that
consumes less energy in the network nodes. It is also noted
that the proposed SOA algorithm is highly suitable for dense
networks.

Table 7 indicates the network stabilization time with
respect to network size. It is observed in Table 7 that the pro-
posed SOA algorithm which stabilizes the network is better

than FIGWO, PSO, ABC-SD, and IABC. For a network size
of 300, the network is more stable in the 1200th round in
SOA. It provides more stability and depletes energy more
slowly than other existing algorithms.

6. Analysis and Discussion

The simulation results show that the proposed SOA algo-
rithm provides superior performance than FIGWO, PSO,
ABC-SD, and IABC. The simulation is conducted with dif-
ferent network sizes. The network sizes are varied in ranges
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such as 100, 200, and 300. The sink is located at (50 m and
50m). The placing of the sink location plays a major role
in WSN and IoT networks. The sink is executed the CH
selection using SOA. From the simulations, we observed that
the total network lifetime and throughput are high at a net-
work size of 300 compared to 100 and 200. It is also noticed
that the proposed SOA stabilized the network at a range of
1200th round, for the network size of 300. Hence, we con-
clude that the proposed SOA outperforms in the dense net-
work than other algorithms.

7. Conclusion and Future Work

Energy saving is critical in the IoT, which connects devices
with limited resources. Clustering is the most effective
method of extending the life of a network. As a result of
the incorrect CH selection in the network nodes, the battery
is depleted prematurely. To overcome this issue, this paper
proposes a novel sandpiper optimization algorithm (SOA)
which considers distance and residual energy parameters to
form a cluster and choose the appropriate cluster head node
to enhance the longevity of the network. The simulation is
conducted with different network sizes, and the sink is
placed at the center of the network area. The proposed
SOA’s accomplishments are compared to FIGWO, PSO,
ABC-SD, and IABC. The proposed SOA extends the net-
work lifespan by 3-18% and increases the throughput by 6-
10%. As a result, the network’s overall performance is
improved.

In the future, real-time network nodes will be deployed
to assess the effectiveness of SOA in comparison to similar
optimization algorithms. In addition, we can also expand it
for multiobjective problems or dynamic problems.

Data Availability

The dataset used for this work is randomly generated in
MATLAB.
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This study shows how well the wireless sensing technology may be used to forecast how people would react to AI- (artificial
intelligence-) driven customization in digital news sites. We randomly picked participants to enroll in an online questionnaire.
This study determines the ethical issues and coping strategies of Al-based news using sensor technology. The study proposed
an improved naive Bayes classification algorithm to forecast the acceptance of Al-driven news sites. Additionally, the
technology acceptance framework characteristics continue to be crucial in determining adoption decisions. The findings
demonstrate that the observed contingency has a large direct influence and an indirect effect that is moderated by improved
user interaction and positivity in forecasting the acceptance of Al-driven news sites.

1. Introduction

Computer scientists, statisticians, and clinical entrepreneurs
all agree that AI, and particularly machine learning, will play
a crucial role in bringing about this change in healthcare.
The phrase “artificial intelligence” (AI) is commonly used
in the tech industry to refer to a computer’s ability to reason,
learn, and complete other tasks typically associated with
human intelligence [1]. Adaptation, sensory comprehension,
and communication are also part of this category of pro-
cesses. Simply described, traditional computational algo-
rithms are programs that, like an electrical calculator, have
a single, well-defined output for a given set of inputs: “if this
is the input, then this is the result.” AI can learn the rules
(function) by being exposed to extracting useful information
from the massive amounts of digital data generated by
healthcare delivery [2]. Artificial intelligence often takes
the form of a hybrid system combining software and hard-
ware components. In the realm of computer science, artifi-
cial intelligence focuses mostly on algorithms. Artificial
neural networks (ANNs) are a theoretical backbone upon
which to build AI programs. It is a representation of the

human brain as a network of neurons linked together
through weighted communication channels. Artificial intel-
ligence employs a wide variety of methods to discover intri-
cate nonlinear connections inside enormous data sets
(analytics) [3]. Through training, machines learn to refine
their algorithms and improve the reliability of their predic-
tions (confidence).

The introduction of new technology brings with it the
worry that it could become a fresh entry point for errors
and security lapses. This is especially important to keep in
mind because patients often interact with clinicians at
extremely vulnerable points in their lives [4]. Cooperation
between AI and clinicians, in which the former provides
evidence-based management and the latter serves as a med-
ical decision guide, has the potential to be highly beneficial if
properly utilized (AI-health). It has the potential to improve
healthcare delivery in areas such as diagnosis, medication
discovery, epidemiology, individualized treatment, and orga-
nizational effectiveness. Researchers emphasize the need for
a robust governance structure to safeguard human lives from
all potential threats posed by Al solutions, including those
arising from immoral behavior [5]. Unless the underlying
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database and information technology system can limit, it
may be challenging to use this type of data [6]. Nonetheless,
Al in EHRs can be utilized to advance research, enhance
treatment quality, and reduce waste. If properly developed
and taught with sufficient data, in addition, AI can help cre-
ate innovative models of healthcare delivery by studying
clinical practice trends gleaned from electronic health data
[7]. The function of AI in a content generation is not
acknowledged. Even when an AI algorithm was utilized,
the byline in news stories, for instance, seldom ever credits
the algorithm. Without this notice, readers cannot infer
from the text alone if an AT was utilized [8]. It might be chal-
lenging to offer acceptable and relevant news items to
readers. The rationale is that the news domain has particular
difficulties that set it apart from other application domains
for recommender systems [9].

Future pharmaceutical research and development could
benefit from the use of artificial intelligence (AI). Drug
research might become less time-consuming and more cost-
and data-efficient with the use of AI, which could use robots
and models of genetic targets, pharmaceuticals, organs, dis-
eases, disease progression, side effects, and therapeutic
potency and safety [10]. Accelerating and improving the
drug development process efficiency can be possible with
the help of artificial intelligence (AI). There have been prior
attempts to use Al to find treatments for the Ebola virus;
however, like with any pharmacological trial, finding a
promising lead molecule is no assurance of a safe and effec-
tive therapeutic [11]. The application of patient care could
be greatly enhanced by implementing Al into clinical prac-
tice, but first, substantial ethical concerns must be addressed.
Four primary ethical hurdles must be overcome before the
medical applications of AI can reach their full potential
[12]. Data privacy, security, algorithmic fairness, biases,
and the ability to obtain users’ informed consent before
using their information are all crucial. It is not just a ques-
tion of law but also of politics, whether or not Al systems
can be regarded legitimate. It has been suggested that the
ability to assign responsibility to a particular person or orga-
nization could be threatened by machines that operate fol-
lowing a set of undefined rules and learn new patterns of
behavior. Concerns have been raised because of this ever-
widening issue. Unfortunately, there may be no human to
blame if something goes wrong when using Al The potential
for harm is unclear, and the increased reliance on robots will
make it much harder to hold anyone accountable for their
actions [13].

The use of modern computing techniques can obscure
the reasoning behind an AIS’s output, making meaningful
scrutiny impossible [14]. To put it another way, the process
by which an AIS produces its results is not transparent at all.
Although the underlying computer science behind an AIS
may be sophisticated, the implementation may be designed
to be opaque to a clinical user who lacks the necessary tech-
nical training, while being intuitive to a trained expert in the
subject. Emerging ML-HCAs cover a wide range of goals,
potential implementations, and applications. ML-HCAs
can be anything from entirely on their nonautonomous
mortality projections, manual coverage and resource alloca-
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tion, and artificial intelligence. Scientists should detail how
these findings, together with their projections, might inform
future research [15]. This information is essential for estab-
lishing the study’s viability and for guiding future research.
Al in healthcare must be flexible enough to deal with a con-
stantly changing environment full of disruptions without
compromising its ethical underpinnings, so that it may best
serve the needs of its patients. However, a simple, crucial
part of establishing the safety of any healthcare software is
the capability to check the software and determine how the
software might fail. In many respects, the process used to
develop software is comparable to the addition of ingredi-
ents to a pharmaceutical or the incorporation of physiologi-
cal mechanisms into a mechanical device [16]. Black box
issues can arise with ML-HCAs since their inner workings
are not always evident to evaluators, clinicians, or patients.
It is incumbent upon researchers to detail how these find-
ings, together with their projections, might inform future
directions of the investigation [17]. The information is used
to determine the final cost of the study and to guide similar
efforts in the future.

Because of the intangibility of the digital economy and
the upheaval that comes with quickly advancing technology,
psychiatry is facing new ethical challenges as a result of its
increasing reliance on computers. Classifying people based
on large amounts of data may have far-reaching, unintended
consequences outside of medicine [18]. Applications or
medical websites with low-quality information all carry the
risk of adverse health outcomes, including the postponement
of necessary medical attention. Public and private data, as
well as medical and nonmedical data, no longer have the
clear distinctions they previously did in our society. Doctors
may harm patients with mental illness by suggesting they
employ technology without first addressing the additional
ethical considerations that arise from doing so [19]. Several
questions will be posed to facilitate the discussion of these
ethical concerns. There is a wide gap between patients in
terms of their exposure to and proficiency with digital tools,
technical proficiency, Internet safety, and familiarity with
the digital economy. The “digital divide” refers to the gap
in Internet access that exists between people with different
levels of income, education, and age, as well as the telecom-
munications infrastructure. Internet and smartphone use
among the elderly and people having both mental and phys-
ical impairments is much lower than the general population,
although access has substantially grown over the previous
decade around the world [20]. Sometimes, the impoverished
only have spotty, unstable access to the Internet. Differences
in technological competence, online literacy, and usage pat-
terns are now reflected in the digital divide. It is commonly
considered that millennials and Gen Zers alike are fluent in
all things digital. But even among people who have never
known a world without computers and smartphones, there
is a wide range of proficiency online. The broad adoption
of digital technology like cell phones and video games can
be attributed to their simplicity of use for those with no tech-
nical training. From learning the ins and outs of technology
to mastering its use to accomplishing one’s goals and resolv-
ing one’s problems, the definition of “digital competency”
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has expanded [21]. Self-assessments of technical proficiency
tend to be inaccurate, and even someone who is comfortable
with technology and knows how to use it effectively may be
unfamiliar with the concepts behind today’s interconnected
digital economy.

Self-diagnosis on the Internet is becoming increasingly
common, and it may have particular appeal for those who
feel they have a mental illness due to stigma, a need for pri-
vacy, and a need to save money. More than 50 million peo-
ple use the iTriage app each year to check their symptoms
and find a doctor, and one-third of all American adults use
the Internet to make their diagnoses. Online symptom
checkers for mental health conditions are plentiful [22].
Online ads for direct-to-consumer (DTC) genetic and
another laboratory testing may also be tailored to individual
patients. In certain online mental health groups, diagnosis is
a common topic of conversation. Self-diagnosis is a common
practice among certain patients, and this can lead them to
attempt self-treatment. Nowadays, it is possible to get just
about any prescription medication from an Internet drug-
store. Among the most commonly supplied types of phar-
maceuticals by unregulated online pharmacies, those used
to treat mental health issues are among the most problem-
atic. Many fake pharmacy websites look exactly like those
of actual pharmacies because they are professionally devel-
oped and include fake quality seals [23]. Approximately
one-third of people with mental illness use some kind of die-
tary supplement, many of which are self-selected, acquired
online, and linked to exaggeration. Few of these apps were
evaluated, and those that did only saw limited brief pilot
programs. Certain health-related websites engage in decep-
tive practices or advocate for potentially harmful actions.
To give just one example, the company Lumosity was penal-
ized for making false promises about how playing video
games and using mobile apps may improve users’ brain-
power [24]. Some Alzheimer’s disease self-tests available
online lack validity and reliability and violate professional
ethics guidelines. Abuse-producing substances like opioids,
stimulants, and hallucinogens can all be purchased online.
Some online resources openly advocate harmful activities
including self-harm and eating disorders. Some people even
attempt to treat themselves by constructing potentially lethal
transcranial direct current stimulation devices according to
online tutorials [25].

With the rise of IoT devices, emotion recognition soft-
ware is commonly considered the next logical step in the
development of computing technology. In this future, we
will not need computers or gadgets since we will have
access to Al-powered cognitive assistants that can commu-
nicate with us in our native tongues, interpret our facial
expressions, voice, and written emotions and provide us
with constant support will form the basis of emotion recog-
nition in the future [26]. Users will need fewer technical
abilities. There is a desire for personalized medical aides
for both doctors and patients. Recently received or applied
for patents allow for the inference of mood and emotion
from data collected from online and mobile platforms.
Algorithms based on the massive amounts of data gener-
ated by people’s everyday online activities are increasingly

being used by businesses and governments to profile citi-
zens, gauge their emotional states, and anticipate their
future actions. Publicly available social media data sets are
being used by researchers in fields as diverse as computer
science, linguistics, and psychology to make predictions
about things like depression, suicide risk, psychopathy, psy-
chological illnesses, and the severity of illness of the mind
[27]. The medical profession is investigating the use of pilot
studies for bipolar illness, schizophrenia, and depression
that have been conducted using passive data collecting in
people. Information gathered from a smartphone’s sensor,
including where and when the device was used, how the
user moved around, how they spoke, and what they said,
as well as the contents of the smartphone can all be used
to inform the development of parameters which are all used
in academic and medical research. The commercial profil-
ing of consumers and the medical monitoring of patients
may appear similar at first glance. However, commercial
enterprises’ motivation for utilizing algorithms to describe
emotional or mental conditions is profit rather than patient
care. In the United States, most algorithms utilized by busi-
ness entities are considered trade secrets and hence cannot
be independently validated. Publicly available data did not
permit replication of the published results, as demonstrated
by Google Flu Trends (a flu-tracking tool). However, some
businesses may indicate that they employ improved ver-
sions of published algorithms, but these businesses do not
have the necessary training or credentials to offer medical
diagnoses or recommendations. A “propensity to seek for
depression,” as determined by an algorithm from a for-
profit company, should not be taken as a medical fact or
used against a person in the context of employment, pro-
motion, or credit. Companies are pouring a lot of money
into this field, so in the future algorithms we will be able
to better understand human emotions and mental states.
The market for emotion recognition and detection was pre-
dicted to grow to $22.65 billion worldwide by 2020. The
paper [28] developed a multimodal content retrieval frame-
work that uses customization and relevance feedback
approaches to improve the Quality of Experience (QoE)
for end users by obtaining and presenting multimedia
information that is specific to their demographics and other
preferences. From the article [29], efficient relevance feed-
back (RF) methods, in addition to personalization strate-
gies, may improve the user experience by delivering
results that are more in line with the user’s preferences.
The paper [30] suggested vector-space models, to which
this system is similar and to which it is applicable failed
to handle queries with scalar values—for example, they can-
not bring up movie scenes with fewer than two actors—a
problem solved in our integrated framework through the
use of exact match queries and a modified relevance feed-
back mechanism. The paper [31] proposed an interest-
driven, multimedia retrieval framework to compute the
semantic and content-level similarity between media items
and query descriptor vectors. The paper [32] uses quality
of service (QoS) evaluation indicators such as packet loss
rate, latency, jitter, and throughput. These qualities of ser-
vice measurements reveal the effect on the network’s



quality but do not represent the user’s experience. As a
result, these QoS criteria cannot account for the intangibles
that contribute to the quality of life for individuals.

2. Materials and Method

The results show that better user engagement and positivity
reduce the impact of observed contingency on predicting
acceptance of Al-driven news sites and that the direct influ-
ence of observed contingency is considerable. Here, we pres-
ent an enhanced version of the naive Bayes classifier for
gauging interest in AI-powered media outlets.

2.1. Data Analysis

2.1.1. Preprocessing Using Min-Max Normalization. To nor-
malize a property, the values are transformed such that they all
fall within a predetermined interval. About classification
frameworks, normalization is a crucial step when using com-
putational models or proximity measures. The training phase
of classification using a neural network back propagation
approach may go more rapidly if the input values for each
measured attribute in the training set are normalized. The pur-
pose of min-max normalization is to make the original data
linear. Assume that the lowest and maximum values for attri-
bute X are min X and maxX. B value of B, a,, is mapped to a,
in the range [new- min x, new- max X] by using the follow-
ing formula:

By = (By — min x)/(max X — min x)

(1)

* (newp,,, , — new + neW, ;i «

min x)

A data set’s original values retain their correlation after
min-max normalization. If a later normalization input sce-
nario takes X outside of the starting date range, the risk of
an “out-of-bounds” error rises.

2.1.2. Feature Extraction Using Principle Component
Analysis (PCA). To reduce the number of variables while
preserving as much information as feasible, principal com-
ponent analysis (PCA) applies a series of orthogonal linear
transformations to the original variables. Let M be an n xs
data matrix, where #n and s represent the number of factors
and observations, accordingly. For simplicity, we will assume
that the means of the whole Y column are 0. U, = Z; =
= (a;y> - o°) and s is the definition of the

first principal component. s is selected to maximize V,’r var-
iance, i.e.,

yMy, where «

o, =arg maxocsz oc subject to ||oc, || =1, (2)
oC

with X = (M? M)/n. All of the remaining key ingredients
are defined below, in order:

Oy = arg rré(axocsz « (3)
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depending on

According to this definition, the first / k eigenvectors are
the first k loading vectors.

Since SDB is formulated in terms of eigen decomposi-
tions to determine AI-driven news using sensor techniques,
it is related to N’s singular value decomposition. Let us pre-
tend N stands for TRUE.

N = UOG", 5)

where U and G are orthonormal matrices of m x p and
pxp rows and columns, respectively, and E is a diagonal
matrix with diagonal components p,, ..., pw in descending
order. K is the loading matrix of the main components
because the columns of K are the elgenvectors We can see
that V =u E, since NG=UO, Uy is the K™ column of U.
Recogmze that the RUO is a good low-rank estimate of the
data matrix.

In the various geometrical understanding of SDB,
straight manifolds are the best fit for 1nformat10n This con-
cept aligns with how SDB is built. Make iy the y™ row in X.
Take the first & main components together, which equals
hy = [hy]---1h). by is a r x g orthonormal matrix by defini-
tion. Each observation should be projected to the linear
region covered by {hl, -+, hk}. The projected data are w,
N,,1<y<n and the projection operator is Wy =hghs. By
reducing the overall g, approximation error, one may deter-
mine the optimal projection.

)

2
i, - Agy | (6)

Parameters in applications may be specified in a variety
of length scales and measurement systems. As a consequence
of parameter standardization, the marginal variance of every
variable is equal to 1. Principal component analysis using
this approach will provide both the raw data’s correlation
coefficient and the unified data’s covariance matrices. Keep
in mind that the eigenvalues of the covariance matrix and
the correlation matrix are not always the same.

2.1.3. Prediction Using the Improved Naive Bayes
Classification Algorithm. Under the concepts of consistency
and unbiasedness of an estimate, a greater classification rate
may be attained by expanding the learning field (sample)
size within the same data set (population) using the sensor
technique. Our INBC only updates the learning field to pro-
vide the best performance using the previously evaluated
data. For instance, we have a basic training data set (the first
phase of data) that consists of daily meteorological observa-
tions over the last 10 years. Likewise, the study predicts the
technology of acceptance of digital media news using sensor
techniques. To progressively improve the initial training
data set, we then split the second phase of data (a few previ-
ously validated weather records) into some predetermined
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Do

Begin

End

Initialize start — pos =0; end — pos =0 ; index = 1

Set start — pos=0;end — pos + 1
Set end — pos = index x StepSize
Prompt for the NB Approx. (RF from Eqn (2) or IPD from Eqn (3))

For each k=1 to P do

Calculate P(Ci|V, ;) = P(C)TTL I
Find the highest conditional probability of A,

end—pos
j"=start—pos

j =start—pos

Calculate N(CVy; r), N(V ;) and P(Cy) from the first phase of data.
Prompt for the StepSize, a fixed number of data records, for evaluating the performance of AI-driven news using sensors.

Update N(C,V; ), N(V,; »)and P(C) with the second phase of data

Set index = index + 1
While end — pos < m,
For the rest of each start — pos < ] <m,

Calculate P(Ci|V, ;) = P(COTTL, I T
Find the highest conditional probability of A, ,
Evaluate the classification rate of all k and the overall performance.

(NBApprox./P(Cy))

(NB Approx./P(Cy))for all k

ArcoriTHM 1: The improved naive Bayes classification algorithm.

TABLE 1: Accuracy.

100

Accuracy ()

FIGURE 1: Accuracy.

Accuracy (%)

Models

CA-LDA 57

KNN 64

MLCNN 77

IKCD 85
93

INBCA (proposed)

data sets (step size). Such a new training model can calculate
the classification rate of the third phase of data (some
updated and tested). The combined effects of the second
and third waves of data will be determined, and they partic-
ipate in the discussion on ethical AI management. They
highlight both theoretical and practical issues with Al ethical
management and provide a tentative research agenda for the
future. Naive Bayes is one of the quickest and easiest
machine learning techniques for forecasting a collection of
data sets. It applies to classes with two categories or more.
When compared to other algorithms, it is superior at
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TABLE 2: Precision.
Models Precision (%)
CA-LDA 74
KNN 85
MLCNN 67
IKCD 57
INBCA (proposed) 96

making predictions across several classes [33]. Algorithm 1
demonstrates how our INBC approach using the sensor
approach will enhance classification precision and speed.

3. Results and Discussion

The results show that better user engagement and positivity
reduce the impact of observed contingency on predicting
acceptance of Al-driven news sites and that the direct influ-
ence of observed contingency is considerable. With the help
of sensor techniques, the influence of predicting acceptance
will be derived. Here, we present an enhanced version of
the naive Bayes classifier for gauging interest in Al-
powered media outlets.

A model’s ability to correctly classify data may be evalu-
ated using many different performance criteria. The article
used a wide variety of measures, not only accuracy, preci-
sion, recall, and F1 score. For argument, let us say that the
values of the class variables in a binary classification job
may be thought of as either positive (P) or negative (N).
Cases that the model correctly classified as positive (P) are
called true positives (TP), whereas those classified incor-
rectly as negative (N) are called false negatives (FN). True
negative (TN) cases are those that the model properly iden-
tifies as negative (N) cases, whereas false positive (FP) cases
are those that a model incorrectly identifies as positive (P)
cases.

Results for various performance metrics, including accu-
racy, precision, recall, and FI score, may be given in equa-
tions (7)—(10).

(B+A)

A =
ceuracy (B+A+D+C)

(7)
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A
Precision= ——, (8)
A+C
A
Recall= ——, 9
eca ) )

F1 ) precision * recall
score =2

precision + recall’ (10)
where A is true positive, B is true negative, C is false pos-
itive, and D is false negative.

By using the above equations, we can determine the
accuracy and precision of the existing methodologies with
the proposed model. Accuracy is used to evaluate a classifier
based on how well its predictions match the target label. You
may also express this idea by looking at the percentage of
correct answers across all examinations. Equation (7) dis-
plays the accuracy. Figure 1 shows a comparison between
the accuracy of the conventional and suggested approaches.
When compared to the standard method, the one proposed
yields better results. Accuracy for CA-LDA [34] is at 57%,
KNN [35] at 64%, MLCNN [36] at 77%, IKCD [37] at
85%, and the proposed INBCA at 93%.

Accuracy is measured in many ways, but one of the most
crucial is precision. As stated in equation (10), it is calculated
as the proportion of properly classified instances to the total
number of occurrences of predictively positive data. Table 1
represents a numerical representation of accuracy.

Figure 2 displays the results of a comparison between the
precision of the conventional and the suggested approaches.
Compared to the proposed technique, the precision of previ-
ous approaches like CA-LDA, KNN, MLCNN, and IKCD
ranged from 74% to 85%. We obtain a 96% degree of preci-
sion in the proposed INBCA. Table 2 denotes the numerical
representation of precision.

A classifier’s “recall,” or the percentage of instances accu-
rately labeled “positive,” is a useful metric to have. A recall is
used as an indicator of performance to choose the best
model. Figure 3 shows a contrast between the recall of cur-
rently used and suggested methods. The suggested technique
offers more accuracy than the standard approach. CA-LDA
has 53%, KNN has 85%, MLCNN has 74%, IKCD has
88%, and the proposed INBCA has 97%. Table 3 denotes
the numerical representation of recall.

By averaging the accuracy and recall ratings, we get the
F1 score. This calculation will help find out how many false
positives and negatives there are. Figure 4 displays the F1
score difference between the conventional and proposed
methods. The proposed method outperforms the state-of-
the-art strategies on the F1 score. The F1 score for the tradi-
tional approaches was 55 percent for CA-LDA, 84 percent
for KNN, 64 percent for MLCNN, and 73 percent for IKCD.
The F1 score for the recommended INBCA is 96% as defined
in Table 4.

Computational complexity is a metric for how much
time and memory (resources) a certain algorithm uses when
it is executed. The computational complexity difference
between the proposed and standard approaches is shown
in Figure 5. The suggested approach performs better in
terms of computational complexity than state-of-the-art
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IKCD MLCNN
@ Recall (%)
FIGURE 3: Recall.
TABLE 3: Recall. TaBLE 4: F1 score.
Models Recall (%) Models F1 score (%)
CA-LDA 53 CA-LDA 55
KNN 65 KNN 84
MLCNN 74 MLCNN 64
IKCD 88 IKCD 73
INBCA (proposed) 97 INBCA (proposed) 96
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FIGURE 4: F1 score.
Models Computational complexity
methods. The standard techniques of computational com- CA-LDA 90
plexity were CA-LDA for 90 percent, KNN for 66 percent, KNN 66
MLCNN for 83 percent, and IKCD for 77 percent. The sug- MLCNN 3
gested INBCA’s computational complexity is 55%, as shown
in Table 5. IKCP 77
From this study, it is observed that the proposed model ~ INBCA (proposed) 55

has provided high accuracy and precision in evaluating the



acceptance behavior of individuals using sensor techniques.
Effective interaction and optimism minimize the influence
of observed contingency on the adoption of AI-driven news
sites. This method also helps in determining the ethical chal-
lenges and coping strategies in the adoption of technology.
Naive Bayes is a simple but crucial probabilistic model.
Smart machines, which are not artificial intelligence, operate
only on algorithms and do not need training data. This note
will utilize it as a running example. Specifically, we first
address Maximum-Likelihood (ML) estimate in the situa-
tion of completely seen data, and then we analyze the Expec-
tation Maximization (EM) technique in the case of partially
observed data, where the labels for instances are absent [38].

4. Conclusion

This research demonstrates the potential utility of wireless
sensing technologies for estimating readers’ reactions to
Al- (artificial intelligence-) driven personalization on digital
news sites. We used a random selection procedure to recruit
people to take part in an online survey. Using sensor tech-
nology, this research explores the ethical challenges and cop-
ing strategies presented by Al-based news and potential
solutions to those challenges. This research suggested an
improved version of the naive Bayes classification approach
(INBCA) to anticipate how people will react to Al-driven
news websites. The results show that better user interaction
and optimism reduce the effect of observed contingency on
foretelling the acceptance of Al-driven news sites.

Notations

E: Diagonal matrix

N: Singular value decomposition
G: Orthonormal matrices

K: Loading vectors

g, Approximation error.
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According to the World Health Organization, heart disease is the biggest cause of death worldwide. It may be possible to bring
down the overall death rate of individuals if cardiovascular disease can be detected in its earlier stages. If the cardiac disease is
detected at an earlier stage, there is a greater possibility that it may be successfully treated and managed under the guidance of
a physician. Recent advances in areas such as the Internet of Things, cloud storage, and machine learning have given rise to
renewed optimism over the capacity of technology to bring about a paradigm change on a global scale. At the bedside, the use
of sensors to capture vital signs has grown increasingly commonplace in recent years. Patients are manually monitored using a
monitor located at the patient’s bedside; there is no automatic data processing taking place. These results, which came from an
investigation of cardiovascular disease carried out across a large number of hospitals, have been used in the development of a
protocol for the early, automated, and intelligent identification of heart disorders. The PASCAL data set is prepared by
collecting data from different hospitals using the digital stethoscope. This data set is publicly available, and it is used by many
researchers around the world in experimental work. The proposed strategy for doing research includes three steps. The first
stage is known as the data collection phase, the data is collected using biosensors and IoT devices through wireless sensor
networks. In the second step, all of the information pertaining to healthcare is uploaded to the cloud so that it may be
analyzed. The last step in the process is training the model using data taken from already-existing medical records. Deep
learning strategies are used in order to classify the sound that is produced by the heart. The deep CNN algorithm is used for
sound feature extraction and classification. The PASCAL data set is essential to the functioning of the experimental
environment. The deep CNN model is performing most accurately.

1. Introduction

The increasing proportion of people in their later years has
made the provision of remote health monitoring an absolute
need. In the field of health monitoring, recuperation, and
supported living for the elderly and therapeutically tested
folks, one of the most pressing challenges is maintaining

consistent system administration between individuals, vari-
ous pieces of medical equipment, and specialized organiza-
tions [1]. As a consequence of this, there is a need for
wearable, low-control, inexpensive, and dependable medical
technology that has the potential to enhance the quality of
life of specific people who are afflicted with certain disorders.
Additionally, it offers a potentially game-changing technical
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innovation that has the capacity to realize the aforemen-
tioned benefits in human services and increase healthcare
administration structures. This advancement has the poten-
tial to realize the game-changing potential of technology.
Internet of Things platforms that may be worn has the
potential to be utilized in the remote gathering and trans-
mission of data on a client and the area in which they are
located. After then, the data may be evaluated and kept for
use at a later time, if necessary. This sort of accessibility with
external devices and services will either account for early
prevention (for instance, after the prediction of an impend-
ing heart attack) or it will provide speedy treatment (for
example, when a client tumbles down and needs assistance).
In recent years, a great number of IoT frameworks have been
developed for use in IoT applications that are associated
with assisted living and medical services [2].

In recent decades, cardiovascular disease has supplanted
all other causes of mortality to become the leading cause of
death in the United States. It is quite challenging for medical
professionals to make a correct diagnosis in a timely manner
[3]. Because of this, the incorporation of computer expertise
into this study is essential if it is to aid healthcare practi-
tioners in providing timely and correct diagnoses. Figure 1
shows blocked arteries.

Before these last few decades, heart disease was mostly
seen as an issue that only older people faced. These days,
however, it is well-acknowledged that it is one of the leading
causes of mortality for individuals of all ages. It has been
shown that India has a heart disease prevalence rate that is
two times higher than the average for the rest of the world.
In spite of the fact that heart disease is becoming more prev-
alent, a significant number of Indians continue to be igno-
rant of the symptoms that may accompany it. Even though
having a history of heart disease in one’s family is a signifi-
cant risk factor in and of itself, the majority of heart-
related disorders are caused by factors, such as high blood
sugar, high cholesterol, high blood pressure, an unhealthy
diet, smoking, a sedentary lifestyle, stress, and obesity. At
this point in time, an individual’s manner of life is the single
most important factor in determining whether or not they
will acquire heart disease [4].

One of the most promising technological therapies that
are now developing to solve the global health equity gap is
remote patient monitoring that is based on the Internet of
Things (IoT) technology [5]. This specific kind of Internet
of Things technology also goes by the term Internet of Med-
ical Things (IoMT), which is an alternative moniker for IoT
[6]. Throughout the whole of this dissertation, we are going
to utilize the words “Internet of Things” and “Internet of
Medical Things” interchangeably, despite the fact that our
primary concentration will be on the medical sector. Thanks
to IoMT technology, electrophysiological signals such as
ECG, BP, SpO2, and glucose levels, in addition to user
behaviors such as sitting, standing, and walking, may all be
detected and remotely monitored in real time. This is a sig-
nificant advancement. Utilizing automated decision support
systems that take into consideration the data obtained from
the many different monitoring indicators allows for early
prognostication to be performed. This will be the beginning
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Blocked coronary artery

FIGURE 1: Blocked artery in a human heart.

of a significant shift away from the conventional practice of
diagnosing and treating illnesses toward a kind of health
management that is more preventive in nature and is based
on prediction [7].

The use of machine learning algorithms [8] makes it pos-
sible to unearth previously undiscovered information in the
form of patterns hidden within the historical records of a data-
base. A significant challenge for data mining systems is the
capacity to correctly diagnose ailments in their early stages
[9]. In order to arrive at an accurate diagnosis of a patient’s
condition, a great number of costly tests are required to inves-
tigate a diverse spectrum of symptoms as well as possible
causes. On the other hand, data mining and machine learning
algorithms could make it possible to significantly cut down on
the number of patients who need to be tested. Because of this,
the total number of necessary tests may be cut down, which
has a favorable impact not only on the amount of time it takes
to make predictions but also on the accuracy of such forecasts.
Even though there are various data mining algorithms that are
already being used in the healthcare industry, further research
into the performance evaluation of such categorization tech-
niques is required in order to get a higher level of precision
in the results [10].

This article contains a smart e-health system for heart
disease detection using artificial intelligence and the Internet
of Things. Biosensor enabled stethoscope collects the heart
sound of a patient. A wireless sensor network is used to con-
nect all sensors and IoT devices. IoT devices establish a con-
nection with a centralized cloud server, where all heart
sound files are accumulated. Heart sound signal is separated
from other noises using the blind source separation algo-
rithm. The PASCAL data set is used to train and test the
deep convolutional neural network.

2. Literature Survey

In 2016, Yeh proposed [11] the creation of a body sensor
network (BSN) by the utilization of a platform that was
driven by the Internet of Things (IoT). They proposed con-
structing two communication ways by utilizing sophisticated
cryptoprimitives in order to safeguard the privacy of data
transfers and authenticate entities inside a network of smart
objects. These techniques would be used to authenticate
entities. Both the central processing unit (CPU) and the
backend BSN server belong to this category of approaches.
The authentication of entities is the goal of both of these
approaches. They have demonstrated that it is possible to
carry out the method in the manner that is indicated by
making use of the Raspberry PI platform. They have
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constructed an Internet of Things (IoT) testbed that is
equipped with a number of different safety precautions. In
this particular situation, the Raspberry Pi platform acts as
a stand-in for a simulated LRU, which is another name for
an intelligent moving object (LPU).

Heart rate sensor node analysis using embedded systems
with assistance from Cogent Engineering was brought to
light in 2017 by Fouad and Farouk [12]. Wellness, safety,
recovery at the patient’s home, assessment of the treatment’s
efficacy, and early sickness detection were all significant
areas of focus.

Using a three-tier Internet of Things architecture and a
machine learning algorithm, Kumar and Gandhi [13] devel-
oped a technique for the early identification of heart illness.
This system was able to detect the disease in its earliest
stages. They propose designs that are composed of three
levels in order to store and handle the massive amounts of
data that are created by wearable devices. This is done in
order to make the data more manageable. The gathering of
data is the primary objective of tier 1. The storage of massive
amounts of data in the cloud is handled by tier 2 through the
utilization of Apache FIBase. The development of a predic-
tion model that is founded on logistic regression is carried
out by tier 3 with the assistance of Apache Mahout. The uti-
lization of ROC analysis ultimately results in the production
of a nodal analysis of cardiac conditions.

In 2016, Park et al. [14] created a smart chair system that
records and graphically portrays user posture by using a
smartphone application. The goal of this system was to assist
in the treatment of unequal posture. They sent data using
low-power sensors such as pressure and tilt sensors, and
they established connections using wireless technologies
such as Bluetooth and iBeacons. Pressure and tilt sensors
were two examples of these types of sensors. This Arduino
implementation was done primarily with the goal of deter-
mining the various postures used by the user. This technique
helps the user sit upright by recognizing their current situa-
tion and conveying that information in a manner that is
simple to understand and aesthetically attractive via the
use of an application on a smartphone. The graphic depicts
a comparison between the user’s actual posture and the ideal
posture on both the left and right sides, with the amount of
pressure represented by variously colored circles (red, yel-
low, green, and orange). This is an excellent example of
how the Internet of Things technology may be put to use.

A study on the possible application of WSN technology
in healthcare research to overcome challenges with patient
monitoring was carried out by Alemdar and Ersoy [15].
The writers disseminated the information to a variety of sub-
sets within the healthcare profession, such as those who deal
with the chronically ill, the elderly, newborns, and young-
sters whose parents are accountable for them.

Lai et al. [16] conducted an assessment of on-body sen-
sor networks in order to compile a list of current develop-
ments and continuing challenges in a number of different
disciplines. We also spoke about the many applications that
the body sensor network may have. The authors hope that
their in-depth study will be able to assist in fixing the prob-
lems that are still present with the existing frameworks.

In 1980, Sneha and Varshney [17] made the proposal
that a framework should be developed for mobile-based
patient monitoring. This framework’s primary objective
was to solve the issue of the high expenses associated with
the underlying infrastructure of wireless sensor networks
while simultaneously enhancing the communication chan-
nels that exist between patients and medical practitioners.
The researchers contributed a variety of features and con-
ceptual frameworks, such as those for power management
and the design of systems. The many potential avenues of
investigation served as the impetus for the research project.

Nigam et al. [18] presented a strategy to alleviate the lack
of medical professionals in their paper that was published.
The fundamental objective of the work that was planned
was to send ECG sensor values through a remote connec-
tion. The provision of medical services was mostly limited
to metropolitan regions. In addition to this, a cardiac report
was compiled and forwarded to the experts for further
examination.

The mobile health app was subjected to a comprehensive
analysis that was supplied by Mosa et al. [19]. Following an
examination of more than 2800 academic publications, a
total of 88 potential applications in the medical field were
discovered. These programs have been put to a wide variety
of purposes, some of which include the provision of drug
recommendations, health monitoring calculators, communi-
cation tools, databases of medical institutions, and tools for
the diagnosis of illnesses. Additionally, the authors note
the ubiquitous availability of smartphones as well as their
potential usefulness as a tool for remote monitoring.

Appelboom et al. [20] conducted research not too long
ago in which they collected data on the development of
smart wearable biosensors as well as the clinical effectiveness
of these biosensors. This review was collected by making use
of a broad range of methodological domains, some of which
include but are not limited to connected devices, biosensors,
telemonitoring, wireless technologies, real-time home obser-
vation equipment, and so on. According to the findings of
the study, the use of sensors in the healthcare industry was
both beneficial and dependable. In addition, the sensors’ full
capabilities were not used in any way.

Neves et al. [21] investigated the use of wireless sensors
in healthcare promotion because of the unique qualities that
they have, such as low-cost data processing, availability,
growth, and other similar attributes. The wireless sensors
network was at first only available to members of the armed
forces, but it was subsequently opened up to members of the
civilian sector as well. According to the findings of the study,
biosensors are an effective method for monitoring a broad
range of diseases. In addition, some challenges connected
with the adoption of WSNs in healthcare settings were
investigated.

The capabilities of the wearable gadget were improved by
Azariadi et al. [22] so that the researchers could have a better
knowledge of the electrocardiogram data and the heartbeat.
The utilization of wearable technology has shown to be
extremely beneficial to the research and development of
monitoring tools that are more effective for a variety of sub-
fields within the healthcare business. The ECV and the



patient’s average heart rate during the previous twenty-four
hours are both taken into consideration when making a
diagnosis with the use of this diagnostic tool, which was
intended to aid medical professionals in the diagnosis of
patients. It is now more important than ever to monitor
patients remotely so that healthcare providers may serve
patients who are located in a range of places while also low-
ering their costs.

3. Methods

This section contains a smart e-health system for heart dis-
ease detection using artificial intelligence and the Internet
of Things. Biosensor enabled stethoscope collects the heart
sound of a patient. A wireless sensor network is used to con-
nect all sensors and IoT devices. IoT devices establish a con-
nection with acentralized cloud server, where all heart sound
files are accumulated. Heart sound signals are separated
from other noises using the blind source separation algo-
rithm. PASCAL data set is used to train and test the deep
convolutional neural network. Figure 2 shows a smart e-
health system for heart disease detection using artificial
intelligence and the Internet of Things.

The continual monitoring of patients’ health, as well as
their fitness levels and activities, can be greatly aided by
the utilization of wearable sensor technologies [16]. There
is an ongoing process of conserving the data that is cre-
ated by this illness in order to assist patients with a broad
variety of medical therapies and to enhance the overall
health of the community as a whole. This is done to help
combat the effects of the illness. Reliable health data may
also be utilized in the process of defining daily norms
and conducting physical examinations on the individual.
Many of the gadgets that are connected to the Internet
of Things (IoT) are created with the purpose of monitor-
ing a person’s vital signs, such as their blood pressure,
heart rate, blood sugar levels, and level of pain. These
monitors, which are surgically placed within the patient’s
body, keep track of the subject’s vital signs at all times
throughout the experiment.

The phrase “wireless sensor network” (WSN) refers to
a system that functions at a distance and is made up of
widely dispersed, autonomous devices that employ sensors
to monitor environmental or physical parameters. This
kind of network is also known as a “distributed sensor
network.” These independent nodes, which are sometimes
referred to as hubs on occasion, are part of what makes up
a WSN system [15] together with switches and a conduit.
Sensor systems are the means by which the data required
by smart circumstances may be socially distributed. This
is true regardless of whether the smart situation is in a
building, a utility, a company, a house, a ship, or the auto-
mation of transportation infrastructure. We need adaptive
sensor systems that are able to expand and be configured
in order to battle contemporary psychological oppressors
and guerrilla fighters. In these kinds of environments,
installing wiring or cable is often impractical. We need a
sensor network that is simple in both its installation and
its ongoing maintenance. It is the intention of the illumi-

Journal of Sensors

Wireless sensor network

ToT devices

Cloud storage

Separating heart sound and
Noise-BSS algorithm

Training and testing of
deep CNN

Result-heart problem detection and recommendation

I‘I.I‘I.I.I

FIGURE 2: Smart e-health system for heart disease detection using
artificial intelligence and the Internet of Things.

nating paragraph to make internet-based communication
between WSNs and open-source networking technologies
easier to do.

Since of this, cloud computing [13] is an essential
enabler for e-health frameworks because it can provide the
computational and storage infrastructure that is required
to tackle the issue of e-health information management. As
a result, caregivers have the opportunity to use this data to
their benefit by redistributing it to a different cloud service.
That not only relieves them of a load of maintaining and
keeping the data up-to-date in a way that is both effective
and cost-effective for them.

It is very challenging to reassemble a whole audio signal
from a corrupted observation. Separating HSS from the
ambient noise is one of the obstacles that must be overcome.
Blind source separation is one of the solutions that may be
applied to this issue, which is one of many possible
approaches. The sensor array is part of a BSS that is consid-
ered to be the most critical. Beam creation by using the mul-
tisignal data from an array of sensors is an integral part of
BSS [23]. The beam former is responsible for collecting sig-
nals from several sources in order to provide guided reac-
tion. The signal of interest sees an improvement as a result
of the interference from irrelevant sources being cut down
significantly [24]. These BSS algorithms get their start from
the fundamental ideas of independent component analysis
(ICA), which serves as their foundation. In contrast, ICA
has the ability to handle mixed signals in real time. One
may be able to make inferences by making use of the pattern
in the arrival time of the source that is formed by the sepa-
ration matrix.
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The deep convolutional neural network is one of the
most cutting-edge AI approaches, and it was designed spe-
cifically to solve difficult issues that arise in computer vision
(Deep CNN). Deep CNN, a kind of deep learning that is rep-
resented by a feed-forward artificial neural network, has
been employed in a number of articles dealing with the clas-
sification of agricultural photographs. These works may be
found in the following: Important to Deep CNN are the
layers known as convolutional layers, which use filters to
extract properties from the photos that are sent into the net-
work. It is possible that increasing the total quantity of train-
ing data might make deep CNN even more successful. One
of the most significant benefits of using deep CNN for image
classification is that it might drastically cut down on the
amount of feature engineering that is required.

The deep CNN network is comprised of numerous
layers, each of which is responsible for a separate convolu-
tion. An illustration of the layered architecture that may be
achieved using the deep CNN approach is shown in Figure 3.

Each layer of the network creates a new representation of
the training data, with the representations that are more
general appearing in the outermost layers and the represen-
tations that are more particular going deeper into the net-
work. The dimensionality of the training data is decreased
by the convolutional layers, which work as feature extrac-
tors, and the pooling layers, which are responsible for the
reduction in the number of dimensions. Convolutional
layers are layers that take low-level inputs and turn it into
higher-level properties that may be utilized for categoriza-
tion. One further thing to keep in mind is that the convolu-
tional layers are the essential component of any deep CNN
system.

The process of feature engineering is what differentiates
deep learning from other, more traditional types of machine
learning. The pooling layer is responsible for the process of
downsampling that takes place in the spatial dimension. It
contributes to reducing the overall number of options avail-
able. The method known as maxpooling is implemented in
the pooling layer of the recommended model. Maximum
pooling performs better than average pooling in the deep
CNN model that was presented. The process of removing
nodes from a network is an additional layer that plays an

important part in the overall structure. It is a kind of regular-
ization that is used to reduce the effects of overfitting. The
next layer, known as the dense layer, is responsible for clas-
sification. This layer gets input from the convolutional and
pooling layers that came before it. Deep CNN involves a sig-
nificant amount of iteration in addition to the training of
several models in order to arrive at the best possible result.
The basic optimization method known as gradient descent,
which is often referred to as batch gradient descent, is used
in gradient descent. In this approach, the gradient steps are
carried out using full training data on each step. When deal-
ing with a large training set, the gradient descent algorithm
may be difficult to implement.

4. Results Analysis and Discussion

PASCAL data set [25] contains heart sound samples. It has
449 records and five classes. The classes are normal, noisy
normal, extrasystole, murmur, and noisy murmur. Heart
sound signals are separated from other noises using the
blind source separation algorithm. PASCAL data set is used
to train and test the deep convolutional neural network. 300
images are used to train the deep CNN model, and 149
images are used to test the CNN model. The results are
shown in Figure 4. Different parameters are used to observe
the performance of deep CNN and compare the results of
deep CNN with other classification models support vector
machine, ANN, and logistic regression. Framework was
implemented in the Jupyter tool. It is a Python-based tool.
I5 7th generation processor with 3.2 GHz with 8GB RAM
was used in the experimental setup.

From Figure 4, it is clear that the accuracy of deep CNN
is 98.4 percent. It is higher than the SVM, LR, and ANN
algorithms. Also, the precision of deep CNN is 99 percent,
which is 2.6 percent more than the precision of an ANN
algorithm. Recall and the F1 score of deep CNN are also
higher than other classifiers used in the experimental work.

The most essential performance measurements are the
classification accuracy score, the precision score, the recall
score, and the F1 score [26, 27]. It is common practice to
use a confusion matrix in order to demonstrate how well
the models perform on the test data. A confusion matrix is
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FIGURE 4: Performance analysis of deep CNN model on PASCAL
data set.

TaBLE 1: Confusion matrix of machine learning algorithms.

Parameter Deep CNN ANN SVM  Logistic regression
TP 310 300 297 265

TN 132 124 125 113

FP 3 11 14 49

EN 4 14 13 22

a useful tool that may be used to provide a visual representa-
tion of the efficacy of various machine-learning approaches.
The confusion matrix takes into account four different values:
true positive (TP), false negative (FN), true negative (TN), and
false positive (FP). It is shown in Table 1.

The accuracy of a classification method may be evaluated
based on the percentage of a given group of test files that
have been correctly assigned to their respective categories.

The total number of occurrences in which the model
properly classified the data as positive is referred to as the
true positive. If a number is described as true negative, it
means that it has been unequivocally established as having
a value that is in the negative range. To elaborate, a false pos-
itive is the occurrence of a false positive classification when
the underlying data is negative. This is referred to as a false
positive classification. A false positive is often referred to as
a type 1 error. A false negative is a number that has been
incorrectly labelled as having a negative value, regardless
matter how much time it takes to arrive at that conclusion.
This phenomenon also goes by the name of the type 2 error,
which is also often referred to as the false negative. These
parameters are what define the classification accuracy,
precision, recall, and F1 score of deep convolutional neural
networks and other contemporary machine learning and
transfer learning methodologies.

5. Conclusion

Diseases of the heart are the leading cause of mortality on a
global scale. If cardiovascular illness can be recognised in its
early stages, it may be feasible to reduce the total mortality rate
of people. If a heart condition is diagnosed at an earlier stage,
there is a larger likelihood that it may be effectively treated and
managed under the direction of a physician. This is especially
true if the disease is detected earlier in its progression. Recent
developments in fields like the Internet of Things, cloud stor-
age, and machine learning have sparked a rekindled sense of
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optimism over the potential for technology to usher in a par-
adigm shift on a global scale. This article includes a cutting-
edge e-health system that uses both artificial intelligence and
the Internet of Things to detect heart disease in patients. The
patient’s heart sound is collected via a stethoscope equipped
with biosensors. In order to link all of the sensors and other
IoT devices, a wireless sensor network is used. Internet of
Things (IoT) devices create a link with a centralized cloud
server, which is where all of the heart sound recordings are
gathered. Using the blind source separation technique, the
heart sound signal is isolated from the surrounding back-
ground noise. In order to train and validate the deep convolu-
tional neural network, the PASCAL data set is used. When
training the deep CNN model, 300 photos are utilized, but just
149 images are used when testing the CNN model. Several dis-
tinct factors are used in order to evaluate how well deep CNN
performs in comparison to other classification models and to
monitor the performance of deep CNN itself. Logistic regres-
sion, support vector machine, and artificial neural networks
deep CNN are doing much better than other models across
all parameters.
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The behaviors of children with autism spectrum disorder (ASD) are often erratic and difficult to predict. Most of the time, they are
unable to communicate effectively in their own language. Instead, they communicate using hand gestures and pointing phrases.
Because of this, it can be difficult for caregivers to grasp their patients’ requirements, although early detection of the condition
can make this much simpler. Assistive technology and the Internet of Things (IoT) can alleviate the absence of verbal and
nonverbal communication in the community. The IoT-based solutions use machine Learning (ML) and deep learning (DL)
algorithms to diagnose and enhance the lives of patients. A thorough review of ASD techniques in the setting of IoT devices is
presented in this research. Identifying important trends in IoT-based health care research is the primary objective of this
review. There is also a technical taxonomy for organizing the current articles on ASD algorithms and methodologies based on
different factors such as Al SS network, ML, and IoT. On the basis of criteria such as accuracy and sensitivity, the statistical

and operational analyses of the examined ASD techniques are presented.

1. Introduction

Disabilities in social behavior and interaction are charac-
teristics of ASD. According to Jon Baio [1], an estimated
1 in every 59 children is diagnosed with ASD. Special care
and welfare facilities are needed by all impaired children
more than by healthy youngsters [2]. In addition to limit-
ing the lives of the sufferers, this long-term condition has
a detrimental impact on their caretakers’ quality of life
(QoL). Patients can be monitored remotely using systems
based on IoT devices, which have numerous beneficial
characteristics. There have so been a number of healthcare
applications leveraging IoT devices in recent years. GPS,
heart rate, microphone, and ear clips [2] are some of the
most common IoT sensors used in wearable devices like
smartwatches and smartphones. Sensors and devices are
used to identify autistic youngsters, rather than traditional
techniques of diagnosis [3, 4].

To help protect youngsters from developing life-
threatening disorders, several studies have been conducted
during the last decade. However, there were no major break-
throughs. Hence, the most important components of assist-
ing the patient are early diagnosis and improving the QoL of
the patients. Autistic children are frequently misdiagnosed
until they are two years old [4]. As a result, they are still
unable to carry out their daily routines. Consequently, this
article examines several IoT device techniques for children
with ASD to evaluate and contrast novel ways of detecting
the disorder or enhancing quality of life for individuals
already diagnosed [4, 5]. The Internet of Things is using arti-
ficial intelligence, machine learning, SS network, and deep
learning to identify and protect patients from physical and
emotional problems [5]. Patients’ vital signs are gathered
by these systems, which then use various machine learning
and deep learning algorithms to select the most appropriate
responses. They may even be able to assist in the early
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detection of ASD. There are risky behaviors that autistic chil-
dren perform when they are irritated, which can impair their
physical health. An alarm is sent to caretakers and doctors,
informing them of the condition and requesting assistance.
Every one of these IoT-based devices monitors the body’s vital
signs and records any changes depending on a variety of cri-
teria (e.g., sensitivity, specificity, time, and accuracy) [6].

According to our knowledge, the ASD methods have not
been extensively studied. In this work, methods for a System-
atic Literature Review (SLR) are presented so that developing
technologies such as wearable devices and mobiles can be uti-
lized in ASD research. A technical taxonomy [6, 7] describes
the classification of existing ASD approaches and algorithms
employing IoT-based devices and ML/DL. Through the use
of SS networks in the health sector, there will be an increase
in communication and collaboration, with individuals sharing
information about similar conditions and healthcare profes-
sionals sharing their knowledge of care and treatment. As a
result, better health decisions can be made.

Our ASD methodologies are broken down into two main
categories: ways to identifying and monitoring illness sever-
ity in children with ASD and programmed to improve the
quality of life for children with ASD [6].

Among the SLR’s significant contributions to ASD
methods are the following:

(i) Providing an overview and analysis of ASD tech-
niques employing IoT-based devices, ML and DL
algorithms, and 28 publications

(ii) IoT-based ASD methodologies and algorithms pre-
sented in a technical taxonomy

(iii) Technical accept such as IoT, ML, Al, and SS net-
work used in methodologies

(iv) Discussing and analyzing the technical aspects of
each research study

The following is the structure of this paper: Section 2
presents a review of the literature, which is followed by
Section 3, explaining the study strategy and methods. Sec-
tion 4 presents a technical taxonomy for ASD methods, as
well as a side-by-side comparison and summary for each
research study that is based on the taxonomy that has
been offered in the previous section. Following a review
of the research papers, Section 5 gives an analytical com-
mentary. Section 6 discusses unresolved difficulties and
new obstacles associated with autism spectrum disorders
(ASD) in detail. Finally, in Section 7, the study comes to
a close with a conclusion.

2. Literature Review

Caregivers and families dealing with autistic children face
one of the most challenging and difficult challenges. Systems
that use the Internet of Things have attracted a lot of interest
in recent years. ASD treatment and diagnosis have been the
focus of several publications, but only a small number of
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relevant studies have been presented to study ASD in the
same way.

Badotra et al. [8] addressed issues in a wide range of
smart devices, sensors, and systems connected to health con-
cerns, which are closely related to our study. Internet of
Things (IoT) has emerged as a modern information technol-
ogy, according to [7]. One of the most interesting uses for a
growing number of wearable sensors in healthcare is to store
the data collected from monitoring physiological parameters
like heart rate. IoT, cloud computing, and Wireless Body
Area Network (WBAN) are the primary components of this
technology (WBAN). IoT-powered wireless “SS networks”
rely on a machine learning technique for their effectiveness
since there is a lot of data that has to be intelligently
managed.

Kollias et al. [9] demonstrate that children with ASD,
like those with dementia and Alzheimer’s, also experience
forgetfulness. As a result, individuals are more likely to
encounter dangerous circumstances, such as fleeing their
homes. On the other hand, this technology allows children
with ASD to remain in their comfort zone. Alzimio, a solu-
tion based on IoT devices, was presented to address these
problems. Using a method developed by Aisuwarya Sundas
et al. [10], the exact location of patients can be displayed
on the smartphones of medical professionals. When patients
have departed from their comfort zone, these systems may
be of great assistance.

Data mining approaches like as classification, regression,
and clustering were used by Farooqi et al. [11] to diagnose
ASD early. For patients and their careers, early detection of
ASD is critical to providing appropriate education and sup-
port. For the most accurate diagnosis, their research found
that categorization algorithms are the best.

Using data mining tools, Wong et al. [12] have studied
the impact of autism treatments on proper conduct. Autistic
children can be predicted and better understood using this
method. On the basis of these techniques, they could distin-
guish between what were deemed acceptable and unaccept-
able behaviors.

Kaur et al. [13] analyzed 45 papers that applied super-
vised machine learning and classification techniques to
ASD. SVM, random forest, decision trees, Least Absolute
Shrinkage and Selection Operator (LASSO), Neutral Net-
work (NN), regression, Conditional Forest (CF), Nave Bayes
(NB), Elastic Net regression (ENet), Random Tree, and Flex
Tree were the most utilized models. A survey of 83 publica-
tions published after the year 2000 was conducted by Koum-
pouros and colleagues for their study. The papers committed
to intervening in the treatment of ASD with wearable tech-
nology and computer power [14].

An autistic youngster can benefit from the Robota robot
toy, which was used in [15] to demonstrate the potential of
the AuRoRA project. An evaluation element known as Con-
versation Analysis (CA) was used to study the development
of three children with autism. As a result, they came to
understand that the youngsters are in fact interacting with
the adult robot. An autistic child’s joint attention was not
only defined in the study, but computer and robot therapy
for ASD was also highlighted.



Journal of Sensors

Applying inclusion
(i) Published between 2014 up to
2022 in the field of machine
learning based Vital sign
monitoring systems
(ii) Existing quality aspect of
publication

(iii) Used keywords

Search in electronic . . 28 papers for Vital sign
lish. >
database ACM, IEEE, Obs:r‘;llzgir??nilizi:e = monitoring systems
SCOPUS, ScienceDirect, —————————— p ,P | i —
p . learning based Vital sign
Wiley, Springer, Google Research O G STSIETS lyi lusi
Sabalkre finding 8 SY! Applying exclusion
i) Survey & review paper —
Research ((; N v . 1 d Select
refining ii) Non peer-review procedure studies
FiGUre 1: Methodology for doing research based on the SLR.
Numbers of papers
5
S
g
Fa . | |
0
2014 2015 2016 2017 2018 2019 2020 2021 2022
B Years

FIGURE 2: Annual publication analysis of ASD methods.

3. Methodology

The comprehensive literature review technique provided by
current ADS approaches [16] is used in this section. The
SLR is compiling pertinent papers that identify specific
research issues and questions for further investigation. Three
steps are depicted in Figure 1 of the methodology: gathering,
refining, and analyzing.

In March of this year, we initiated our search for perti-
nent articles. ScienceDirect, ACM, IEEE, Springer, Google
Scholar, Wiley, and SCOPUS were also significant data
sources and resources. According to a variety of inclusion
and exclusion criteria, over 65 publications were analyzed
to determine which studies were the most pertinent to the
review literature. The use of Internet of Things devices in
autism spectrum disorder (ASD) research was examined in
stages from 2014 to March 2020. PICO Stone [17] utilized
IoT, wearable sensors, robotics therapy, smartphones, smart
watches, and the Kasper robot in an effort to employ the
most pertinent keywords. Survey and review papers, as well
as works written in contexts other than English or by means
other than peer review, are also withdrawn. In the end, 28
articles related to IoT-based products and the diagnosis

and treatment of ASD (Figure 2) were retrieved. Below in
Figure 2, ASD investigations employing IoT-based devices
take an average of two years to come to fruition [18]. The
chart shows 2 axes in which the y-axis indicates the number
of papers counts and the x-axis represents years from 2014
to 2022.

The final selection of research yielded the following 28
studies as shown in Figures 1 and 2.

(i) A statistical, formal, simulation-based, and
implementation-based research approach has been
presented

(ii) The final version of all publications is required

(iii) It is published on the subject of ASD

For each study research, an analysis of internal and
external questions was produced to link to the technical fea-
tures of the SLR technique on ASD approaches. These ques-
tions were then used to conduct the study research.

(a) Which methods to autism spectrum disorder are
being discussed and reviewed in this analysis?
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TaBLE 1: A comparison of the approaches used for diagnosing and monitoring the degree of illness in children with autism spectrum

disorder (ASD).

Characteristics of evaluation

Ref. Key points Method Time Specificity Accuracy Sensitivity
[18] Using brain signals to focus attention on one’s health using SS network ~ Data mining v X v X
[19] Long-term use of wearable technologies to evaluate psychological health Reporting v X v X
[20] Using IoT to monitor healthcare Feature selection X X v X
[21] Avoid obtaining injured by autistic people who aren’t at responsibility GA X X v X
[22] Emotional and visual indicators in a smart home DL X X v X
[23] Recognize the emotions of children with autism DL X v v X
[24] Monitoring the actions of an autistic person might be quite risky Feature selection v/ X v X
[25] Autism condition can be detif:j, 0erakrly if it is recognized using SS Featuil:nselect v v v v
[26] Autism childrenjs sit}lation can be properly appreciated Virtual reality v X X X
with virtual reality therapy
[27] A reliable strategy fqr the earlly detection of autistic Feature selection v v v
spectrum disorders in youngsters
[28] A framework for detecting autism in children using SS network Data mining X v v v
[29] ML-based ASD detection Feature selection v X X X

(b) What techniques and processes are used in the treat-
ment of autism spectrum disorder?

(c) What are the ASD performance metrics?

(d) Find out which scientific journals or conferences
published based on ASD?

(e) ASD techniques use which platforms and sensors?

4. ASD Approaches

Autism is an incurable condition that requires the sufferer to
deal with it for the rest of their lives. If you can foresee
immediately that the therapeutic procedures should be used,
you can act swiftly to implement them. In this part, there is a
lot of attention paid to ASD research. The publications need
to be studied more thoroughly in order to improve ASD
treatment approaches. According to Figure 3, our study
methodologies included two elements in the following sub-
sections: ways for diagnosing and assessing the severity of
ASD for children and programmed for enhancing the qual-
ity of life of children with ASD. Following studies used a
variety of ways to achieve these objectives, including data
mining, feature selection, genetic algorithms, reporting on

DL, virtual reality, object-oriented, EEG (electroencephalog-
raphy), and peer-to peer (P2P).

4.1. Children with ASD May Be Diagnosed and Their
Condition Severity Measured Using a Variety of Different
Methods. Forecasting and monitoring are two of ASD’s
thorniest problems. The educational and health assistance
sectors are impacted by the impact of autism’s unique way
of seeing the world. With IoT services, the sickness is antic-
ipated in 2- or 3-year-old children in mild and severe ranges;
however the approach has been hastened.

The individuals will benefit from this enhancement in
the quality of educational and health services. Table 1 shows
the fundamental concept, implemented technique, platforms
and sensors, and the evaluation elements that were
examined.

Wearable sensors that scan brainwaves have been pro-
posed by Sundhara Kumar and Bairavi [18] as a framework
for autonomous monitoring of health issues. Caregivers of
autistic persons received regular updates on the progress of
their loved ones. When a patient’s health is in jeopardy, a
health description is communicated to their careers and
physicians via sensors that monitor brain activity. Predicting
the illness is more accurate with brain data.
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Yang et al. [19] presented wearable technology based on
social sensing, privacy audio feature merging, environment
sensing, and behavior tracking. To evaluate voice quality
and information without storing unprocessed audio data,
the wellbeing monitoring platform developed privacy audio
wellbeing capabilities. In their case study, they utilized
Android smartphones and servers to create an application
that explains the long-term relationship between physical
and psychological data. It may also be evaluated on actual
humans in clinical trials. Krishna and Sampath [20] have
also presented an IoT system for monitoring important
patient metrics and health situations. This information is
transmitted to the cloud server via a smartphone or other
device. Using cloud computing and the collected metrics,
such as heart rate, oxygen saturation percentage, and body
temperature, we can determine the health status of a user.
A programmed laptop or smartphone can be used to display
the data from the user’s mobile phone.

A Service-Oriented Architecture (SOA) for persons with
an autistic condition was developed by Eshetu et al. [21]. In
the proposed wearable sensors, autistic persons and their envi-
ronment may be monitored for their physiological state. Using
readily accessible and inexpensive devices such as smart-
phones, cameras, and other wireless items, Mano et al. [22]
developed an Internet of Things therapeutic system for the
home use of handicapped patients and the elderly. For the
treatment of patients, they made use of image processing
and embedded computers and aided in the development of a
health-conscious household. Accuracy and cognitive theory
emphasize were outlined by the authors. For Parkinson’s suf-
ferers as well as children with ASD, this therapy may be able
to enhance facial expression. Some of the behaviors and reac-
tions of autistic children, such as voice pitch, communication
without words, and complex techniques, have been reported
by Lavanya et al. [23].

An ToT system that uses a wristwatch to identify autis-
tic children’s stereotyped behaviors was introduced by
Amiri et al. [24]. For children with autism, weeping, flap-
ping of the hands, and painting are frequent behaviors.
The accelerometer in the wristwatch is designed to recog-
nize these three common reactions. Sensors are used to
collect data, which is subsequently sent to the cloud for
processing. Parents, clinicians, and caregivers will benefit
from this technology since the process changes decision
trees and improves their correctness. When it comes to
early detection, Moradi et al. [25] used a smart toy auto-
mobile. In the toy car, the SVM algorithm was used to tell
between healthy children and autistic youngsters. So far,
this method has the highest level of accuracy, sensitivity,
and specificity, based on the results of their experimenta-
tion. An autistic child’s emotional, attentional, and social
ties can be reinforced in a therapy-based virtual world that
has several levels. Attracting attention with color lights
and loud noises first, the atmosphere focuses on boosting
social ties and engagement by allowing people to touch
each other, as well as throw a ball at each other. When
it comes to choosing a decision, this is it! Autistic chil-
dren’s terror, frustration, and eagerness may all be pre-
dicted with virtual reality therapy [26].

Using linear or nonlinear EEG variable selection, Abdol-
zadegan et al. [27] developed a robust technique for early
identification of children with ASD using EEG data descrip-
tion and analysis. MI, SVM, GA, and K-nearest neighbor
were all important factors in the feature selection process
(KNN). In terms of KNN and SVM, they came out on top.
Deep neural network and hybrid classifications were not
supported by the suggested technique.

Data analysis and machine learning techniques were
used by Shankar et al. [28] to create a paradigm for diagnos-
ing autism in babies. Their structure also made extensive use
of SVM-based training of data models and of data analysis in
general. It was able to attain an accuracy of 89% but will
need to be improved using DL and biomedical imaging in
order to be more efficient. Praveena et al. [29] used ML algo-
rithms to diagnose ASD early enough to provide the most
effective treatment for the condition. They used the UCI
dataset to test their own method. The technique can be used
in conjunction with other diagnostic tools for autism spec-
trum disorder, such as EEG and MRI scans. For SVM and
DL algorithms, in particular, an intelligence detective needs
to be constructed.

4.2. Children with ASD May Be Diagnosed and Their
Condition Severity Measured Using a Variety of Different
Methods. ASD is a serious problem that has to be addressed.
Few studies have looked at some significant factors related to
the quality of life for children with autism spectrum disor-
der. Table 2 gives more information on these studies.

An ToT system was described by Alam et al. [30]. ASD
symptoms and indicators are gathered by ubiquitous sensor
nodes in the Belief Rule Base (BRB) in order to categorize
different autistic kid kinds. They monitored their heart rate,
social contact, and other activities with a variety of devices.
Rule weight and patient believe level are the system’s criteria.
Sensors and IoT systems can, however, be used to increase
their accuracy. For children with autism, Rahman and Bhui-
yan [31] developed an individual need platform that assessed
physiological signals and utilized data gathered and con-
verged from applications. The wearable system’s design fea-
tured an array of sensors, multiple integrated wearable
sensors, and medical servers to detect the health state of
autistic children. Sensors and other embedded devices are
used in the multimodal intelligent mode to enhance patients’
day-to-day activities. Wearable features that are comfortable
for laboratory usage cannot be employed in the workplace or
for everyday activities. A wearable gadget developed by Shi
et al. [32] is also being used in classrooms to study the inter-
action and behavior of children with ASD. Obsessive-
compulsive disorder (ASD) sufferers can improve their
social skills with the use of technology. Using this strategy,
teachers receive the best feedback and responses, which
improves classroom involvement.

A fuzzy assistive approach developed by Sumi et al. [33]
decreases the amount of dependence on the user. In order to
restore order, the system gathers data from numerous sen-
sors and transmits it to the aiding personnel. If a child is
damaged or hurt, helpers will be alerted instantly thanks to
wearing sensors. Using the ASD’s facial expressions and
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TABLE 2: Approaches for increasing quality of life for children with autism spectrum disorder (ASD).
. Characteristics of evaluation
Ref. Key points Method Time Specificity Accuracy Sensitivity
[30] Autism spectrum disorder assessment in children using SS network Data mining v X v X
[31] IoT sensors detect autism-related special needs in youngsters Data mining v X X X
Providing instructors of autistic children with the -
[32] greatest possible feedback Data mining v x v x
[33] Removing the autistic learner from reliance on others’ help and support =~ Data mining v X v X
[34] ASD’s ability to recognize and express emotion Data mining X X v X
[35] Acknowledging the necessity of ASD via PECS Data mining v X X X
Using robots to train autistic children and enhance their Genetic
[36] talents using SS network algorithm v o v X
The recommended technological treatment for .
371 ADD/ADHD in parents using SS network Reporting v o v o
[38] Investigating t}.le ways in Wthh intelligent items Feature selection X X X
assist autistic individuals
[39] Intelligent technology. has egabled autistic children to Object- oriented X X v X
perform previously inaccessible tasks
[40]  In order to improve the autistic patient’s heuristic detection issue, P2P v X X v
Students’ social and communication skills will be improved
[41] thanks to the robot Kasper to detect ASD p2p v x x x
To assess the effectiveness of human and robot-based .
[42] treatment for children with autism spectrum disorder (ASD) Reporting X X X X
[43] To develop an IoT-based assistive device for people with Reporting v X v v

autism spectrum disorder (ASD)

body movements, Tang [34] has developed an IoT-based
approach for understanding emotions. It is a difficult chal-
lenge for neurotypical people, thus they evaluated various sen-
sors to add emotion labels to emotion API and system training
prediction emotion. For those with ASD, an image exchange
communication system developed by Tang and Winoto [35]
has been shown to assist them in expressing themselves as well
as aiding their families, caretakers, and teachers in using the
system. As a result of data gathered by sensing instruments,
autistic people’s descriptions are automatically sent to their
aides if social communication is in a poor state. However,
the sensors now in use do not provide adequate coverage for
all of the potentially lethal scenarios.

The effects of geofencing the safe zone and activity iden-
tification in illnesses including Alzheimer’s autism, and
dementia were also demonstrated by Kollias et al. [9], who
created a smartphone app. IoT-based software, Azimo,
should be able to run on a variety of various devices. The
authors developed an Android app by analyzing activity
detection algorithms and enhancing accuracy and efficiency
with the least amount of delay. An instructional platform
was developed by Liu et al. [36]. The researchers created a
robot that can mimic ASD and vice versa. As a teacher,
coach, etc., the robot is requested to mimic the autistic
child’s activities in order to better understand them.
Improves social communication and imitation abilities in
autistic children, as well as behavior analysis and feedback
to caregivers, using motor learning techniques. However,
by engaging in more complicated dialogues, it is possible
to increase DL and neural language processing.

The energy route and life balance of IoT devices were
highlighted as a solution by Einarson et al. [37]. The prototype
systems are impacted by the IoT’s common and underlying
structure. Based on the detection of the stress, they propose
to improve the participation activities of the targeted end-
users and link the gadgets. Using IoT, Badotra and Panda
[38] have developed a smart object-oriented gadget that has
a direct influence on enhancing the quality of life of autistic
persons They used platforms and intelligent objects to catego-
rize the various kinds of autism. There are three main kinds of
beneficial technologies and objects: social interaction
enhancers, learning supporters, and behavior deterrents. This
categorization aids in the eradication of the particular require-
ments of each and every autistic and impaired person [44].

An IoT and P2P-based method to improve the quality of
life (QoL) of autistic children has been reported by Sula et al.
[39]. Gadgets and technology like cellphones, laptops, and
touch screen tablets thrill children with autism. Children
are forced to consider the consequences of their actions, feel-
ings, and desires as a result of the introduction of smart gad-
gets into their lives. Autistic children’s focus and quality of
life are considered to improve with the development of abil-
ities such as mathematics, language, and socialization. For
students diagnosed with ASD, Badotra and Panda [40] pro-
vided an environment. IoT and P2P with diverse visual sys-
tems, such as photos, realistic drawings, objects, and written
phrases, are all part of their strategy. There were a few vari-
ations in the study offered in order to improve and expand
on their earlier work. For example, they analyzed the pros
and downsides of several arithmetic aids for autistic pupils.
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Karakosta et al. [41] used the Kaspar robot to treat seven
kids with ASD at an elementary school in Greece.
Unprompted imitation, patients’ interpersonal and commu-
nication skills, prompted speech, and attention were studied
to see if employing Kaspar had any effect on them. Patients’
teachers were astonished to find that their treatment had a
good effect on their speaking and communication abilities.
Eye gazing, attentiveness, imitation, and gesture recognition
prompted and unprompted were some of the characteristics
they used to assess their performance [45, 46]. A group of 23
autistic youngsters were divided into two groups: one for
human teachers and one for robots. They then compared
the development and identification of novel gestural gestures
using these two serving techniques. In the end, the input
obtained by the two teams was identical. To put it another
way, the structure of a child’s lesson can have a substantial
influence on the gestural learning of children with autism
spectrum disorder (ASD).

Regarding hypersensitive individuals with autism spec-
trum disorder, Khullar et al. [43] have proposed an IoT
companion that can recognize and control the patient’s envi-
ronment. Sensory information is detected and retrieved by
electrical sensors in their suggested method. 93percent of
respondents of caregivers agree with the technique, but
VR, ML, and DL algorithms can make it smarter. [42] pro-
vides a robot-based engagement method for kindergarten
students with autism to strengthen their narrative abilities.
NAO was used to facilitate communication and gestures
amongst patients who spoke Chinese [47-49]. According
to the researchers’ findings, children are better able than
physicians to conduct constructive conversations with
robots. However, the study’s results did not show a signifi-
cant improvement in the participants’ motions [50, 51].

5. Discussion

Technical and comparative analyses of current ASD
methods are presented here. Some technical and statistical
replies to the problems posed in Section 1 were as follows.

5.1. Which Methods to ASD Are Being Discussed and
Reviewed in This Analysis? Figure 4 shows the proportion of
current ASD treatment options. It is clear that the majority of
publications focus on enhancing the quality of life for children
with autism spectrum disorders. There are 16 studies using this
method for the diagnosis of autistic condition. On the other
hand, a total of 12 publications examined all possible methods
for diagnosing and measuring illness severity. Autism is a life-
long illness with no known treatment, so finding ways to
improve the quality of life for those who are affected by it is a
compelling reason to continue research in this area.

Additionally, parents or caregivers identify autism and
its severity at the earliest age of 3 and provide treatment
remedies. Early detection of autism has numerous advan-
tages, though [52, 53].

5.2. What Techniques and Processes Are Used in the
Treatment of Autism Spectrum Disorders? According to
Figure 5, data mining approaches are the most popular

ASD approaches

B Improving the life quality
B Diagnosing & measuring

FIGURE 4: A variety of ASD treatment methods in the published
literature.

which is further described as in 2 axes in which the y
-axis indicates the number of papers counts and the x
-axis represents different approaches used in ASD.
Pattern-recognition algorithms are the primary way of
extracting useful information from big datasets. Data min-
ing and the healthcare sector have produced effective early
identification methods and other health service technolo-
gies regarding clinical and diagnostic data. Also, the min-
ing algorithms include characterization, generalization,
clustering, classification, evolution, association, data visual-
ization, pattern matching, and metarule-guided extraction.
This study found that data mining technologies are most
commonly utilized to improve the quality of life for chil-
dren with autism spectrum disorders (ASD). It can, how-
ever, only be used with wearable sensors and smart
devices that collect information. It is important to point
out that such technology lacks sufficient intelligence
approaches. Since it is a controlled setting, it is utilized
instead of being used in the actual world.

In this study, the second and third most popular tech-
niques of feature selection and reporting are discussed. It is
possible to minimize dimensionality by picking a subset of
the features input variables using feature selection technique
such as GA or other approaches. Papers that used robots to
improve patients’ quality of life were the source of the
reporting methodologies. It is used to compare the impres-
sions of human and machine treatment. Since they have
enough speed, but still require additional development, they
are a viable option.

In addition, recent publications have featured GA, DL,
and P2P approaches that provide a variety of services for
individuals with ASD by utilizing AI. The approaches are
fast enough, but the precision is not high enough to be useful
for parallel computation done with IoT devices [54].

5.3. What Are the ASD Performance Metrics? The research
papers have been reviewed based on various quality charac-
teristics such as sensitivity, accuracy, reaction and specificity
time in the ASD approaches, as depicted in Figure 6.
According to our findings, the reaction speed and efficiency
were the most important attribute aspects in Internet of
Things-based autism spectrum disorder detection devices
and systems. In general, we discussed four procedures and
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FIGURE 6: Quality elements in ASD approaches are compared and contrasted.

fundamental factors in the x-axis; however, other essential
aspects, such as CCR, reliability, and processing speed,
might be examined as well with respect to their counts in
the y-axis.

5.4. Find Out Which Scientific Journals or Conferences Are
Published Based on ASD. As per Figure 7 and the application
of SLR techniques on the Asperger syndrome investigations,
IEEE has published 11 articles out of a total of 28 research
work that were selected. As a result, IEEE has the maximum
number of publications that have been evaluated. The chart
shows 2 axes in which the y-axis indicates the number of
publishers papers counts and the y-axis represents different
publisher names.

5.5. ASD Techniques Use Which Platforms and Sensors?
Figure 8 illustrates how several research projects use a range
of platforms and sensors to put ASD concepts into practice.
Smart belts, heart rate variability (HRV), and pulse oximetry

are just a few of the current technologies and sensors that go
under the umbrella term “wearable sensors.” The pie chart
shows different platforms and sensor comparison in ASD
methods.

6. Open Issues

This research indicates that creating IoT-based strategies
for children with ASD faces several unresolved concerns
and different experiences. The following are some of the
concerns that have not been fully addressed so far:

(i) Object-oriented segmentation strategy aid reduces
the particular demands of children with autism in
the diagnosis and measurement of illness severity
for those with ASD

(ii) Using various automatons to improve the quality of
life for children with autism spectrum disorder is
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(iv)

one of the most unanswered questions in the
approach towards this end. It is a method for learn-
ing autistic children how to imitate gestures and
simultaneously speak

To anticipate and assess autistic behavior, wearable
gadgets are employed in all classifications of tech-
niques (EMG, pulse oximeters, GSR, and GPS). Sen-
sors may be integrated into any gadget or worn as a
separate outfit

DL is a significant unanswered issue in the field of
autism spectrum disorder diagnosis, and it may be
used to a range of approaches, including multi-
side databases and brain imaging

Additionally, the ASD that integrates Internet of Things-
based devices raises a variety of challenges, including the
following:

(i) Integrity: the integrity of all information must be
preserved during the transmission process between
devices and arrive at its final destination intact and
secure

(ii) Availability: availability ensures that the approved
portion has access to all IoT-based healthcare ser-
vices, including global, local, and cloud-based ser-
vices, when required due to different attacks

(iii) Self-healing: it is vital for IoT-based networks to
have self-healing capabilities because of the risk of
medical equipment failing. Additional devices for
interaction should therefore be able to provide a
minimal level of security

7. Conclusion

Patients with ASD benefit greatly from the adoption of IoT
devices with SS network consist. One of the most difficult
aspects of treating autism in children is finding the correct
IoT solutions. Sensors, platforms, and methodologies in
ASD can have a significant influence on the children, and
this is often the case. There were 28 articles included in this
review that looked at various methods to ASD published
between 2014 and 2020. In both 2016 and 2018, the number
of articles published was close to the previous year’s total.
The most papers are published in the IEEE journal, with a
percentage of 51%. Selected 28 studies were divided into
two groups: those that focused on diagnosing patients and
those that supported efforts to enhance the QoL of such
patients. Nearly 43% of respondents thought of studies
examining new methods for diagnosing and assessing the
severity of ASD in children, while 57% thought about ways
to enhance the quality of life for such youngsters. Addition-
ally, all of the selected methodologies were evaluated in
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terms of accuracy, sensitivity, specificity, and time, among
other variables. There has been a comparative examination
of ASD and IoT-based devices based on the case studies
offered. Most research studies are aimed at enhancing the
QoL of autistic children, according to the findings. New
ASD techniques and gadgets for autistic persons will benefit
from research into IoT-based variations on traditional ASD
approaches such as AL, ML, and SS network.

To keep classic ASD techniques safe, [oT-based devices
are becoming more and more common. Also, several studies
have shown that children with ASD prefer robots over peo-
ple for assistance. NAO’s eye contact attention is steadier
than in a traditional classroom for youngsters with ASD
[47]. In addition, IoT solutions cut caregiving and support
expenses and are simple to use, in contrast to traditional
methods of protecting patients.

Emotions, on the other hand, can have an impact on the
effectiveness of human-based therapy in ways that sensors
and robots cannot. Robotic behavior should resemble that of
humans in order to prepare for the unpredictability of our real-
ity. In order to accomplish the goal, robots or other technolo-
gies that interact with people will need to incorporate
emotional and cognitive computing. These are some of the lim-
itations of this review: When searching for research, we used
the terms “autism spectrum disorder,” “internet of things,”
and “autism in the internet of things” (non-English speakers).

Journals, chapter books, and thesis were not included in
this investigation. Research on IoT-based ASD methods has
been addressed and published in different languages (we
think).
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1. Introduction

Copyright © 2022 S. Nonita et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper provides a novel implementation of the intelligent water drops (IWD) method for resolving data aggregation issues in
heterogeneous wireless sensor networks (WSN). When the aggregating node is utilized to transmit the data to the base station, the
research attempts to show that the traffic situations of WSN may be modified appropriately by parameter tuning and algorithm
modification. IWD is used to generate an optimum data aggregation tree in WSN as one of its applications. IWD assumes that all
nodes in the environment are identical, resulting in identical parameter updates for all nodes. In practical scenarios, however,
diverse nodes with variable beginning energy, communication range, and sensing range characteristics are deployed. In order
to replicate the influence of heterogeneity in the environment, improved IID (ITWD) is offered as an enhancement to the
original IID. The suggested enhancement is appropriate for scenarios in which the aggregation node is utilized to transmit data
to the base station in heterogeneous configurations. In terms of residual energy, dead nodes, payload, and network lifespan, a
series of simulation results demonstrates that the proposed IIWD significantly improves the accuracy and effectiveness of the
IWD method in comparison.

algorithm employs the process occurring between river water
droplets and riverbed dirt. The IWD method, proposed by

The study of nature to model the solution of practical prob-
lems with a computer is gaining great popularity as a result
of its multiple applications for tackling optimization-related
issues. There are several explorable algorithms, and intelligent
water drops (IWD) is one of these nature-inspired algorithms
that has recently been implemented. IWD algorithm takes into
account the dynamics followed by water droplets in order to
route their pathways to the lake or ocean through rivers. The

Hosseini [1], has been successfully used to tackle several
optimization-related issues and provides benefits such as an
active feedback mechanism and a high degree of resilience
[2]. IWDs are formed from natural water droplets and collab-
orate to discover the greatest solution to any given problem.
The IWD method can be used to solve problems involving
maximization or minimization [3, 4]. The treatments are as
follows: The IWD algorithm builds objects in stages. As a
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result, IWD is a population-based beneficial algorithm. In the
IWD algorithm, two basic ways are used to build IWDs: dirt
and velocity are attributes. Both of these characteristics may
change throughout the course of a lifetime [5, 6]. The Interna-
tional Women’s Day an IWD flows from a source to a destina-
tion. The IWD begins its trip with 0 initial velocity dirt.
During its voyage, it goes through the environment from
which it originated. It accelerates and some dirt is eliminated
[7, 8]. The method employs several iterations in which water
droplets attempt to uncover the optimum path from source
to destination on a bed of environment particles. In order to
do this, the node(s) create control packets that go to the desti-
nation. These packets, known as IWDs, have two primary
characteristics: velocity and dirt. The environment consists
mostly of the dirt of the environment bed. The environmental
movement of IWD is governed by the following principles:

(i) The velocity of IWD decreases near a high soil bed
and vice versa

(ii) High-velocity IWD accumulates more soil than a
low-velocity IWD

(iii) The soil in the environment is eroded more by a
high-velocity IWD than a low-velocity IWD

Further, IWD has been used to create optimal aggregation
tree and has also been proven to achieve the energy efficiency
in homogeneous WSN, given the lack of critical attention paid
to heterogeneity [9]. Furthermore, there are several applica-
tions of WSN, where the deployed nodes possess different
characteristics with regard to communication range, sensing
range, battery, and sensing services. It is possible to refer to a
wireless sensor network as dynamic if it is able to handle the
following two atomic operations: node-move-in and node-
move-out, which, respectively, refer to nodes leaving an exist-
ing network and nodes entering into an existing network. The
primary IWD algorithm has proved to be efficient in discover-
ing the optimal path in the sensor network. However, it does
not incorporate the effect of heterogeneity in the network,
which is introduced due to distinctive characteristics of the
nodes.

The heterogeneity of the node’s features offers applications
with flexibility and improves network operations within pre-
determined cost restrictions. For instance, if a network is
installed with fewer high-energy nodes, the network may sur-
vive for a longer period of time, but the sensing range will be
constrained. In contrast, deploying a network with a greater
number of low-energy nodes would reduce the network’s life-
span while increasing its sensing range. However, a mixture of
nodes with varying energy levels may achieve a perfect balance
between network longevity and sensing range [10, 11]. Exper-
imentation on energy-based heterogeneous node deployment
demonstrates a substantial increase in sensing performance.
In addition, the cost analysis of hybrid sensor networks verifies
these networks’ cost effectiveness [10].

In this paper, we suggest using the IWD technique to
construct an efficient data aggregation tree in heterogeneous
WSN. Heterogeneity in WSN is determined by the initial
energy of the network’s nodes. Thus, the words low nodes
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and high nodes are used to categorize nodes based on
energy. Low nodes indicate low-energy sensor nodes, while
high nodes indicate high-energy sensor nodes.

2. Problem Statement

The WSN is modelled as a join of two graphs: G = G1 + G2,
where G, is (V,,E,) and V,, =V, J V,,. Here, V, represents
all the sensing nodes, and V; represents the low nodes and
V), represents the high nodes. Also, E, ] ¢;;, where ¢;; is the

edge connecting the node i to node j, which is based on the
premise that if the distance between the node and the neigh-
boring node is less than the predefined communication range
R of the node i. However, G, is (V ,, E,), where V, represents
the set of aggregation nodes and E, represents the edges con-
necting the aggregation nodes to the base station (BS).

The problem can be stated as to find a subset G, € Gy,
where G = (Vo Eg), Where Vi €V, ,where V, are the
optimal number of low-energy and high-energy sensing nodes
and E,, C E,, minimizing the hop count from the sensing
nodes to the aggregation nodes. The problem can be solved as
a constrained optimization problem, having the nonlinear pro-
gramming form as Minimize f(X), where X = {x,, x,, x5 -~ ..
x,,} subject to R, where R is the cost function subject to the fol-
lowing constraint:

R:Zhlh+hha' (1)

Here, h;,; denotes the hop count from low-energy nodes to
high-energy nodes and h,, represents the hop count from high
energy nodes to the aggregation nodes.

Assumption: All the aggregation nodes, V, are connected
directly to the BS.

3. Related Work

This section depicts the key features of the current routing
protocols in WSN. Because WSNs differ from other networks
such as MANETSs (mobile ad hoc networks) and mobile net-
works, routing is particularly complex. The main task of
WHSN is sensing, collecting, and delivering the information
for further processing. Many methods have been developed
in this area [12, 13]. Furthermore, according to a complex net-
work theory, predicting connection quality in wireless sensor
networks is akin to predicting link quality in social networks.
The routing problem of a network determines the quickest
route (also known as the optimum path) between the trans-
mitter and the destination [14, 15]. Signal strength changes a
lot on mobile and ad hoc networks, causing a lot of route fail-
ures and lowering performance. Several ideas have been pro-
posed to estimate the signal strength-based link availability
projection for best routing [16, 17]. This link information
may be utilized to calculate the connection breakdown time
and, as a result, either repair the existing route or locate a
new one for the packets. The reduction of packet losses and
end-to-end latency improves performance [18, 19]. Because
of specific WSN characteristics, the routing algorithms in
WSN vary from conventional networks in numerous ways.
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WSN sensor nodes are energy restricted and cannot be
recharged owing to their special application requirements.
Furthermore, the major uses of WSN are to detect data, ana-
lyzes it, and then broadcast it to the BS. As a result, routing
towards the BS is a critical job, and multiple algorithms have
been presented [20], aimed at distinct circumstances or situa-
tions owing to their unique characteristics. In terms of infra-
structure building and maintenance approach, the routing
algorithms in WSN may be divided into three broad classes:
Flooding and gossiping [21] do not need to retain topolog-
ical information in advance and build routing paths after net-
work setup or the commencement of network activity. The
flooding-based routing algorithm transmits the observed data
to all adjacent nodes and continues this process until the data
reaches the base station. In contrast, routing systems based on
gossiping randomly choose a limited number of neighbors
and relay messages to them until the BS is reached. In contrast
to the flooding technique, the gossiping approach reduces the
quantity of data packets transferred across the network but cre-
ates the data packet implosion problem, which incurs additional
expenses for WSN. Independent of network activities, proactive
routing algorithms design and maintain the routing architec-
ture continually. BS establishes and transmits the path to all
sensor nodes to all network nodes. During network operations,
the sensor nodes retain this information and use it to route data
packets over these channels. In MANET, the proactive DSDV
[22] protocol is used, but for WSN, a variety of tree-based
methods [23] are offered (e.g., one-phase pull diffusion [24]).
The intelligent interaction of wireless sensor networks (WSN)
and mobile ad hoc networks (MANET) with the Internet of
Things increases its user appeal and commercial viability [25,
26]. By merging wireless sensor and mobile networks with the
Internet of Things, it is possible to develop new MANET-IoT
devices and IT-based networks. This technology facilitates user
mobility while decreasing network implementation expenses
[27, 28]. One of the fundamental principles of Internet of
Things systems is the networking of intelligent objects and their
compliance with communications technology. Wireless net-
works (wireless sensor networks (WSN), whose characteristics
include sensing, data collecting, heterogeneous connectivity,
and data processing, play a major role in the Internet of Things
(IoT) system [29, 30]. Paths are continuously maintained dur-
ing network operations, although at a great cost of resources.
Several evolutions of the classical methods, such as BVR [31],

VRR [32], and $4 [33], are provided, providing enhancements
to the classical approaches in terms of reduced resource utiliza-
tion, a quality required for realistically scaled WSN.

Reactive routing algorithms generate routing pathways
as necessary. The architecture for routing is constructed by
the sensing nodes that must convey data to the base station,
not previously. In MANETS, the most used reactive routing
method is AODV [34], whereas in WSN push diffusion [35],
in FRA [36] and LRDE [37] are the most prevalent. These
techniques save resources during times of inactivity but
incur the cost of identifying pathways for each originating
node.

The following significant category of routing algorithms
contains hybrid algorithms, which integrate both reactive
and proactive network behaviors based on network circum-
stances. Several hybrid routing techniques for MANETSs now
exist. Zone routing protocol (ZRP) [38] is the first hybrid
method utilized in MANETs. The ZRP protocol splits the
network into zones, and inside these zones, routes are
decided proactively, while outside of these zones, routes are
established reactively. ZRP has a lower routing overhead
benefit. However, zones are determined statically in ZRP.
Therefore, the SHARP protocol [39] presented an enhance-
ment based on the dynamic generation of zones. The zones
are only generated around nodes that generate a consider-
able amount of incoming data, which decreases routing
overhead along with jitter and loss rate. However, in the
context of WSN, the routing strategy that incorporates a
hybrid adaptive solution has not yet been extensively
deployed. In addition, MANET routing techniques are inap-
plicable to WSN owing to its fundamental properties.

Figure 1 [40] depicts a thorough overview of routing
methods in WSN based on node heterogeneity. Significant
benefits of adopting energy-based node heterogeneity in
WOSN include increased throughput and decreased latency.
However, heterogeneity reduces the hop count among the
sensor nodes and the sink; hence, the delivery rate in hetero-
geneous WSN is greater than homogeneous WSN.

Broadly, there are three primary types of heterogeneity,
namely, energy, computational, and link heterogeneity.
Energy heterogeneity focuses on nodes’ diverse battery power.
Higher-end nodes get more energy. Few nodes have higher
computing capacity than others in computational heterogene-
ity. Complex data processing and memory-intensive processes
need powerful nodes. Connection heterogeneity focused on
link bandwidth between nodes. Long-distance nodes are pro-
vided a high-bandwidth transmission connection to ensure
reliable data transfer. Most WSNs employ energy heterogene-
ity since it uses the least resources. Computational and con-
nection heterogeneities hinder WSN without energy
heterogeneity. Figure 2 illustrate the types of heterogeneity.

Energy heterogeneity is split into three types based on
node power levels: two-level, three-level, and multilevel.
Two-level defines regular and advanced nodes. Normal,
advanced, and super nodes are specified in three-level net-
works. Multilevel randomizes energy distribution in nodes.
Recent routing techniques have been developed to improve
WSN performance [41, 42]. Cluster-based and tree-based
routing protocols are the main types.
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TaBLE 1

Type of packet Source ID

Next hop ID

ITWD soil IWD velocity

TaBLE 2: Simulation parameters.

Parameters Values Description

N 300 Total number of nodes

N 5-30 Total number of source nodes
R 10-12m Communication energy
E,.. 0.5] Initial energy of each node

LEACH is a clustering routing technique that forms
clusters and elects cluster leaders to communicate with the
BS [43-45]. LEACH does not consider residual energy while
choosing a cluster head [20, 46, 47]; hence, it performs
poorly in diverse environments [48]. As a result, stable elec-
tion protocol (SEP), a clustering routing protocol, was
devised. Cluster heads are chosen using a weighted probabil-
ity [49]. SEP’s two-level heterogeneous network performed

well. Multilevel heterogeneous WSNs could not use the rout-
ing protocol properly. This led to the DEEC algorithm for
multilevel heterogeneous networks [50]. In DEEC, cluster
heads were chosen based on the average network energy
and sensor node energy. Other clustering-based routing pro-
tocols include EDFCM [51], an enhancement of DEEC, REP
[52], and EEPCA [53].

The second type of routing protocols is tree-based,
wherein nodes are organized as trees and root node does
the data aggregation and further transmitting it to the BS.
Tree-based techniques suit aggregation needs [54] like forest
fire, industrial, event, health, and other monitoring systems.

Data aggregation in tree-based protocols is optimized for
energy efficiency. Finding an optimum aggregation tree is NP-
hard [55], similar to Steiner tree, weighted set cover issue [56].
DD [57] identifies the quickest routing channels to transport
data packets throughout the network and opportunistically
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TaBLE 3: IIWD parameters.

Parameters Values Description

Initsoil 1000 Initial soil of edge
Initvel 200 Initial velocity of an IWD
a,b,c, 1,0.01,1 Velocity updating parameters
ag by, ¢ 1,0.01,1 Soil updating parameters
P, 0.9 Local soil updating parameter

aggregates them. However, DD is not considered efficient since
the aggregation nodes are chosen randomly and may be distant
from the source nodes. GIT is an approximation approach sug-
gested to build an energy-efficient route in an ideal aggregation
tree [58]. Krishnamacharya et al. [59] also demonstrated the
advantages of data aggregation.

Liao et al. [60] devised ant colony optimization (ACO)
method, which simulates ant foraging behavior. These ants
drop pheromone to designate a trail for the colony to follow.
The ant colony method is used by Schurgers et al. [61] to
aggregate data. Wu et al. [62] improved the chance of locat-
ing aggregation nodes in WSN exploiting ACO by widening
search area surrounding routing pathways. These works out-
perform standard approaches in energy conservation.

4. System Model

The system model used here takes into account the random
distribution of stationary sensor nodes in a monitoring region.
Here, there are three distinct kinds and configurations of
nodes: sensor nodes, aggregator nodes, and the base station
(BS). The sensing node collects data and transmits it at regular
intervals to the aggregation node. However, sensing nodes are
designed to be of two types: low nodes (representing low-
energy sensing nodes) and high nodes (representing high-
energy sensing nodes). Figure 3 depicts the aggregation tree
for data. The aggregator node aggregates data and transmits
it to the BS. The BS should be installed outside of the network,
and it should transfer the processed data to the control center.

The heterogeneous WSN thus categorizes nodes as low
nodes (), high nodes (), and aggregator nodes (). The upper
nodes contain tenfold more energy than the low nodes. The
communication model used in this study is the first-order
radio model, whereas the sensing model previously applied
was the deterministic sensing model [63]. This model
implies that each node participates in the sensing process.
The detected data is compared to aThreshold, whose value
is predetermined. If the detected data exceeds the defined
threshold, the data is sent to the next node. Consequently,
sensing coverage is the total of the sensing coverage of all
network nodes. However, the difference lies in predefined
communication and sensing ranges. Subsequently, the com-
munication and the sensing range of ‘N, ‘N;,” and ‘N, are
abbreviated as ‘R, ‘Ry’s ‘Ry,’ ‘Ry’; and ‘R, ‘R, respec-
tively. In addition, the ranges are defined in incremental
order as ‘R, >R, >R, and ‘R, > Ry, > Ry’

5. Preliminaries

The primary IWD algorithm is based on the evidence that
water drops always find the shortest route towards lake or
ocean. Despite encountering obstacles and constraints, water
drops always find an optimal path trailing twists and turns.
Correspondingly, the environment is also affected as the water
drops move from one place to another. In the same way, the
environment also tries to alter the nature of the water drops.
In a way, both water drops and environment have a tendency
to influence each other. The environment here refers to the
soil bed of the river. When the drops move fast, they tend to
remove more soil from the soil beds than when they are slow.
Drops that are trying to find an optimal path are called intel-
ligent water drops (IWD). The three essential parameters that
define the path taken by the water drops are velocity
(VelocityIWD), Soil (Soil™P), and Soil of the river bed

Soil®™°, These parameters change as the data packet moves
from source node to destination. The change of the velocity
is updated by a parameter AVel™?, which is calculated as fol-
lows:

W 2
b, + c,[soil(i, j)]2 @)

AVel™P (1) =

where a,, b,, and c, are constants that are application

dependent. soil(4, j) is the soil on the bed of edge between node

i and node j. During the initialization phase, each edge is

assigned an equal amount of this parameter. The velocity
can be evaluated as

Vel — yel™P AV ()

The decrease in the soil of an edge is calculated as

a

- ) (4)

Asoil(i, )= ——
)= e tme )T
where a,, b, and c, are the application dependent con-
stants, which specify the relationship between the weight of
the edges and the time that a data packet takes to move from
a node i to j. The time taken is given by

time(i, j) = —351(]1)\%1;)) (5)

where HUD(}, j) is the heuristic function defined for an
application for calculating the hop counts on the path.

HUD(i, j) = ) hy+hy, (6)
keR]-

where R; represents the routing nodes in the neighbor-
hood of node j, and hy; and h;, represents the hop count from

source node s to node j and from node j to destination node d
or the BS, respectively.
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6. IWD Algorithm for Heterogeneous Network

In homogeneous environments, the IWD method may be
used to produce an optimum data aggregation tree solution.
Sensing nodes with data produce IWD to search for path-
ways linking to the base station or the closest aggregator
node. These IWDs produce an aggregate tree by generating
pathways using the approach described in Section 2. Here,
it is proposed that the low node will locate a way to the high
node, which will then transfer the data to the base station or
aggregator nodes. Since a result, the energy consumption of
low nodes will be decreased, as they will be required to find a
way to the closest high nodes. Nonetheless, there are
instances in which the route constructed by this IWD lacks

a connection point and hence cannot discover other nodes
visited by other IWDs. In such a case, the chance of con-
structing an ideal tree will be diminished. To update the soil
in this situation, the IWD packet is transmitted to the neigh-
bors of all modes. When a high node receives an IWD
packet, it broadcasts an updated soil packet to its neighbors.
Each neighboring node u updates the soil(u, v) based on the
information received. The packet format of IWD is as shown
in Table 1.

In the table, type of packet determines whether it is a data
packet or a control packet. Source ID is the ID of the source
node generating the IWD. Next hop ID is the next neighbor-
ing node. IWD soil and IWD velocity are the updated param-
eters of IWD on the path for a particular IWD. However, there
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exists a condition when an IWD cannot find any nodes that
are visited by other nodes.

The algorithm for the heterogeneous network proceed as
follows. Initially, all the aggregation nodes store the identity
of the BS and broadcast their ID(s) to the network. Each
sensing node stores the aggregation ID along with the infor-
mation of next hop neighbors and the soil value of all the
paths. Initially, all the paths are assigned equal values. Later,
these values are updated as the IWD traverses on that edge.
The edge connecting the node to the BS is assigned a lesser
value of soil so that the additional gain in the velocity can
be achieved. Additionally, lower soil value of an edge repre-
sents lesser number of hop counts, thus attracting more
IWDs on this path. Because of this proposed modification,
the probability of IWD to reach an aggregation node is
higher, when a high node receives a soil update packet, an
update message to all the neighboring nodes is sent and
hence, following this approach, IWD reaches the aggrega-
tion nodes faster. In a way, high node increases the velocity
of the IWD. Thus, the velocity parameters of the neighbor-
ing nodes of the high nodes are evaluated from the follow-
ing:

b, +c, [sovil(k, i @)

vel™P = InitVel +
Additionally, the soil of the edge between the high node
and the aggregation node is updated as follows:

a
: : (®)
b, +c, (HUD(a, i)/velIWD>

Asoil(k, j) =

Here, equation is defined from the node i to the aggrega-
tion node, representing the hop counts from the nodei to

the aggregation node a.

Asoil(k, j) = (1~ p,)soil(a, i) — p, (1 + hdy — hd;) Asoil(a, i),
(©)

where p, is the local soil updating factor for the path con-
necting to the aggregation node. By updating these values
repeatedly, the probability of IWD to reach the aggregation
nodes becomes higher, and hence, the IWD reaches the
aggregation node faster, reducing the delay. By enhancing
the probability of all the neighboring nodes, the soil of the
path is declined notably, thus making IWD reach faster to
the destination. The algorithm starts with the initialization
of static parameters a, b, c,, and a,, b,, c,, and then follows
the steps mentioned below, going through several iterations:

The sensing node generates a control packet named
IWD with initial values of velocity and soil viz. Initvel and
Initsoil.

(1) A neighboring node is selected randomly by calculat-
ing the probability values, which is inversely propor-
tional to the soil of the edges. The probability value
which is inversely proportional to the soil of the edge
is calculated as

soil(i, j)
Zk¢vc(IWD)SOil(i’ k)’

(10)

Pryp (i) =

where vc(IWD) is the subset of the nodes, which IWD
should not visit in order to satisfy the application constraints

(2) If the next hop node is a high node, therefore, the
velocity is updated from Equation (7); otherwise, it
is updated from Equation (2)

(3) Similarly, the soil of the edge for high node is
updated from Equation (8); otherwise, it is updated
from Equation (4)

(4) The process continues till the state of complete ter-
mination is reached, which is when the IWD either
reaches an aggregation node or a BS

This IWD algorithm described above can build a data
aggregation tree with a minimum number of hop count in het-
erogeneous setup. Once an aggregation node is found, the
steps mentioned above updates the amount of soil in its neigh-
borhood and hence increases the likelihood of selecting the
best aggregation. Thereby, enhancing the chances of IWD
moving through this aggregation node whenever it reaches
its neighborhood in the next round.

6.1. Assumptions

(1) IWDs will try to find paths to the nearest aggrega-
tion nodes instead of BS

(2) All the aggregation nodes are connected to the BS
directly, i.e., using single-hop
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(3) Each node maintains an information table contain-
ing the details of neighbors and the soil

(4) Sensor nodes are deployed uniformly in the field of
square dimension

(5) Sensor nodes and BS are stationary

(6) The heterogenous nature of WSN is defined in terms
of node energy

(7) BS is supposed to be equipped with a battery source
and hence it is not energy limiting like the other
deployed nodes

7. Results and Discussions

C++-based simulator is used to mimic the state-of-the-art
ant colony optimization (ACO), IWD and the proposed
IIWD. This simulator models’ actual events like as collisions,
carrier sensing, latency, network lifespan, and backoft. For
aggregator nodes, the proposed requirements are consistent
with iPAQ motes since they compute quicker, use less
power, and have a greater sensing and communication range
[64, 65], while the proposed specifications for sensing nodes
are consistent with MICA2 sensor nodes [66, 67]. The per-
formance of a 100-node network randomly spread across a
100 x 100 m* region with single sink is evaluated. The total
number of aggregation nodes picked for a specific simula-
tion cycle ranges from 5 to 30. The data packet is of 250
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bytes and the control packet is of 8 bytes, with transmission
frequencies of 100 Hz and 10 Hz, respectively. Every time the
configuration is executed, 30 random deployments are taken
into account and the mean of the results is calculated. When
simulation starts, random nodes are distributed throughout
the network with sink node at the center position. Once
positioned, nodes exchange messages to begin routing.
Table 2 displays simulation parameters.

Parameters for the proposed IIWD algorithm are pre-
sented in Table 3. The values are taken according to the
parameters provided in [9]. The evaluation metrics are as
follows: total energy consumption (J) and network lifetime
(rounds, which are discussed in the subsequent section.

7.1. Total Energy Consumption: Analysis. Total energy con-
sumption is the sum of the energy spent transmitting control
packets, sending data packets, and the network’s total energy
consumption. The total energy consumption is the sum of
the energy used by all network nodes in a particular round.
Various simulations are run with a variety of source node
counts. The fundamental IWD, the ACO, and the proposed
IIWD algorithm are compared. As shown in Figure 4, the
average energy consumption for sending control packets is
slightly higher than that of ACO and IWD (a). This may
be a result of the increased number of control packets trans-
mitted to refresh the edge soil. As demonstrated in Figure 2,
the average energy consumption for transmitting data
packets through ITWD is slightly less than that of IWD
and ACO Figure 4(b). This is because the number of hops
necessary for data transmission has dropped. In addition, it
can be determined from Figure 4(c) that IIWD’s overall
energy usage is less than that of IWD and ACO since its
routing function provides greater aggregation options. Con-
sequently, the network’s total energy consumption is dra-
matically reduced.

7.2. Network Lifetime. A comparison is made between the
performance of IIWD and ACO and IWD in terms of net-

work lifespan calculated as the time until the first node runs
out of energy as shown in Figure 5. The notion of updating
the velocity of all IWDs along the designated path expedites
the delivery of packets to aggregation nodes, hence extend-
ing their lifespan. IIWD has showed the greatest improve-
ment in network lifespan. This improvement is due to the
algorithm’s suggested method, which minimizes the total
number of data packets transmitted in the network, conse-
quently reducing energy consumption of the nodes. As all
aggregation nodes are directly linked to the BS, the resulting
routing pathways are shorter. The results illustrate the effi-
cacy of the proposed strategy for extending network life.

7.3. Payload. Payload is determined by comparing the actual
number of data packets delivered at the base station as
shown in Figure 6(a) vis-a-vis number of packets supplied
by the source nodes. Typically, payload consists of the actual
data transported over a network for an application. The pri-
mary concern addressed in this paper is that the payload
varies based on the aggregation process used. The effective-
ness of aggregation in WIWD in a heterogeneous environ-
ment is determined using payload parameter. Figure 6(b)
depicts the number of data packets received at the base sta-
tion for varying numbers of rounds. In the WIWD method,
payload, or the total amount of packets delivered over the
network, is around 70 percent fewer than in the IWD algo-
rithm. The fewer data packets sent may be ascribed to the
aggregating procedure. Figure 6(c) provide details of packets
sent to BS Instead of being routed immediately to the base
station, the data packets are passed to the aggregation node,
which aggregates them before sending them to the base sta-
tion. Thus, the total number of rounds remains the same
despite a modest reduction in the amount of data packets
transferred to the base station.

7.4. Number of Alive Nodes. The proposed WIWD algorithm
shows significant improvement in the number of alive nodes
with respect to the total number of nodes. Since the nodes
create paths to the aggregation nodes and send data packets
up to these aggregation nodes, the nodes tend to stay longer
and subsequently improve this performance metric vis-a-vis
IWD. Here, the same logic implies that the incorporation of
high-end nodes and the concept of waterfall in the network
enhance the number of alive nodes in the network. Remark-
ably, the number of alive nodes in the WIWD increases by
almost 40% Figure 7.

8. Conclusion

The suggested optimization model seeks to crystallize the
different aspects that affect the sensor network’s heterogene-
ity. The study draws on prior understanding of efficient
routing algorithms for homogenous networks. In the context
of this study, aggregator nodes insert new packet entries with
regard to time and pop depending on the freshness factor
defined by packet length for each node. Incorporating het-
erogeneity into a network may increase the total energy con-
sumption and network longevity, according to the findings
of this study. This method has been seen to save both the
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residual energy of the nodes and the average energy of the
network. This is evident from the results of the studies con-
ducted to determine the performance of the IWD. The tech-
nique outperforms prior algorithms due to the fact that the
route selection performed by its routing function offers
superior aggregation alternatives. The threshold of the
nodes’ remaining energy is used to determine which aggre-
gation node is chosen. The findings demonstrate that the
network’s longevity has also been greatly enhanced.

9. Future Scope

The issue which leaves room for further investigation is that
of time synchronization. There lies great scope for future
research while exploring strategies for weak and strong time
synchronization that may be experimented on, to further
streamline the aggregation process with the BS.
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In cardiac rhythm disorders, atrial fibrillation (AF) is among the most deadly. So, ECG signals play a crucial role in preventing
CVD by promptly detecting atrial fibrillation in a patient. Unfortunately, locating trustworthy automatic AF in clinical settings
remains difficult. Today, deep learning is a potent tool for complex data analysis since it requires little pre and postprocessing.
As a result, several machine learning and deep learning approaches have recently been applied to ECG data to diagnose AF
automatically. This study analyses electrocardiogram (ECG) data from the PhysioNet/Computing in Cardiology (CinC)
Challenge 2017 to differentiate between atrial fibrillation (AF) and three other rhythms: normal, other, and too noisy for
assessment. The ECG data, including AF rhythm, was classified using a novel model based on a combination of traditional
machine learning techniques and deep neural networks. To categorize AF rhythms from ECG data, this hybrid model
combined a convolutional neural network (Residual Network (ResNet)) with a Bidirectional Long Short Term Memory
(BLSTM) network and a Radial Basis Function (RBF) neural network. Both the Fl-score and the accuracy of the final hybrid

model are relatively high, coming in at 0.80% and 0.85%, respectively.

1. Introduction

A common arrhythmia known as atrial fibrillation (AF) has
been linked to serious heart-related diseases such stroke and
heart failure [1, 2]. It increases the risk of cardiovascular dis-
appointment and, as a result, significantly impacts depres-
sion and mortality [3, 4]. Furthermore, AF affects many
people worldwide, and the risk increases with age [5]. The
capacity of Artificial Intelligence (AI) and AI techniques to
enhance the early detection of cardiovascular diseases with
little effort in ECG testing is still mostly unknown. The
2017 Physionet/Computing in Cardiology competition dis-
courages mainstream academics from proposing solutions
for programmed AF detection from brief single-lead ECG
data [1]. The test is presented as a traditional machine learn-
ing issue, with a marked preparation set and suggestions

evaluated against a cloaked test set of records. Regardless
of whether the primary assessment for the final placement
is the precision of the proposed model, various distinct fea-
tures should be evaluated for the prior appropriation of each
proposition in clinical practice. Because it perfectly captures
the electrical movement of the cardiac activity [1] ECG
determination can provide competent AF detection in clini-
cal practice [3]. Because symptoms occur in episodes, it is
challenging to examine AF during normal in-office visits
[2]. Recent techniques consider the high fatality rate and
inadequacy in detecting AF [6]. ECG signal examinations
for AF localization are conducted in the time or recurrence
area. The current AF recurrence is commonly assessed over
a sign with deleted QRS complex and T peak edifice [7, 8].
This study aims to provide a characterization model and
evaluate its ability to separate brief single-lead ECG signals
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classified as AF, Normal (N), noisy, and Other Rhythms (O)
using the 2017 PhysioNet/Computing in Cardiology Chal-
lenge database [9].

The most common symptomatic tool for identifying car-
diac arrhythmias is the ECG. AF is the most prevalent car-
diac musicality problem characterized by disorganized
chamber compression [4]. The prevalence of AF increases
with each succeeding decade of age, from 0.5% at 50-59
years to approximately 9% at 80-90 years [10]. It is estimated
that 2.3 million adults in the United States suffer from AF,
which is expected to rise to 5.6 million by 2050 as the popu-
lation ages [11]. AF is considered a substantial cause of death
and misery as it increases the risk of heart failure and stroke.

For this reason, an assortment of programmed calcula-
tions managing the surface of ECG signals has been pro-
posed in recent years. Many misuse the two changes
incited by the arrhythmia on the ECG. From one perspec-
tive, AF is portrayed by a quick atrial movement, whose rate
can change between 240 and 540 actuation/min [12]. Since
everyone shells the atrioventricular (AV) hub, a quick and
sporadic ventricular reaction can be seen on the ECG.
Unmistakably, this conduct diverges from the ordinary
example of the R-R interim arrangement amid typical sinus
mood (NSR). However, during NSR, the homogeneous P-
wave associated with atrial depolarization is replaced by a
series of low-fullness fibrillatory waves with varied morphol-
ogy (f-waves) [12, 13]. AF is underanalyzed and ordinarily
distinguished after a patient presents serious complications
such as stroke or heart failure.

Drugs can ease side effects and help forestall genuine dif-
ficulties, for example, stroke. Electrophysiological medical
procedures and radiofrequency removal have effectively
restored an ordinary mood [14]. Late progress in versatile
innovation (arrange and computational power network)
makes it conceivable to grow minimal effort, broadly acces-
sible, and exact medicinal gadgets. These gadgets can be
utilized to address the lack of medicinal services assets in
the creating scene and lower the expense of social insurance
in developed countries. AF finders consider preliminary
screening and recognizable proof of AF contrasted with
manual strategies. Most current calculations are found in
ventricular reaction and atrial movement investigations.
Garcia et al. [15, 16] describe AF, including pulse variability,
wavelet entropy, and P-wave recognition. However, current
AF identification strategies in clinical settings are restricted
[17]. In past examinations, an order was performed just to
clean information. Be that as it may, clamor is unavoidable
in nonstop observing settings because of lead separation,
breath, or movement.

Furthermore, such a setup distinguishes AF signals from
common indications [17]. Since AF is regularly misdiag-
nosed as other arrhythmia types, the characterization of
AF against an elective cadence would help make the finder
more robust. AF is a brilliant possibility for which the effect
of such all-around designed versatile innovation would be
high. In any case, despite the availability of low-effort
therapeutic equipment, the ability to legitimately process
information over the phone, and the availability of vast data-
bases of biosignals, almost nothing has been done to make
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insightful calculations that could naturally translate this
therapeutic information. The Physionet/Computing in Car-
diology Challenge 2017 [18] subject addresses this theme.
It energizes analysts worldwide to create methods for
arranging AF from a short single-lead electrocardiogram
(ECQG) recording acquired utilizing a cell phone.

Much work has gone into ECG categorization, and more
is being done in the process. In [19], Garcia et al. propose a
new strategy that takes advantage of ventricular and atrial
activity variability, as shown on the surface electrocardio-
gram (ECG). First, the time series generated from RR inter-
vals and fibrillatory wave morphology derived from TQ
intervals are developed. The Coefficient of Sample Entropy
is then used to measure their regularity (COSEn). The gath-
ered data is at long last consolidated through a multiclass
Support Vector Machine way to deal with perceiving among
short episodes of AF, Normal Sinus Rhythm (NSR), and
Other Rhythms (OR).

Rajpurkar et al. [20] propose using the ResNet model to
categorize the ECG data into four different groups. Rajpur-
kar et al. also incorporate a number of other advanced fea-
tures, such as statistical modeling of atrial activity, study of
heart rate variability in both the frequency and temporal
domains, spectral power analysis, and so on. They devised
a hierarchical classification model by employing oversampling
techniques across categories to determine if an electrocardio-
gram signal is normal, noisy, exhibiting atrial fibrillation
(AF), or displaying an alternative rhythm. Maknickas V and
Maknickas A [21] suggest using a LSTM network for the clas-
sification of ECG data. This network leverages directly learnt
patterns from precomputed QRS complex characteristics.
The procedure for extracting information from each pulse of
ECG data is outlined in reference [22].

Jiménez-Serrano et al. [9] devised a method for automat-
ically extracting 72 ventricular activity parameters from
8528 ECG recordings that were submitted to the 2017 Phy-
sioNet/Computing in Cardiology Challenge. Following that,
a grid search was performed using a set of Feed Forward
Neural Network (FFNN) training parameters to carry out a
Feature Selection (FS) and training/validation method [3].
The authors use templates that are responsive to a certain
heart rate variability, waveform, and AdaBoost classifier.
The classification of multiparametric atrial fibrillation is
described in [23]. This classification is based on HRV analy-
sis, noise detection, the discovery of atrial activity by the
presence of a P-wave in the average beat and f-waves during
TQ intervals, and beat morphology analysis following robust
synthesis of an average beat and delineation of P, QRS, and
T waves. [23] is cited as an example. A linear discriminant
classifier was used to categorize the ECG data, which was
then separated into four categories. Furthermore, Ojha
et al. [24] constructed a deep autoencoder-based SVM clas-
sifier to categorize the ECG signal into five categories using
the arrhythmia database and previously published research,
with better results. This resulted in a more accurate classifi-
cation of the ECG signal.

This classification task is performed using various pat-
tern recognition algorithms. Therefore, this research work
aims to develop a new model based on deep learning
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FIGURE 1: Workflow for classification of short ECG signals into four classes.

techniques for the early diagnosis of arrhythmias from ECG
signals. That is, it focuses on arrhythmia and ECG signal
processing and classification models to propose new models
that can help the cardiologist for the early diagnosis of
arrhythmia.

The significant contributions of this paper are the
following:

(i) this paper’s data set is taken from a PhysioNet chal-
lenge (Computing in Cardiology Challenge) 2017

(ii) firstly, we performed a data preprocessing task
using bandpass Butterworth filters to remove the
noise from the ECG signals

(iii) after that, the Z-Score normalization is performed
on the amplitude values of the filtered ECG signals

(iv) the dataset used in this paper is highly imbalanced.
Therefore, we have used SMOTE (Synthetic Minor-
ity Sampling Technique) technique to balance the
dataset, and then the dataset is divided into testing
and training datasets for modeling

(v) we have trained three different combinations of
deep learning models for the training of the dataset,
namely, ResNet, a mixture of BLSTM and ResNet,
and a combination of ResNet with RBF techniques
for the detection of atrial fibrillation heartbeats in
the ECG signals

(vi) then, validation is performed on test datasets that
classifty ECG signals into four classes: normal, AF,
noisy, and others

(vii) finally, this study introduces a new hybrid model
based on deep learning techniques that classify
ECG signals into four classes: normal, AF, noisy,
and others. These models also enhance the effec-

TaBLE 1: Distribution of recordings with different rhythms.

Rhythm No. of recordings
N 5,050

A 738

o 2,456

~ 284

tiveness and efficiency of the heartbeat classification
compared to other machine learning and deep
learning models using the same ECG signal chal-
lenge dataset

The rest of the paper is structured as follows: the meth-
odology and materials are described in Section 2. Section 3
presents the outcome results and a discussion of the pro-
posed methods. Finally, Section 4 states the conclusion of
this paper.

2. Materials and Methods

Deep learning techniques are most commonly used in
healthcare nowadays. Two deep learning methods have been
proposed in this study, which are Convolutional Neural Net-
works (CNN) and LSTM. Parameter sharing, translation
invariance, and sparse connectivity make CNN training
computationally efficient and well-liked in computer vision
[25, 26]. The downside of CNNss is that they rely on grid-
like structures to function (e.g., images or fixed segment
windows).They are shown in Figure 1.

One recent finding that has helped with the training and
improved accuracy of deeper CNNss is the Residual Network
(ResNet) [27]. By utilizing shortcut identity connections
similar to a feedforward LSTM (a subtype of RNNs) [18,
28], ResNet makes feature mappings from lower layers
accessible at higher stages.
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2.1. Dataset Collection. ECG readings were taken during the
challenge using the AliveCor gadget and made public. The
Physionet Challenge server was used for training with an
open database of 8528 single-lead ECGs and accompanying
annotations and testing using a closed database of 3658
ECG recordings (dataset). Normal Sinus Rhythm (N), Atrial
Fibrillation (A), Other Rhythms (O), and Noisy Recordings
were the four categories of ECGs found in the database.
These range from 9 to 61 seconds in length and are single-
lead 300 Hz ECG recordings. The information repository is
offered as a downloadable zip file. Table 1 and Figure 2 show
the sum of heartbeats for various categories.

2.2. Signal Preprocessing and Normalization. Each ECG seg-
ment was preprocessed using 10th-order bandpass Butter-
worth filters [29]. These filters had a cut-off frequency of
either 5Hz or 45 Hz (narrowband) or 1 Hz or 100 Hz (wide-
band). The frequency response of the Butterworth filter is
perfectly flat (i.e., has no ripples) in the passband and goes
to zero in the stopband. The filter has the flattest magnitude
curve possible. For this analysis, we have chosen to segment
the ECG data into 20-second samples, each representing a
single heartbeat.

Given that there is a 300 Hz sampling rate.

Consequently, each training segment is 20 seconds in
length, matching the requirements of the CinC 2017 data-
base. Before segmenting an ECG recording, the recording
is normalized to have a mean value of zero and a standard
deviation of one. This is because the ECG was already band-
pass filtered [22] by the recording device, so there was no
need for any additional filters. Then, using the Z-score nor-
malization technique, the amplitude values are transformed
into the range of 0-1 to make them more comparable.

X —
Z —score= 4~ mean R
SD

(1)
where X represents each sample of heartbeats, and the mean

is calculated by taking the mean of the 20 second ECG signal
values. Here SD represents the standard deviation.

TaBLE 2: ResNet model accuracy and F1 score variation across five-
fold cross-validation.

Validation number  No. of epochs Accuracy (%) F1 score (%)

5 66.39
10 69.62
1 75.61
15 76.60
20 81.23
5 60.70
10 68.04
2 77.87
15 75.60
20 81.17
5 62.64
10 69.43
3 80.23
15 77.81
20 82.80
5 68.21
10 72.42
4 83.54
15 78.03
20 83.11
5 64.52
10 77.77
5 85.67
15 82.84
20 84.40
Overall F1 score (%) 80.58

2.3. Oversampling. Predictive accuracy is commonly used to
evaluate the performance of deep learning algorithms.
Although, this is not acceptable when the data is unbalanced,
and the costs of different errors vary significantly. The pres-
ent work uses Synthetic Minority Oversampling Technique
(SMOTE) [30]. It is based on an oversampling strategy
where the minority class is over inspected by making “man-
ufactured” models instead of overtesting for replacements.
SMOTE method generates new synthesized sample data
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FIGURE 6: Variation of ResNet model accuracy.

for minority classes without duplicity. It calculates the k-
nearest neighbors for each minority class observation.
Then, the synthetic data samples are created using one or
more k-nearest neighbors, depending on the degree of over-
sampling required.

2.4. Proposed Deep Learning Model. In the present work, we
take two different approaches. One is similar to [20], in
which the ResNet model is used to classify the ECG record-
ings into four classes, and the other approach uses more
than one model, including the ResNet model. This ResNet
model has 36 layers, combining a convolutional layer,
max-pooling layer, and fully connected layer. This approach
uses the Bidirectional Long Short Term Memory (BLSTM)
and Radial Basis Function (RBF) model. It is an intuitive
hybrid approach to gain an insight into how different com-
binations of neural network models can be combined to
form a singular hybrid model that can perform the classifica-
tion task with improved efficiency.

2.4.1. Bidirectional LSTM (BLSTM). Bidirectional LSTMs
enhance the model performance on grouping characteriza-
tion tasks by augmenting traditional LSTM [31, 32].
BLSTM trains two LSTMs rather than one with info suc-
cession. The first is based on the information sequence,
while the second is based on a duplicate of the informa-
tion sequence turned around [33]. It includes copying
the intermittent main layer in the system such that there
are presently two layers adjacent to each other, giving
the information grouping as a contribution to the top
layer and a switched duplicate of the second information
arrangement  (https://machinelearningmastery.com/develop-
bidirectional-Istm-sequence-classification-python-keras/). The
associations between LSTM units enable the data to push
through a circle over the nearby time steps that makes an
inside the condition of criticism, allowing the system to com-
prehend the idea of time and discover the transient elements
inside the introduced data. LSTM units can recall or overlook
data by keeping up a memory state. The most critical data is
kept and back-engineered, while the less critical data is

TaBLE 3: Performance of hybrid model (ResNet and bidirectional
LSTM) using five-fold cross-validation.

Validation number Epochs  Accuracy (%)  Fl1 score (%)
5 59.14
10 66.79
1 71.73
15 72.33
20 79.26
5 62.44
10 69.36
2 77.97
15 73.57
20 80.02
5 61.47
10 70.61
3 79.85
15 76.27
20 81.11
5 64.56
10 71.24
4 84.93
15 78.69
20 82.33
5 61.29
10 69.55
5 85.94
15 76.34
20 82.87

Overall F1 score (%) 80.08

ignored and discarded [34]. The architecture of the BLSTM
network is shown in Figure 3.

htf =Hp(W,x, + Wyphy +by),
htb =H,(Wex, + Wiphg, + bh)’ (2)
v =W,h, + Wyh, +b,).
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FIGURE 7: Variation of accuracy with number of epochs for hybrid model (ResNet + BLSTM).

2.4.2. Hybrid Architecture. General classification applied
directly to LSTM does not produce specific results. There-
fore, it is an excellent strategy to use a hybrid model combin-
ing a ResNet (CNN) with LSTM to have more accurate
results [35, 36]. The ResNet (CNN) LSTM model utilizes
ResNet layers for learning features to join the LSTM layer
to help accurate prediction. Both ResNet (CNN) and LSTM
performed reasonably well on ECG signals. Besides, pro-
found learning models do not require any extraction of hand-
made highlights, and they are generally simple to implement
[34]. Henceforth, this paper uses the blend of these two cal-
culations to determine arrhythmias. The bidirectional LSTM
bolsters the yield of ResNet engineering to order the informa-
tion into four classes, viz. AF, Normal, Noisy, and others.
Figure 4 shows the hybrid structure of the ResNet and
BLSTM model.

Another variant includes feeding the output of the
ResNet model into an RBF [37, 38]. RBF neural network
then has the task of classifying the incoming data from the
ResNet model into the four classes discussed above, as
shown in Figure 5.

3. Results and Discussion

The above models are trained and tested using the publicly
available free cloud notebook (http://colab.research.google
.com). The Google Collab environment provides a free
GPU limit of up to 11GB and a memory of 358.27 GB, with
a CPU frequency of 2.3 GHz on the Tesla T4 system with a
memory clock rate of 1.59GHz. The dataset is directly
downloaded from the PhysioNet website to avoid the over-
head of uploading data from a local machine. Thus, the
above hardware setup provides an efficient way to train
and test the deep learning neural network without any inter-
ference from the local devices. The learning rate used by the
model is 0.001, and the Adam optimizer is used, which is
present in the Keras library. Cross-validation is a resampling
method for evaluating AI models with a limited information
sample. A five-fold cross-validation strategy is utilized in this
paper. The given methodology includes only one parameter,

TaBLE 4: Performance of ResNet and RBF models using five-fold
cross-validation.

Validation number Epochs  Accuracy (%)  Fl1 score (%)
5 63.11
10 68.24
1 73.93
15 73.67
20 79.51
5 62.04
10 71.28
2 78.36
15 77.34
20 80.67
5 63.86
10 70.27
3 79.98
15 78.37
20 81.61
5 61.99
10 69.33
4 82.80
15 76.38
20 82.63
5 64.79
10 72.58
5 85.96
15 80.67
20 84.56
Overall F1 score (%) 80.20

k, which refers to the number of meetings in which a specific
information test is included. This methodology is generally
called k-fold cross-validation. The whole dataset is first
divided into k equal parts in this strategy. Then K-1 parts
are used for training the classification models, and the last
K™ part is used for testing the trained models. Therefore,
in this fashion, the model is trained K™ time on the different
parts of the dataset, and every time, we test the model on a
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new K™ part of the dataset that the model does not see dur-
ing the training period.

The following table describes our experiment results, and
different models are trained and tested using a five-fold
cross-validation strategy. The training and test datasets are
split into 80-20 for all models used in this paper. Accuracy
and F1 score are used to evaluate the performance of the
models. F1 is a metric that combines precision and recall
to assess a model’s correctness.

True positive + True negative
Accuracy = P 9

Total number of instances (3)

Precision x recall
F1=2x = -
Precision + recall

Table 2 presents the results for five-fold cross-validation
on the ResNet-36 model and plots the variation of validation
accuracy on validation runs and the computed F1 score,
achieving an overall F1 score of 80.58%.

Figure 6 plots the variation of validation accuracy with
the ResNet 36 model for different epochs like 5, 10, 15,
and 20. It can be inferred that the maximum validation accu-
racy achieved is 84.40% for epoch number 20 with cross-
validation number 5. Validation accuracy has been growing
linearly over the number of epochs.

Table 3 presents the accuracy and computed F1 score
using five-fold cross-validation for the hybrid model of
ResNet and bidirectional LSTM. The overall computed F1
score is 80.08%, with different F1 scores across five-fold
cross-validation as 71.73, 77.97, 79.85, 84.93, and 85.94%,
respectively.Figure 7 shows how the number of epochs
affects the validation accuracy for various cross-validation
methods. It achieved the highest validation accuracy of
82.87% and increased with an increase in epochs.

Table 4 shows the variation in F1 score and validation
accuracy for ResNet and RBF networks using five-fold
cross-validation. It has achieved an overall F1 score of
80.20%. Figures 8 and 9 show the accuracy variation and
F1 score of the different epochs achieving the highest valida-
tion accuracy of 84.56%.



Journal of Sensors

TaBLE 5: Performance comparison of the proposed model with the existing works.

S. No. Year Author Methodology F1 score (%)
A 1 2017 Manuel et al. [10] Multiclass SVM 73
B 2 2017 Rajpurkar et al. [11] The deep CNN modciril}?;tiélillizyﬁg :;;f;gsfié signal samples into 79.9
C 3 2017 Coppola et al. [12] Hierarchical classification model 78.55
D4 207 Nemeal (13 ety B g8
E 5 2017 Schwab et al. [14] Ensemble RNN with the LSTM attention model 79
F 2017 Andreotti et al. [15] ResNet CNN 79
G 7 2017 Jiménez-Serrano et al. [16] Feedforward neural network (FFNN) 77
CNN-ResNet model 80.58
H* 8 2022 *(present work) Hybrid-ResNet and LSTM (bidirectional) 80.08
ResNet and RBF 80.20

*__>current work

F1 score (%)

A B C

E F G H-

Related work and current work

FiGure 10: Comparison with related works.

In the present work, we have classified the short ECG
recordings into four classes using deep learning neural net-
works such as ResNet, hybrid model (ResNet and bidirec-
tional LSTM), and ResNet + RBF neural network. We have
compared the results across different models and concluded
that the presented models achieved a significant outcome
compared to related works discussed in [29]. The model
used in [29] is limited to expanding the model up to only a
specific value due to computational leverage, but our present
work does not consider that factor. Our results have
improved significantly. However, the limitation of distorted
and noisy signals presents a setback that leads to having a
bottom hand in overall accuracy and computes the F1 score.

The work demonstrated by Garcia et al. [19] used a mul-
ticlass SVM approach for classification and achieved an F1
score of 73%. In comparison, Rajpurkar et al. [20] used the
approach of ResNet (34 layers) that converts the sequence
of ECG samples into a sequence of rhythm classes. They
achieved an overall F1 score of 79.9%. On the other hand,
Coppola et al. [1] used a hierarchical classification model
for ECG classification into different rhythm classes with an
F1 score of 78.55%. Maknickas V and Maknickas A [21]
used the LSTM network to learn patterns directly from pre-

computed QRS complex features that classify ECG signals
and achieved an F1 score of 78%. Schwab et al. [22] used
ensemble RNN with the LSTM attention model and
achieved an F1 score of 79%. Andreotti et al. [29] used a
ResNet model and achieved an accuracy of 79%. Jiménez-
Serrano et al. [9] used a Feedforward Neural Network
(FENN) with an F1 score of 77%. Our present work has
two different approaches, one is similar to the [20, 29] with
a ResNet model, and the other is a variation of a hybrid
model of ResNet with BLSTM and ResNet with RBF achiev-
ing an F1 score of 80.58%, 80.08%, and 80.20%, respectively.
Table 5 and Figure 10 describe the performance compari-
sons of the proposed model with the existing works.

4. Conclusion

Opverall, many studies have been done on ECG rhythm clas-
sification, and the present work adds another variation of the
ResNet model and two new hybrid architectures involving
BLSTM and RBF networks. The results shown are promising
and can be increased in various ways with the accessibility of
more publicly accessible and open data, which has been a
continuous obstacle to the current study. New biomedical
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technologies allow researchers to deal with an unprece-
dented amount of precise data. However, given the nature
of this work and different deep neural networks, we can rest
assured that there is a broad scope of improvement that can
be done in this field. Many researchers are constantly work-
ing on this problem domain, and many R&D institutes have
taken interest in it. Thus, it led us to assume that this
domain is going to flourish and outshine shortly.

Although we tried our best to incorporate a maximum of
models in this domain, given the limited time and computa-
tional resources, a vast plethora of techniques and models
like Multilayer Perceptron (MLP), etc., can be applied to
the given problem domain. As the work involves a lot of
computational and physical data resources, with the advent
of new and better technologies, we can try to reduce the
complexity to infer results in more optimized time.
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Data will be made available on demand.
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Rice is the most consumed food for more than half the world. All over the world, approximately 15% of the rice get wasted because
of leaf diseases. A computer-aided system needs a clear segmented lesion to detect such diseases, but blurriness, bad contrast, and
dust particles on leaves are the challenge in proper segmentation and, further, for better feature extraction. In this work, first,
SegNet deep learning model was trained to separate the weed from the images captured from the field; then, in the next step, a
novel automated segmentation technique named RPK-means proposed combining random path (RP) and K-means clustering
to separate lesion spots from the leaf images. The work of the model is multifold. First, the SegNet model is trained for weed
separation; then, two clusters of the image are generated by K-means clustering to find out pixel coordinates lying on the
lesion spot and healthy part of the leaves. Thereafter, to separate the lesion part from the background, automatic segmentation
is performed by the novel random path K-means (RPK-means) method using coordinate positions obtained at the last stage.
Fungal and bacterial diseases like brown spot, rice blast, sheath blight, leaf scaled, and bacterial blight have been collected
from the field to perform the experiments. Experimental result shows that the performance of the deep learning classifier
increased by approximately 2-6% while applying to RPK-means preprocessed images, rather than the traditional K-means
segmentation technique.

1. Introduction

Agriculture is the backbone of the economy of any country,
and rice is among the most cultivated plants in all over the
world. But farmer losses his 37% rice every year because of
bad weather conditions and weed and leaf diseases in which
5 to 10% losses in rice occur due to rates, whereas bacterial
and fungal disease causes approximately 15% of loss. Dis-
eases that occur in leaves completely destroy the leaves,
due to which the fruit does not grow in the plant. To detect
these diseases with the help of computer, clear pictures of
leaves are required, but when a farmer takes a picture of
infected leaves from the field, there may be some more leaves
visible in background. To separate these background leaves,

we always need an automated system which can segment the
region of interest accurately which may lead to better feature
extraction in future. Recently, color-based segmentation
techniques are used in many research to segment the disease
portion from a leaf of crop, most of such approaches first
convert the RGB inputs into gray color then segmented by
thresholding technique [1]. Weed separation from the crop
is another most challenging task because images directly
taken from the field contain three classes of rice, weed, and
background thereafter; also, we need ground truth image
dataset, to evaluate the quality of segmentation [2]. So,
segmentation of plant disease is a multifold approach, i.e.,
separation of weed, separation of background, and finally
preparation of ground truth dataset for evaluation. Many
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research has been done recently to focus on proper segmen-
tation of boundaries of the object rather than concentrating
on central pixels. Also, the use of supervised machine learn-
ing algorithms [3] like support vector machine, decision tree,
and neural network models and many unsupervised learning
approaches like K-means clustering and fuzzy means
clustering [4] has been proposed for better segmentation.
All these techniques provide better segmentation of leaf
diseases but need more data and time for training. In the
same manner, some authors proposed the use of deep learn-
ing model in their research for segmentations, which uses
pooling layer to reduce the feature by reducing background
information, but at the same time, some part of the region
of interest also reduces. To overcome this issue, some
authors presented the use of SegNet model [5]; in the
SegNet, before performing the max pooling operation, it
keeps the record of index of each pixel so that it can be used
later for upsampling.

Segmentation of images for the extraction of the accurate
region of interest (ROI) plays a crucial role that drastically
reduces the data size to be analysed as well as performs bet-
ter for feature extraction. Hence, it is desirable to extract
only ROI for effectively analysing the required problem.
Fuzzy logic and K-means clustering-based techniques have
been used by many researchers to segment the ROI from
plant images [6]. Due to irregular texture, presence of dust
particles on the leaf, the effect of sunlight, presence of
shadow, and presence of bacterial and fungal diseases make
the boundary of leaves irregular and thus leads to inaccurate
segmentation while using traditional image processing
approaches [7]. In the real-time images, there may be lots
of leaves in the background which need to separate for better
segmentation of lesion portion and has a major challenge in
this area.

For the excessive green index (EXG), vegetative index
(VEG), and color index of vegetative extraction (CIVE),
the idea was based on that in RGB images of plant, and green
channel information is more useful for segmentation and
can be treated as foreground object [8]. The color-based
segmentation suffers from oversegmentation due overlap-
ping leaves and similar background. Other techniques like
mean shift segmentation [9], K-means segmentation [10],
and random walk segmentation [11] are used by many
authors to detect region of interest from plant leaves. But
clustering and mean shift techniques have limitations in
finding accurate boundary of lesions and suffer from over-
segmentation or undersegmentation, whereas random walk
method needed more human intervention to select the coor-
dinates of foreground and background pixels. Deep learning
models, like SegNet [5] and UNet [12], became more
popular these days to segment lesions from plant leaves as
these models are artificial intelligence-based models, and
their prediction is more near to a human being unlike other
conventional image processing-based models [13]. Similarly,
feature extraction uses conventional image processing tech-
niques limited to texture features [14], color features [15],
local features, and global features [16], but as the plant dis-
ease has versatile nature, so some additional features like
angle of pixel shifting after disease, change in shape of leaf,
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time to time change in color of leaf needed to predict
the disease in early stage. So deep learning models have
been used in many researches to extract minute features
of the input image. In most of the research, we found that
signet model outperforms the fully connected neural net-
work model because it extracts the low features using
encoders and converts them to high-resolution features
using decoders [17, 18].

Automated K-means clustering method [10] and some
authors have also used soft computing techniques to get
the threshold value for segmentation [19]. Most of these
techniques mainly faced the problem of under- and overseg-
mentation. So, for the betterment of segmentation result,
various researchers proposed the fusion of two or more tech-
niques. Fusion of color space transformation and clustering
applied on leaves of crops and vegetables [20] faced the
problem of low accuracy in classification. In another work
[21], a fusion of super pixel segmentation with K-means
clustering got better accuracy, but study is limited to 2 types
of disease only. Another study said that the combination of
color features and region-based segmentation shows better
results over other traditional methods [22]. Segmentation
of images for the extraction of the accurate region of interest
(ROI) plays a crucial role that drastically reduces the data
size to be analysed as well as performs better for feature
extraction. Hence, it is desirable to extract only ROI for
effectively analysing the required problem. Segmentation is
an approach that can be used to extract ROI, and it is always
a challenging task for extracting ROI. Fuzzy logic and
K-means clustering-based techniques have been used by
many researchers to segment the ROI from plant images
[23]. Due to irregular texture, presence of dust particles on
the leaf, the effect of sunlight, presence of shadow, and pres-
ence of bacterial and fungal diseases make the boundary of
leaves irregular and thus lead to inaccurate segmentation
while using traditional image processing approaches [24].
Background also plays very important role in the segmenta-
tion, because taking images of leaves from a farmer’s land
may have many leaves in the background and generate the
irregular shape.

Various automated systems have been proposed using
image segmentation techniques to extract the lesion part
from the rice leaf, as hue part separation, then mapping with
base image after RGB to HIS color space conversion [25],
and K-means clustering method to highlight the diseased
portion in the leaf of rice plant [26]. Recently, deep learning
methods have been applied in various fields for image
enhancement [27] and local feature extraction [28] and to
implement ensemble learning [29]. Now, it is also been
applied in agriculture to identify leaf disease and to separate
the diseased portion from the plant images [30] and video
frames [31] which are more accurate but have an overhead
of maintaining a large amount of data to process.

On increasing epochs further, the problem of the overfit-
ting has been encountered and the performance of the sys-
tem starts decreasing because our model tries to reach zero
error and started to get trained from the noisy data. Through
the literature, we observed that segmentation of leaf disease
is the biggest challenge due to dust particles present on the
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leaf, the angle of the camera, and due to similar background
information. So, it is a very tough task to detect the diseased
part using conventional image processing methods.

The motivation behind this work is to resolve the prob-
lem of misclassification by training a deep neural network
model to separate the weed from the crop. Another motiva-
tion was to develop an automated system to increase the
productivity of crops by early detection of leaf disease, which
needs better segmentation followed by feature extraction.

1.1. Main Contributions

(i) Here, we have focused to develop a novel “multi-
level deep segmentation model (MDSM)” to reduce
the effect of multiple objects available in back-
ground by applying SegNet at first stage and novel
RPK-means segmentation algorithm to overcome
the problem of over- and undersegmentation with-
out any human intervention

(ii) A new “RPK-means” algorithm is proposed, which
is a combination of K-means clustering (K-means)
and random path algorithm; later on, the findings
of the model are compared with other similar
models

(iii) A new algorithm named “ground truth algorithm”
is proposed to create ground truth image to analyse
the performance of any segmentation technique

2. Materials and Methods

2.1. Database. We have recorded videos from farmer’s land
of Chhattisgarh state of India. The recording is done by

using Nikon COOLPIX 20.1 megapixels, 3.0 LCD camera,
having 5x zooming facility to capture the desired space from
distance. We have captured the video at day time between 8
AM to 2 PM, so that we could get sufficient light from the
environment for better video quality. Each video is recorded
for 10 to 30 seconds for a particular disease. Video to frame
conversion is performed by 2019a version MATLAB of soft-
ware; to perform semantic segmentation, we installed deep
learning toolbox and embedded toolbox computer vision
used for further processing. Finally, dataset of 1500 images
is prepared for further process. The image dataset contains
6 classes of leaves, rice blast (RB) 250 image frames, leaf
scaled (LS) 300 image frames, sheath blight (SL) 200 image
frames, brown spot (BS) 250 image frames, healthy leaves
(HL) 250 image frames, and bacterial leaf blight (BLB) 250
image frames shown in Figure 1.

Here, (X,,Y;) represents the coordinates of the back-
ground, and (M, N;) represents the pixels on the leaf. At
the upper part, k=3 choose to generate 3 clusters of fore-
ground, background, and lesion part of the leaf, whereas at
the lower part, k=2 choose to generate only two clusters
of diseased portion and normal portion.

2.2. Weed Separation. SegNet model [17, 32] is used in many
ways for segmentation; the model contains encoder layer to
compress the features, decoder layer to decompress the
features, and a classifier layer to classify the particular
segment in the image. In this model, we have kept similar
architecture for encoder and decoder layer to make sure that
the size of input and output images must be same; after
decoding process, output is fed to classifier to produce the
probability that a particular pixel belongs to ROI (region of
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Output

Step 1. Initialize K=n // n = no f clusters, taking n=3 initially

Step 2. Select C, for each K;, // C; is a center for each cluster K;, say (x0,y0)

Step 3. Calculate distance D using the below equation, for each pixel (xi, yi) form C,, such that C; € K;

D =/ (xi — x0)% + (yi — y0)*

Step 4. Merge all the (xi, yi) to cluster where D = Dmin (Where, Dmin is the minimum distance)

Step 5. Store (xi, yi) of each C; for further operation.

Step 6. A;=Area (C), // {i=1, 2,...n} A}, A,.....A represents the area of cluster C,, C,,..C,

Step 7. Sort (Ascending (A))) // {A,, A,,.A,}

Step 8. Select C, and C, such that, C,, C, € A, A, ,, Respectively,

For random walk we assumed that user provided coordinate positions (xi, yi) of cluster C, and (xj, yj) of cluster C, (Stored in step 5)
as seed pixels to connect the path of foreground and background object

Step 9. If intensity of pixel (xi, yi) is represented by Inti , Intensity

intensities denoted by Dj, j then we can calculate the weight Wi, j of edge connecting theses two vertices as:

Di, j = Inti - Intj
Wi, j = e P-DL)’

Step 10. Finally, pixels with similar weights Wi, j can be connect to generate random path for foreground and background objects

of (xj,yj) is represented by Intj, and distance between theses

ArgoriTHM 1: RPK-means algorithm.

interest) or belongs to background class. The design of the
encoder and decoder consists of a convolutional layer of win-
dow size 3 x 3 to produce the feature map, a batch normali-
zation layer to reduce the cost of calculation, and rectified
linear unit (ReLU) layer to filter out the negative values in

each section. In addition, max pooling layer of size 2 x 2 win-
dow is used with encoders to perform downsampling of data.
The architecture of working model is shown in Figure 2.
We have trained the SegNet model with the labeled data
having 3 classes, i.e., rice seedling, weed, and background.
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To create Ground truth image dataset, we applied following steps:
1. Read Image Img(x, y)
2. Fori=1to100
Manually select pixels Img(x, y)and Img(p, q)such that,
if
I(x,y)=+101(p,q.)
Where intensity of Img(x, y) is I(x, y), and intensity of Img(p, q)isI(p, q) and (x,;y)and (p,q)are randomly selected pixel coordinates
on image Img. Here we are taking a random value +10 because intensity having nearby gray values has similar color, so they can be
part of foreground or background.
Store coordinates (x,y) and (p, q) in dataset d1
else
Store coordinates (x,y)and (p, q) in dataset d2
end
end
Here, d1 and d2 are two datasets contains the coordinates of the pixels found in foreground and background of the output of k-means
clustering.
3. Remove entries from d2 if any(x, y) or (p, q) € dl
4. Now coordinates of dataset d1 and dataset d2 may use as coordinates of foreground objects and coordinates of background object.
5. Exit
ArGoriTHM 2: Ground truth algorithm.
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FIGURE 3: Proposed 15-layer CNN architecture for classification.
TasLE 1: Calculation of trainable parameters for each convolution layer.
S. no. Input layer Filter size No. of filters in current layer No. of filters in previous layer No. of parameters
1 Input (227,227,3) — — — —
2 Convolution 8§ (3 * 3 * 3) 8 [(3#3%3)%3+1] x8=416
3 Convolution 16 (3 # 3 *3) 16 8 [(3%3%3)%8+1]*16=3472
4 Convolution 32 (3 * 3 * 3) 32 16 [(3%3%3)%16+1] *32=13856

The model shows significant output in terms of separation of
weed form rice seedlings. Testing has been performed on our
dataset and output image of SegNet model stored in another
dataset for further processing. We used 2,000 images taken
from different agriculture land to train the SegNet and
U-Net models. The model is trained to label each pixel
of the particular class, so that we can get perfect boundary
box with label after segmentation.

2.3. Lesion Segmentation. The segmentation of real-time
input images is a big challenge, as real-time images contain

multiple overlapping leaves in the background. First, we
need to perform background subtraction to separate infected
leaves; at the same time, we need to extract the region of
interest from the infected leaves as well. When we apply
K-means clustering to segment the image into 2 clusters
of foreground and background, we observed that it cannot
separate the background completely, as some pixels in the
background contain similar information as foreground
pixels. At the same time, the random path method for seg-
mentation removes the background portion very effectively
but cannot segment the diseased portion on a leaf. Also, is
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FIGURE 4: Accuracy and loss function graph while training of SegNet model.

has one major limitation of need of human intervention to
provide coordinates of the foreground and background
pixels. The proposed RPK-means algorithm is a fusion of
these two algorithms which is able to not only segment the
lesion properly but also needs no human intervention. We
have selected images randomly from dataset to perform next
level segmentation. This technique will also be able to reduce
the problem of over- and undersegmentation as it selects the
seed pixel more accurately because after K-means clustering
foreground and background pixels, coordinates are stored
in datasets d1 and d2 given by the equations in Algo-
rithm 2. Thereafter, it is supplied to random path method
to generate the final segmented image.

The task of lesion separation is performed by applying
RPK-means algorithm explained below.

Segmented image obtained after Algorithm 1 needs to be
checked for its accuracy, so a dataset of ground truth image
has been made by using the ground truth algorithm
(explained below); in this algorithm, we have randomly
selected 100 pixels from image to create a dataset of coordi-
nates of pixels whose intensities are similar. The same pro-
cess is applied for background also. Later on, we can use
these coordinate positions to match with the coordinates of
the foreground and background image obtained with differ-
ent segmentation algorithms.

2.4. Classification Based on Deep Learning Model. We have
created a deep learning model for feature extraction and
classification; we used all the convolution filters of 3 x 3 x 3
with stride [1] and “same” padding; at first stage, the number

TaBLE 2: Comparing accuracy by varying training parameter.

Execution elapsed

Epoch Iteration Accuracy Loss

(hh:mm:ss)

1 00:00:01 38.42% 0.7711

20 00:00:15 49.03% 0.7142

1 100 00:01:21 73.26% 0.5856
200 00:02:44 77.66% 0.5009

220 00:02:44 77.66% 0.5009

1 00:02:56 78.26% 0.5002

20 00:28:17 91.12% 0.2163

5 100 00:29:26 91.42% 0.2106
200 00:31:04 91.75% 0.2039

220 00:31:25 91.83% 0.2026

1 01:10:47 91.89% 0.2013

20 01:11:02 91.96% 0.2001

10 100 01:13:19 92.02% 0.1987
200 01:14:35 92.07% 0.1976

220 01:15:45 92.07% 0.1976

TaBLE 3: Comparison of accuracy of segmentation on using SegNet
and U-Net models.

S. no. Model applied Accuracy (in %)
1 SegNet 92.07
2 U-Net 87.51
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Rice blast (a)

(®)

FiGuRrk 5: Foreground and background pixel prediction based on K-means and RPK-means techniques. (a) Ground truth image.
(b) Segmentation using K-means clustering. (c) Segmentation using RPK-means clustering.

of such filters is 8; then, at second stage, it is 16, and at third
stage, it is 32. For feature reduction, max pooling used 2 x 2
filter size with stride [2] and “same” padding. Fully con-
nected layer has 6 neurons to classify 5 possible diseases
along with healthy leaves, and at the end, softmax layer is
used to classify bacterial blight, brown spot, leaf scaled, rice
blast, and sheath blight. The arrangement of layers changed
many times to analyse the effect on classification accuracy;
finally, after the experiments, the model shown in Figure 3
has been selected for further processing.

Here, we created the handmade lightweight model to
classify the disease; the model has 15 layers (including the
input layer) and is capable of classifying the diseases with
remarkable accuracy. Other similar models like VGG-16,
VGG-19, ResNet-50, and GoogleNet may produce similar
accuracy of the classification but will need more time as they
have more layers in their architecture.

We have trained the model with 416, 3472, and 13856
training parameters at the 1%, 2", and 3™ levels of convolu-
tion layer, respectively. Calculation of number of training
parameters at each convolution layer is tabulated in Table 1.

3. Result and Discussion

In this section, the result and their analysis work are per-
formed to check the system validation.

3.1. Performance Analysis of SegNet Model Used for Weed
Separation. SegNet model has been used to segment the rice
seedlings from the weeds; we have trained the SegNet model
(architecture shown in Figure 2) for 10 epochs of 224 itera-

tions each. The training accuracy and loss graph are shown
in Figure 3. To compare the performance of the model, the
same dataset is also trained for standard U-Net model [5],
which is a similar model as SegNet with small changes in
encoder and decoder layers.

We consider parameters no of epoch, execution time,
batch accuracy, and learning rate during our experiments.
We got the best results at learning rate 0.0010, number of
epochs 10 with 224 iterations each, on increasing more
iterations, accuracy graph get saturated after this limit, and
further increase of epoch leads in problem of memory over-
flow and oversegmentation.

The graphical representation of output is shown in
Figure 4, and the results obtained after varying parameters
are tabulated in Table 2. We observed the best accuracy
of 92.07% after 13th epoch; thereafter, the accuracy gets
saturated.

U-Net is another widely used architecture for image seg-
mentation which has a series of convolution layers without
padding to perform downsampling. There is one max pool-
ing layer applied between the two sets of convolution filters
to extract better features; the whole process is known as
the encoding of data. The decoder process regenerates the
original shape of the image by applying upsampling using
upconvolution. The highest accuracy of standard U-Net
model was observed as 87.5% with the same number of
epoch as SegNet as shown in Table 3.

3.2. Performance Analysis of K-Means and RPK-Means
Models Used for Segmentation. To analyse the performance
of the segmentation, we have created ground truth image
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TABLE 4: Analysis of pixels matching with background and foreground pixels comparing with ground truth image.

K-means clustering
Type of disease

in foreground in background

No. of pixels matched No. of pixels matched No. of pixels matched No. of pixels matched

RPK-means clustering Accuracy

K-means RPK-means

in foreground in background

Bacterial leaf blight 28 61
Sheath blight 26 58
Rice blast 32 64
Leaf scaled 29 59
Brown spot 28 55
Healthy leaves 34 65

31 62 89 93
28 60 84 88
33 65 96 98
30 59 88 89
30 62 83 92
34 65 99 99

TABLE 5: Accuracy comparison of K-means and RPK-means segmentation.

K-means clustering
Pixels matched with
foreground (in %)

Type of disease

Pixels matched with
background (in %)

RPK-means clustering
Pixels matched with Pixels matched with
foreground (in %) background (in %)

Bacterial leaf blight 80.000 93.800 88.500 95.402
Sheath blight 74.300 89.201 80.000 92.301
Rice blast 91.400 98.500 94.312 98.512
Leaf scaled 82.802 90.100 85.701 90.102
Brown spot 80.210 84.600 85.701 95.401
Healthy leaves 97.102 98.460 97.101 98.460

120 ~

100 4

80 +

60

40

20

0 T T T T T 1
Bacterial ~Sheath Rice Leaf ~ Brown Healthy

leaf blight blast

blight

scaled spot leaves

K-means (for foreground)
—<~ RPK-means (for foreground)
—— K-means (for background)
- RPK-means (for background)

FIGURE 6: Accuracy comparison of different classifiers

dataset by selecting total 100 pixels, 65 from background,
and 35 from diseased portion of image (using Algorithm 2
described in Section 3.2). The performance of K-means
and RPK-means algorithm is shown in Figure 5, where blue
pixels represent the pixels recognized as pixel at diseased

portion and red pixels represents the pixels detected as back-
ground of the image.

The quality of the segmentation is analysed by compar-
ing coordinate position of blue color pixels and red color
pixels with the ground truth image such that

YL, No. of foreground pixels (blue color)E d1 + Zj"ilno.of foreground pixels (blue color)E d2

Accuracy of segmentation (A) =

no.of pixelsin (d1 + d2)
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TaBLE 6: Training-testing ratio (90-10) and learning rate 0.001.

Lavers Epochs Accuracy Execution time
Y P K-means RPK-means K-means RPK-means
11 15 90.01% 90.02% 9 minutes, 20 seconds 9 minutes, 42 seconds
11 20 91.94% 92.30% 12 minutes,55 seconds 13 minutes,10 seconds
11 25 93.60% 94.34% 16 minutes,10 seconds 16 minutes, 50 seconds
11 30 94.58% 95.24% 19 minutes, 15 seconds 20 minutes,05 seconds
15 15 92.50% 93.20% 9 minutes, 20 seconds 9 minutes, 45 seconds
15 20 93.54% 94.25% 12 minutes, 55 seconds 13 minutes, 34 seconds
15 25 95.42% 96.88% 16 minutes, 10 seconds 16 minutes, 52 seconds
15 30 94.80% 95.35% 19 minutes, 15 seconds 19 minutes, 58 seconds
Training progress (08 Sep-2021 17:43:11) Results
100 Validation accuracy: 95.42%
7 QFir;al Training finished: Reached final iteration
90 T e e 00— -0-0- 0 -0-0-0-0-0-0-0-0-0-0-3
/ Training time
80 + Start time: 08-Sep-2021 17:43:11
70 4 Elapsed time 21 min 28 sec
E\i 60 - Training cycle
g 50 Epoch: 30 of 30
5 T i Iteration: 270 of 270
1
é 40 ’I Iterations per epoch: 9
30 4 II Maximum iterations: 270
20 4 Validation
Frequency: 10 iterations
10 N : :
10 20 30 Other information
0 0 5'0 1(')0 léo 2(')0 250 Hardware resource: Single CPU
Learning rate schedule: Constant
Iteration Learning rate: 0.001
5% ~e Learn more
\
\
4 \'\
\
2 37w
Q AN
—

. Y
\ N
0 R . ‘I——.'—.——.—1(—).-—.I—-.-—.—"——.-—?—-.——.-29.—-.-—?-—0—-.-—.—-.——?-—.3—()@54‘“31
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FIGURE 7: Best accuracy obtained by the HCNN model on K-means clustering processed image.

where m and n are the number of blue color and red
color pixels in segmented image, respectively, and d1
and d2 are the datasets of pixels created using the equa-
tions in Algorithm 2.

Form Tables 4 and 5, we observed that segmentation
accuracy of RPK-means algorithm is 2%-6% more than the
traditional K-means clustering. That is because of in case
of centroid in outliers makes their own cluster instead of
get avoided. RPK-means clustering resolves this problem
by selecting automated centroid based on similarity of pixel

intensities. Yue et al. [32] proposed similar SegNet method
for segmentation of plant disease, but their accuracy is lim-
ited up to 79.12%. Also, misclassification error of our model
is relatively lower than the model proposed by Liao et al. [1].

The accuracy achieved by different classifiers is pre-
sented in Figure 6. Here, we observed that RPK-means
algorithm is able to identify the background of the diseased
leaf with accuracy in the range of 80% to 97% and also able
to detect the lesion portion with accuracy more than 90% to
98.5%, as shown in Figure 6. At the same time for
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Training progress (08-Sep-2021 17:21:37) Results
Validation accuracy: 96.88%
100 + I AV et ma s R @Final Training finished: Reached final iteration
’ " Training time
Start time: 08-Sep-2021 17:21:37
Elapsed time 18 min 17 sec
<
= Training cycle
E‘ Epoch: 25025
5 Iteration: 225 0f 225
3 Iterations per epoch: 9
< Maximum iterations: 225
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FIGURE 8: Best accuracy obtained by HCNN model on applying RPK-means clustering output.

convention K-means clustering, the ability for background
separation ranges from 84% to 97%, and for lesion portion
detection, its range is 89%-98.5%.

3.3. Performance Analysis of CNN Models. To analyse the
effect of segmentation on classification, we have created dif-
ferent CNN models starting from 11 layers. First, training
and validation (90-10 ratio) are performed on 11 layers
model for 15,20,25 and 30 epochs; the validation accuracy
of 90.1%, 91.94%, 93.6%, and 94.58% is obtained, respec-
tively, as shown in above graph. Furthermore, if we increase
the number of epochs, then we found the problem of overfit-
ting. To build this 11-layer model, after input layer, we used
two sets of convolutions, batch normalization, ReLU, and
max pooling layer along with fully connected, softmax, and
classification layers at the end. Further, 8 convolution filters
are used at first layer to extract the outer features and num-
ber of filters doubled in subsequent layers to extract deeper
features. Sampling is performed after each convolution layer
to reduce the features.

In order to increase the accuracy of classification, the
number of layers increased to 15, by adding one more set
of convolutions, batch normalization, ReLU, and max pool-
ing layers in the above 11-layer model. On this new model,
experiments are performed by varying the epochs from 15,
20, 25 and observed the accuracy of 92.5%, 93.54%, and
96.88%, respectively; on increasing epochs further, the prob-
lem of overfitting has been encountered and performance of
system starts decreasing as increasing the number of epochs

of our model tries to reach towards zero error and started get
trained from the noisy data.

From Table 6, we observed that classification accuracy of
the handmade CNN (HCNN) outperforms well the RPK-
means clustering and increases the accuracy to 1-2% rather
than with K-means clustering. At the same time, as RPK-
means clustering has an additional step of random path
selection; it needs slightly more time than the traditional
K-means clustering. The experiment performs on fixed
learning of 0.001 for different epochs ranging from 15 to
30. We used slow learning to achieve more training accu-
racy and to avoid the problem of overfitting.

In Figures 7 and 8, upper half shows the increase in
training accuracy (blue color line) after each iteration and
validation accuracy (black color line) following the bound-
ary of the training curve. The lower half of the Figure 7
shows the decrease in training loss (red color line) and vali-
dation loss merging with training loss after 225 iterations.
From Figures 7 and 8, we observed that accuracy of HCNN
model is slightly better when being applied on output
obtained from RPK-means algorithm, the highest accuracy
obtained by classifier is 95.42% for K-means processed
image, and it increases by 1-2% while being processed on
RPK-means processed images.

4. Conclusions

To solve the problem of misleading treatments that arise due
to the wrong identification of disease that further leads to
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huge losses in crop production, a novel RPK-means cluster-
ing has been proposed along with SegNet segmentation at
preprocessing. Through extensive experiments, it has been
observed that the proposed approach obtains a decent
performance in terms of standard evaluation measures and
is proficient to solve the current problem of crop disease
which can also be opted to make a better vegetable disease
identification system. To analyse the effect of segmentation
techniques, we used a handmade CNN model (HCNN)
quantitatively; accuracy of the model is 96.88%, for RPK-
means preprocessed images; and it is 95.42% for K-means
processed image. While compiling models used for weed
separation, SegNet model outperforms the UNet model by
leading about 3-4% better accuracy. Further, it has been
assured that the proposed approach outperforms the recent
state-of-the-art techniques in the presented domain. In
future directions, the behavior of the approach will be
experimented with and undergone through evolutionary
techniques.
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