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The option butterfly portfolio is the commonly option arbitrage strategy. In reality, because the distribution of the option state
price density (SPD) function is not normal and unknown, so the nonparametric deep learning methods to estimate option
butterfly portfolio returns are proposed. This paper constructs the single-index nonparametric option pricing model which
contains multiple influencing factors and presents the nonparametric estimation form for option butterfly portfolio returns.
The empirical analysis shows that the SPD function estimated by using single-index nonparametric option model can
effectively calculate the option butterfly portfolio returns with the minimum option strike price interval and provide an
effective reference tool for risk-averse investors with limited risk preferences.

1. Introduction

Since the listing of Shanghai Stock Exchange (SSE) 50ETF
Fund options on February 9, 2015 has opened the prologue
of options trading in mainland China, it becomes important
to study the actual trading methods of various option spread
combinations. Actually, options are of great significance to
promote the healthy development of the capital market, which
not only can help investors’ hedge risks at a lower cost but also
help different investors make appropriate investment choices
based on their own risk preferences. How to reasonably test
the effectiveness of option pricing has important practical sig-
nificance. However, the existing methods to test the effective-
ness of the option market mostly focus on posttest methods to
verify the validity of the option parity formula (put-call parity)
(see Stoll [1]) or the initial option fee and ending income of the
spread portfolio model, and whether meet the no-arbitrage
relationship put-call parity formula, few on option butterfly
portfolio returns strategy method to test the effectiveness of
the option market. Therefore, it would be a useful exploration
to study how to use the option butterfly portfolio return strat-
egy method to test the effectiveness of the option market.

In this paper, the butterfly portfolio returns have been
constructed with the trading data in one minute from April
1, 2019 09 : 30 : 00 to May 31, 2019 15 : 00 : 00 of all SSE
50ETF European put options with expiration in June and
July 2019, for a backtesting on the butterfly portfolio no-
arbitrage return at maturity and actual return at maturity,
including regression analysis, arbitrage the relationship
between opportunities and arbitrage return and option value
status, butterfly portfolio exercise price interval, the relation-
ship of underlying asset price volatility rate, the intraday dis-
tribution of arbitrage opportunities, and the duration of the
day, leading to a conclusion that although the SSE 50ETF
option market has not been fully effective.

The butterfly portfolio return strategy is limited in terms
of risks and returns, which is only constructed when the vol-
atility of the future spot market is expected to be stable and
benefits from the underlying price falling into the middle of
the left and right strike prices of the butterfly portfolio. It is
an arbitrage return strategy suitable for a market with flat
fluctuations. The no-arbitrage return of this strategy is
related to the state price density (SPD). Butterfly portfolio
return strategy is featured with limited income and closed
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risk exposure with low risk to achieve stable investment
income. Importantly, the core of the option butterfly portfo-
lio return strategy is to seize arbitrage opportunities to
obtain profits. This paper will focus on option butterfly port-
folio return strategy that generates returns when market vol-
atility is stable.

In this paper, our contribution includes two aspects.
Firstly, we extend finding the second derivative of option
price of a single-indicator variable of option factor (the com-
bination of the underlying asset price, the exercise price,
exercise period, the risk-free rate and implied volatility,
etc.) on the basis of nonparametric single-index option pric-
ing model (see Li and Yang [2]). Secondly, we develop an
efficient nonparametric estimation deep learning method
to estimate the implied SPD function for single-index option
pricing model and to present the numerical algorithm we
use to estimate the option butterfly portfolio returns, with
a comparison of results between parameter estimation
method and nonparametric estimation method.

The remaining sections are compiled in the following
manner. Section 2 provides a literature review. Section 3
proposes a nonparametric estimation deep learning method
for single-index option price model with introducing the
classical nonparametric estimation method of European
option prices by performing kernel density estimation and
local polynomial regression estimation by the classical non-
parametric estimation method and the single-index non-
parametric estimation method, respectively. Exactly, it is
expected to find every minimum estimated mean square
error values with these two methods. In Section 4, the empir-
ical analysis of option butterfly portfolio returns based on
parameter estimation method is attempted to find the rela-
tionship between the MSE of the classical nonparametric
method and the MSE of the single-index nonparametric esti-
mation deep learning method. The values of nonparametric
estimation deep learning algorithm for option butterfly port-
folio returns may generate. A conclusion of this paper is
given in Section 5. The fundamental properties for the
option pricing, the SPD function and the butterfly portfolio
returns, and the calculation program codes are reviewed in
the Appendix.

2. Literature Review

The time-state preference model proposed by Arrow and
Debreu [3] has promoted the development of uncertainty
investing theory and introduced Arrow-Debreu securities
(i.e., underlying securities) whose prices are determined by
the SPD function to define each Arrow-Debreu security that
generates a payment at state x. The option price can be
obtained indirectly by estimating the SPD. The information
of SPD not only can be used to derive more than derivatives
prices but also to measure the size of financial risks of com-
mercial banks, investment banks, securities companies, and
other financial institutions. In order to overcome the short-
comings of traditional VaR risk measurement, Ait-Sahalia
and Lo [4] have proposed a new risk measurement method
(E-VaR) based on SPD, which has two important character-
istics; on the one hand, it contains all relevant economic

information, such as investors’ risk appetite, asset price
dynamics, and market clearing; it can be derived from the
preference-based equilibrium model or the measurement
on the basis of the Black-Scholes-Merton (BSM) model.
Therefore, of risk based on SPD is more attractive than that
in the traditional statistical sense. Regarding the estimation
of SPD, the method of neural network is used to make non-
parametric estimation of option price to estimate SPD by
Hutchinson et al. [5]; and the method of binary tree is given
to estimate SPD by Rubinstein [6]. The estimation of SPD is
obtained by taking the second derivative of the option pric-
ing formula with respect to the strike price on the basis of
the BSM model by Ait-Sahalia and Lo [4]. Yang [7] has pro-
posed a new semiparametric estimation method by combin-
ing mathematical models and nonparametric estimation
methods to estimate the SPD function and has verified that
the effect of option price estimation based on the semipara-
metric estimation method is better than adapted BSM estima-
tion, direct nonparametric estimation, and semiparametric
BSM estimation.

As mentioned earlier, the problem of derivatives pricing
can be transformed into the problem of estimating SPD
function. Breeden and Litzenberger [8] with strong assump-
tions about the underlying asset have proposed the analytical
solution of SPD by the BSM model; that is, if the underlying
asset price obeys geometric Brownian motion and the risk-
free interest rate is unchanged, SPD obeys logarithmic posi-
tive state distribution. However, the underlying asset price is
a more complex random process, and the analytical solution
cannot be obtained; therefore, the estimation of SPD can
only be performed by numerical approximation. Rubinstein
[6] and Jackwerth and Rubinstein [9] have minimized the
gap between the SPD and the prior distribution by using
the method of prior distribution of the SPD. Because of the
classical BSM model with too many assumptions, the esti-
mation accuracy of the SPD method is proved to be insuffi-
cient by nonparametric estimation method. Therefore,
nonparametric estimation methods without any presupposi-
tion requirement to estimate the SPD are crucial and neces-
sary. The existing nonparametric estimation method for
estimating the SPD function is mainly divided into fully
nonparametric Nadaraya-Watson kernel estimation, semi-
parametric Nadaraya-Watson kernel estimation relying on
the BSM formula, and local polynomial estimation methods.
However, all nonparametric estimation methods are very
dependent on the quality of sample data. If the sample set
is sparse in a certain area, the nonparametric point estima-
tion near the area is not effective. Then, it is very meaningful
to explore a nonparametric estimation deep learning method
to estimate SPD that the performance of point estimation
will not be greatly influenced when the sample points are
sparse, leading to obtain the nonarbitrage income of option
butterfly portfolio returns by estimating SPD.

The estimation method of option butterfly portfolio
returns was first proposed by Breeden and Litzenberger [8]
who have successfully induced the SPD function by the price
of European call option price, and the first derivative of the
option price related to the strike price is the distribution
function of the asset state price underlying the option price,
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while the second derivative is SPD function, which has
opened the door to estimate option butterfly portfolio
returns by nonparametric estimation method. Since then,
more and more researches have turned the direction to esti-
mate the SPD function. The performance of parametric esti-
mation method of the BSM formula derivation has been
presented with a strong premise, but option price state func-
tion actually is hard to meet the assumption of normal dis-
tribution form. Based on the analysis of Breeden and
Litzenberger [8], one study reported by Ait-Sahalia [10] is
mainly about the nonparametric estimation method for the
asset SPD function of the underlying option price. On this
basis, Kiesel [11] has made a full explanation for the non-
parametric estimation of the asset SPD function of the
underlying option price under the butterfly arbitrage princi-
ple. It has been proved to be arbitrage-free nature of butter-
fly portfolio return strategy by Carr and Madan [12]. The
conditions of arbitrage opportunities in the butterfly portfo-
lio return strategy that are available have been provided by
Davis and Hobson [13] with the finite probability space
method.

The estimation of option butterfly portfolio return cen-
ters on the SPD function of the underlying asset of the
option. The method proposed by Breeden and Litzenberger
[8] will not be ensured unless the assumptions that state
price obeys normal distribution are satisfied. It also assumes
that the SPD function is an unknown nonparametric form
by Ait-Sahalia [10] and Kiesel [11]. According to the non-
parametric estimation theory of Ait-Sahalia [10] and Kiesel
[11], the focus of the estimation of the asset SPD function
of the underlying option is put on the nonparametric esti-
mation of the option price. It is supposed to first estimate
the nonparametric form of the option price, jumping to
the nonparametric form of the SPD function after the first-
order derivative.

However, previous studies of nonparametric estimation
deep learning methods are carried out with lager sample size,
while data of delivery option price in a given time (e.g., a
trading day) is limited from the number of 20 to 50. It is use-
ful to aggregate the data over time to increase the number of
samples for nonparametric pricing methods. For example,
option data set for 1 year was adopted by Ait-Sahalia and
Lo [14], and two-dimensional rolling model of cross section
and time was supported by Fan and Mancini [15] who chose
option data set for 3 years. Ludwig [16] has argued that
although the option pricing model of aggregating data over
time is effective to solve the problem of sample size, it is sim-
ple to combine option contracts with different term struc-
tures to make nonparametric regression: price contract of
different rights under the same term, ignoring the influence
of the term structure of option pricing, which is vulnerable
to nonstationary and calendar effect.

The founding discovered by Breeden and Litzenberger
[8] is that the first derivative of the exercise price of a call
option is less than zero (monotonicity constraint), and the
second derivative is greater than zero (convexity constraint).
The monotonicity and the constraint condition of convexity
are called as shape constraints or no-arbitrage constraints,
which the pricing model is named as a nonparametric

option pricing model no-arbitrage constraints by Ait-
Sahalia and Duarte [17]. Compared with the genuine non-
parametric option pricing method of Ait-Sahalia and Lo
[14], option pricing model based on a nonparametric esti-
mation deep learning without arbitrage constraints is shown
as follow aspects. Firstly, it is to ensure that the risk-neutral
probability density function is positive value to have arbi-
trage opportunities. Secondly, the model has no calendar
arbitrage effect with no need for scrolling the data set by
time (see Ludwig [16]). Lastly, only a small sample of a sin-
gle term structure is needed without rolling over a larger
number of data sets (there are only dozens of option con-
tracts for a single term structure).

Followed by the no-arbitrage constraint pricing model of
Ait-Sahalia and Duarte [17], there have been many studies
on nonparametric regression under no-arbitrage constraints.
For example, the idea of Yatchew and Hardle [18] is to use
nonparametric least squares method and Bootstrap method
to consider tail constraints under the condition of the call
option price to find better the effect of getting the tail con-
straint. Hardle and Hlavka [19] and Birke and Pilz [20] have
further studied the nonparametric estimation method under
call option pricing no-arbitrage constraints but only for the
different estimation method. Monteiro and Santos [21] have
established a nonparametric regression model with both call
and put option data, which has been transformed into a qua-
dratic programming model to solve it.

Regarding the nonparametric estimation of the SPD
function, local polynomial estimation is a genuine nonpara-
metric estimation method to overcome the boundary effect.
Because the least squares method is used to estimate the
regression function and the reciprocal in this method, it is
easy to calculate the estimated value of the explained variable
and its partial derivative. Ait-Sahalia and Duarte [17] have
estimated the SPD by using a local polynomial approach,
without a proof of the asymptotic nature of the estimator.
Based on the research of Ait-Sahalia and Duarte [17], many
scholars have discussed the local polynomial method to esti-
mate the SPD. After the discussion of the convergence of
nonparametric estimation, Li et al. [22] have obtained the
estimator of SPD and the deviation and variance by the
method of local polynomial estimation, with the analysis of
the convergence of local polynomial estimation and the
speed of the convergence of that.

3. The Single-Index Nonparametric Estimation
Method for the SPD Function

According to the nonparametric estimation method for the
SPD function raised by Ait-Sahalia and Lo [14], it is related
to option price concerning on the strike price. Actually, the
butterfly portfolio return is influenced not only by the SPD
function but also by the exercise price and other factors such
as volatility. This main idea of this paper is to estimate the
option butterfly returns by nonparametric estimation—the
local polynomial method. Specially, putting forward a non-
parametric estimation method for the SPD function has
taken multiple factors into consideration, which is one of
the machine learning method.
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As shown in Appendix A.1, as to GBM Equation (A.1)
for nondividend stocks, it can be extended to the case of div-
idends as Equation (A.9). If the stock price SðtÞ satisfies the
GBM stochastic differential (Equation (A.9)), the solution to
S = SðtÞ is

S tð Þ = S 0ð Þ exp σ W tð Þ −W 0ð Þð Þ + μ − q −
1
2σ

2
� �

t
� �

: ð1Þ

Therefore

S Tð Þ = S tð Þ exp σ W Tð Þ −W tð Þð Þ + μ − q −
1
2 σ

2
� �

T − tð Þ
� �

:

ð2Þ

Now defining the drift transformation ~WðtÞ of Brownian
motion WðtÞ as

~W tð Þ =W tð Þ + μ − r
σ

t, t ≤ t ≤ T , ð3Þ

so

~W Tð Þ − ~W tð Þ =W Tð Þ −W tð Þ + μ − r
σ

T − tð Þ: ð4Þ

Substituting Equation (4) into Equation (2) to get the
new expression of SðTÞ as

S Tð Þ = S tð Þ exp σ ~W Tð Þ − ~W tð ÞÀ Á
+ r − q −

1
2σ

2
� �

T − tð Þ
� �

,

ð5Þ

let

X = −
W Tð Þ −W tð Þffiffiffiffiffiffiffiffiffiffi

T − t
p ,

Y = −
~W Tð Þ − ~W tð Þffiffiffiffiffiffiffiffiffiffi

T − t
p , or

Y = X −
μ − r
σ

ffiffiffiffiffiffiffiffiffiffi
T − t

p
,

ð6Þ

then

S Tð Þ = S tð Þ exp −σ
ffiffiffi
τ

p
y + r − q −

1
2σ

2
� �

τ

� �
: ð7Þ

Note that the difference between Equation (7) and Equa-
tion (2) is that μ is replaced by r. It is known that under the
original probability measure ℙ, the random variable X obeys
the standard normal distribution, and its density function is
f XðxÞ = ð1/ ffiffiffiffiffiffi

2π
p Þe−ðx2/2Þ. However, the random variable Y in

ℙ does not obey the standard normal distribution. Now, we

define the Radon-Nikodym derivative as follows:

Z t, Tð Þ = deℙ
dℙ

= exp
ðT
t
θdW sð Þ − 1

2

ðT
t
θ2ds

� �
= eθ

ffiffi
τ

p
x− 1/2ð Þθ2τ,

ð8Þ

where θ = ðμ − rÞ/σ. Then, we achieve a new probability
measure eℙ, such that

deℙ = deℙ
dℙ

dℙ = eθ
ffiffi
τ

p
x− 1/2ð Þθ2τdℙ = 1ffiffiffiffiffiffi

2π
p eθ

ffiffi
τ

p
x− 1/2ð Þθ2τe− x2/2ð Þ

= 1ffiffiffiffiffiffi
2π

p e− x−θ ffiffiτpð Þ2/2 = 1ffiffiffiffiffiffi
2π

p e− y2/2ð Þ = f Y yð Þ

ð9Þ

That is, y = x − θ
ffiffiffi
τ

p
, Y obeys the standard normal distri-

bution under eℙ; that is, the random process f ~WðtÞ, 0 ≤ t ≤
Tg is a standard Brownian motion under eℙ. Let ~Eð·Þ repre-
sent the mathematical expectation about the new measure eℙ
and ~Etð·Þ represent the conditional expectation about the
new measure eℙ up to time t, under the condition of known
information. Based on Equation (8) and Equation (9), Equa-
tion (A.16) (see Appendix A.2) can be written as

V St , tð Þ = ~Et e−r T−tð Þ max ST − K , 0f g
h i

: ð10Þ

Furthermore, under the assumption that y = Bt is a ran-
dom variable with unknown distribution over time with a
dividend, that is, Bt ~ f YðBtÞ represents a random variable,
and f YðBtÞ is specified as probability density function, such
as a normal distribution, or a nonparametric probability
density function, so the price of the underlying asset of the
option is proved to be an equation of the random variable
for info set F= ðSt , K , r, q, τÞ. Changing the time from τ =
T − t to τ = t − 0 = t; that is, considering the time τ from 0
‘to t, the state price of the underlying asset is described as
S0, and the random variable Bt can be expressed as a state
price function St as

St = S0 exp μ Fð Þ − σ Fð ÞBt½ �, Bt = −
ln St/S0ð Þ − μ Fð Þ

σ Fð Þ , ð11Þ

where μðFÞ = ðr − q − σ2/2Þτ refers to the drift coefficient,
and σðFÞ = σ

ffiffiffi
τ

p
means the diffusion coefficient, while the

continuous dividend yield is defined as q.
According to the above Formula (11) and Formula

(A.18) (see Appendix A.2), the antiderivative of the Euro-
pean call option price with random variable Bt can be
deduced as follows:

c S0,Fð Þ = e−rτ~E0 max St − K , 0f g½ �
= e−rτ

ð+∞
D

S0e
μ Fð Þ−σ Fð ÞBt − K

� �
f Y Btð ÞdBt ,

ð12Þ
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where the notation ~Et (here, t = 0) for conditional expec-
tations, D = ðln ðK/S0Þ − μðFÞÞ/σðFÞ, which is identified
as factor single indicator variable of option price in this
paper. On the analysis of Equation (12), the option price
is subject to variable transformation to become an anti-
derivative of random variables Bt , and the lower limit of
integral turns to be a single-index D. Thus, all the
influencing factors of the option price are combined to
achieve model dimension reduction. At the same time,
it is noted that the SPD function f XðStÞ of the underly-
ing asset of the option has a connection with the prob-
ability density function f YðBtÞ of the random variable as
follows:

f X Stð Þ = f Y Btð Þ
S0σ Fð Þeμ Fð Þ−σ Fð ÞBt

, ð13Þ

when the properties of probability density function f YðBtÞ are
the standard normal distribution, namely, f YðBtÞ = ð1/ ffiffiffiffiffiffi

2π
p Þ

e−ðB
2
t /2Þ, then

c S0,Fð Þ = e−rτ
ð+∞
D

S0e
μ Fð Þ−σ Fð ÞBt − K

� �
f Y Btð ÞdBt

= e−rτ
ð+∞
D

S0e
μ Fð Þ−σ Fð ÞBt f Y Btð ÞdBt−e

−rτK
ð+∞
D

f Y Btð ÞdBt

= e−rτ
ð+∞
D

S0e
μ Fð Þ−σ Fð ÞBt

1ffiffiffiffiffiffi
2π

p e− B2t /2ð ÞdBt−e
−rτK

ð+∞
D

1ffiffiffiffiffiffi
2π

p e− B2
t /2ð ÞdBt

= e−rτS0e
μ Fð Þ+σ2 Fð Þ/2

ð+∞
D

1ffiffiffiffiffiffi
2π

p e− 1/2ð Þ Bt+σ Fð Þ½ �2dBt − e−rτK 1 −N Dð Þ½ �

= e−rτS0e
μ Fð Þ+σ2 Fð Þ/2

ð+∞
D−σ Fð Þ

1ffiffiffiffiffiffi
2π

p e− Z2/2ð Þ

Á dZ − e−rτK 1 −N Dð Þ½ � Z = Bt + σ Fð Þð Þ
= e−qτS0 1 −N D − σ Fð Þð Þ½ � − e−rτK 1 −N Dð Þ½ �
= e−qτS0N −D + σ Fð Þð Þ − e−rτKN −Dð Þ

= e−qτS0N
ln S0/Kð Þ + r − q + σ2/2

À Á
τ

σ
ffiffiffi
τ

p
� �

− e−rτKN
ln S0/Kð Þ + r − q − σ2/2

À Á
τ

σ
ffiffiffi
τ

p
� �

= e−qτS0N d10ð Þ − e−rτKN d20ð Þ = cBSM S0, τð Þ,
ð14Þ

where Z = Bt + σðFÞ, r − q = ðμðFÞ + σ2/2Þ/τ, d10 = ðln ðS0/
KÞ + ðr − q + σ2/2ÞτÞ/ðσ ffiffiffi

τ
p Þ and d20 = ðln ðS0/KÞ + ðr − q −

σ2/2ÞτÞ/ðσ ffiffiffi
τ

p Þ = d10 − σ
ffiffiffi
τ

p
. Specifically, in Equation (14),

when the volatility σ is equal as the classic BSM option pricing
formula. When the volatility is supposed to be implied, it
appears to be the semiparametric BSM option pricing formula
(see Ait-Sahalia and Lo [14]).

Similarly, it is easy to derive the pricing formula of Euro-
pean put options with dividends. When the volatility σ in
the formula is the historical volatility, the formula is the clas-
sic BSM option pricing formula; when the volatility σ
changes to the implied volatility, the formula turns to be
the semiparametric BSM option pricing formula. The put
option price formula of the single-index model can be

deduced as the following (Formula (15)):

p S0,Fð Þ = e−rτ
ðD
−∞

K − S0e
μ Fð Þ−σ Fð ÞBt

� �
f Y Btð ÞdBt

= e−rτK
ðD
−∞

f Y Btð ÞdBt−e
−rτ
ðD
−∞

S0e
μ Fð Þ−σ Fð ÞBt f Y Btð ÞdBt

= e−rτK
ðD
−∞

1ffiffiffiffiffiffi
2π

p e− B2
t /2ð ÞdBt−e

−rτ
ðD
−∞

S0e
μ Fð Þ−σ Fð ÞBt

1ffiffiffiffiffiffi
2π

p e− B2
t /2ð ÞdBt

= e−rτKN Dð Þ − e−rτS0e
μ Fð Þ+σ2 Zð Þ/2

ðD
−∞

1ffiffiffiffiffiffi
2π

p e− 1/2ð Þ Bt+σ Fð Þ½ �2dBt

= e−rτKN Dð Þ − e−rτS0e
μ Fð Þ+σ2 Fð Þ/2

ðD−σ Fð Þ

−∞

1ffiffiffiffiffiffi
2π

p e− Z2/2ð ÞdZ Z = Bt + σ Fð Þð Þ

= e−rτKN Dð Þ − e−qτS0N D − σ Fð Þð Þ

= e−rτKN −
ln S0/Kð Þ + r − q − σ2/2

À Á
τ

σ
ffiffiffi
τ

p
� �

− e−qτS0N −
ln S0/Kð Þ + r − q + σ2/2

À Á
τ

σ
ffiffiffi
τ

p
� �

= e−rτKN −d20ð Þ − e−qτS0N −d10ð Þ = pBSM S0, τð Þ:
ð15Þ

Based on the existing research of the single-index nonpara-
metric option pricing model proposed by Li and Yang [2], the
five influencing factors of option price F= ðS, K , r, q, τÞ are
transformed into integral function of random variables Bt by
the process of variable transformation, leading to the regression
equation of put option price to single-index variable D:

p S0,Fð Þ = e−rτ
ðD
−∞

K − S0e
μ Fð Þ−σ Fð ÞBt

� �
f Y Btð ÞdBt

= e−rτ
ðD
−∞

Kσ Fð ÞFY Btð ÞdBt = e−rτKσ Fð Þ
ðD
−∞

FY Btð ÞdBt :

ð16Þ

The above formula can also be written as

p S0,Fð Þ erτ

Kσ Fð Þ =
ðD
−∞

FY Btð ÞdBt: ð17Þ

We can see that Equation (17) provides us with a method
for estimating the SPD function. FYðBtÞ is the distribution
function of the random variable Bt. The first derivative of D is
the probability density function of the random variable Bt.
When Formula (17) is used to estimate the option price, the
integral part of Formula (17) can be regarded as a whole, such
as the function GðDÞ about D to estimate the whole; that is,
the above Formula (17) can be expressed as

Yi =G Xið Þ + εi, ð18Þ

where Yi = pðS0,FiÞðerτ/KσðFiÞÞ, Xi =Di = ln ðKi/S0Þ − μ
ðFÞi/σðFÞi. Therefore, in order to obtain the SPD function, it
is only necessary to obtain the second-order partial derivative
of the estimated function GðDÞ with respect to the single-
index D, such as the following formula.

∂2G Dð Þ
∂D2

�����
D=Bt

= f Y Btð Þ: ð19Þ
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Estimation Deep Learning Method for
Butterfly Portfolio Models

Since the focus of this paper is put on the stock options of
the SSE 50ETF, the underlying asset of which contains divi-
dends, it depends on the BSM formula with dividends.
Underlying assets are selected from January 4, 2016 to July
24, 2018 while the options come from the closing price of
the day at each strike price for each contract month. The
information of SSE 50ETF option contract terms is recently
associated with four kinds of contracts on the market such as
July, August, September, and December, and all of contracts
expire on the fourth Wednesday of each month while July
contract is about to expire. All of the data are source from
strike price options in circulation in the market from July
3, 2018 to July 24, 2018 for contracts in August and Decem-
ber as well as June 1, 2018 to July 24, 2018 for contracts in
September.

In this paper, the risk-free interest rate is replaced by the
20-day average of SHIBOR interest rate on July 24, 2018. More
precisely, there are 21 working days left to expire for the
August contracts, and SHIBOR2W is used as the risk-free
interest rate. However, SHIBOR1M is selected for the Septem-
ber contracts which have 46 days left. For the December con-
tract, which has 111 days to remain, we use SHIBOR3M as the
risk-free rate. In addition, the dividend has been regarded as a
constant qi that stands for dividend per share at i times. Fortu-
nately, the data of dividend per share of each time since the
establishment of China Shanghai 50ETF Fund on December
30, 2004 are available. As for the dividend yield, the historical
average dividend rate under continuous compound interest is
more effective to calculate.

In order to determine the dividend rate q, this paper has
inquired the historical dividend situation of SSE 50ETF
Fund, which has paid out 12 dividends by 2019, as shown
in Table 1.

In this paper, the historical average dividend rate under
continuous compounding is used to represent the dividend
rate q. Details are below:

q = ln 1 + 1/n∑n
i=1qi

S0

� �
: ð20Þ

Among them, qi is the dividend of each dividend at
the i-th dividend, and S0 = 2:938 refers to the closing price
of the SSE 50ETF on the day of equity registration in

2019. Therefore, the calculation result of q obtained by
Formula (20) is q = 0:0139.

According to the above assumption about risk-free inter-
est rate and dividend yield, the historical annual volatility
σyear of the underlying SSE 50ETF is specified as the volatil-
ity σday as follows:

Rt = ln St
St−1

� �
,

μ = 1
T
〠
T

t=1
Rt ,

σ2day =
1

T − 1〠
T

t−1
Rt − μð Þ2,

σyear = σday ·
ffiffiffiffiffiffiffi
252

p
,

ð21Þ

where St means the closing price of the SSE 50ETF on t day,
and Rt refers to the daily yield, while T stands for the sample
length of SSE 50ETF. The calculated annual historical vola-
tility is σyear = 0:20657.

4.1. The Classical Nonparametric Estimation Method for
Option Price. From Equation (A.27) (see Appendix A.3),
the SPD function is easy to be deduced as long as the option
price function is valid. The parametric form results are
obtained from the direct derivation of the classical BSM for-
mula. Much more previous literatures have discussed the
limitations of the parametric form method. For example,
the calculation of the option price formula has been pro-
vided by Ait-Sahalia and Lo [14] depending on the nonpara-
metric kernel estimation method, which estimate the
nonparametric estimator p̂ð·Þ of the put option price very
intuitively with the financial market data to obtain the
second-order partial differential ∂2p̂/∂K2. Under appropriate
regular conditions, when p̂ð·Þ converges to the real’s put
option price pð·Þ according to the probability, A also proba-
bilistically converges to ∂2p/∂K2 proportional to the SPD.
When with a call option price market data set fpig, accom-
panying with the feature sets fFi = ðSi, Ki, rti ,τi , qti ,τi , τiÞg,
the Nadaraya-Watson kernel estimator of the put option
price function is estimated as

p̂ ·ð Þ = E p Fjð Þ = ∑n
i=1Kh F−Fið Þpi
∑n

i=1Kh F−Fið Þ , ð22Þ

Table 1: The historical dividend situation of the SSE 50ETF.

Years 2019 2018 2017 2016 2014 2013

Equity registration date 29/11/2019 30/11/2018 27/11/2017 28/11/2016 14/11/2014 14/11/2013

Dividends per share (RMB) 0.047 0.049 0.054 0.053 0.043 0.053

Years 2012 2012 2010 2008 2006 2006

Equity registration date 12/11/2012 15/5/2012 15/11/2010 18/11/2008 15/11/2006 18/5/2006

Dividends per share (RMB) 0.037 0.011 0.026 0.060 0.037 0.024
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where Khðxi − x0Þ =Kððxi − x0Þ/hÞ with bandwidth h, since
Formula (22) involves 5 variables, and in the case of a lim-
ited number of samples data, the accuracy of the put option
price function estimation will decrease with the increase of
the number of variables.

Ait-Sahalia and Lo [14] used two methods to reduce
the number of variables. First, it is assumed that the
option pricing formula is not a function of the underlying
asset price, risk-free interest rate, and dividend rate but
depends on the future price of these variables Ft = St
eðr−qÞτ. Under this assumption, the number of regressors
is reduced from 5 to 4. The put option pricing formula
is reformulated as the following:

p̂ Ft,τ, K , rt,τ, τð Þ = ∑n
i=1KhF

Ft,τ − Fti ,τi
À Á

KhK
K − Kið ÞKhτ

τ − τið ÞKhr
r − rti ,τi
À Á

pi
∑n

i=1KhF
Ft,τ − Fti ,τi
À Á

KhK
K − Kið ÞKhτ

τ − τið ÞKhr
r − rti ,τi
À Á :

ð23Þ

The second method is semiparametric methods. Here,
the option pricing formula is still given by the BSM
model, but the volatility σ is based on the result of a non-
parametric estimation bσðFt,τ, K , rt,τ, τÞ, that is

p̂ Ft,τ, K , rt,τ, τð Þ = pBSM Ft,τ, K , rt,τ, τ, bσ Ft,τ, K , rt,τ, τð Þð Þ:
ð24Þ

Then, the kernel estimator of volatility bσðFt,τ, K , rt,τ, τÞ
can be written as

bσ2 Ft,τ, K , rt,τ, τð Þ = E σ2
��Ft,τ, K , rt,τ, τ

À Á
=
∑n

i=1KhF
Ft,τ − Fti ,τi
À Á

KhK
K − Kið ÞKhτ

τ − τið ÞKhr
r − rti ,τi
À Á

σ2
i

∑n
i=1KhF

Ft,τ − Fti ,τi
À Á

KhK
K − Kið ÞKhτ

τ − τið ÞKhr
r − rti ,τi
À Á :

ð25Þ

Suppose that X1, X2,⋯, Xn are independent and iden-
tically distributed samples extraded through the future
price from a one-dimensional population X, and the prob-
ability density functions f ðxÞ, x ∈ R of X are unknown,
then, the kernel density of f ðxÞ is estimated as

f̂ xð Þ = 1
nh

〠
n

i=1
Kh x − Xið Þ, ð26Þ

where f̂ ðxÞ is the estimation of the probability density
function and n means the number of samples. Here, h is
the bandwidth, and KhðxÞ is represented as the kernel
function.

Two problems in using kernel density estimation are the
choice of kernel function and the choice of bandwidth.
Firstly, taking the one-dimensional case as an example, there
are six commonly used kernel functions. Generally speaking,
when the amount of data is large enough, the choice of the
kernel function is not important. According to theoretical
calculations, the kernel density estimation is very similar
by using different kernel functions, which means that kernel
density estimation is not sensitive to the choice of kernel
function. Relatively speaking, kernel density estimation is

more sensitive to the choice of bandwidth with a total of
9901 pieces of data screened for the empirical study in this
paper, and the sample size should be classified into a suf-
ficient category. Therefore, it is more appropriate to select
the Gaussian kernel function with the bandwidth h, which
is KhðxÞ = ð1/ ffiffiffiffiffiffi

2π
p Þe−x2/ð2h2Þ. Secondly, in theory, the band-

width should decrease as the sample size increases, when
n⟶∞, h⟶ 0. Based on Formula (26), the bandwidth
h controls the degree of smoothness. If the bandwidth h
is smaller, the influence of randomness will increase, and
the kernel density function f ðxÞ will become an irregular
shape. The important features of kernel density may be
concealed, causing the estimated value of the kernel den-
sity function to fluctuate greatly and resulting in overfit-
ting; and if the bandwidth h is larger, the sample
information will be averaged by ðx − XiÞ/h, and the partic-
ipation of each sample point will be reduced. The esti-
mated result will be very smooth and accompanied by a
large deviation. So under a given sample, the choice of
bandwidth is crucial. Therefore, the cross-validated (CV)
method (see Li and Racine [23]) is applied to obtain the
empirically optimal bandwidth h in the nonparametric
regression model as follows:

hopt =
4bσ5

3n

 !1/5

= 1:06bσn−1/5: ð27Þ

Because the purpose of this paper is mainly to use a
nonparametric estimation deep learning method to esti-
mate the butterfly portfolio strategy return, the use of
the multivariate Nadaray-Watson estimation method with
a Gaussian kernel function or bandwidth matrix follows
the general form in nonparametric estimation. If the het-
eroscedasticity is considered, the bandwidth h can be
selected by using a nonparametric estimation model with
variable bandwidth, but the focus of this paper is to esti-
mate the butterfly portfolio returns, so there is no special
requirement for the selection of the method.

Therefore, this paper uses the usual training mean
squared error (MSE) method to select the bandwidth h,
which assigned values in turn from 0.1 to 1 with an interval
of 0.1 to select the bandwidth that minimizes MSE. More
details are showing in

Kh x − Xið Þ = 1ffiffiffiffiffiffi
2π

p e− 1/2ð Þ x−Xið Þ/hð Þ2 , ð28Þ

MSE = 1/n∑n
i=1ðpi − p̂iÞ2:

As shown in Table 2, when the bandwidth is selected as
hopt = 0:1, the MSE results of the kernel density nonparamet-
ric estimation for the SSE 50ETF put option price are the
smallest. That is, the nonparametric estimation method
can take the test see to the smallest MSE of option price esti-
mation, e.g., MSE = 0:0005965. After determining the opti-
mal bandwidth hopt = 0:1, the data set is divided into two
equal parts by random sampling, which are used as training
set and test set, respectively. Next, it is designed to observe
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the degree of deviation of the option price estimated accord-
ing to Formula (23) from the original price series, as shown
in Figure 1.

In order to observe the difference between the original
values and the estimated values more clearly, it is necessary
to plot the relationship between all SSE 50ETF European
put option prices with expiration time equal to 27 days on

2019-05-30, as well as the original value and their corre-
sponding strike prices during the sample period as shown
in Figure 2.

Based on the estimated option price, it is easy to derive
the strike price. In practice, an approximate solution to the
SPD can be obtained according to the finite difference
between the market-observed strike price and the discrete

Table 2: The MSE results of the kernel density nonparametric estimation for put option prices.

Bandwidth 0.1 0.2 0.3 0.4 0.5

MSE 0.0005965 0.0021889 0.0039184 0.0051961 0.0061221

Bandwidth 0.6 0.7 0.8 0.9 1

MSE 0.0068078 0.0073195 0.0077041 0.0079962 0.0082210
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Figure 1: The values of kernel density nonparametric estimation for SSE 50ETF put option prices.
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Figure 2: The relationship of all SSE 50ETF put option prices and corresponding strike prices.
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prices with expiration time τ, K1 represents the lowest strike
price, and Kn represents the highest strike price. Here, three
options with sequential exercise prices are Kn−1, Kn, and
Kn+1. Generally speaking, Kn − Kn−1 and Kn+1 − Kn are not
necessarily equal. The state price distribution function value
FðKnÞ centered on Kn can be estimated by the following for-
mula (29), namely

F Knð Þ ≈ erτ
pn+1 − pn−1
Kn+1 − Kn−1

: ð29Þ

Therefore, the estimation formula of the SDP function is

f Knð Þ ≈ erτ
pn+1 − 2pn + pn−1

Kn − Kn−1ð Þ2 : ð30Þ

Formula (30) involves the exercise price interval of dif-
ferent options. It is noted that the provisions of SSE are
shown in Table 3.

More importantly, the curve concerning the second
derivative of the strike price is the SPD. It is found that the
slope of the curve raises along with the increasing of the exe-
cution price, which is in line with the conclusion of Equation
(A.9) (see Appendix A.1).

The idea of the Nadaraya-Watson kernel density estima-
tion is that the option price at a given point F is obtained by
the weighted average of the option price observations in the
neighborhood of point F. When there are fewer points on
both sides of the characteristic variable F, the results show
a relatively large errors by the method, especially near
boundary points, where there are no observations on one
side of the boundary point. Therefore, the local polynomial
method is useful to estimate the SPD.

4.2. The Nonparametric Estimation Deep Learning Method
for Single-Index Option Price. Ait-Sahalia and Duarte [17]
have estimated the SPD using a local polynomial estimation
approach, without the shortcomings of Nadaraya-Watson
kernel density estimation method, which overcomes the
problem of large deviations on boundary points. The local
polynomial estimation has the same order of magnitude on
boundary points and interior points. At the same time, by
the least squares method, the regression function and deriv-
ative can be estimated, without taking partial derivatives of
the nonparametric estimators of the function.

The basic idea of local polynomial estimation is to let the
value range of the independent variable D be D, for ∀D0 ∈
D, and to select a certain neighborhood of D0. Those observa-
tion values of the dependent variable correspond to the obser-

vations of the independent variable, which is fitted in some
way in this neighborhood, and the value of the curve obtained
by this local fitting at D0 is used as the estimated value ĜðD0Þ
of the regression function Gð·Þ at G0. Supposing the model as
follows

Y =G Dð Þ + ε, E εð Þ = 0, Var εð Þ = σ2 <∞: ð31Þ

Let GðkÞðDÞ be the k derivative of the regression function
in the model (31), and then, GðDÞ =Gð0ÞðDÞ. Assuming that
GðDÞ has p + 1 order derivative, for ∀D0 ∈D, GðDÞ’s Taylor-
expanded in the ε-neighborhood of D =D0 as

G Dð Þ ≈G D0ð Þ +G′ D0ð Þ D −D0ð Þ

+ G′′ D0ð Þ
2! D −D0ð Þ2+⋯+G

pð Þ D0ð Þ
p!

D −D0ð Þp:

ð32Þ

Set GðkÞðDÞ/k! = βkðDÞ, the above Equation (32) can be
rewritten as

G Dð Þ ≈ β0 D0ð Þ + β1 D0ð Þ D −D0ð Þ
+ β2 D0ð Þ D −D0ð Þ2+⋯+βp D0ð Þ D −D0ð Þp

= 〠
p

j=1
βj D0ð Þ D −D0ð Þj:

ð33Þ

In order to draw the SPD function curve derived from the
single-index model, after obtaining the estimation of the func-
tionGðDÞ, according to Formula (31), the second-order deriv-
ative of GðDÞ with respect to the single-index D is the SPD
function, which is effective to estimate this second derivative
by the local polynomial estimationmethod, and the parameter
βjðD0Þ is selected to minimize Formula (34) as

min
β0,⋯,βp

〠
n

i=1
G Dið Þ − 〠

p

j=0
βj D0ð Þ Di −D0ð Þj

" #2
Kh Di −D0ð Þ,

ð34Þ

where h is the bandwidth that controls the local neighborhood,
KhðDi −D0Þ =KðDi −D0/hÞ, and Kð·Þ represents the kernel
function. The kernel function Kð·Þ and bandwidth h are still
selected by the Gaussian kernel and the method of Formula
(27), respectively. Since the inversion matrix part in the local
polynomial estimation solution process is usually a singular
matrix after substituting the actual data, the inversion matrix

Table 3: The provisions of the SSE’s execution price and exercise price spacing.

Exercise price (RMB) K ≤ 3 3 < K ≤ 5 5 < K ≤ 10 10 < K ≤ 20
Exercise price spacing (RMB) 0.05 0.1 0.25 0.5

Exercise price (RMB) 20 < K ≤ 50 50 < K ≤ 100 K > 100
Exercise price spacing (RMB) 1.0 2.5 5.0
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generalized inverse matrix solution method is also used as an
alternative method in the actual calculation. Let

X D0ð Þ =

1 D1 −D0 D1 −D0ð Þ2

1 D2 −D0 D2 −D0ð Þ2

⋮ ⋮ ⋮

1 Dn −D0 Dn −D0ð Þ2

0BBBBB@

1CCCCCA,

Y =

G D1ð Þ
G D2ð Þ
⋮

G Dnð Þ

0BBBBB@

1CCCCCA,

β D0ð Þ =

β0 D0ð Þ
β1 D0ð Þ
⋮

βp D0ð Þ

0BBBBB@

1CCCCCA,

W D0ð Þ = diag Kh D1 −D0ð Þ,⋯,Kh Dn −D0ð Þð Þ:

ð35Þ

Therefore, the estimated value of βðD0Þ can be obtained
by the weighted least squares method as follows:

bβ D0ð Þ = XTWX
À Á−1

XTWY : ð36Þ

In particular, when p = 0, we can get

bβ0 D0ð Þ = Ĝ D0ð Þ = ∑n
i=1Kh Di −D0ð ÞYi

∑n
i=1Kh Di −D0ð Þ , ð37Þ

where Yi =GðDiÞ, Formula (37) changes form as the same
as Formula (22). Formula (37) is the Nadaraya-Watson kernel
estimation of GðD0Þ; that is, the Nadaraya-Watson estimation
is a zero-order local polynomial estimation. At the same time,
the estimated value of the second-order partial derivative of
the estimated functionGðDÞwith respect to a single-indexD is

2bβ2 D0ð Þ = ∂2G Dð Þ
∂D2

�����
D=D0

, ð38Þ

which derivative bβ2ðD0Þ is the SPD function in the new
sense proposed in this paper.

The distance between Di and D0 is designed to measure
the weight of Di when the estimation the density is D0.

Besides, h has defined the size of D0 in the process of estima-
tion as the bandwidth. Here, Y for GðDÞ the same as X for D.
Similarly, the Gaussian kernel function is also applied. Spe-
cifically, the CV method is formulated to select the band-
width of minimum MSE on the test set, with assigning 10
numbers from 0.1 to 1 with an interval of 0.1 as shown in
Table 4.

As shown in Table 4, it can be seen that the selection of
optimal bandwidth by using the CV method that minimizes
MSE on the test set is hopt = 0:3 (the optimal curve of local
polynomial fitting for the GðDÞ function represented by
the red curve). The curve of local polynomial fitting for the
GðDÞ function can be seen in Figure 3. For comparison,
the curve at h = 0:5 is included in Figure 3, in which real data
are successful to be shown in the gray scattered points, and
the blue curve is identified as the suboptimal curve of local
polynomial fitting for the GðDÞ function.

The put option price on the test set can be estimated by
using the previously estimated Formula (19) which can be
calculated after estimating GðDÞ. It can be seen that the
comparison of all put option strike prices and the estimated
value of the put option prices with their true values during
the sample period has been presented in Figure 4.

By comparison, it is clear to see that the results estimated
by the method in this section are more approximate to the
actual data than the method provided in previous Section
4.1. It is evident that the best MSE of the put option price
calculated by the nonparametric estimation method for
single-index put option prices is 0.0001599, which is more
superior than that calculated by the common nonparametric
estimation method for put option prices as 0.0005965.

From Figure 4, the estimated value of the SPD function
curve by using the single-index model is distributed around
the value of Formula (38). Although the center of these
values is not as close to the curve of Formula (38) as in the

Table 4: MSE of GðDÞ’s local polynomial estimation.

Bandwidth 0.1 0.2 0.3 0.4 0.5

MSE 0.0033341 0.0033006 0.0032892 0.0032945 0.0033008

Bandwidth 0.6 0.7 0.8 0.9 1

MSE 0.0033142 0.0033707 0.0034453 0.0036354 0.0057721

4

3

G
 (D

)

2

1

0
–2 0 2 4

D

The curve at hopt = 0.3
The curve at h = 0.5

Figure 3: The curve of local polynomial fitting for the GðDÞ
function.
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previous Section 4.1, the curve estimated by the single-index
model is smoother. The strike price near the sample bound-
ary point of 3.4 RMB does not happen to wild volatility and
breakpoint problems like the estimated value in the previous
Section 4.1, which is especially important to obtain as much
information as possible about the put option prices when the
sample is limited or some points are missing. In practice,
estimating the SPD can be as accurate as possible by com-
bining models, such as using a nonparametric local polyno-
mial estimation method at the nonboundary points, or a
nonparametric single-index model method near the bound-
ary points. Therefore, such a combined model has certain
requirements on the sample size. Under small samples are
methods such as biasing local polynomial estimation greatly.
Similarly, the SPD function estimated by the single-index
model estimation method may also show the characteristic

that the SPD value decreases with the increase of the expira-
tion time.

4.3. The Nonparametric Estimation Deep Learning Method
for Butterfly Portfolio Returns. With the proof of optimality,
it has access to the single-index option price nonparametric
estimation method provided in this paper to estimate the
possible butterfly portfolio returns. After the estimation of
GðDÞ, it is known that the first-order derivative of D has
the property of SPD function, but Formula (13) is supposed
to be valid only when it is satisfied with the condition of
ε⟶ 0. As a matter of fact, the equation is established
only when the strike price lies in the minimum interval
in the real market.

Indeed, the value of the derivative required in the For-
mula (13) can be found by numerical solution. Furthermore,

0.7

Original value
Estimated value

0.6

2.2 2.4 2.6 2.8 3.0 3.2 3.4

Put option strike price for 50 ETF

Pu
t o

pt
io

n 
pr

ic
e f

or
 5

0 
ET

F

0.5

0.4

0.3

0.2

0.1

Figure 4: Original and estimated values of single-index model for SSE 50ETF put option price.
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Figure 5: Put option contract price—butterfly portfolio returns of SSE 50ETF option in August.
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it is necessary to work out the result of ΔGðDÞ) within the
minimum change of D, such as ΔD = 0:00001 so that the
slope with a tiny move approximates to derivative value.
Finally, substituting them into the formula to obtain param-
eter estimations of possible return from a short or long but-

terfly portfolio at minimum, the strike price interval of
F= ðS, K , r, q, τÞ. After estimating the optimal function Gð
DÞ, it is easy to obtain the possible butterfly portfolio returns
at each point F in the sample period, taking the August con-
tract as an example.
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Figure 6: Put option strike price—butterfly portfolio returns of SSE 50ETF option in August.
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Figure 7: The chart of put option contract price—butterfly portfolio returns of SSE 50ETF option.
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Figure 8: The chart of put option strike price—butterfly portfolio returns of SSE 50ETF option.

12 Journal of Function Spaces



RE
TR
AC
TE
D

Generally, the risk-free interest rate, volatility, and divi-
dend yield are considered to be constant in the analysis.
From Figure 5, it can be observed that the butterfly portfolio
returns raise along with the increase of option price, taking
the change of expiration time and the difference of strike
price into consideration. On account of the change of expi-
ration time and option price, it can be seen that there is a
growth trend in butterfly portfolio returns with the growth
of the strike price from Figure 6. Therefore, all of option
contracts in August, September, and December in the mar-
ket are summarized as follows.

As shown in Figures 7 and 8, it is feasible to extend the
analysis period from the August contracts to the full-
contract month put options listed in the market. The jump
gap in the figure is attributed to the change of the strike price
interval as specified in Table 4. In addition, this paper also
draws three-dimensional graphs of nonparametric estima-
tion for butterfly portfolio returns, strike prices, and option
prices for butterfly portfolio construction at all points F in
the selected sample period (see Figure 9).

For more discussion on the issue of put option butterfly
portfolio returns, the corresponding put option price is cal-
culated based on the bullish and bearish parity relation.
The nonparametric estimation deep learning method in this
paper can be used for the same research.

5. Conclusions

In this paper, more emphases have been put on the nonpara-
metric estimation method of option price, and the practical
application has been added to obtain the possible butterfly
portfolio return at the minimum strike price interval. Firstly,
the evidence of classical definition of SPD and the origin of
butterfly portfolio return formula have been reviewed. Sec-
ondly, the nonparametric estimation model of single-index
option price is proposed to deduce another form of SPD
function calculated by European put option price, which
provides a new model to calculate the important index of

financial risk measurement. As a result, the classic non-
parametric estimation method of European option price
is supposed to arrive at the minimum MSE values with
approach of kernel density estimation, while the single-
index nonparametric method of that to the minimum
MSE values is required with local polynomial regression
estimation. In comparison, it is reasonable to explain that
the MSE of single-index method is smaller than classical
nonparametric estimation method by the comparison,
which illustrates that the method proposed has the superi-
ority. Finally, the single-index nonparametric model is
performed to estimate a new form of the SPD function,
making it possible to obtain parameter estimations of pos-
sible butterfly portfolio returns at the minimum of the
strike price interval, which has provided a powerful refer-
ence for investors taking butterfly positions in the options
market. In future, the advanced method to estimate the
option-implied state price density (SPD) will be proposed,
such as sieve method which is one of the seminonpara-
metric models.

Appendix

A. Fundamental Properties for Option Pricing,
SPD and Butterfly Portfolio

A.1. Black-Scholes-Merton Option Pricing. Assuming that the
change in the stock price SðtÞ obeys the generalized Wiener
process WðtÞ, or the stock price respects geometric Brow-
nian movement (GBM), that is, with constant drift rate
and variance rate, the model is derived as the following;
the stochastic differential equation (SDE) shows

dS tð Þ = μS tð Þdt + σS tð ÞdW tð Þ, ðA:1Þ

where SðtÞ denotes the stock price, σ means the stock price
volatility, and μ is the stock return expectation. Assuming that
the stock price SðtÞ = S respects the Itô process, the assump-
tion about V =VðS, tÞ is the derivative price related to S,
and the variable V is a function of S and t by Itô’s lemma

dV = ∂V
∂S

μS + ∂V
∂t

+ 1
2
∂2V
∂S2

σ2S2
 !

dt + ∂V
∂S

σSdW tð Þ:

ðA:2Þ

It is appropriate to choose the combination to remove
uncertainty, such as taking a short position in a derivative
and regarding a ∂V/∂S amount of stock as a combination.
After defining Π as the value of the combination, then

Π =V −
∂V
∂S

S,

dΠ = dV −
∂V
∂S

dS:

ðA:3Þ

Substituting Equation (A.1) and Equation (A.2) into
Equation (A.3), the equation in discrete form is

Put option price

Put option strike price
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Figure 9: Three-dimensional graph of butterfly portfolio
returns—strike prices—option prices.
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dΠ = ∂V
∂t

+ 1
2σ

2S2
∂2V
∂S2

 !
dt: ðA:4Þ

It is found that the WðtÞ term in the equation has been
eliminated, so the investment portfolio must be risk-free
within dt time, and at the same time, it can be discovered that
an instantaneous rate of return is equal to the market risk-free
rate that can be obtained; therefore

dΠ
Π

= rdt, rΠdt = ∂V
∂t

+ 1
2σ

2S2
∂2V
∂S2

 !
dt, ðA:5Þ

where r is the risk-free interest rate. Substituting Equations
(A.3) and (A.4) into Equation (A.5), we can get

∂V
∂t

+ rS
∂V
∂S

+ 1
2σ

2S2
∂2V
∂S2

− rV = 0: ðA:6Þ

Equation (A.6) is the Black-Scholes-Merton (BSM)
equation.

When t = T , the boundary conditions for European call
option are CðS, TÞ =max ðST − K , 0Þ, where K is the option
strike price. When ST = SðTÞ = 0, the call option yield is 0,
so when SðtÞ = S = 0, there is Cð0, tÞ = 0. When S⟶∞,
the value of the call option becomes the value of the stock,
that is, CðS, tÞ ~ S. The boundary conditions for European
put option are PðS, TÞ =max ðK − ST , 0Þ, if S ≡ 0, then, the
terminal payoff of the put option is K , assuming the interest
rate r is constant, and the boundary condition for S = 0 is
Pð0, tÞ = Ke−rðT−tÞ. When S⟶∞, the put option cannot
be exercised, so PðS, tÞ⟶ 0. Substituting the boundary
conditions into the BSM (Equation (A.6)) to solve the pric-
ing formulas for European call option price and European
put option price, then

C S, tð Þ = SN d1ð Þ − Ke−r T−tð ÞN d2ð Þ, ðA:7Þ

P S, tð Þ = Ke−r T−tð ÞN −d2ð Þ − SN −d1ð Þ, ðA:8Þ

where d1 = ðln ðS/KÞ + ðr + σ2/2ÞðT − tÞÞ/ðσ ffiffiffiffiffiffiffiffiffiffi
T − t

p Þ and d2
= ðln ðS/KÞ + ðr − σ2/2ÞðT − tÞÞ/ðσ ffiffiffiffiffiffiffiffiffiffi

T − t
p Þ = d1 − σ

ffiffiffiffiffiffiffiffiffiffi
T − t

p
.

When the underlying common stock pays dividends, Dð
S, tÞ is denoted as the dividends paid by one stock per unit
time, and the expected rate of return in the stochastic differen-
tial Equation (A.1) that the stock price obeys goes to become
μ −DðS, tÞ/S, and then, the value of the option with dividends
is defined asHðS, tÞ, and when r, σ are constants,DðS, tÞ = qS,
on account of further proof in the book by Hull [24], the stock
price satisfies the stochastic differential equation.

dS tð Þ = μ − qð ÞS tð Þdt + σS tð ÞdW tð Þ: ðA:9Þ

The corresponding option value equation is

∂H
∂t

+ r − qð ÞS ∂H∂S + 1
2σ

2S2
∂2H
∂S2

− rH = 0: ðA:10Þ

In Formula (A.10), making variable substitution ~S =
Se−qðT−tÞ, we can get

∂H
∂t

+ r~S
∂H
∂~S

+ 1
2σ

2~S
2 ∂2H

∂~S2
− rH = 0: ðA:11Þ

The terminal condition for a call option with a div-
idend payment remains as HðS, TÞ =max ðST − K , 0Þ,
when S = 0, there still is Hð0, tÞ = 0. When S⟶∞,
the value of the call option becomes the value of the
stock; that is, HðS, tÞ ~ Se−qðT−tÞ, we can get

H S, tð Þ = C ~S, t
� �

= e−q T−tð ÞSN d10ð Þ − Ke−r T−tð ÞN d20ð Þ,
ðA:12Þ

where d10 = ðln ðS/KÞ + ðr − q + σ2/2ÞðT − tÞÞ/ðσ ffiffiffiffiffiffiffiffiffiffi
T − t

p Þ
and d20 = ðln ðS/KÞ + ðr − q − σ2/2ÞðT − tÞÞ/ðσ ffiffiffiffiffiffiffiffiffiffi

T − t
p Þ =

d10 − σ
ffiffiffiffiffiffiffiffiffiffi
T − t

p
. It also shows that stock holders have

dividend income, while option holders have no dividend
income.

A.2. State Price Density (SPD) Function. Because of the diffi-
culty in solving the BSM differential equation, the most
commonly used derivative pricing method is the equivalent
martingale measure. The solution of BSM option pricing
(Equation (A.6)) has probabilistic expression as

V S, tð Þ = e−r T−tð Þ
ð∞
0

max ST − K , 0f gf ST , T ; S, tð ÞdST ,

ðA:13Þ

where f ðST , T ; S, tÞ is the risk-neutral transfer density
function or SPD function of the stock taking the value
of ST at time T under the condition of S. Equation
(A.13) means that the price of the option at time t is
the discount of its value at time T under the risk-neutral
probability. Defining max fST − K , 0g =ΦðSTÞ and differ-
entiating Formula (A.13), we can get

∂V
∂t

= rV + e−r T−tð Þ
ð∞
0
Φ STð Þ ∂f∂t dST ,

∂V
∂S

= e−r T−tð Þ
ð∞
0
Φ STð Þ ∂f∂S dST ,

∂2V
∂S2

= e−r T−tð Þ
ð∞
0
Φ STð Þ ∂

2 f

∂S2
dST :

ðA:14Þ

Since the geometric Brown motion S satisfies Equation
(A.1), its transfer density function f ðST , T ; S, tÞ satisfies
the Kolmogorov equation

∂f
∂t

+ rS
∂f
∂S

+ 1
2σ

2S2
∂2 f
∂S2

= 0: ðA:15Þ

In particular, for Equation (A.6), with boundary condi-
tions Vð0, tÞ = 0 and VðS, tÞ < S and a terminal payoff of
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VðS, TÞ =ΦðSÞ, the value of an undetermined interest at
time t is

V S, tð Þ = e−r T−tð Þ
ð∞
0
Φ STð Þf ST , T ; S, tð ÞdST = e−r T−tð Þ~Et Φ STð Þð Þ,

ðA:16Þ

where the notation ~Et for conditional expectations is
explained in Section 4.

Under the assumption that the market is complete,
assuming that there is a market in which bonds and stocks
can be traded freely, and the risk-free interest on bonds is
fixed as r, that is, when there is a unique risk-neutral proba-
bility measure in the market, at any given time t, for a deriv-
ative security that generates a payment on the maturity date,
its price can be presented with the risk-neutral pricing for-
mula provided by Harrison and Kreps [25] and Pliska [26]
for a derivative security with a payment of K =ΦðSTÞ at
maturity T . When the risk-free interest rate r in the above
formula is constant, f ðST , T ; S, tÞ also refers to the SPD
function, which summarizes all the required information in
the course of pricing derivative securities. The SPD function
f ðST , T ; S, tÞ is the solution of the backward Kolmogorov
Equation (A.15), which is derived from the European call
option by Breeden and Litzenberger [8]:

f ST , T ; St , tð Þ = 1
St

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2 T − tð Þp

Á exp −
r − q − σ2/2
À Á

T − tð Þ − ln ST + ln St
Â Ã2

2σ2 T − tð Þ

" #
:

ðA:17Þ

If noting SðtÞ = S = St , τ = T − t, and substituting For-
mula (A.17) into Formula (A.16), we can get

V St , tð Þ = e−rτ
ð∞
0

max ST − K , 0f g 1
St

ffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2τ

p

Á exp −
r − q − σ2/2
À Á

τ − ln ST + ln St
Â Ã2

2σ2τ

" #
dST ,

ðA:18Þ

making y = ððr − q − σ2/2Þτ − ln ST + ln StÞ/ðσ
ffiffiffi
τ

p Þ, and
then, Formula (A.18) becomes

V St , tð Þ = 1ffiffiffiffiffiffi
2π

p
ð∞
−∞

e−rτ max Ste
−σ ffiffiτp

y+ r−q−σ2/2ð Þτ − K , 0
n o

e− y2/2ð Þdy:

ðA:19Þ

For a no-dividend European call option, the process of
the first-order derivative of Equation (A.16) of the strike

price is designed to obtain the SPD function as follows:

∂c St , τð Þ
∂K

= ∂ e−rτ
Ð∞
K ST − Kð Þf ST , T ; St , tð ÞdST

À Á
∂K

= −e−rτ
ð∞
K
f ST , T ; St , tð ÞdST :

ðA:20Þ

Since the density function is definitely greater than 0 in
the value range, corresponding to the European call option,
when ST > K , then f ðST , T ; St , tÞ > 0

∂2c St , τð Þ
∂K2

�����
K=x

= e−rτ f x, St , τð Þ > 0: ðA:21Þ

To be more specific, the call option price cðSt , τÞ is a con-
vex function of the strike price K , and there is

c St , λK1 + 1 − λð ÞK3, τð Þ < λc St , K1, τð Þ
+ 1 − λð Þc St , K3, τð Þ,∀K1 < K3, 0 < λ < 1:

ðA:22Þ

Let

λK1 + 1 − λð ÞK3 = K2 ⟶ λ = K3 − K2
K3 − K1

, ðA:23Þ

Then

c St , K2, τð Þ < λc St , K1, τð Þ + 1 − λð Þc St , K3, τð Þ,∀K1 < K2 < K3, 0 < λ < 1:

ðA:24Þ

Theoretically, the price of European call options without
arbitrage is supposed to conform with the above equation.

A.3. Butterfly Portfolio Model. It is intuitive to construct an
option butterfly portfolio returns to the explained Equation
(A.17). Here, we can see that a call option butterfly portfolio
returns are designed to buy a call option with a strike price
of K − ε and K + ε, respectively, with the same expiration
date, and sell two calls with a strike price of K . Then, the
gain and loss of the butterfly portfolio on the option pre-
mium are shown as

2c St , K , τð Þ − c St , K − ε, τð Þ − c St , K + ε, τð Þ: ðA:25Þ

The profit of call option butterfly portfolio returns is
shown in Figure 10.

When ε⟶ 0, the return function form of the butterfly
portfolio is similar to Dirac δ function (δðxÞ = 0, x ≠ 0 andÐ +∞
−∞δðxÞdx = 1). More precisely, only allowing the underly-

ing stock price to be K , in this case, the return is shown as
the area ε2 of the shaded part in Figure 11.

However in other cases, it is virtually believed to be 0.
Geometrically, regarding the combination at this time as a
single security, it turns out to be ε2 f ðxÞe−rτ at (t) the
moment, and f ðxÞ serves as the SPD function. In the prin-
ciple of no arbitrage, theoretically, the profit and loss for
option of constructing butterfly portfolio returns are
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possible to be equal to the return from the portfolio, so
when ε⟶ 0 :

c St , K − ε, τð Þ + c St , K + ε, τð Þ − 2c St , K , τð Þ = ε2 f K , St , τð Þe−rτ:
ðA:26Þ

Substituting Formula (A.21) into the above Formula
(A.26), then

c St , K − ε, τð Þ + c St , K + ε, τð Þ − 2c St , K , τð Þ
ε2

= ∂2c St , K , τð Þ
∂K2 :

ðA:27Þ

Equation (A.27) has express the intuitive interpretation
of option butterfly portfolio returns of Equation (A.21). It
is acknowledged that the option butterfly portfolio returns
are capable of being calculated by SPD function. However,
it has been assumed that the SPD function is normal den-
sity function with the normal distribution in most existing
researches. Actually, it is not. Therefore, the nonparamet-
ric estimation method comes into being.
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With the rapid development of information technology, various products used in information technology are also constantly
optimized. Among them, the task and path planning of UAV in the high-end robot industry has always been the focus of
relevant researchers. In the high-end robot industry, in addition to the research and development of UAVs, they also continue
to learn and strengthen the task and path planning of UAVs. Nowadays, using unmanned aerial vehicles for real-time shooting
has become the trend of this era. Drones have brought great convenience to people’s lives, and more and more people are
willing to use drones. Based on the above situation, this paper studies the task and path planning of UAV based on
reinforcement learning in dynamic environment. In the case of unpredictable scene parameters, reinforcement learning
method can be established by value function. Thus, a more reasonable path can be given to realize the reconnaissance and
detection of points of interest. MATLAB simulation experiments show that the algorithm can effectively detect targets in
complex terrain composed of terrain restricted areas, and return to the designated end point to complete communication.
Firstly, the development of unmanned aerial vehicles in various countries and the social status of unmanned aerial vehicles are
discussed. By making UAV build threat model and task allocation in dynamic environment. The path planning and
optimization of UAV in dynamic environment is studied, and the path planning algorithm and Hungarian algorithm are
added. The optimized UAV has the fastest data transmission and calculation speed, while the other two types of UAVs have
slower data transmission and calculation speed. In particular, ordinary UAVs also have data transmission failures, resulting in
incomplete experimental results. The results show that the optimized UAV system is better in data calculation and
transmission, which also shows that the UAV can quickly plan and process flight paths, which is suitable for practical applications.

1. Introduction

In today’s era, the high-end robot industry is developing
more and more rapidly. In the development of UAV, the
wrong task and path of UAV often occur [1]. In the process
of UAV working, due to the environmental factors, the sud-
den change of the environment cannot be avoided, which
leads to the UAV system failure, and failure fall problems
often occur when the UAV is in the working state [2].
Therefore, the reinforcement learning of UAV mission and
path planning in dynamic environment has always been
the research direction of relevant researchers [3]. Because

the working environment of UAV is outdoor, UAV needs
more powerful internal system than other camera equip-
ment. From the perspective of UAV machine itself, during
the execution of work, the chip in the system will be short
circuited due to long-time continuous work, and the original
work task will not be completed eventually [4]. From the
perspective of environment, due to the variable environmen-
tal impact, UAV will also be separated from the originally
planned path and mission. Extreme environment cannot
avoid varying degrees of damage to UAVs. Therefore, we
should not only consider the internal system construction
of UAV but also try our best to ensure that UAV can work
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normally in different environments [5–8]. Therefore, in the
process of summarizing the UAV mission planning path,
we should not only focus on whether the UAV system is
complete but also improve the working state of UAV in
the dynamic environment.

In order to make the UAV better adapt to the dynamic
environment, we should purposefully improve and optimize
the internal tasks and planning paths of the UAV. Because
the UAV itself is relatively light, it also needs to meet the
principle of simplifying the internal system of the UAV,
which is more practical. With the development of the times,
the application range of UAV is more and more extensive,
and UAV can be found in all fields. At first, when unmanned
aerial vehicles were first introduced, their endurance and
shooting clarity were very poor [9]. Later, the performance
of UAV was continuously upgraded. UAV is mainly used
to complete complex tasks with high difficulty coefficient,
and the task and path planning of UAV is the key to solve
complex tasks. Path planning mainly refers to the existence
of threatening obstacles in the environment of UAV [10].
Then, planning the optimal route for the UAV to avoid
obstacles from the starting point to the destination is also
one of the main factors for the UAV to realize autonomous
flight. In the task allocation of UAV, the main purpose is to
enhance the time performance and environmental adapt-
ability of UAV. For the path planning level of UAV, modify-
ing and improving the algorithm can improve the overall
performance of UAV and then improve the selection of
smooth flight path in the working process of UAV, so as to
improve work efficiency [11].

As the core of artificial intelligence, machine learning has
three main classifications. They are supervised learning, unsu-
pervised learning, and reinforcement learning. The purpose of
reinforcement learning is to make agents autonomous in an
environment and get the maximum reward. At the same time,
the concept of reinforcement learning is very broad, which is
called reinforcement learning or reinforcement learning in
the field of artificial intelligence. In cybernetics, it is called
dynamic programming; although strictly speaking, the con-
cept of dynamic programming was put forward long before
reinforcement learning [12]. At the same time, the two are
the relationship between inheritance and development. How-
ever, at present, reinforcement learning, which is generally
considered to be approximately equivalent in concept, is one
of the three branches of machine learning. At the same time,
reinforcement learning algorithm is sequential decision-
making. In order to maximize the overall benefits of the sys-
tem, the action strategies taken by agents in reinforcement
learning are allowed to have a long-term impact. At the same
time, the return is delayed, and the previous action will affect
the return after multiple steps. Finally, at the expense of imme-
diate return, the agents in the decision-making system can
obtain better long-term return [13].

The innovative contribution of the research lies in the
analysis of the problem of UAV mission path planning
based on reinforcement learning in a dynamic environ-
ment. Adding the correlation function to the flying alti-
tude of the UAV makes the UAV more invisible. Then,
the optimized Hungarian algorithm is added to the UAV

system to make the data communication flow within the
system faster. Finally, the improved artificial potential field
algorithm is added to the UAV system, which also acceler-
ates the ability of computing data in the system. The opti-
mized UAV has the fastest data transmission and
calculation speed, while the other two types of UAVs have
slower data transmission and calculation speed. Compared
with ordinary UAV, the UAV after reinforcement learning
can better adapt to the environment and greatly improve
the internal system performance of the whole UAV. From
the above, it can be seen that the UAV based on reinforce-
ment learning in the dynamic environment has a very
good market prospect.

2. Development Status of Reinforcement
Learning UAV in Various Countries

With the advent of the era of big data, ordinary UAVs have
also been upgraded into new UAVs that can adapt to the
environment [14]. Nowadays, new unmanned aerial vehicles
are widely used in various industries and fields, and the per-
formance of internal systems is constantly optimized. This
paper is based on the new UAV and then studies the UAV
mission and path planning [15]. Among them, in the path
planning of UAV, adding optimization algorithm to the
UAV system can make a simple judgment on the path more
accurately [16]. Only when the path of UAV flight is correct
can it improve the efficiency of UAV to complete the task
and then provide convenience for people’s life. Using the
optimized new UAV, the multiangle picture of the captured
object can be collected in real time, and the collected picture
can also be saved and automatically projected in the UAV
system. Only if the UAV itself does not have a fault, it can
normally take flight photos according to the planned flight
path. However, the performance requirements of UAV vary
in different application fields. The new UAV system studied
in this paper has improved its internal stability and endur-
ance compared with the ordinary UAV system. At the same
time, how to fly normally in different dynamic environments
is also the main problem. Only by constantly integrating the
algorithm with the internal system of UAV can the ability of
UAV to adapt to the environment be greatly improved,
which is unmatched by ordinary UAV. The deep reinforce-
ment learning (DRL) method can solve the problem of cre-
ating data sets by letting UAVs collect data by themselves
in the training environment. Using sac algorithm can realize
the action space of obstacle avoidance scheme based on con-
tinuous UAV so that UAV can make more accurate and
smooth action choices. Using depth map as input, sac is
combined with variational automatic encoder (VAE). The
UAV is trained to complete the obstacle avoidance task in
a simulated environment composed of multiple wall
obstacles.

China is the country where drones are most widely used,
and most of them are used in shooting, for example, photog-
raphy, video recording, and follow-up. Drones are also occa-
sionally used by police, firefighters, the military, or
geological monitoring [17]. The use of drones is convenient
for observation. By taking advantage of the small size of the
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UAV, the target can be photographed or tracked in the sur-
veillance dead corner that cannot be observed by people
[18]. The picture information stored inside is automatically
sent to the computer terminal through the network to
achieve the work purpose and complete the layout task.
Compared with ordinary UAVs, it reduces human resources,
saves working time, and greatly reduces the difficulty of
work. Moreover, compared with the new type of UAV, the
ordinary UAV is larger in size, faster in power consumption,
and higher in cost, and its production and use are not a
small amount [19]. The emergence of new unmanned aerial
vehicles not only reduces human and material resources but
also greatly reduces expenditure [20]. It is also in line with
China’s concept of environmental protection and energy
conservation. Moreover, the service performance and service
life of the internal system of the entire UAV have also been
improved so that the whole UAV can give full play to its
greatest advantages and shoot clearer and better images in
its working state.

In order to improve the efficiency of UAV and improve
the disadvantages of UAV in a single environment, the
internal system of UAV is the main research object in the
UK. Under the premise of ensuring that the normal work-
ing state of UAV is not affected, the internal system of
UAV is actually applied to different environments, and
the internal system is continuously improved, which breaks
the problem that ordinary UAV cannot work in a dynamic
environment. Based on the dynamic environment, this
paper also studies the reinforcement learning of UAV mis-
sion and path planning.

3. UAV Mission Path Planning Based on
Reinforcement Learning in
Dynamic Environment

3.1. Assignment of Reinforcement Learning UAV Tasks and
Threats in a Dynamic Environment. Reinforcement learning
is an important method in path planning. When the scene
parameters are unpredictable, reinforcement learning
method can be established by the value function. Thus, a
more reasonable path can be given to realize the recon-
naissance and detection of points of interest. In the case
of unpredictable scene parameters, reinforcement learning
method can be established by value function. Thus, a more
reasonable path can be given to realize the reconnaissance
and detection of points of interest. MATLAB simulation
experiments show that the algorithm can effectively detect
targets in complex terrain composed of terrain-restricted
areas and return to the designated end point to complete
communication. In the process of UAV working under
the dynamic environment, the task of strengthening
UAV and the allocation of existing threats in the task
are the focus of this paper. In this paper, the obstacles
are divided according to the classification method and
the robot path planning. The main threat sources in the
path planning part of UAV mission planning are divided
into the following three categories for description: static
threat, dynamic threat, and pop-up threat. (1) Static

threat: it mainly refers to the threat that is known during
mission planning and will not change in the actual flight
process. (2) Dynamic threat: it is a known type of threat
with a very high probability of occurrence within a certain
area identified by the UAV’s onboard sensors. In the
working state of UAV, it is very important to model the
threat of obstacles. In the process of threat modeling of
obstacles, the distribution position and situation of obsta-
cles are mainly detected. In the threat modeling, the threat
source should be transmitted to the UAV so that the UAV
can analyze the threat of objects. In specific practical
applications, obstacles are detected first, and then, appro-
priate responses are made to obstacles. Therefore, no mat-
ter where the UAV is in any environment, only by
avoiding damage to the fuselage can it perform all tasks
normally. In the process of UAV performing tasks, due
to the different difficulty of tasks, a UAV may not be able
to complete. At this time, multiple UAVs are required to
perform a task at the same time. Multiple unmanned
aerial vehicles can perform tasks better through informa-
tion transmission between them. However, whether it is
a UAV or multiple UAVs, its core is to manage and
implement the internal system of the UAV. The internal
framework of the UAV system is shown in Figure 1.

It can be seen from Figure 1 that the control system of
UAV is the above-mentioned management part. The control
system of UAV manages other UAVs that perform tasks
together, including the overall cognition of terrain and the
analysis and judgment of obstacles. Among them, the
amount of two poles in the threat potential field generated
by each obstacle is as follows:

Ui x, yð Þ = 0,
Ui x, yð Þ = 1:

ð1Þ

From the above formula, we can judge whether there is a
threat of obstacles. When the result is 0, the UAV can fly
normally, and when the result is 1, the UAV needs to make
an evasive action and then return to the normal flight path.
In practical application, there may be more than one obsta-
cle. After multiple obstacles are superimposed, the relevant
two terminal quantities are as follows:

U1 =
2y1 + y2 − 2y2

2
U2 =

y2
2

ð2Þ

Before the UAV enters the working state, it usually needs
to evaluate and analyze the received tasks, that is, to analyze
the tasks accurately. The relevant formula is as follows:

f r = lim
m⟶∞

〠
m

j=1

rsafe
r j

 !2

: ð3Þ

According to the above formula, the task can be accu-
rately analyzed and evaluated. Due to the different types of
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obstacles encountered by UAV in the process of mission
execution, this paper analyzes and designs several types
of threat sources. The first is the same UAV obstacle,
which can also be called signal obstacle threat. The rele-
vant formula for obtaining the signal of this type of obsta-
cle is as follows:

U =

1
Rmin − rj j

e R max−R minð Þ

0

8>><
>>: : ð4Þ

According to the above formula, the signal received by
the UAV can be calculated, and then, the threat judgment
of the transmitted signal can be carried out. The obstacle
signal threat model is shown in Figure 2.

It can be seen from Figure 2 that the UAV analyzes and
judges the threat area of the signal sent by the obstacle, the
relative safety area, and the safety area and then makes the
flight route change action. In the process of UAV entering
the working state, it often meets the threat of terrain obsta-
cles as well as signal obstacles. Because in the process of car-
rying out tasks, it is impossible for unmanned aerial vehicles
to have a smooth flow. Terrain factors should always be con-
sidered. If you pay little attention, drones will fall, causing

great damage to drones. The calculation formula of obstacle
terrain model is as follows:

U = 〠
m

j=1
U j

U j = peak j ×
1
e

x−hx j
hrx j

� �2
+ y−hy j

hry j

� �2

8>>>>><
>>>>>:

,

U =
4 r − Rminð Þ ∗ Rmax − rð Þ

Rmax + Rminð Þ2, , Rmin ≤ r ≤ Rmax

0

8><
>: :

ð5Þ

From the above formula, the sum of the number of
threats of the obstacle terrain model and the minimum
and maximum distance from the terrain obstacle can be cal-
culated. Only by obtaining the value of this sum and the dis-
tance length can the drone ensure its own flight safety. The
collision rate and mission success rate of the above two dif-
ferent obstacles transmitted to the computer during the
operation of the UAV are shown in Figure 3.

It can be seen from Figure 3 that although there is no
collision during the execution of the task, the probability of
the UAV successfully completing the task is gradually
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Figure 1: Internal framework structure management flow chart of UAV system.
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Figure 2: Obstacle signal threat model.
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decreasing with the increase of obstacles. This also shows
that the threat of obstacles to UAVs is an inevitable factor.

In the process of task allocation when UAV is working,
the principle of task allocation has always been that task effi-
ciency is the first, and cost is the least. In the problem of task
allocation of UAV, this paper simply modeled the task allo-
cation, and the relevant formula is as follows

Aij =
1, Implementation
0, Non‐implementation

(
,

C =
c11:⋯c1n

::⋯⋯ ⋯

cm1:⋯cmn

2
664

3
775andD =

d11:⋯d1n

⋯⋯⋯ ⋯

dm1:⋯dmn

2
664

3
775,

Benefit Að Þ = lim
m⟶∞

〠
m

i=1
〠
m

j=1
Aijbij

Cost Að Þ = lim
m⟶∞

〠
m

i=1
〠
m

j=1
Aijcij

8>>>>><
>>>>>:

,

Max Benefit Að Þð Þ
Min Cost Að Þð Þ

(
:

ð6Þ

According to the above formula, the UAV can process
the cost of the received tasks and then process the task allo-
cation time and sequencing. In the process of task process-
ing, the task time allocation data transmitted to the
computer is shown in Figure 4.

It can be seen from Figure 4 that the UAV is flexible in
solving tasks in the face of different task assignments. It is
also more intuitive to clarify the allocation of UAV tasks at
different times.

3.2. Path Planning and Optimization of UAV Based on
Reinforcement Learning in Dynamic Environment. The
above content describes the relevant research on reinforce-

ment learning of UAV tasks and existing threats in a
dynamic environment. Next, the path planning and optimi-
zation performance of UAV in dynamic environment are
studied in detail. The path planning problem of UAV mainly
refers to the optimal flight path of UAV. The flight route
selected by UAV must ensure the least obstacles and meet
the mission requirements. Minimize the risk of UAV as
much as possible and complete the tasks delivered at the
least cost. In the process of path planning, the new UAV first
judges whether the path is reasonable and whether the algo-
rithm is complete and then decides the next specific opera-
tion. The second is to screen the path and analyze the
performance parameters of the UAV itself. Thirdly, the
route planning should be full of security, and the path plan-
ning must be hidden. Finally, in the process of executing the
task, the algorithm inside the system can quickly respond to
the task and make modifications and adjustments to the
existing problems in time. Among them, the cost function
of UAV flight altitude is as follows:

f H =
1

∑n
k=1Hmax − hk

, hk ≤Hmax

∞, hk >Hmax

8><
>: : ð7Þ

According to the above function, we can get the flight
altitude of the UAV, better give the flight path, and realize
the feature of concealment. In the process of UAV path
planning, a variety of path planning algorithms can be added
to the whole UAV system.

The control method of UAV formation transformation
is the premise of realizing formation flight of multiple
UAVs. The formation reconstruction of clustered UAVs is
an important problem that we need to consider so that each
UAV can reach the final position from the initial position
without collision, thus ensuring the minimum cost or opti-
mal energy consumption in the formation reconstruction
process. The target allocation problem is solved by Hungary
algorithm at most. It is the most common algorithm for
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Figure 3: Working collision rate and mission success rate of UAV.
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partial graph matching. The core of this algorithm is to find
the augmented path. It is an algorithm for finding the max-
imum matching of bipartite graph by using the augmented
path. Problems with low calculation difficulty, short plan-
ning time, and high planning efficiency can meet the actual
needs. Hungarian algorithm is a combinatorial optimization
algorithm that solves the task allocation problem in polyno-
mial time and promotes the later primal dual method.

The problems suitable for dynamic programming must
have the following characteristics. (1) Optimal substructure:
if the optimal solution of the parent problem contains the
optimal solution of its subproblem, we say that the problem
has an optimal substructure. That is to say, when the sub-
problem is optimal, the parent problem must be able to
obtain the optimal solution through optimization. (2) Over-
lapping subproblems are essentially the same as the parent
problem, except that the input parameters of the problem
are different, which can be called overlapping subproblems,
which is the essence of the efficiency of dynamic program-
ming in solving problems. (3) The problem has a boundary.
The subproblem does not exist under certain circumstances.
We call this situation one in which the problem has a
boundary. For the top-up and bottom-down methods, the
boundary is the exit and entrance of the problem, respec-
tively. (4) The subproblems are independent of each other.
The subproblems are independent of each other when solv-
ing the optimal solution, that is, the solution of the self-
problem is irrelevant to other parallel subproblems. Since
there are few applications at present, it will not be intro-

duced in detail. Its basic idea is the same as that of dynamic
programming. It also adopts the method of strategy estima-
tion, strategy improvement, and strategy iteration to obtain
the optimal strategy. However, in policy estimation, it takes
the value function record of the first access to the state in a
cycle. After countless rounds, the strategy is estimated by
approaching the real value. It has three main characteristics:
(1) the algorithm can obtain new decision experience from
the past decision experience without modeling the world
where the agent is located; (2) the estimation of the state
value function by the algorithm is independent of each
other; (3) the algorithm can only deal with the problem of
episode task mode.

The two algorithms added in this paper are Hungarian
algorithm and artificial potential field method, which are
further optimized. The Hungarian algorithm mainly
improves the communication transmission speed of the
UAV internal system, while the artificial potential field
method improves the calculation speed of the whole UAV
internal system. Only when the speed of communication
and calculation data is accelerated, the UAV can better plan
the flight path. The specific process of implementing the
Hungarian algorithm in the UAV is shown in Figure 5.

Figure 5 shows the internal implementation process of
the Hungarian algorithm. First initialize the data, then sort
the data and calculate the weight so that the idle rows are
filled with data for sorting. Finally, the UAV selects the opti-
mal flight path through the specific value calculated inter-
nally. Within the Hungarian algorithm, this paper mainly
integrates the data of each gradient. The traditional Hungar-
ian data are calculated separately, which not only wastes a lot
of time but also does not improve the accuracy of calcula-
tion. The calculation formula of each gradient after integra-
tion is as follows:

lim
n⟶∞

〠
n

j=1

E − 1ð Þ:bj
Ej + bn

En

 !
: ð8Þ

Using Hungarian algorithm to integrate and process the
data can greatly shorten the time of data allocation and cal-
culation. In the implementation of Hungarian algorithm
within the UAV system, it is also necessary to calculate the
relevant weights. This paper also integrates the weights,
and the relevant formula of the comprehensive weight of rel-
evant statistics is as follows:

SCi = lim
n⟶∞

〠
n

j=1

E − 1ð Þ:Cbj
Ej + cbn

En

 !
: ð9Þ

From the above formula, the calculated weight can con-
tinue the overall operation of the data. According to the
above Hungarian algorithm optimized for the UAV internal
system, the UAV has achieved good communication trans-
mission performance in the practical application in the
dynamic environment. In order to more intuitively see the
specific situation of path planning of UAV in practical appli-
cation, the flight trajectory data of UAV is transmitted to the
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Figure 4: Instantaneous assignment data diagram of UAV mission.
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computer, and the flight data trajectory of UAV is obtained,
as shown in Figure 6.

It can be seen from Figure 6 that the data trajectory of
the UAV flying without obstacles and the route selected by
the UAV are the fastest routes to complete the task. After
setting obstacles in the flight process, the UAV also auto-
matically analyzes the data of obstacles and finally takes
the most appropriate flight route for planning. From the
feedback data trajectory diagram, the optimized and inte-
grated Hungarian algorithm added to the UAV system
can indeed improve the system performance of the UAV
and greatly improve the communication and transmission
ability of the UAV to data. In order to see the overall
change of the UAV after adding the optimization algo-
rithm in many aspects and angles, the data comparison
of the total energy consumption generated by the UAV
during the task execution is also carried out, as shown in
Figure 7.

It can be seen from Figure 7 that the UAV without the
optimization algorithm has a high energy consumption at
the beginning of the task, and the energy consumption
required has also reached a very high value due to the
growth of working hours. The UAV with the optimized
algorithm has halved the overall energy consumption com-
pared with the UAV without the optimization algorithm
during the flight mission, which can also enable the
UAV to better complete the assigned tasks in a limited
time.

The Hungarian algorithm and its optimization are
described in detail in the above content, and the artificial
potential field method is understood and optimized below.
Artificial potential field is the most widely used algorithm
for unmanned aerial vehicles, because the mathematical
principle of artificial potential field method and its simple
and easy to understand characteristics make the artificial
potential field algorithm possible to change. However, the
artificial potential field algorithm also has defects. The algo-
rithm is weak in self-regulation, which is easy to minimize
the processing of data information, so that the data informa-
tion obtained by the UAV is wrong, and there is a misjudg-
ment on the path selection and planning, which will

eventually cause serious losses. In order to optimize the algo-
rithm, the internal formula for calculating the safety distance
is improved. The formula is as follows:

Frep Xr ×
1

d Xr , X0ð Þð Þ2 −
1

dm − d0ð Þ2
 ! !

d < dm: ð10Þ

From the above formula, the safe flight distance of UAV
can be accurately calculated, and then, the reasonable flight
path can be analyzed and planned in the UAV system. In
addition to calculating the safe distance, it is also necessary
to add a cost function inside the algorithm so that the overall
artificial potential field algorithm can give full play to the
maximum performance of UAV path planning. The relevant
formula is as follows:

J = lim
n⟶∞

〠
n

i,j=1
wkf ij +wdDij

� �
: ð11Þ

After using the optimized artificial potential field algo-
rithm for the UAV, the actual task simulation is carried
out, and the feedback path planning data is shown in
Figure 8.

It can be seen from Figure 8 that the UAV is planning
the route for different obstacles. By adding the optimized
artificial potential field algorithm, the UAV can plan and
design the path more quickly. The safety of UAV is ensured
to a greater extent.

4. Results and Effect Analysis

4.1. Assignment of UAV Tasks and Threats in a Dynamic
Environment. In this paper, a three-dimensional point cloud
map of the environment is established by visual slam. Then,
a two-dimensional mesh map is established by the three-
dimensional point cloud of feature points proposed by
SLAM algorithm. The height of each grid is calculated by
projecting the map points of the graph into the correspond-
ing grid. Then, an image segmentation algorithm based on
mean shift is used to smooth the height of the mesh map,
divide the obstacles and the ground, and combine the image
blocks with similar height. The algorithm calculates the spa-
tial distance between the landing area and the obstacle and
selects the area farthest from the obstacle as the filtered land-
ing area. In this way, the area suitable for UAV landing is
selected. The UAV finally lands in a safe area according to
the descent procedure.

This article further validates the ability of the new UAV
to detect obstacles during mission completion. According to
research on task and threat allocation of reinforcement
learning UAVs in dynamic environments, the same tasks
are assigned to UAVs. Three different mission environments
were selected to simulate the UAV mission. In order to
ensure the accuracy of the experiment, we repeat the opera-
tion for many times and finally take the average value to
evaluate the experimental results. On the way of executing
the mission, the UAV first receives the mission, assigns
and processes the mission, and drives according to the

Data initialization

EndChoose
whether to end

Data
sorting

Gradient
distribution

Gradient
distribution
plus weight
distribution

Maximum
weight

distribution

Figure 5: Specific process of implementing Hungarian algorithm in
UAV.
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selected flight path. Then, in the process of UAV flight, it
monitors the possible obstacles, starts to judge whether the
obstacle target is a threat to itself, and further makes action
feedback. The purpose of this is that UAVs can save energy
consumption. If obstacles are avoided, UAVs will often com-
plete tasks significantly. After no one analyzes the target
obstacles, it is necessary to focus on completing the tasks
received within the system, analyze and process the tasks,
and then complete the assigned tasks one by one. In the
whole experiment, we mainly focus on whether the UAV
can accurately perceive the existence of target obstacles
under the simulated working state. The final experimental
results are transmitted to the data formed by the computer,
as shown in Figure 9.

It can be seen from Figure 9 that the data of obstacles fed
back by UAV is different when it processes the same task in
three different working environments. In the first environ-
ment, due to less obstacle model settings, the UAV has less
changes to modify the original planned route when perform-
ing tasks, and the completion time is faster. In the third envi-
ronment, although there are many target obstacle models,
UAVs can accurately detect the existence of obstacles. To

sum up, the process of task and threat allocation of rein-
forcement learning UAV in dynamic environment studied
in this paper is more suitable for practical application and
has better detection performance.

4.2. UAV Path Planning and Optimization in Dynamic
Environment. In the research of path planning and optimi-
zation of UAV based on reinforcement learning in dynamic
environment, the problem of task path planning in UAV
system is addressed. Firstly, a correlation function is added
to the flight altitude of the UAV to make the UAV more
invisible. Then, an optimized Hungarian algorithm is added
to the UAV system to make the data communication flow
faster within the system. Finally, an improved artificial
potential field algorithm is added to the UAV system, which
also accelerates the ability of calculating data in the system.
In order to further verify the research results and practical
application effects of UAV path planning and optimization,
three kinds of UAVs—ordinary UAV, nonoptimized UAV,
and optimized UAV—are compared for system efficiency.
Considering the accuracy of the experimental results, the
three UAVs are sent to the same task to test the system
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performance under the same environmental state. However,
due to the relatively backward system performance of ordi-
nary UAV, less environmental obstacles are selected in this
experiment, which is mainly based on the fluctuation of data
processing wavelength in the system. The fluctuation ampli-
tude of the internal data processing and calculation of the
UAV system generated during the experimental test in this
paper is shown in Figure 10.

It can be seen from Figure 10 that the results of the
research on reinforcement learning UAV path planning
and optimization in a dynamic environment are the data
processing status of three types of UAVs. The optimized
UAV has the fastest speed in the process of data transmis-
sion and calculation, while the data transmission and calcu-
lation express of the other two types of UAVs are slow. In
particular, ordinary UAVs also have data transmission fail-
ures, resulting in incomplete experimental results. The
results show that the optimized UAV system is better at data
calculation and transmission, which also shows that the
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UAV can quickly plan and process the flight path, which is
suitable for practical application.

This paper introduces the background of using rein-
forcement learning algorithm and points out that reinforce-
ment learning algorithm is suitable for grid modeling. At the
same time, the main parameters to measure the scene are
given, such as the definition of state and grid coordinates.
All of these lay a theoretical foundation for the introduction
of subsequent algorithms, further verify the detection ability
of the new UAV to detect obstacles in the process of com-
pleting tasks, and study the assignment of UAV tasks and
threats based on reinforcement learning in a dynamic envi-
ronment. Assigning the same task to the UAV and selecting
three different task environments for the UAV task simula-
tion are in order to ensure the accuracy of the experiment.

5. Conclusion

This paper studies the problem of UAV mission path plan-
ning based on reinforcement learning in dynamic environ-
ment and further verifies the detection ability of the new
UAV to detect obstacles in the process of completing tasks.
According to reinforcement learning in dynamic environ-
ment, the task and threat assignment of UAV are studied.
The optimized Hungarian algorithm is added to the UAV
system to make the data communication flow within the sys-
tem faster. Finally, the improved artificial potential field
algorithm is added to the UAV system, which also acceler-
ates the ability of computing data in the system. The system
efficiency of three kinds of UAVs—ordinary UAV, nonopti-
mized UAV, and optimized UAV—is compared. The opti-
mized UAV has the fastest data transmission and
calculation speed, while the other two types of UAVs have
slower data transmission and calculation speed. In particu-
lar, ordinary UAVs also have data transmission failures,
resulting in incomplete experimental results. The results

show that the optimized UAV system is better in data calcu-
lation and transmission, which also shows that the UAV can
quickly plan and process flight paths, which is suitable for
practical applications. However, there are still many short-
comings. For example, in a dynamic environment, the
UAV encounters too many obstacles at the same time. The
data collected by the UAV system will be mixed together,
resulting in disorder of the internal system. Solving this sit-
uation is still a big problem. Further analysis is needed in
future research and analysis.
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The manufacturing process of ceramic materials and exquisite patterns is not simply artistic acts. At the same time, it condensed
the excellent traditional culture of ancient China. The application of ceramic materials in modern furniture can not only enhance
the taste of living room culture but also show the charm of China’s ceramic culture. Objective. To optimize the scientific data
model required by traditional ceramic materials. On the basis of image difference prediction calculation, the data of ceramic
material color matching collection points were analyzed and processed, and the image difference prediction model was
established. This paper introduces the application and development of ceramic materials in furniture industry. On the basis of
the traditional image difference prediction algorithm, the consideration of image difference and difference prediction expansion
is added, and the image difference prediction calculation model of ceramic material color matching is established. The survey
results show that 83% of customers are very satisfied with the color matching of new ceramic materials calculated by image
difference prediction. This experiment uses image difference prediction model to remove the redundant pixels of ceramic
material color and make multiple judgments on color display. According to the initial color data of the collection points, this
experiment finally obtained a new combination color matching of ceramic wardrobe, which is more suitable for the
“minimalist” and “quiet” styles.

1. Introduction

Thousands of years of human history is essentially the his-
tory of human use and invention of materials. Materials
are the most basic material needs for human survival and
the cornerstone of human civilization [1]. Cohen, a British
material scientist, wrote in the preface of fundamentals of
material science and engineering that “we are surrounded
by materials. They not only exist in our real life in the phys-
ical form of entities, but also have been deeply rooted in our
culture and ideological field.” This further shows the impor-
tance of materials to human beings. Every scientific and
technological leap of mankind is inseparable from the

understanding and application of materials [2]. At the same
time, with the development of science and technology, man-
kind has developed a variety of new materials, indicating
that the application of materials has entered a higher stage
from the backward era [3]. The application of these new
materials in various fields has fundamentally changed the
traditional way of material selection and product design
and has had an incredible impact in the fields of industry
and art [4]. Because of this, new materials are not limited
to the field of industrial manufacturing but are more and
more closely related to product modeling and design. Every
material that can be mass produced will greatly change and
promote the change of product structure, thus affecting the
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product modeling design, and may eventually develop a new
design style [5]. However, the application of new materials is
a new challenge for product designers. Designers need to
fully understand the physical and chemical parameters of
materials, meet the design requirements and the emotional
needs of users, and truly reflect the humanistic care required
by products. Through the collected literature on the applica-
tion of ceramic furniture, we found the following shortcom-
ings in the theoretical research on the application of ceramic
furniture. The development speed of the combination of
ceramic materials and modern home decoration is relatively
slow. This is due to the lack of relevant theoretical research
and theoretical works. Relevant scholars should pave the
way for the latecomers and do more theoretical research
with practical significance. To lay a certain foundation,
because of the educational background and aesthetic per-
spective, different consumer groups have different attitudes
towards ceramic furniture, and the deviation between them
is large, which is difficult to balance.

In a broad sense, materials are defined as all substances
except human ideological activities. The research object
materials of this experiment refer to the collection of sub-
stances of articles owned and used by human beings in a
narrow sense [6]. In the scope of industrial production and
design, materials are usually divided into traditional mate-
rials and new materials. Traditional materials usually refer
to substances that have been used for a long time and have
been used in most fields of human activities, mainly includ-
ing metal, wood, ceramics, glass, and plastics [7]. There are
two kinds of new materials. The first one refers to special
materials that are emerging and in the early stage of develop-
ment and have one or more physical and chemical proper-
ties better than traditional materials [8]. The other refers to
materials that greatly improve traditional materials or have
some excellent properties through new technologies or prep-
aration processes [9]. From the definition, we can know that
new materials are the inevitable product of human scientific
and technological development, so they have the characteris-
tics of timeliness, adaptability, and excellence. The timeliness
refers to that with the preparation and application of new
materials; they are finally extended to all aspects of human
life and finally gradually become traditional materials.
Today’s plastics have evolved from new materials to tradi-
tional materials through this path [10].

In the context of people’s life, furniture is conventionally
defined as an appliance used in human daily life and social
activities, which has the functions of sitting, lying, chair,
storage, spacing, and so on. It is generally assembled by sev-
eral parts and components according to a certain joint mode
[11]. With the application of new materials, this definition is
also changing dynamically. The definition of furniture is
becoming larger and larger, including more and more types.
For example, with the invention of cars, aircraft, and ships,
the seats and other supporting facilities of these vehicles also
belong to the field of furniture [12]. With the improvement
of urban infrastructure and the rise of the concept of out-
door furniture, such as park seats, cement stone platforms
and decorative ornaments have been included in the cate-
gory of furniture [13]. Only by embracing and storing, con-

stantly updating ideas and adapting to the emergence and
use of new materials, can it be possible to design furniture
products that do not fall behind the times.

Modern furniture materials are not limited to the use of
wood, metal, and plastic. In addition to the use of new mate-
rials, the addition of traditional materials and ceramics has
also evolved the furniture design style [14]. Moreover, with
the aid of image difference prediction, ceramic materials
have also got rid of people’s impression of its inherent white
and cyan. More colorful ceramics have been added and
applied to furniture design. This new visual design will
deeply affect people’s aesthetics of furniture.

2. Introduction and Application of
Ceramic Materials

2.1. Overview of Ceramic Materials. Ceramic material is a
kind of inorganic nonmetallic material made by forming
and sintering [15, 16]. As an artificial synthetic material first
manufactured and used by primitive humans, it has also
made two major scientific and technological leaps along with
human development [17]. With the control of fire and full
understanding of combustion, ceramic materials have evolved
from pottery with lower sintering temperature to porcelain
with higher sintering temperature and denser structure, realiz-
ing the first leap in the development history of ceramic mate-
rials. The second leap took place in modern times. The
breakthroughs in human physics and chemistry have made
great breakthroughs in ceramic materials in light, sound, elec-
tricity, magnetism, and heat. Therefore, the evolution from
porcelain to special ceramics is the second leap in the develop-
ment of ceramic materials. With the two leaps, ceramic mate-
rials have developed from the original utensils containing
water or food to the fields of decoration, daily necessities,
and even military industry. Stronger hardness, richer color
glaze, and unique warm temperament of ceramic materials
make it also favored by furniture designers [18].

2.2. Application of Ceramic Materials in Furniture. Furniture
is not only an object with use value but also a historical and
cultural carrier of various countries and nationalities. The
application of ceramic materials in furniture adds a unique
artistic beauty and endows this cultural carrier with richer
connotation. When ceramics no longer only appear in peo-
ple’s daily life as tableware, decorative vases, and other
objects as furniture, this transformation reflects and con-
forms to the pursuit of diversified lifestyles of modern man-
kind. Moreover, as a pollution-free and completely
degradable material, ceramic materials are also suitable for
the current human concept of environmental protection.
They are a favorable tool for the furniture industry to
achieve the goal of sustainable development. As the origin
and manufacturing country of porcelain, in the long histor-
ical development, ceramic craftsmen and scholars have
endowed ceramic materials with profound cultural heritage.
For the Chinese people, every piece of porcelain is the
embodiment of the breadth and depth of Chinese civiliza-
tion. Ceramic furniture also appeared in the life of ancient
Chinese people [19]. The four-animal foot three-color glazed
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pottery cabinet unearthed in the Tang tomb in Xi’an has a
beautiful and generous shape. It is not only a daily furniture
but also a rare art.

Ceramic itself has the characteristics of high hardness,
wear resistance, and high chemical stability, so that it can
participate in the manufacture of furniture. However, the
problems of fragility, difficult processing after forming, and
low yield also limit its application in the field of furniture.
Except for a few all porcelain furniture, porcelain in the
Ming and Qing Dynasties mostly appeared in the form of
patches in furniture design. However, with the progress of
modern technology, high-strength ceramics have emerged.
This ceramic has the performance of preventing falling and
scratching, greatly expanding the application of ceramic
materials in furniture [20]. The technical breakthrough of
ceramic glaze makes the ceramic get rid of the white and
cyan in the traditional impression. The bolder and bright
colors combined with the texture of ceramic as warm as jade
have brought new use elements to the furniture design
industry [21]. At the 2019 Milan International Furniture
Exhibition, a complete set of furniture with ceramics as the
main body appeared. A large number of colored dots of dif-
ferent sizes are hand painted on the white ceramic back-
ground as decoration, which makes the whole set of
furniture stable and reveal a different vitality. In recent years,
nanotechnology has overcome the shortcomings that
ceramic materials have always been difficult to change the
shape after firing. New nanoceramics have achieved a great
breakthrough in plasticity and greatly strengthened the
machinability and flexibility of ceramic materials. If it
reaches the standard of industrialized mass production and
enters the furniture industry, it will inevitably bring broader
space for the development of ceramic furniture.

2.3. Reasons for Ceramic Materials Entering Furniture
Industry. This paper analyzes the development process of
furniture materials and obtains three reasons for entering
the ceramic industry. Firstly, it is because of the continuous
progress of materials and furniture manufacturing technol-
ogy. As mentioned above, the progress of ceramic materials
enables them to enter the field of furniture, but this is not
enough. Only with the common progress of different mate-
rials and the innovation of furniture manufacturing technol-
ogy can ceramic materials be better and more organically
integrated into furniture design. Nowadays, ceramics can
not only be used as the main structure of furniture but also
beautify and decorate the human indoor and outdoor envi-
ronment together with other materials. The second reason
is the human demand for individuality. With the progress
of human science and technology, the vast majority of
human demand rises from the low end of Maslow’s demand
pyramid to the high. The demand for beauty and personality
different from most people can give birth to the emergence
and development of ceramic furniture. The application of
ceramic materials in the hands of different designers has
produced wonderful chemical reactions and produced a
wealth of furniture categories. Finally, earth shaking changes
have taken place in human life style, and the functionality of
furniture has been gradually weakened, which is more the

embodiment and display of the taste of the owner of the
house. As a scarce and precious material, it is natural for
ceramics to be used in the furniture industry. With its
changeable texture and pattern of glaze, ceramics exudes
unique charm in beautifying residents’ life and cultivating
cultural spirit.

3. Prediction and Calculation of
Image Difference

The technology of prediction and calculation based on
image difference is a research hotspot in image processing
in recent years. The predictable algorithm based on differ-
ence expansion proposed by some scholars has attracted
extensive attention. This algorithm can provide a large
amount of embedded values and has good plasticity. The
algorithm can be adjusted by using integer wavelet coeffi-
cients and image prediction error to meet different needs.
Based on the traditional image difference prediction method,
this study makes full use of the correlation between color
components, improves the traditional method, reduces the
amount of calculation of the algorithm, and significantly
improves the accuracy of prediction calculation, so as to
select the color of ceramic materials. This article compares
the two images with Python using the Structural Similarity
Index (SSIM). Using this method, we can easily determine
whether the two images are the same or judge the difference
due to the intentional tampering of slight image processing
compression. The SSIM method will be extended so that
we can use OpenCV and Python to visualize the differences
between images. Specifically, we will draw bounding boxes
around areas in two different input images.

3.1. Traditional Image Difference Prediction Method. The
traditional image difference method can predict the adjacent
color pixels. The mean and difference of two color pixels can
be expressed by the following formula:

l = x + y
2

j k
,

h = x − y:
ð1Þ

x and y in the formula are the gray values of two adjacent
color pixels, respectively, and their value range is 0 to 255. l
represents the mean value, and h represents the difference
value. The integer wavelet inverse transform of formula (1)
can be obtained as

x = l + h + 1
2

� �
, y = l −

h
2

� �
h ≥ 0j ,

x = l + h
2

� �
, y = l −

h − 1
2

� �
h < 0j ,

8>>><
>>>:

ð2Þ

where b c is rounding down symbol.
Then, the predicted difference hw of the embed 1 pixel

between two adjacent pixels is obtained by

hw = 2h +w, ð3Þ
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where w ∈ ½0, 1� and it is the information to be embedded
between two adjacent pixels. And hw is the difference after
expansion with h:hw would be substituted into formula (2)
to obtain the new embedded 1 pixel’s value, which is the
predicted pixel value. In order to ensure that the new pre-
dicted pixel value does not overflow, the formula (4) should
be satisfied.

hwj j ∈ 0½ , min 510 − 2l, 2l + 1f g: ð4Þ

3.2. Single Component Image Prediction Error. There is a
strong correlation between the color pixels of ceramic mate-
rials, which is the basis of color prediction and linear com-
pression. With the increase of the distance between pixels,
this correlation is negatively correlated and gradually weak-
ened. Therefore, it can be predicted by adjacent pixels, and
its accuracy is higher than that of distant pixels. Therefore,
this experiment takes any designated pixel on the color of
ceramic materials, determines the surrounding pixels, and
then calculates the prediction error.

pw = 2p +w: ð5Þ

Suppose a is the value of one pixel in an image and �a is
the average value of the adjacent pixels surrounding a. �a can
be used as the predicted value of a. In formula (5), p is the
difference between the pixel value a and the predicted value
�a. It is also called prediction error. Combine the embedded
information w and the original prediction error p into for-
mula (5) to obtain the prediction error pw.

Then, the predicted pixel value could be calculated by

aw = �a + pw, ð6Þ

where aw is the new embedded pixel value.
According to the principle that the components of RGB

in the hue triangle are independent, the pixels on the color of
ceramic materials also have their own independent compo-
nents. In order to improve the accuracy of image prediction
and make use of the strong correlation of adjacent pixels,
take the upper, lower, left, and right pixels adjacent to the
pixel to be predicted as the reference points, and their aver-
age value can be calculated by the temple as

�S = 1
4 ×

1
1 · 1

1

��������

��������
, ð7Þ

where the black dot in the center of the prediction template
in the above formula represents the pixel to be predicted.
According to equation (7), �a = baupper + alower + aleft + arightc
can be obtained as the prediction value of the embedded
point pixel.

3.3. Single Component Image Prediction Difference
Expansion. When predicting the color components of any
two pixels in the color of ceramic materials, the mean and
difference of errors are as follows:

l = p1 + p2
2

j k
,

h = p1 − p2:
ð8Þ

Referring to the traditional image difference prediction
method, the integer wavelet inverse transform of the above
formula can be obtained:

p1 = l + h + 1
2

� �
, p2 = l −

h
2

� �����l ≥ 0, h ≥ 0,

p1 = l + h
2

� �
, p2 = l −

h − 1
2

� �����l ≥ 0, h < 0,

p1 = l + h
2

� �
, p2 = l −

h + 1
2

� �����l < 0, h ≥ 0,

p1 = l + h − 1
2

� �
, p2 = l −

h
2

� �����l < 0, h < 0:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð9Þ

Then, utilize the original difference h of two adjacent
pixels, the embed information w, and the adjacent pixel
values p1 and p2 to compute the expansion difference hw of
the prediction pixel by

hw = p1 + p2ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2h +w

p
: ð10Þ

In order to suppress errors caused by rounding down,
the l and h are updated by formula (11) and marked as l′
and h′.

l′ = p1 + p2ð Þ2 + p1 − p2ð Þ2
2

$ %
,

h′ = 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p1 + p2ð Þ2 + p1 − p2ð Þ2

q
:

ð11Þ

The corresponding integer wavelet inverse transform is
transformed into two equations:

p1 = l′ ± h′ + 1
2

$ %
, p2 = p2 ±

h′
2

$ %�����l′ ≥ 0, h′ ≥ 0,

p1 = l′ ± h′
2

$ %
, p2 = p2 ±

h′ − 1
2

$ %�����l′ ≥ 0, h′ < 0,

8>>>>><
>>>>>:

ð12Þ

p1 = l′ ± h′
2

$ %
, p2 = p2 ±

h′ + 1
2

$ %�����l′ < 0, h′ ≥ 0,

p1 = l′ ± h′ − 1
2

$ %
, p2 = p2 ±

h′
2

$ %�����l′ < 0, h′ < 0:

8>>>>><
>>>>>:

ð13Þ
The least effective pixel function can be further obtained

by calculating

w = LSB awð Þ: ð14Þ
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According to (6), the combined pixel gray value should
be between 0 and 255; the gray value range of pixels to be
predicted is also limited:

pw ∈ −�a,−255 − �a½ �: ð15Þ

In this range, considering the error obtained above, the
color component of any pixel to be predicted is calculated,
and finally, the ceramic material color image difference pre-
diction model is obtained.

pnwj j = pnj j − 1jpn > Tn,
pnw = pn + 1j�a < 128, pn < Tn,
pnw = pn − 1j�a ≥ 128, pn < Tn:

8>><
>>: ð16Þ

4. Case Analysis of Ceramic Furniture

4.1. Color Ceramic Wardrobe Combination Keramos. The
limited ceramic wardrobe combination designed and
launched by two Italian designers in 2016 is named after
Keramos in Greek, which means “pottery.” With its lively
and flexible color and flawless luster of ceramic glaze, it
was very popular once launched and later won several design
awards one after another.

Figure 1 is the schematic diagram of the closing and
opening of the Keramos cabinet door of the ceramic furni-
ture wardrobe combination. When you see this group of
ceramic wardrobe, three bright colors of red, yellow, and
blue first come into sight, leaving an unforgettable impres-
sion. After careful observation, it will be found that solid
wood is used for the cabinet door, interior, and cabinet legs,
and the log color is retained, which is perfectly and harmo-
niously combined with ceramics without dominating.
However, the bright color of ceramic materials usually
carries a young and lively label in the design field, and at
present, a large number of customers prefer the aesthetic
style of “minimalism” and “silence.” Therefore, in order to
meet the aesthetic preferences of these customers, this study
uses the image difference prediction model established ear-
lier to predict the color of ceramic materials and get the
required results.

4.2. Prediction Using Image Difference Model. This paper
uses Python as the programming language, calls OpenCV
and other libraries, and builds and designs the program sys-
tem. The difference image sequence is filtered to remove the

noise interference in the image and get more accurate mov-
ing targets. After the moving object is extracted and seg-
mented, the Camshift algorithm is used to calculate the
candidate window, and the gray histogram distribution fea-
ture and area feature of the moving area are extracted for
target tracking. Firstly, the ceramic material surface is photo-
graphed and sampled, and the image processing model is
used to analyze the effective ceramic color pixels and redun-
dant ceramic color pixels. The results are shown in Figure 2.

In Figure 2, the white part is the effective pixel area,
which is the pixel block that can be used by the image differ-
ence model, while the green part is the redundant pixel area,
which needs to be removed during prediction calculation.
Redundant pixels include pixels overlapping with effective
pixel information and pixels containing useless information.
Both pixels will interfere with the calculation of the model
and slow down the calculation speed, which must be
eliminated.

The space and memory occupied by the extracted
ceramic material color matching original pixels and the pre-
dicted pixels also need to be calculated and considered. The
spatial complexity of the original pixels increases smoothly
and approaches a straight line, which shows that the original
pixel data extracted in this experiment is stable. As the
abscissa pixel value increases, the spatial complexity of the
ordinate increases gradually. The pixel data of the color to
be predicted shows exponential growth, which shows that
the predicted data contains large information, and the
higher the spatial complexity, the more accurate the predic-
tion result is. The detailed and intuitive data structure is
shown in Figure 3.

Select a circular area with radius r on the surface of
ceramic material. If n sampling points are included, 2n
modes will be generated by using the image difference pre-
diction model. Therefore, with the increase of sampling
points, the generated patterns will also double. Too many
binary patterns are not conducive to the extraction, recogni-
tion, classification, and prediction of color information. Tra-
ditional statistical methods usually use histogram to express
the information of image pixels, but too many patterns will
cause the sparsity of histogram and weaken its expression
function. In order to solve this problem and improve the
efficiency of statistics, it is necessary to reduce the dimension
of data in order to reduce the amount of data and complete
the image expression information. In this study, dynamic
uniform pattern is used to reduce the dimension of too
many binary patterns generated by the image difference

Figure 1: Schematic diagram of the closing and opening of the Keramos cabinet door with ceramic furniture wardrobe combination.
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prediction model. The dynamic equivalence pattern holds
that when a cyclic binary number jumps from 0 to 1 or from
1 to 0 at most twice, its corresponding binary is an equiva-
lence pattern class. For example, 000000 (0 jumps) and
110011 (2 jumps) are dynamic equivalent mode classes.
Through this improvement, the types of binary modes are
greatly reduced. Therefore, in this study, 8 sampling points
are taken from a 3 by 3 circular area, as shown in Figure 4.
The dimension reduction of binary mode can reduce the
final eigenvectors greatly by using dynamic equivalent mode.
Noise is an important cause of image interference. An image
may have a variety of noises in practical applications. These
noises may be generated in transmission, or in quantization
and other processing. Although these model-based methods

have strong mathematical derivation, the performance of
texture structure restoration under heavy noise will be
significantly reduced. In addition, because of the high
complexity of iterative optimization, they are usually time-
consuming. After removing the interference of high-
frequency noise, the accuracy of experimental results will
be improved.

This HSV model is widely used to predict the color
matching required by human vision. It represents the color
through the brightness, hue, and saturation of the color. Its
structural model is shown in Figure 5.

It can be clearly seen from the figure that the HSV color
space structure is an equilateral hexagonal pyramid; black is
located at the vertex of the equilateral hexagonal pyramid,
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Figure 2: Effective ceramic color pixel and redundant ceramic color pixel map obtained by model processing.
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because the brightness of this point is 0, and white is located
at the center of the bottom surface of the equilateral hexag-
onal pyramid, because the brightness of this point is 1, which
is the point with the highest brightness. As indicated by the
central axis in Figure 6(a), V represents the brightness of the
color, and the color on the central axis represents all the
colors of this gradient from black to gray to white. H is the
hue of the color. The six edges of the equilateral hexagonal
pyramid represent the six main colors of the model, respec-
tively, of which 0° is red, 60° is yellow, 120° is green, 180° is
cyan, 240° is blue, and 300° is magenta. These edges are
arranged equidistantly around the central axis and contain
all colors visible to human vision from 0° to 360°. S refers
to the saturation of color. This parameter is used to charac-
terize the purity of color. The point in the figure represents
the color. The closer the point is to the central axis, the lower
the saturation of the color H. The brightness, hue, and satu-
ration represented by S and V are three independent color
parameters. One of them can be adjusted arbitrarily without
affecting the other two. Therefore, the color prediction of

ceramic materials can be selected in a larger range without
considering the interaction between various color parame-
ters, which effectively improves the efficiency of model
calculation.

The color display of ceramic materials follows the gen-
eral rules of color. The lower the saturation of the color,
the lower the purity of the color. When the saturation is
low, it is more gray in human visual perception. When the
brightness is close to 0 in Figure 6, it is also shown when
the brightness is near 0 in Figure 6. When the saturation is
still 0 and the hue is close to 0, the color near the horizontal
axis will be perceived from black to gray and then to white
with the increase of brightness. For furniture made of
ceramics, white glaze and colored glaze are mostly applied
on the surface as the base color, and large decorative pat-
terns are decorated with blue and white, multicolored and
pastel glaze on the base color. Placed in other wooden furni-
ture, it is eye-catching and bright, playing a very bright dec-
orative effect. It is an important ornament of high-end home
environment in the bright and cool period. If the saturation
of a color is low, the hue information will become unstable
and unreliable. This is because the three components of
red, green, and blue are almost equal in low saturation
colors. This makes it difficult to determine the exact color;
“achromatic” refers to scaling the edge color channel (or
subtracting the partially scaled edge channel). From
Figure 6(b), we can know to design the S value of the color
and take the overlapped part, not the values on both sides,
so that the human eye can see the real color. Only when
the three are in an appropriate range can human beings per-
ceive the original appearance of this color in the traditional
sense. Therefore, in the image difference prediction model,
the fuzzy method is used to truncate the saturation. And
Figure 6(b) will be obtained. Because of the subjectivity of
correction in the perception of color and noncolor by the
human eyes, the two areas in the picture overlap.

As shown in Figure 7(a), when the saturation and color
values are 0, the reduction interval of brightness is 0 to 1,
showing a gradual process from black to gray and then from
gray to white. From this display, it can be inferred that the
most intuitive difference of noncolor for human perception
is the difference of brightness. Therefore, use the fuzzy
method to blur the noncolor trapezoid again to get
Figure 7(b). Similar to the trapezoidal blur result in
Figure 6, there are overlapping areas of black and gray and
gray and white due to the human eye itself.

By removing the pixels of the color of ceramic materials,
making a number of decisions on the color display, and
according to the data collected from the initial color, the
experiment finally predicts a new combined color matching
of ceramic wardrobe that is more suitable for the “minimal-
ist” and “quiet” style. The results are shown in Figure 8.

It can be seen from Figure 8 that the color saturation of
the changed ceramic combined wardrobe is greatly reduced
after image difference prediction. Compared with the bright
red, yellow, and blue of the original color, the color value
orientation of the new color is lower, but the predicted color
of ceramic materials still retains flexibility and elegance
because of the permeability of ceramic glaze. The predicted
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Figure 4: Four modes of color pixel collection points of ceramic
materials after dimensionality reduction using dynamic equivalent
mode.
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colors are dark green and black cyan with low brightness and
ivory white with high brightness. The first two are in line
with the popular Morandi color style, and the latter is a clas-
sic color, which can be matched with any interior decoration
style. The predicted color finally needs the market and cus-
tomers to test the popularity. Therefore, this study sent a
questionnaire on the sales website. The final statistical
results are shown in Figure 9.

The survey results show that 83% of furniture customers
are very satisfied with the color matching of new ceramic
materials calculated by image difference prediction, 16%
are basically satisfied with this color, and about 1% of cus-
tomers express their dislike. From the results, the color
matching of new ceramic materials calculated by image dif-
ference prediction has achieved the expected effect. Based on
the original bright color matching and young customer
groups, the color matching of ceramic wardrobe more suit-

able for the current popular style is predicted, which greatly
expands the market.

The change and evolution of traditional furniture pro-
duction are of epochal significance. The application of mod-
ern furniture design to ceramic decorative materials is not
only a continuous line of traditional Chinese culture but also
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Figure 6: Variation of color with S and V at H = 0 (a) and S-component fuzzy set partition (b).
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Figure 8: Keramos schematic diagram of ceramic furniture
wardrobe combination after image difference prediction.
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an important driving force for expanding the industry with
new elements. From this point of view, we should adjust
the artistic style of contemporary furniture design according
to the development of national spirit connotation. While
summarizing the experience of applying ancient and mod-
ern ceramic decoration to furniture design, it can also pro-
vide a new unified way of comfort and beauty for home
design.

5. Conclusion

This paper describes the combination of ceramic furniture
and wardrobe—Keramos. The problem of bright color
matching and low age of audience group is solved. The
redundant pixels of ceramic material color are removed by
image difference prediction model, and multiple judgments
are made for color display. The new color matching is pre-
dicted according to the data of the collected points on the
initial color. After image difference prediction, the color sat-
uration of the changed ceramic combination wardrobe is
greatly reduced. Compared with the bright red, yellow, and
blue of the primary color, the color value orientation of the
new color is lower. However, due to the permeability of
ceramic glaze, the predicted color of ceramic materials still
maintains flexibility and elegance. By removing the pixels
of ceramic material color, some decisions are made on color
display. Based on the data collected from the initial color, the
experiment finally predicts a new color matching of ceramic
wardrobe combination, which is more suitable for the “min-
imalist” and “quiet” styles. From the results, the color
matching of the new ceramic materials calculated by image
difference prediction has achieved the expected results.
Based on the original bright color matching and young cus-
tomer base, it is predicted that the color matching of ceramic
wardrobe will be more suitable for the current popular style,

thus greatly expanding the market. In the future home dec-
oration, more attention should be paid to the use of ceramic
art; the embellishment of ceramic art should be better
reflected, so that ceramic art decoration can be better dis-
played in the indoor space, bringing better and more aes-
thetic living space to the residents.
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At present, the traditional phase unwrapping algorithm is difficult to balance the accuracy and unwrapping efficiency. The
traditional phase unwrapping algorithm is difficult to balance the accuracy and efficiency in the phase unwrapping experiments
of simulated and measured topographic interferograms. In this paper, the phase unwrapping technology will be studied under
the framework of deep learning theory according to the development trend of InSAR intelligence. A phase unwrapping
algorithm based on deep GAN is proposed. The model structure includes dense convolution layer blocks and series structure,
so that the network can achieve a better balance between feature extraction and detail preservation of interferogram. This is
helpful to improve the phase unwrapping accuracy and training efficiency of the network. The experimental results show that
the algorithm has a good expansion effect on the interferogram with high signal-to-noise ratio. The synthesis algorithm makes
full use of the advantages of the branch cutting method and the finite element method. The phase reliable region and
unreliable region are determined, and the transmission of phase error from the unreliable region to reliable region is effectively
avoided. The accuracy of the phase unwrapping results in the reliable region is ensured, and the overall phase unwrapping
convergence accuracy is greatly improved.

1. Introduction

Since the 1950s, the theory and technology of synthetic aper-
ture radar remote sensing have been in a state of rapid devel-
opment. Compared with traditional visible light or infrared
remote sensing technology, SAR has all-weather and all-
day observation capabilities [1]. It does not rely on sunlight
as an illumination source and can penetrate clouds, mist,
and dust [2]. Now, it has gradually become an important
object. Interferometric synthetic aperture radar is a remote
sensing mapping technology that combines synthetic aper-
ture radar and radio astronomy interferometry [3]. In the
past few decades, InSAR theory and technology have been
continuously developed. InSAR mainly uses the phase infor-
mation of two or more SAR images to obtain target elevation
and has been widely used in geographic information system
construction, environmental monitoring, and surface defor-
mation monitoring, seismic activity, volcanic activity, and
other fields [4]. Interferogram phase unwrapping is a key
step in InSAR elevation measurement technology, which

directly affects the accuracy of InSAR elevation measure-
ment [5].

At present, there are many research achievements in
SAR image segmentation processing technology. However,
due to the complexity of SAR terrain scene, all kinds of seg-
mentation algorithms have great pertinence and poor uni-
versality. This paper summarizes these research results,
summarizes the existing segmentation methods, and seg-
ments the SAR image according to the characteristics of
using prior knowledge. Methods are mainly divided into
two categories: data-driven and model-driven. SAR image
segmentation based on data-driven directly operates on the
current image data. Although it also uses the prior knowl-
edge, it does not depend on the prior knowledge. Model-
driven SAR image segmentation is directly based on prior
knowledge. In addition, the performance evaluation index
of SAR image segmentation algorithm is given. And use
Radarsat data to verify the performance of the above seg-
mentation algorithm. Deep learning (DL) is a machine
learning method that simulates the neural structure of the
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human brain, and it is also a breakthrough technology in the
field of computer vision for decades. It can effectively extract
rich low-level and high-level feature information from sam-
ple data. It has achieved the best performance in many prob-
lems in different fields, such as speech recognition, text data
mining, text translation, face recognition, image classifica-
tion and recognition, image segmentation, etc [6]. With the
expansion of the application of DL technology by domestic
and foreign scholars, it has been gradually applied to syn-
thetic aperture radar (SAR) image classification and segmen-
tation, SAR target detection, interferometric SAR image
segmentation, SAR image registration, and inverse synthetic
aperture radar (ISAR) imaging. InSAR interferogram phase
unwrapping and other fields effectively promote the devel-
opment of related technologies in these fields [7, 8].

This paper analyzes the phase unwrapping problem in
synthetic aperture radar interferometry. The study is divided
into five parts. The first section describes the phase unwrap-
ping algorithm based on full convolution and the improved
U-net phase unwrapping algorithm. This paper proposes to
use the above expansion algorithm to study the interfero-
metric SAR interferogram data set. Section 2 describes the
history and current situation of phase unwrapping algorithm
and deep learning. The importance of phase unwrapping
derived from InSAR height measurement principle is intro-
duced. Section 3 analyzes the technical principle of InSAR
and the basic theory of GAN. The traditional phase unwrap-
ping algorithm is studied. Three classical GAN neural net-
works used in phase unwrapping are introduced. The
model architecture is introduced and analyzed in detail. Sec-
tion 4 simulates the experimental analysis of interferogram.
Finally, an improved U-net phase unwrapping algorithm is
proposed, and the model structure is divided into modules.
Compared with the deep learning phase unwrapping algo-
rithm, the unwrapping results of the proposed algorithm
are analyzed.

2. State of the Art

2.1. Phase Unwrapping Algorithm Research History and
Present. Phase unwrapping is an important step in InSAR
data, and its results directly affect the accuracy of target ele-
vation measurements. At present, phase unwrapping algo-
rithms are mainly divided into three categories, including
path-tracking algorithms represented by branch-cut and
quality-guided algorithms, minimum-norm algorithms rep-
resented by least squares, and state-of-the-art algorithms
represented by Kalman filtering [9]:

(1) Path tracking algorithms use various strategies to
define a suitable path and integrate along this path
to obtain its unwrapped phase to minimize or avoid
the cumulative effect of errors in the phase unwrap-
ping process, including the classic branch proposed
by Kumar et al. [10]. In recent years, the tangent
method, which detects the residue points and places
the branch tangents according to the polarity balance
rule, effectively avoids the transmission of unwrap-
ping errors [11]. If the residue points are too dense,

it will lead to an “island” effect in the unwrapping
results. The quality map-guided method uses the
precomputed quality map as auxiliary information
to make the phase unwrapping proceed in the direc-
tion of high-quality pixels to low-quality pixels;
Flynn equals the mask-cut method proposed in
1996. This algorithm combines the advantages of
the branch-cut method and the quality-map-guided
algorithm and uses the quality map to guide the
placement of branch tangents. Tang et al. improved
the quality of graph-guided method by combining
the minimum discontinuity method to shorten the
running time of the algorithm [12]

(2) The state estimation algorithm transforms the inter-
ferogram phase unwrapping problem into a state
estimation problem under nonlinear conditions and
performs phase noise suppression and phase
unwrapping almost simultaneously [13]. These
include the phase unwrapping algorithm improved
by using the extended Kalman filter model in 2008,
which has better unwrapping results; the unscented
Kalman filter phase unwrapping algorithm proposed
by Y et al. and a series of nonlinear filter phase
unwrapping algorithms The unwrapping algorithm
optimizes the performance of the algorithm by com-
bining the gradient estimator and the fast path track-
ing strategy to ensure the accuracy and speed of the
unwrapping. Then, on this basis, the particle filter
phase unwrapping algorithm and the information
filter phase unwrapping algorithm are proposed [14]

2.2. History and Current Situation of Deep Learning
Research. The concept of deep learning originates from arti-
ficial neural network, which is a technology for feature learn-
ing on a large amount of data. Its essence is a deep neural
network that simulates the human brain for learning and
judgment. The convolutional neural network LeNet-5 by
combining the convolutional layer and the downsampling
layer, which can realize the task of handwritten digit recog-
nition, and this network became the pioneer of the modern
structure of the convolutional neural network (CNN). Since
then, Li et al. took the lead in using the nonlinear activation
function and the Dropout method to prevent overfitting and
proposed a new CNN structure AlexNet based on the LeNt-
5 model [15]. This network has become an important turn-
ing point in the development of deep learning and has paved
the way for in-depth research on convolutional neural net-
works; in 2019, Ma and Li proposed VGGNet, which
improves the overall performance of the network by increas-
ing the number of layers of the model [16]. The VGG16 and
VGG19 convolutional neural networks have been success-
fully constructed [17]. Compared with the previous network
structure, the error rate of VGGNet in the classification task
is greatly reduced. The concept of deep learning originates
from artificial neural networks and is a feature learning tech-
nology for large amounts of data [18]. The essence is a deep
neural network that simulates the human brain for learning
and judgment [19]. Since then, J et al took the lead in using
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the nonlinear activation function ReLu and Dropout method
to prevent overfitting and proposed a new CNN structure
AlexNet based on the LeNt-5 model. This network has
become an important turning point in the development of
deep learning and has paved the way for in-depth research
on convolutional neural networks; which improves the over-
all performance of the network by increasing the number of
layers of the model. The VGG16 and VGG19 convolutional
neural networks were successfully constructed. Compared
with the previous network structure, the error rate of
VGGNet in the classification task was greatly reduced [20].

In addition, GAN neural network has gradually begun to
be applied to the field of interferogram phase disentangle-
ment. This method transforms the interferogram phase
unwrapping problem into a multiclassification problem.
The VGG16 network model is used in the first half of the
network model to downsample the input image, and the
convolutional layer is used instead of the fully connected
layer. The feature map enters the decoding path after going
through the convolution layer and the pooling layer, and
finally, the feature map is upsampled and the classification
result is output. Based on the DeeplabV3+ network, the
algorithm similarly transforms the unwrapping problem
into the classification problem of phase ambiguities and
divides, stacks, and corrects the interferogram. After pro-
cessing, better disentanglement results can be obtained.
After the winding phase interferogram is passed through
the trained network, the unwrapped phase interferogram
can be directly obtained. The network establishes the rela-
tionship between the winding phase and the real. The non-
linear mapping relationship between the phases has a good
unwrapping effect.

3. Methodology

3.1. InSAR Technology Principle

3.1.1. InSAR Elevation Measurement Principle. The basic
idea of InSAR technology is to use two antennas installed
on the same flight carrier to observe the same target and
obtain the complex radar image pair of the target area. The
digital elevation model (DEM) of the target area is recon-
structed by calculating the digital elevation information of
the target point by calculating the phase information differ-
ence contained in the pixels in the two interferograms (i.e.,
the main and auxiliary images of the interference pair).
InSAR error propagation can be used for three-
dimensional surface reconstruction by using the phase data
of primary differential interference and satellite orbit data.
The surface deformation can be detected by the second dif-
ferential interference processing. This interference analysis
needs to use radar system parameters, radar platform atti-
tude (baseline) data phase observation, terrain data (used
for terrain phase deduction in secondary difference), etc.
Obviously, the uncertainty or error of these data will propa-
gate to the interference elevation or deformation results.
This section will introduce the area elevation calculation
method through the geometric schematic diagram of InSAR
elevation measurement.

In Figure 1, Ai and A2 represent radar satellite antennas;
assuming that the distance between the two antennas is the
baseline length of B, the horizontal angle of the baseline is
a, and the downward viewing angle of the antenna A1 rela-
tive to point P is day. The height of the radar antenna A1 is
H. P is a point in the observation area; the distances from the
two radar satellite antennas AI and A2 to the observation
point P are R1 and R2, respectively; and the height of the
observation point P from the ground is h. Due to the differ-
ence in the viewing angles of the antennas A1 and A2, the
two images cannot be completely overlapped. In order to
make the pixels in the two images correspond to each other,
an image registration operation is required. Assuming that
the signals received by the antennas An and A2 are S1 and
S2, respectively, the following formula is the complex conju-
gate operation of the registered image:

S1 × S2
∗ = A exp j

4π
λ

R2 − R1ð Þ
� �

: ð1Þ

Among them, “∗” is the conjugate symbol, A is the
amplitude of the signal, and 2 is the wavelength of the radar.
From this, the phase difference of the two SAR images can be
obtained:

φ = φ2 − φ1 =
4π
λ

R2 − R1ð Þ: ð2Þ

According to the cosine law,

R2
2 = R2

1 + B2 − 2R1B cos π

2 − θ + α
� �

: ð3Þ

The height of the observation point P is derived from the
above formula:

h =H − R1 sin α − sec −λϕ
4πB

� �
: ð4Þ

In formula (4), H, R1, and a are all known quantities, so
the above formula is only related to the real phase φ. Since
the range of the main phase value limited by the trigonomet-
ric function operation is between ½−π, nÞ, 2kπk = 0, 1, 2⋯ :

ϕ = φ + ϕc = φ + 2kπ  k = 0,±1,±2,⋯ð Þ: ð5Þ

The k in equation (5) is called the phase ambiguity num-
ber, which can be classified to obtain the phase ambiguity
number distribution map in the deep learning phase
unwrapping. The main value of the phase is the winding
phase. The process of recovering the real phase of the inter-
ferogram from the winding phase is phase unwrapping.
Only by obtaining the real phase can the observation target
elevation be obtained. It can be seen that phase unwrapping
is an important step in the InSAR elevation measurement
link.

3.1.2. InSAR Interferometric Phase Extraction Process of
Surface Elevation Information. InSAR applications mainly
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include surface deformation measurement and 3D recon-
struction, including the following steps:

Interferometric image pair prefiltering and image pair
registration processing: during the actual measurement pro-
cess, the interferogram will be spectral shifts that occur in
both the range and azimuth directions, resulting in phase
noise in the interference image pair. Therefore, the interfer-
ogram needs to be prefiltered to improve the coherence of
the interferogram. The topography is more sensitive to the
influence of the phase. If the corresponding pixels of the
two images are deviated, it will cause a large error in the
measurement results. Therefore, it is necessary to perform
registration processing on the interference image pair. The
registered interferogram can be subjected to the next step
of conjugate multiplication and interference processing.

Elimination of the flat ground effect: the flat ground effect
refers to the periodic changes of the interferogram fringes in
the azimuth and distance directions when characterizing the
flat terrain, which cannot reflect the real topographic
changes. Therefore, eliminating the flat-earth effect is an
important step before the phase unwrapping operation.

Interference filtering processing: the unfiltered interfero-
gram usually has a lot of noise. If the phase unwrapping is
performed directly, it will lead to a large deviation in the
result. Before unwrapping, the interferogram needs to be fil-
tered. The filtering methods include spatial filtering method
and filtering method based on wavelet transform.

Phase unwrapping: phase unwrapping is the process of
restoring the interference phase after the flat ground effect
has been eliminated from (−π, π) to the real phase, so that
the interference phase corresponds to the terrain elevation,
and the result of phase unwrapping will directly affect the
to the accuracy of the digital elevation reconstruction.

DEM reconstruction: after the real phase is obtained
through phase unwrapping, the digital elevation model can
be reconstructed according to the InSAR elevation measure-
ment principle introduced in this chapter in combination
with orbital parameters.

3.2. The Basic Theory of GAN. In GAN, the basic architec-
ture of both the generator and the discriminator are neural
networks. The input of the generation network is a random
noise vector that conforms to a certain distribution, the out-

put is generally a random image, and the input of the dis-
criminator is a real image from the data set or an image
generated by the generator and the discriminator. When
GAN is training, the generator and the discriminator will
alternately train, and the samples generated by the generator
will be transformed according to the output of the discrimi-
nator during the training process. Therefore, the optimiza-
tion objective function of GAN is shown in the following
formula:

LGAN G,Dð Þ = Ex lg D xð Þ½ � + Ez lg 1 −D G zð Þð Þð Þ½ �, ð6Þ

where x represents the random noise vector input to the
generator, z is the output of the generator, G represents the
generator network, and D represents the discriminator net-
work. The generation countermeasure network (GAN) has
two networks, a generator network and a discriminator net-
work. These two networks can be neural networks, from
convolutional neural networks, recursive neural networks
to automatic encoders. In this configuration, the two net-
works participate in the competitive game and try to surpass
each other while helping them complete their tasks. In the
original GAN, the architectures of both the generator net-
work and the discriminator network are multilayer percep-
trons, so the generation ability of the generator and the
discriminative ability of the discriminator are greatly lim-
ited. In DCGAN, the authors used convolutional neural net-
work as the basic architecture of generator and discriminator
to enhance the generative and discriminative capabilities of
GAN. At the same time, in order to make it differentiable
in network training, DCGAN removes the pooling layer in
the general CNN and replaces the fully connected layer of
the discriminant network with a global pooling layer to
reduce the amount of computation.

3.2.1. GAN Optimization and Generation Control. Although
DCGAN improves the generation ability and discrimination
ability of GAN, it does not fundamentally solve the problems
of GAN training difficulties, unstable generator training, and
lack of diversity of generated samples during the training
process. Wasserstein Generative Adversarial Network (Was-
serstein GAN, WGAN) fundamentally analyzed these exist-
ing problems and gave a series of solutions. WGAN analyzes
the reasons for the problems of the original GAN, mainly
including the following points: (1) the better the discrimina-
tor, the more serious the generator gradient disappears; (2)
the original generator loss function is unreasonable, and
the generator loss is minimized during training When the
operation is performed, it is equivalent to minimizing an
unreasonable measurement distance between the generated
sample and the target. Doing this leads to two problems:
(1) unstable gradients and (2) insufficient generative diver-
sity for the generator. At the same time, WGAN also pro-
vides a series of solutions: (1) remove the sigmoid
activation function of the last layer of the discriminator;
(2) do not perform logarithmic transformation when calcu-
lating the loss functions of the generator and discriminator;
(3) each time after updating the parameters of the discrimi-
nator, truncate their absolute values to be less than or equal
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Figure 1: InSAR geometric schematic diagram.
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to a fixed constant; (4) do not use momentum-based optimi-
zation algorithms (including momentum and Adam) in
GAN training. It is recommended to use RMSProp, SGD,
and other excellent primitives. The GAN not only has the
above-mentioned problems, but the most important thing
is that the generation results of the generator are not con-
trollable. The main reason is that the input of the generator
is a random noise vector, so the output of the generator will
completely depend on the input random noise vector, mak-
ing the output of the generator unpredictable. cGAN con-
trols the generation results of the generator by adding
generative and discriminative conditions. Compared with
the original GAN model, the optimization objective function
of cGAN is shown in formula (7), where y is the added con-
straint vector.

LcGAN G,Dð Þ = Ex lg D x yjð Þ½ � + Ez lg 1 −D G z yjð Þð Þð Þ½ �: ð7Þ

3.2.2. The Loss Function Mechanism of GAN. The main func-
tion of the discriminator network in GAN is to guide the
training of the generator by judging the authenticity of the
input samples, so that the output of the generator is closer
to the real samples. Specifically, the role of the discriminator
is equivalent to first extracting the features of the generated
samples or real samples and then discriminating the gap
between the generated samples and the real samples at the
feature level. The general supervised learning network will
use a predefined loss function to calculate the error between
the output of the model and the real sample, so as to guide
the training of the model. Therefore, the discriminative
mechanism of GAN is equivalent to providing a trainable
loss function to supervise the training of the generator.
Figure 2 is a graph of the GAN loss function. If the genera-
tive network structure is replaced by an end-to-end segmen-
tation model structure, GAN is quite a more powerful
segmentation model at this time, because it has a better
trainable loss function. The pix model perfectly solves the
image translation problem by applying the cGAN mecha-
nism for the first time. The cGAN optimization objective
function of Pix2pix is shown in the following formula (8):

LcGAN G,Dð Þ = Ex,y lg D x, yð Þ½ � + Ex,z lg 1 −D x,G x, zð Þð Þð Þ½ �:
ð8Þ

In Pix2pix, the input x of the generator is changed from
a random vector to an image, and the input of the discrim-
inator is the original input image x spliced in the original
generated image z or marked image y as a condition for dis-
crimination. Inspired by the work of Pix2pix, this paper con-
structs different GAN-based segmentation models in
different medical image segmentation tasks and achieves
very good segmentation results.

3.3. Research on Traditional Phase Unwrapping Algorithms

3.3.1. Phase Unwrapping Algorithms. Based on path tracking,
the concept of residue point in 1988 and proposed the clas-
sical branch-cut method for phase unwrapping (BranchCut-
sPhaseUnwrapping, BCPU). The algorithm generates

branch tangents by identifying positive and negative residue
points. According to the principle that the integral path does
not cross the branch tangents, the error transmission caused
by unwrapping of discontinuous points is avoided. The def-
inition of the residual point is as follows: calculate the adja-
cent phase gradient winding value, as follows:

Δ1 =W ψ m + 1, nð Þ − ψ m, nð Þ½ �,
Δ2 =W ψ m + 1, n + 1ð Þ − ψ m + 1, nð Þ½ �,
Δ3 =W ψ m, n + 1ð Þ − ψ m + 1, n + 1ð Þ½ �,
Δ4 =W ψ m, nð Þ − ψ m, n + 1ð Þ½ �:

ð9Þ

Adding the above formula can get

S = 〠
4

i=1
Δi: ð10Þ

If s is greater than 0, that is, the polarity of the residual
point charge is “positive,” it means that the pixel Ψðm, nÞ
in the upper left corner of the closed path is a positive resid-
ual point, otherwise, ψðm, nÞ is called a negative residual
point. Count the points.

3.3.2. Quality Graph Guidance Algorithm. In addition to the
above-mentioned method of determining the integral path
using the residual point distribution, other auxiliary infor-
mation can also be used to plan the integral path. The Qual-
ityGuidePhaseUnwrapping algorithm (QGPU) analyzes the
phase quality, so that the winding phase is unwrapped in
the direction of high-quality pixels to low-quality pixels.
The core of the mass map-guided method is to use the phase
quality of the interferogram to guide the interferometric
pixels for diffusion. The following are the algorithm steps:

Step 1. Take the pixel with the highest quality in the winding
interferogram as the starting point of unwrapping, mark it as
the unwrapped pixel, and store the adjacent pixels around
the starting pixel in the adjacency list.

Step 2. Sort the pixels in the adjacency list according to the
quality value, select the pixel with the highest quality, mark
the pixel as the unwrapped point, remove the unwrapped
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Figure 2: GAN loss function graph.
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pixel from the adjacency list, and then, put this pixel. The
adjacent unwrapped pixels are stored in the adjacency list.

Step 3. Repeatedly select the pixel with the highest quality in
the adjacency list to perform Step 2, until the unwrapped
pixels in the adjacency list are empty, and the phase unwrap-
ping is completed.

The mass map-guided algorithm references the mass
map as auxiliary information to avoid error propagation
due to unwrapping discontinuous phases. In the case of a
relatively reliable phase quality map, the unwrapping effect
of the algorithm is better than that of the Goldstein
branch-cut method. Otherwise, the unwrapping results
may be inaccurate due to the existence of unbalanced resid-
ual points. In this paper, we use weighting to avoid the error
caused by residual points, which leads to the accumulation
and propagation of errors. The residual points and nonresi-
dual points can be distinguished by solving the quality map
of the wrapped phase, so as to obtain better expansion
results. At present, there are mainly four methods to evalu-
ate the quality of interferograms: coherence coefficient
map, pseudocoherence map, phase derivative change map,
and maximum phase gradient map.

(1) The coherence coefficient map is defined as follows:

γ =
lim

M,N⟶∞
∑N

n=1∑
M
m=1 μ1 n,mð Þj j μ2 n,mð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lim
M,N⟶∞

∑N
n=1∑

M
m=1 μ1 n,mð Þj j2 lim

M,N⟶∞
∑N

n=1∑
M
m=1 μ2 n,mð Þj j2

r
ð11Þ

In the formula, Y is the coherence coefficient value; M
and N are the data size for calculating the coherence; m
and n are the row and column numbers in the data.

(2) The pseudocoherence coefficient map is defined as
follows:

Zm,n =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑cosϕi,j

� �2
+ ∑sinϕi,j
� �2

r
k2

ð12Þ

(3) The phase derivative change diagram is defined as
follows:

Zm,n =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ Δx

m,n − �Δ
x
m,n

À Á2q
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ Δy

m,n − �Δ
y
m,n

À Á2q
k2

ð13Þ

(4) The maximum phase gradient map is defined as
follows:

Zm,n =
max Δx

m,n
�� ��Â Ã

max Δy
m,n

�� ��Â Ã
(

ð14Þ

In the above four evaluation methods, the coherence
coefficient map indicates the quality of the corresponding
position of the interference image through the brightness
and darkness, so this is the most intuitive interference
phase quality evaluation standard. When the terrain is
relatively flat and the phase change is not obvious, the
pseudocoherence coefficient map is often used. Similar
to the maximum phase gradient, it also appears as low-
quality data in areas with steep changes in terrain, which
is not conducive to guiding the unwrapping path. In the
case where the coherence map cannot be obtained, the
effect of the phase derivative change map is relatively
more reliable.

3.4. Phase Unwrapping Algorithm Based on Deep Learning

3.4.1. Phase Unwrapping Network Based on FC-DenseNet.
According to this network, the excellent performance on
the data set confirms the potential of this network in dealing
with semantic segmentation problems. Traditional neural
networks such as LeNet, VGGNet, FC-DenseNet can reuse
the feature information of each layer through dense block
(DB) with its unique multilayer cascade structure, and the
input of each layer of network includes all previous layer
learning The obtained image features can improve the utili-
zation rate of feature information by the network. In order
to deal with the complex phase unwrapping problem, this
paper deepens the network on the basis of the original model
and proposes a phase unwrapping model based on FC-
DenseNet. The schematic diagram of the network model is
as follows. As shown in Figure 3, (a) is the initial model,
and (b) is the deepened model.

It can be seen from Figure 3 that the structure of the
deepened FC-DenseNet model is similar to that of U-net,
with the downsampling path on (a) and the upsampling path
on (b). The network is composed of two convolution layers,
nine dense blocks, two transition layers, layers and jump
connections. In the phase unwrapping model based on the
FC-DenseNet network, the black arrow represents the flow
direction of the network, the blue box represents the convo-
lution module ðconvolutional layer + batch normalization
BN + activation function ReLu + Dropout layerÞ; TD is
denoted as the downsampling transition layer; TU is
denoted as the upsampling transition layer; and the gray
arrows are skip connections. The higher resolution informa-
tion in the encoding path is passed to the decoding path
through skip connections. From the input layer, the current
output is concatenated into the input of the next layer. If the
operation is repeated four times, the final dense block output
is the concatenation result of the output features of the four
convolutional layers. Therefore, such a multilayer dense
structure combines the feature information contained in
the remaining layers to ensure the efficient use of
information.
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4. Result Analysis and Discussion

4.1. Experimental Analysis of Simulated Interferograms.
Interferogram denoising is a key step in InSAR data process-
ing. If the noise pollution in the interferogram is serious.
This section will use simulated and measured interferomet-
ric maps to analyze the branch-cut method, quality map-
guided method, FFT-based least squares method (LSPU),
and iterative least squares method (ILSPU) introduced in
this chapter. Based on the unscented Kalman filter algorithm
(UKFPU), five classical phase unwrapping algorithms are
tested, respectively, and the performance of each algorithm
is analyzed by comparing the unwrapping results of each
algorithm. The unit of horizontal and vertical coordinates
in the figure is pixels, and the unit of the color label on the
right is radians.

(1) Simulation experiment 1: Figure 4 shows the simu-
lated terrain winding interferogram (signal-to-noise
ratio is 8 dB). The phase unwrapping of Figure 4 is
carried out using the branch-cut method, the quality
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map-guided method, LSPU, ILSPU, and UKFPU,
respectively, and the unwrapping results of each
algorithm are shown in Figure 4

It can be clearly seen from Figure 5 that the unwrapping
results of the LSPU algorithm have a large error, and the
error values are distributed between -20 and 20, while the
unwrapping errors of the other four algorithms are mostly
distributed between -1 and +1. The experimental results
show that other algorithms except the LSPU algorithm have
good unwrapping effect when dealing with interferograms
with high signal-to-noise ratio.

(2) Simulation experiment 2: Figure 6 shows the inter-
ferogram with added noise. It can be seen from the
figure that when dealing with interferograms with
lower signal-to-noise ratios. Too many points are left
in the noisy area, which leads to the “islanding”
effect, and a large number of unwrapped black spots
appear in the unwrapped result, which cannot effec-
tively unwrap all the interferograms. The unwrap-
ping error is mainly distributed around 0, but there
are still areas in the unwrapping result that are
inconsistent with the original real phase map

(3) Simulation experiment 3: Figure 7 is the interfero-
gram of winding. In order to compare the unwrap-
ping efficiency of each algorithm and the
unwrapping accuracy under different signal-to-
noise ratios, different degrees of noise are added to
Figure 7 before unwrapping. Since the statistical
standard of the branch-cut method is different from
other algorithms, the statistics and analysis are not
carried out in this experiment. As the signal-to-
noise ratio of the interferogram gradually decreases,
the mean square error of the unwrapping results of
each algorithm is also increasing

Figure 7 shows the distribution of residual points of the
measured optical interferogram. From the unwrapping
results of the measured terrain, it can be seen that when
the branch tangent method unwrapped the dense area of
the residual points of the interferogram, the branch tangent
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lines formed a closed loop, and the complete interferogram
cannot be unwrapped; the unwrapped result of the mass-
map guided method is basically consistent with the real
phase, but it can be seen from the rewinding image that
there are still unresolved edges of the interference fringes.
For filtering noise, the fringe distortion in unwrapped phase
rewind images of LSPU and ILSPU is not obvious, and there
is burr noise, indicating that although the minimum norm
class algorithm has relatively high phase unwrapping effi-
ciency, it is easy to perform in the unwrapping process.
The details of the interferogram are ignored, causing the
unwrapped results to deviate too much from the true phase.

4.2. Research on GAN-Based Deep Learning Phase
Unwrapping Algorithm

4.2.1. InSAR Interferogram Data Set. Construction of data set
is an important step in supervised learning, and high-quality

data sets can often improve the quality of network model
training and the accuracy of prediction. Data sets with better
quality often have the following two characteristics:

(1) The amount of sample data is moderate. If the
amount of data is too large, the neural network will
lead to overfitting after generalizing a large amount
of data, and if the amount of data is too small, it will
lead to underfitting. Therefore, in the actual training
process, data enhancement is generally adopted to
expand the data

(2) The sample data types are diverse. If the sample data
features are single, the trained network has poor
robustness and weak generalization ability, and the
data set with diverse features is more representative.
In the confrontation training (as a classical algo-
rithm to improve the robustness of the model), the
author effectively combines it with the training pro-
cess of GAN, and names it as the combination model
rob GAN. Experiments show that rob GAN can not
only make the training of GAN more stable and the
generation results more realistic but also reduce the
performance gap between the training set and the
test set. Currently, there are no publicly available
InSAR data sets in the field of deep learning phase
unwrapping. In this paper, the simulated InSAR
data, quasimeasured InSAR data, and DEM terrain
data of 256 pixels × 256 pixels are constructed,
respectively, and the three types of data are mixed
to form a complete InSAR data set. Label units are
radians. In phase unwrapping, the relationship
between the real phase φ and the corresponding
wrapping phase φ can be expressed as

φ = angle exp jϕð Þ½ �: ð15Þ

Among them, the winding phase φ ∈ ð−π,+nÞ. When
creating an InSAR data set, first generate the real phase value
of InSAR, calculate the winding interferogram through the
above formula, and construct a simulated InSAR data set
as shown in Figure 8. Columns in Figure 8(a) are the
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Figure 8: A simulated InSAR data set.
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Figure 9: Phase unwrapping feature points obtained by the
correlation coefficient method.

9Journal of Function Spaces



RE
TR
AC
TE
D

randomly created 10 × 10 initial matrices; Figure 8(b) is the
interpolation and enlargement of the original initial matrix;
in the network training process, the real phase map gener-
ated above is used as its corresponding noise label image of
the wrapped phase map.

Figure 9 is a phase unwrapping feature point diagram
obtained by the correlation coefficient method. The larger
the correlation coefficient, the smaller the interference and
the better the reliability; the smaller the correlation coeffi-
cient, the greater the interference, and the worse the reliabil-
ity. Therefore, when the unit phase unwrapping is
performed, the area with the largest average correlation coef-
ficient is selected as the object of the network planning algo-
rithm, and the remaining three areas in the unit are used as
the unwrapping object of the FFT-based least squares algo-
rithm. Similarly, in the process of image correction and
fusion, the area with the largest average correlation coeffi-
cient should be used as the benchmark for correction and
fusion.

5. Conclusion

This paper applies the deep learning method to phase
unwrapping to expand and explore the potential of GAN
neural network in the field of InSAR interferogram phase
unwrapping. The main research work is as follows: the
InSAR data set for deep learning phase unwrapping is pro-
posed. The mixture of simulated data and quasimeasured
data improves the diversity of sample data features in the
training set and increases the generalization ability of the
neural network. The experimental results show that
although the structure level is deep enough, the FC Dense
Net network model cannot process interferograms with
low SNR and complex interference fringes. The experimen-
tal results of simulated and measured terrain interferometric
unwrapping show that, compared with other types of deep
learning phase unwrapping methods, the proposed method
achieves better results in both simulated and measured data
unwrapping experiments, with a relatively small mean
square error and a better solution. The winding precision
is relatively high, and the noise resistance is relatively strong.
This paper has some limitations. When the interference fil-
tering of the original interferogram suppresses a lot of noise,
it will also lead to the loss of a lot of useful information. The
irregular window needs further research and analysis. The
research also needs to improve the ability of adaptive
median filter to remove phase particle noise and keep it
unclear.
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Traditional logistics delivery route optimization algorithm has some problems such as long time to find the optimal route. Based
on this, this paper discusses swarm intelligence optimization algorithm and logistics delivery route optimization. To solve the
logistics vehicle routing problem, considering that the basic ACO (ant colony optimization) has the disadvantages of slow
convergence speed and easy to fall into local optimum, this paper proposes a new hybrid population optimization algorithm
and applies it to VRPTW (vehicle routing problem with time windows). In addition, the concept of crowding degree in AFSA
(artificial fish swarm algorithm) is introduced into ACO. In the early stage of the optimization process, a strong crowding
degree limit is set to ensure that most ants are not affected by pheromone concentration to conduct random optimization. The
simulation results show that the AC (accuracy rate) of this algorithm is 95.08%, which is higher than the traditional PSO
(particle swarm optimization) algorithm and general heuristic algorithm. The hybrid algorithm can effectively improve the
optimization efficiency of VRPTW, lay a foundation for solving large-scale VRPTW, and provide new research ideas and
methods. At the same time, the results fully show that the algorithm in this paper has certain advantages in performance, and
it can be applied to logistics delivery route optimization.

1. Introduction

The distribution route is very important in the growth of urban
economy. Under certain conditions, the most appropriate dis-
tribution route can be improved and optimized to effectively
reduce the distribution cost andmaterial loss [1, 2]. Shortening
the distribution path reduces the transportation expenditure
for enterprises and the consumption loss of the masses [3].
IA is an important service industry in the national economy,
the logistics industry is developing rapidly all over the world
and has gradually become the artery of basic industry and
national economic development [4]. At the same time, urban
logistics delivery channels are related to the people’s livelihood
of the whole city. Therefore, it is necessary to plan transporta-
tion routes reasonably and improve logistics delivery efficiency

while consuming the lowest cost. VRP (vehicle routing prob-
lem) is an important content in logistics system research. Based
on this, this paper discusses swarm intelligence optimization
algorithm and logistics delivery path optimization. A new opti-
mization algorithm of logistics delivery path is proposed. Now
that we have entered the era of big data, we have formed a “big
group” space for network interaction under this support. Its
collaboration and reliability need to be solved by means of
swarm intelligence. The swarm intelligence algorithms repre-
sented by particle swarm optimization and ant colony algo-
rithm have good robustness and flexibility, which is the key
to solving complex problems. In view of this, the article takes
the network swarm intelligence in the age of big data as the
research base point, combines the application principle and
characteristics of swarm intelligence, explains its application

Hindawi
Journal of Function Spaces
Volume 2023, Article ID 3476711, 12 pages
https://doi.org/10.1155/2023/3476711

https://orcid.org/0000-0003-0036-0260
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/3476711


RE
TR
AC
TE
D

RE
TR
AC
TE
D

advantages in NP problems, and provides effective support for
the security of network information interaction.Through intel-
ligent route planning algorithm, automatically match vehicle
data and route information, customer location and driver
information, commodity specification and quantity, and load-
ing and unloading points, and combine a large amount of data.
Second, calculate the vehicle arrangement route, and finally,
formulate an optimized distribution route thatmeets the trans-
portation and distribution objectives, for example, shorter
mileage, less cost, shorter time, and fewer vehicles.

Big data is an abstract concept, but at present, the academic
circles have not yet formed an exact and unified definition. In
this paper, traffic big data is defined as a data set composed of
a large quantity of electronic maps, roads, vehicles, and other
types of traffic information [5]. According to the vehicle route
model, VRP can be converted into TSP (traveling salesman
problem). ACO has been applied effectively in solving famous
problems such as TSP, but when solving large-scale problems,
its convergence speed is slow, and it takes a long time. In this
paper, the traditional ACO is improved to build an optimiza-
tionmodel. Big data can be used for positioning when building
an optimizationmodel. The data needs to be collected from the
route collection center about the specific distribution require-
ments and time of each logistics branch, and based on this
information, the data will be uniformly distributed and the dis-
tribution route will be planned. In this way, the efficiency of
each distribution route can be ensured, while the needs of each
customer can bemet. The research innovation contribution lies
in the discretization of the hybrid algorithm and the introduc-
tion of the local path optimization operator. The improved
algorithm is applied to solve the VRPTWproblem. In the early
stage of the optimization process, a strong congestion limit is
set. It ensures that most ants are not affected by pheromone
concentration, to conduct random optimization. A HSIA
model for logistics distribution route optimization is proposed,
and its basic principle, mathematical description, parameter
analysis, and algorithm flow are analyzed and studied. At the
same time, set the distribution target weight, and find the opti-
mal distribution path in the target function according to the
different needs of logistics, to complete the optimization of
logistics distribution path.

According to the research on the application of swarm
intelligence optimization algorithm in logistics delivery
route optimization and the need of this paper structure, this
paper will be divided into five parts; the specific contents are
as follows.

The first section introduces the research background and
significance of logistics distribution path optimization and
explains the content of this paper and the organizational struc-
ture of the full text. The second section is related work. This
section expounds the research status of the research topic of
this paper and puts forward the research work of this paper.
In the third section, the swarm intelligence optimization algo-
rithm and logistics delivery path optimization are analyzed. A
new optimization algorithm of logistics delivery path of mixed
population is proposed. In the fourth section, a large quantity
of experiments are carried out to explore the performance of
the algorithm. The fifth section is summary and prospect. This
section makes a comprehensive summary of this research;

finally, the shortcomings of the research and the research direc-
tion in the future are given.

2. Related Work

Shukla et al. established a logistics delivery model with rigid
requirements for the travel time of distribution vehicles [6].
The model studies how the total cost of delivery will change
if the hard time window is considered to be relaxed to a soft
time window and takes a delivery task as an example to opti-
mize the delivery route with a heuristic algorithm. Mousavi
and Vahdani designed a tabu search algorithm for the most
basic model of logistics delivery path optimization in the
B2C e-business environment and conducted numerical tests
and comparisons at the same time [7]. Ouyang added fuzzy
constraints to the close-range open VRPTWand solved it with
a hybrid ACO [8]. Raad et al. believe that information technol-
ogy is a logistics capability that third-party logistics users are
particularly concerned about, and users expect third-party
logistics to make breakthroughs in services in areas such as
integrated supply chain management and e-business. Third-
party logistics users have higher and higher requirements for
the quality of logistics services [9]. Mardaneh et al. proposed
an adaptive multimodal continuous ACOwithminimumhab-
itat and extended ACO to solve multimode optimization
problems [10]. The algorithm adjusts the ant colony phero-
mone update strategy and uses the differential evolution oper-
ator to construct the initial solution of the ant colony to speed
up the convergence rate. To enhance the search, a Gaussian
distribution-based local search scheme is adaptively per-
formed around the seeds of the niche, switching between
global and local searches. Rodríguez et al. utilized a hybrid
algorithm based on tabu search and simulated annealing algo-
rithms to solve VRP with backhaul and time windows [11].
Chu et al. proposed the column generation method to solve
the idea of VRP [12]. The idea is to transform the original
problem into a simplified problem, and the range that needs
to be considered is a subset of all possible feasible solutions,
and the shortest path is found by repeatedly solving on this
basis. In order to reduce logistics delivery costs and improve
customer satisfaction, Oliveira and Hamacher established a
distribution system under changing demand and various com-
ponents of operating costs and formed an integrated model
[13]. Kuznietsov et al. proposed a nonlinear programming
optimization model aiming at the node construction cost
and operating cost of cold chain logistics and used the quan-
tum PSO to solve the model [14, 15]. At the same time, a
GA (genetic algorithm) is designed for this problem from
the aspects of genetic coding, genetic operator, algorithm ter-
mination conditions, etc., to effectively solve the exponential
explosion phenomenon when solving combinatorial optimiza-
tion problems. Rooeinfar et al. explored the logistics delivery
system and proposed corresponding development strategies
[16]. These include building logistics alliances; third-party
logistics models; introducing fourth-party logistics models;
and accelerating lean supply chain management. Lang and
Shen constructed a multiobjective route optimization model
considering customer satisfaction and delivery costs and used
an improved GA to simulate the model [17]. Niknejad and
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Petrovic studied VRP considering customer preference in
dynamic environment and gave a solution idea [18]. Xiao
and Rao believe that there are many uncertain factors in the
real environment, which brings great difficulties to the loca-
tion selection of logistics delivery [19]. The traditional two-
layer objective planning cannot meet the requirements of
uncertain conditions. The improved planning model is more
suitable for the changing external environment, and then, an
example is verified. Gharbi et al. further studied the selection
of connection points and the optimization of cold chain logis-
tics delivery paths based on connection points and established
a cold chain distribution path optimization model based on
transportation big data with connection points [20, 21].
Finally, an example is used to verify the validity of the above
model.

By summarizing the above algorithms for solving VRP, we
can see that there is no best algorithm, only the most suitable
one. However, with the increasing scale of VRP and more
and more complicated constraints, heuristic algorithm based
on swarm intelligence is the main development trend to solve
this kind of problems. This paper mainly discusses swarm
intelligence optimization algorithm and logistics delivery path
optimization. Based on the improvement of ACO, a new opti-
mization algorithm ofmixed population logistics delivery path
is proposed. At the same time, in order to apply the improved
algorithm to solve VRPTW, the hybrid adaptive algorithm is
discretized, and a local path optimization operator is intro-
duced. Finally, an example of path optimization test is used
to verify the effectiveness and better effect of the algorithm in
solving VRPTW.

3. Methodology

3.1. Logistics Distribution Management Information System.
Whether the distribution path is reasonable or not directly
affects the speed and cost of logistics delivery, selecting the
path optimization goal is the premise of path planning.
According to the specific distribution problems of cus-
tomers, we can design a reasonable distribution scheme to
optimize the route. This kind of scheduling belongs to the
logistics delivery path optimization problem [22]. According
to the different logistics constraints in reality, there are many
models of VRP, among which: VRPTW is the most typical
problem, and it is also a representative constrained multiob-
jective problem with the most research value at present. In
order to reduce the operating cost of service providers, the
logistics system will optimize the vehicle distribution route.
Logistics delivery with high timeliness requirements can
use the distribution management information system to
obtain information such as roads and real-time road condi-
tions through the traffic big data platform to manage and
direct vehicles in transit for distribution; at the same time,
customers can also inquire about vehicles and goods and
feedback information through this platform. The application
of big data in logistics delivery is shown in Figure 1.

The application of big data analysis in the freight field is
the most common. It is mainly reflected in site selection opti-
mization, inventory scale, supply route, and other activities.
Data analysis can group customers of enterprises. Transporta-
tion and route selection are the most widely used fields of big
data analysis in logistics management. Many enterprises use

Get big data

Contribution data Usage data

Get big data

Trafc big data
processing platform

Real time road conditions

Distribution management
information system

Feedback information

Distributor

Delivery vehicle

Customer

Public data cloud

Figure 1: Application of big data in logistics delivery.
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remote big data information processing technology loaded
with GPS navigation to optimize freight transportation routes.
The limitations of traditional optimization methods make it
impossible to meet the complex requirements of multicon-
straints and multiobjectives of path planning problems. At
present, heuristic algorithm based on swarm intelligence is
the main development trend to solve this kind of problems.
Swarm intelligent algorithm is distributed, individual
intelligence is not controlled by a unified subject, and it has
strong robustness. Moreover, each individual can only per-
ceive local information, so it is relatively simple to follow the
rules and easy to implement the algorithm [23]. The intelligent
group has the characteristics of self-adaptability, and the
group can change its behavior at an appropriate time when
the required cost is not too high. Heuristic algorithm is highly
sensitive to VRP path, so its solution efficiency is also high. Its
VRP is basically the same for different logistics companies.
Therefore, heuristic algorithm can be used to plan the path,
reduce the cost, consume the least resources, and get the max-
imum profit. AFSA is a new intelligent bionic algorithm based
on the characteristics of fish activities.

The optimization of logistics distribution path requires
that the vehicle distribution route be arranged quickly and
reasonably, so that the goods can be delivered to the cus-
tomers in time and accurately, and the distribution cost is
the lowest. Soft time window means that if the delivery
vehicle cannot start service within the time required by the
customer, it must be punished accordingly. The meaning
of hard time window is that if the delivery vehicle cannot
start service within the time required by the customer, the
solution is not feasible. The optimization goal is to quickly
find a distribution strategy by obtaining real-time road con-
gestion information, building a mathematical model and
adopting appropriate algorithms according to the existing
resources and customer demand. For the processing of opti-
mization problems, because each logistics delivery route
optimization problem faces different situations, it is neces-
sary to design a general optimization algorithm to solve it.

Therefore, based on big data, we can simulate the route dis-
tribution status in various situations, integrate these distri-
bution statuses, and establish a tracking optimization
algorithm to calculate the specific loss of distribution.

3.2. Optimization Algorithm of Mixed Population Logistics
Delivery Route. In this paper, the time window of logistics
delivery problem is set as a special time window, which is a
time interval, and the distribution vehicles need to deliver
the materials to the material demand points in advance or
on time within this time window. At the same time, this paper
adopts the two-population strategy, and the combination of
ACO and differential evolution in the first population can
solve the parameter optimization problem well. Secondly, the
ant colony hybrid PSO is adopted in the population, which
enhances the global search ability in a wide range and solves
the problems of slow convergence and easy falling into local
optimum. The flow chart of logistics and route design is
shown in Figure 2.

A single objective optimization model is established to
minimize the total vehicle transportation cost, as shown in

Z =min 〠
i

〠
j

〠
k

Cijxijk i ≠ jð Þ, ð1Þ

where Z stands for the total cost; i and j represent any two
points; k represents any transport vehicle; and Cij represents
the transportation cost from point i to point j. The variable
xijk is defined as follows:

xijk =
1, The transportation task from i to j is completed by k,

0, Otherwise:

(

ð2Þ

Considering the actual situation, this paper puts forward
three optimization objectives. That is, the shortest delivery
time, the shortest driving distance of all delivery vehicles,

Delivery information
Logistics distribution

enterprise

Customer

Website

Machining

TransportHandling and
unloading

Circulation
processing

Enterprise
distribution center

Regional
distribution

Route
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Path
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Path document

Figure 2: Logistics delivery and route design process.
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and the least cost, and the established optimization model is
shown in

min Z1 =〠
i

〠
j

〠
k

Tijxijk The shortest timeð Þ,

min Z2 =〠
i

〠
j

〠
k

Dijxijk The shortest distanceð Þ,

min Z3 =〠
i

〠
j

〠
k

Cijxijk The least costð Þ:

8>>>>>>><
>>>>>>>:

ð3Þ

The establishment of the model is based on certain
assumptions: the travel time, distance, and the demand of
consumers between any two points can be known, that is,
the distribution model under certain conditions.

Let m be the quantity of ants in the ant colony; dij is the

distance between the city i and j; ηij
kðtÞ = 1/dij is the heuris-

tic function; τij is the amount of information on the path ð
i, jÞ at the moment t; pij

kðtÞmeans that the ants kmove from
city i to city at time t the probability of j. The formula is as
follows:

pkij tð Þ =
τij tð Þ
Â Ãα ⋅ ηij tð Þ

h iβ
∑s∈allowedk τis tð Þ½ �α ⋅ ηis tð Þ½ �β

, j ∈ allowedk,

0, Otherwise,

8>>><
>>>:

ð4Þ

tabuk k = 1, 2,⋯,mð Þ: ð5Þ
Among them, j is the city that has not been visited yet;

allowedk = fC‐tabukg is the city that the ant k is allowed to
choose next; α and β are heuristic factors; tabuk is used to
record the city that the ant k has walked through at the
moment of t. The ant is not allowed to repeatedly pass
through this cycle, and the taboo table is cleared after the
end of this cycle. The ant completes a cycle and updates each
path pheromone:

τij t + nð Þ = 1 − ρð Þ ⋅ τij tð Þ + Δτij tð Þ, ð6Þ

Δτij tð Þ = 〠
m

k=1
Δτkij tð Þ: ð7Þ

Among them, ρ ∈ ½0, 1� represents the pheromone vola-
tilization coefficient; ð1‐ρÞ represents the pheromone resid-

ual factor; Δτij represents the information amount

increment on the path ij in this cycle. Initially, Δτij = 0; Δ
τij

k represents the amount of information left by the ant k
between cities i and j in this cycle. The formula is as follows:

Δτij
k tð Þ =

Q
Lk

, If the kth ant passes through i, jð Þin this cycle,

0, Otherwise:

8><
>:

ð8Þ

Among them, Lk represents the path length of the ant k
to travel around; Q is a constant. In the ACO, the parameter
selection method and selection principle directly affect the
computational efficiency and convergence of the ACO.

In the process of e-business logistics delivery, the weight
of the goods is a factor that must be considered. In general,
goods with heavy weight should be dispatched first to reduce
fuel consumption during the delivery process. The weight
index is expressed as:

Sg =〠
i

f g − ið Þtu: ð9Þ

In the formula, Sg represents the quantity of locations
that need to be delivered; ∑i f represents the weight of the
delivered goods; g is the order of locations for logistics deliv-
ery; i is the weight of the goods to be delivered at the i loca-
tion; and tu is the weight index calculation factor. The
establishment of the timeliness index reflects the timeliness
requirements of the goods, calculated as follows:

St =
1
N

ta − ti
T f s

 !
: ð10Þ

In the formula, ti represents the preservation time of the
goods at the i delivery point; T f s represents the time
required to deliver the goods; ta is the delivery departure
time; 1/N represents the impact factor in the delivery pro-
cess; and St is the arrival time of the goods. The customer
importance index is expressed as:

Sj =
1
N

N − i
mj

 !
: ð11Þ

In the formula, 1/N represents the order of important
customer goods; mj is the priority selection factor; N repre-
sents the importance degree division factor; and i is the
quantity of priority customers.

The hybrid intelligent algorithm proposed in this paper
adopts a combination of deterministic selection and random
selection in the strategy of determining the transfer path.
That is, the ants can dynamically adjust the transition prob-
ability of the current state during the path search process.
The calculation formula of the transition probability is as

Table 1: Experimental environment.

Hardware environment Pentium D

Operating system Windows

Implementation software Matlab

Web server IIS5.1

Programming language C#

Database system Access

Hard disc 1 T

Display card 512G
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Figure 3: Comparison of convergence curves of algorithms.
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Figure 4: MSE test results.

6 Journal of Function Spaces



RE
TR
AC
TE
D

RE
TR
AC
TE
D

10 20 30 40 50 60 70 80 90 10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

18
0

19
0

20
0

21
0

22
0

23
0

24
0

25
0

26
0

27
0

28
0

0.6

0.9

0.95

1

0.85

0.8

0.75

0.7

0.65

0.55

0.5

RM
SE

Iterative index

Particle swarm optimization

Algorithm in this paper
Simulated annealing algorithm

Figure 5: RMSE test results.

10 20 30 40 50 60 70 80 90 10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

18
0

19
0

20
0

21
0

22
0

23
0

24
0

25
0

26
0

27
0

28
0

Iterative index

M
A

E

1

2

3

4

1.5

2.5

3.5

Particle swarm optimization
Simulated annealing algorithm
Algorithm in this paper

Figure 6: MAE test results.

7Journal of Function Spaces



RE
TR
AC
TE
D

RE
TR
AC
TE
Dfollows:

J =
maxh∈Uk

i
τih tð Þ½ �α, ηih tð Þ½ �β

n o
, If q < q0,

pkij tð Þ, Else:

8<
: ð12Þ

In the formula, a random number with a uniform distri-
bution between (0, 1) is randomly generated before the path
selection in

q0 < 0, 1½ �: ð13Þ

If the random value is less than the threshold q0, the

largest one in fτihðtÞα, ηijðtÞβg is selected from the set of fea-
sible cities. The city where this maximum value is located is
the next transfer path; otherwise, it is calculated according to
the method of calculating the transfer probability in the
basic ACO. The process is shown in the following formula:

pkij tð Þ
τij tð Þ
Â Ãα ⋅ ηij tð Þ

h iβ
∑h∈Uk

i
τij tð Þ
Â Ãα ⋅ ηij tð Þ

h iβ : ð14Þ

After determining the transition probability, this paper
also introduces the concept of crowding degree in AFSA.
The calculation formula of crowding degree qij is shown in
the following formula:

qij =
2τij

∑i≠jτij
: ð15Þ

The key to the introduction of the congestion degree is to
determine a threshold according to the actual situation of
the problem and use δðtÞ to represent the congestion degree
threshold at the moment of t, if the following formula is
satisfied:

qij < δ tð Þ: ð16Þ

It means that the current path is not too crowded, and
the ant k selects this path as the path to move in the next
step. Otherwise, the ants reselect a random path within the
feasible neighborhood to transfer. Among them, the conges-
tion degree δðtÞ is updated as follows:

δ tð Þ = 1 − e−ct: ð17Þ

At the same time, in the process of evolution, by intro-
ducing an information exchange mechanism, the informa-
tion can be transmitted between the two populations,
which helps individuals avoid wrong information judgment
and fall into the local optimum point. A nonlinear dynamic
adaptive inertia weight strategy is adopted to improve the
performance of the algorithm. Its update status is as follows:

w tð Þ =wend + wstart −wendð Þ × exp −k ×
t

tmax

� �2
 !

: ð18Þ

Among them, k is the control factor; it controls the
smoothness of the change curve of w and t. Calculate the
total path index:

Sk =
1
F

n + 1
hy ⋅ j

 !
: ð19Þ

In the formula, Sk represents the distance between the k
distribution points; 1/F represents the return distance after
the delivery is completed; hy ⋅ j is the adjustment coefficient
of the total path; and n is the total path index value.

Build an ant colony of a certain scale. From the starting
point, each ant chooses the path to move to the next node
according to the pheromone concentration of each path.
The advantages and disadvantages of each path are reflected
by the amount of pheromone released. Every ant’s transfer
process is a solution, repeated and circulated until the best
solution is found. In this paper, the pheromone concentra-
tion is updated after all ants have completed a complete opti-
mization process. The pheromone-exerting mechanism
weakens the influence of ants’ experience earlier in time.
Due to the different emphasis on the distribution objectives
of goods in logistics delivery centers, the distribution objec-
tives are weighted. Before setting, the obtained objective
function is dimensionless.

VRP focuses on the path planning between a supplier
and K sales points, which can be briefly described as: given
one or more centers (central garages), a vehicle set, and a
customer set, vehicles and customers have their own attri-
butes, each vehicle has capacity, and the goods carried can-
not exceed its capacity. In this paper, the “extreme
difference” dimensionless processing method is adopted.
By embedding the obtained data into the evaluation func-
tion, the comprehensive evaluation value can be obtained.
For the problem of logistics delivery route, the smaller the
comprehensive evaluation value, the better. However, this
method is suitable for the situation where there are many
alternatives. In the case of few schemes, the continuous elim-
ination method can be implemented by comparing two
schemes, and finally the best scheme can be selected. Mini-
mizing the quantity of vehicles used is the first optimization
goal, which has a higher priority. Therefore, the solution
with less vehicles is always better than the solution with
more vehicles, although this may lead to the increase of vehi-
cle running costs. The delivery service of key users should
try to ensure punctuality, so the penalty coefficient of

Table 2: Comparison of errors of each algorithm.

Algorithm MSE RMSE MAE

PSO 5.189 0.551 1.578

Tabu search algorithm 6.254 0.768 2.754

Simulated annealing algorithm 6.192 0.651 2.657

Algorithm in this paper 4.054 0.509 1.465
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deviation between service time and customer target time in
delivery should be higher than that of ordinary users. The
introduction of customer importance factors can highlight
the important customer value in logistics delivery decision,
give priority to ensuring its distribution service, and achieve
the balance of customer satisfaction.

4. Result Analysis and Discussion

The urban logistics distribution path planning problem is
essentially a vehicle path optimization problem, which can
be defined as: under the condition that the distribution center
and the customer point are known, find an optimal vehicle
distribution path scheme, and deliver the goods to the cus-
tomer within the specified time, usually with the goal of min-
imizing the distribution cost. In order to verify the rationality
of the proposed model and the effectiveness of the solution
algorithm, this section simulates the proposed model and
algorithm. Test question bank by simulating VRPTW stan-
dard. In VRPTW, test data including 25, 50, and 100 customer
nodes are set according to the scale of problem solving, and it
is agreed that each demand point of goods has corresponding
time window constraint and corresponding demand of goods.
Moreover, it is assumed that each cargo transportation task
point in the distribution network has corresponding time win-
dow constraints and certain demand, and the maximum load
capacity of each vehicle is given. The actual running time of
vehicles between customers is completely determined by the
physical distance between customers. Firstly, the performance
of the two-population hybrid algorithm is tested by using 10
city outlets. The quantity of ants is 100, the quantity of itera-
tions is 500, the heuristic factors are 1 and 2, and the phero-
mone volatilization coefficient is 0.3. In this section, under
the Windows operating system, the simulation experiment of
model realization and algorithm solution is carried out with

Matlab software. The specific experimental environment is
shown in Table 1.

The soft time window means that if the delivery vehicle
fails to start service within the time required by the cus-
tomer, a certain amount of compensation will be paid; the
longer the delay, the more compensation you have to pay.
If the delivery vehicle is earlier than the earliest start time
required by the customer, additional waiting time will be
generated, which will affect the rest of the delivery staff’s
work arrangement and their salary. In this paper, the total
transportation area is divided according to the constraints
such as vehicle load, and then, the optimal transportation
route is designed in the divided subareas. This can reduce
the space of single optimization search, greatly reduce the
amount of calculation, and improve the speed and accuracy
of solution. The convergence curve pairs of the algorithm are
shown in Figure 3 below.

The distance between customer nodes in the distribution
network is calculated by the Euclid distance formula of two-
point coordinates, and it is assumed that the running time of
vehicles between two points is equal to the transportation
distance. The purpose of the test is to test whether the HSIA
proposed in this paper can achieve the optimal distribution
path and test the related performance of the HSIA. The
MSE (mean-squared error) of the algorithm is shown in Fig-
ure 4. RMSE (root mean square error) of the algorithm is
shown in Figure 5. The MAE (mean absolute error) of the
algorithm is shown in Figure 6.

In order to reflect the test results more intuitively, this
paper draws the test results of various errors in the above fig-
ure into tables. Table 2 shows the error comparison of each
algorithm.

In this paper, a delivery route optimization model based
on differentiated satisfaction is proposed. Through customer
set division, key customers, ordinary customers, and both

100

50

0
0 25 50 75 100

X axis

Y 
ax

is

Figure 7: Calculation results of the algorithm.
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customers are distinguished. The differentiated satisfaction of
different customer roles is used to participate in the decision-
making in route optimization to improve the satisfaction of
key customers of enterprises, and a balanced route scheme
with lower transportation cost is produced. The calculation
results of the algorithm are shown in Figure 7.

In this paper, the hybrid population algorithm absorbs the
advantages of different algorithms, and it reaches the best
solution the most times, which increases the probability of
the best solution. In addition, because of the communication
mechanism in different populations, the algorithm improves
the search efficiency of populations.

The algorithm proposed in this paper is carefully tested
on other examples in Solomon standard test data source.
In order to make the test results more accurate and reliable,
each instance is operated 20 times under the same hardware
and software configuration, and the average of these opera-
tion results is taken as the running result of the algorithm
and compared with the settlement results of other algo-
rithms. The comparison of search efficiency of the algorithm
is shown in Figure 8.

It can be seen that there is a big difference in running time
between HSIA and PSO for path optimization. At the same
time, the PSO has some shortcomings, such as slightly insuffi-
cient search precision and accuracy, and high-dependence on
parameter setting. As a result, the total length of the optimal
path searched by the PSO is farther than the search result of
the hybrid algorithm.

An example is used to test the performance of the HSIA,
and the results are compared with those of other algorithms.
The experiment was conducted independently for 50 times,
and the statistical results are shown in Table 3.

The results show that, although other algorithms can
improve the convergence speed, there are many worst solu-
tions obtained by the algorithm, which indicates that the
algorithm is easy to converge to the local minimum solution.
This paper can improve the global optimization ability of the
algorithm, get a better solution, and be relatively stable. The
AC comparison of the algorithm is shown in Figure 9.

Test results show that the AC of this algorithm is 95.08%,
which is higher than that of traditional PSO and general heu-
ristic algorithm. In this paper, the advantages of different
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Table 3: Comparison of time consumption of different algorithms.

Index PSO Tabu search algorithm Simulated annealing algorithm Algorithm in this paper

Best solution 676 662 669 672

Worst solution 689 697 696 681

Average value 681 690 688 678

The quantity of times to reach the best solution 15 5 9 21
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algorithms are taken into account at the same time, and the
crowding degree of fish school is introduced into the iterative
process of ACO. When the initial feasible solution is obtained
by using artificial fish school, the ability of the algorithm to
obtain the global optimal solution is improved by gradually
changing the crowding degree. Therefore, the HSIA proposed
in this paper does have strong global optimization ability. The
test results in this section fully demonstrate that our algorithm
has certain advantages in performance. It can be completely
applied to the optimization of logistics delivery path.

Based on the above experimental results, it can be seen that
the e-commerce logistics distribution path optimization algo-
rithm under the big data background designed this time can
save a lot of logistics distribution costs compared with the tra-
ditional algorithm. It conforms to the economic effectiveness
of e-commerce logistics distribution path optimization. Com-
pared with the actual optimal path, the error values of the path
optimized by the e-commerce logistics distribution path opti-
mization algorithm are lower than those of the traditional
algorithm. The above experimental results show that the path
optimized by the e-commerce logistics distribution path opti-
mization algorithm is more consistent with the actual optimal
path. The accuracy of the e-commerce logistics distribution
path optimization algorithm is verified.

5. Conclusions

With the growth of the Internet, the growth of e-business has
also been advanced by leaps and bounds. In the current envi-
ronment, the logistics industrymust keep pacewith the growth
of the Internet and actively innovate and shorten the distribu-
tion route, which can significantly reduce the logistics cost.
This plays an important role in reducing material loss and
improving benefits. Based on this, this paper deeply discusses

the application of swarm intelligence optimization algorithm
in logistics delivery path optimization under the background
of big data. In this paper, under the constraints of timewindow,
delivery vehicles, and customer demand, the specific delivery
requirements and delivery time of each logistics branch are
obtained through big data, and based on this information, the
distribution is unified, and the distribution route is planned.
In this paper, in order to apply the improved algorithm to solve
VRPTW, the hybrid algorithm is discretized, and a local path
optimization operator is introduced. At the same time, the con-
cept of crowding degree in the AFSA is introduced into the
ACO. In the early stage of the optimization process, a strong
crowding degree limit is set to ensure that most ants are not
affected by the pheromone concentration to conduct random
optimization. Test results show that the AC of this algorithm
is 95.08%,which is higher than that of traditional PSO and gen-
eral heuristic algorithm. The algorithm achieves the best solu-
tion the most times and increases the probability of the best
solution. The test results of this paper fully show that the algo-
rithm in this paper has certain advantages in performance. It
can be completely applied to the optimization of logistics deliv-
ery path. However, when the algorithm is applied in practice, it
should be constantly updated with the growth of urban roads.
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At present, many budget companies have realized high-level computerized accounting and have high-speed and advanced
database management systems. In order to adapt to the growth of budget entity informatization, the financial department must
improve its own financial budget level. Introduce information technology, and develop corresponding financial budget software
to better perform its own financial calculation function. This paper explores and analyzes the full collaborative matching
algorithm of enabling big data financial budget and builds a financial big data financial budget platform through offline and
online data collection. Combined with the matching algorithm and linear regression prediction algorithm in data analysis, the
financial data is analyzed in depth. Finally, the PSO-SA algorithm runs 10 rounds on the datasets with matching scales d = 10
and 30, respectively. It is found that the fluctuation is large when d = 10 and relatively stable when d = 30. When d = 10, the
maximum value is 7.2354, and the minimum value is 6.9969. When d = 10, the maximum value is 26.6403, and the minimum
value is 23.9599. It can be concluded that when d = 0, PSO-SA can obtain a relatively good matching scheme, but it is easy to
fall into a local optimal solution. The superposition effect of “data + computing power + algorithm + scenario” can help
enterprises make better decisions. Embed complex analysis into daily management and trading scenarios to build a financial
empowerment platform. Make the increasingly complex work more automated and intelligent, and improve financial efficiency.

1. Introduction

With the popularization of technologies such as Internet+,
mobile Internet, and cloud computing, the amount of data
in human society has experienced explosive growth and
has entered the era of large data. The rapid increase in the
amount of data and the increasing competition between
countries and enterprises require governments and enter-
prises to use a large amount of data to provide customers
with products and services more accurately, quickly, and
individually. Large data tech is a comprehensive data engi-
neering application tech that includes statistical analysis,
data mining, artificial intelligence, parallel computing, natu-
ral language processing, and data storage [1]. Big data audit
refers to the construction of a data-based audit work mode
based on the original data of the auditor’s database. It forms
an audit intermediate table by collecting, converting, sorting,

analyzing, and verifying the underlying data. And use query
analysis, multidimensional analysis, data mining, and other
technical methods to build a model for data analysis. Dis-
cover trends, anomalies, and errors; grasp the overall situa-
tion; and highlight the key points and accurately extend, so
as to collect audit evidence and achieve audit objectives
[2]. Today, large data-related technologies have profoundly
changed and affected the growth of the entire society, and
even the way of thinking. The transformation of human
beings in turn affects the value system of human beings.
Large data tech has attracted much attention. Therefore, it
is necessary to centrally store large data and build a unified
financial budget system; it is necessary to increase the inten-
sity of financial budgeting, innovate financial budgeting
methods, improve the efficiency and quality of financial bud-
geting, and gradually explore the application of large data
tech in financial budgeting work. Budgeting in a timely
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manner is conducive to macro-control and timely detection
of problems, thereby improving the capacity, quality, and
efficiency of budgetary work. In recent years, the Commis-
sioner’s Office has made some attempts in the supervision
of fiscal revenue and the comprehensive fiscal supervision
of central budget units. However, using data to analyze and
predict the results is still superficial, because only historical
data is used for simple linear analysis. . However, in the cur-
rent financial budget information systems, due to the lack of
a unified caliber, it is impossible to compare and coordinate,
and it is difficult to carry out data analysis. (1) Project budget
audit: Audit is a key work of the National Audit Office. The
number of units within the central budget is huge and widely
distributed and has a lot of data, making auditing difficult. In
this process, the use of ABC classification method has played
a great role in the audit of project budget. By establishing a
database of key projects of local budget units, compiling
ABC analysis charts, scientifically classifying project budget
amounts, and comparing them with the data of the previous
and next years, the quality and work efficiency of the audit
are guaranteed. (2) Supervision progress data: use progress
analysis to supervise the budget implementation of central
basic budget units. Every half year, the third quarter, and
the whole year collect statistics on the overall execution rate,
basic expenditure, project expenditure, and “three public”
funds execution rate of each department and compare them
with the work progress, annual progress, and annual prog-
ress of each department. Analyze the budget execution of
each department. Communicate the budget implementation
and problems of financial departments at all levels so that
financial departments at all levels can better understand
and grasp the use of financial funds. (3) Payment audit data
analysis process: First, by comparing the number of audits
and the number of audited accounts over the years, we
learned about the payment audit over the years. Secondly,
the change of audit workload is analyzed. The third is to
compare the changes in the total amount of audit funds over
the years and reflect the overall progress of financial funds.
On this basis, it analyzes and discusses the problems in the
implementation of direct financial payment in my country.
(4) Local government regulation and policy analysis: (1)
Analysis of the scale and structure of central government
revenue. Using the linear analysis method, this paper fore-
casts and analyzes the changes in the scale and structure of
local government revenue. The various tax and non-tax rev-
enues of the year are compared, and the changes in their
scale and structure are analyzed and forecasted. . It is neces-
sary to implement the research on the impact of the new
corporate income tax law on local finance.

The core significance of big data audit lies not only in the
reform of audit mode, but also in the breakthrough of audit
ideas. In the era of big data, auditors need to make good use
of big data thinking and awareness to improve the methods
and ways to find clues to problems. Only by maximizing the
use of audit results and improving audit efficiency can we
achieve our audit goal—to find problem clues, evaluate risks,
and reveal system defects [3]. Making good use of large data
tech to carry out financial work is a way for the country to
promote data transparency, sharing, and openness and

improve national data capabilities. . Secondly, with the con-
tinuous growth and improvement of Internet tech and the
popularization of informatization of the financial budget
system, various business and management information are
gradually transformed into paperless, information flow,
and automation. It has become more and more complex,
getting rid of the business trajectory of paper finance of tra-
ditional financial budget and extending the scope of financial
budget from internal data to external data, from traditional
financial budget data to business data, resulting in an explo-
sion of financial information. Growth, which poses a great
challenge to the processing capacity of traditional financial
budget analysis systems [4]. The traditional data analysis
process is that professional data analysts discover possible
doubts by observing and analyzing data, combined with past
experience, repeatedly observe and analyze them, find prob-
lems, and provide corresponding suggestions for specific
responsible business personnel, or It is the business person-
nel who put forward the corresponding requirements, and
the analysts conduct related query and analysis according
to the requirements [5]. All in all, it starts with the details
of business data and draws relatively accurate conclusions
with the professional knowledge and years of experience of
financial personnel. Through large data tech, it is possible
to obtain and comprehensively analyze the entire financial-
related data, conduct analysis and mining, and then discover
the internal connection hidden between the data, improve
the financial system and personnel’s insight into problems,
and gradually strengthen the entire industry. The growth
direction of the industry and the introduction of relevant
systems and other macro-level understandings make predic-
tive thinking and macro-level strategic deployment of the
growth strategy of the entire industry and put forward spe-
cific growth goals that are staged, feasible, and assessable
[6]. Therefore, this paper proposes a research on collabora-
tive matching algorithm to empower large data financial
budget. Collaborative matching algorithm and large data
tech can gradually realize automatic financial budget and
comprehensive financial budget, save labor costs, and help
improve the quality and improvement of financial budget.
The efficiency of financial budget and the research on collab-
orative matching algorithm to empower large data financial
budget are of great significance.

In recent years, the function of the local regional budget
to execute the financial budget has been continuously
expanded, and it has played an active and effective supervi-
sory role in many fields such as budget preparation manage-
ment, non-tax revenue collection, and performance
management [7]. In the era of large data, the level of infor-
matization of budget execution units is increasing day by
day, and financial and budget organs at all levels have begun
to actively explore the application of emerging technologies
such as large data financial budgets in budget execution,
and have achieved initial results. However, at present, there
are still some problems in the implementation of financial
budgets of local regional budgets in China, such as imperfect
laws and regulations, relatively lack of financial budget
resources, and single technical means of financial budgets,
which lead to limited functions [8]. For future work, the
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Ministry of Finance and Budget has put forward the goals of
integrating financial budget resources, focusing on the bud-
get implementation of financial budget departments, con-
ducting comprehensive financial budgets for budget units
and subordinate units of budget units, and expanding the
scope of financial budgets. At present, many budgeted units
have achieved a high level of accounting calculating and
have high-speed and advanced database management sys-
tems. In order to adapt to the growth of the informatization
level of the budgeted units, the budgetary department must
improve its own financial budget level and introduce infor-
mation [9]. The platform uses large data tech to realize an
all-round financial budget including overall budget, depart-
mental budget, and special budget. Combined with related
algorithms such as collaborative matching, association rules,
and regression prediction in data analysis, it conducts in-
depth analysis of financial budget data and discovers data.
Therefore, the innovation of this paper is as follows:

(1) According to the characteristics and existing prob-
lems of the current financial budget, the collabora-
tive matching algorithm and big data technology
are used to integrate the financial and business data
of the budget unit and its related units. Combine
manual labor with on-site financial budget execution
system, and use structured query language and other
relevant analysis languages.

(2) The fiscal budget model reflects the advantages of
“unified analysis, discovery of doubts, and decentra-
lized verification,” thus realizing the transformation
of the fiscal budget model from loose to joint, which
helps to improve the work efficiency of the fiscal
budget department

This paper is divided into five parts. The first section
describes the research background and significance of col-
laborative matching algorithm enabling big data financial
budget. Section 2 makes a multi-angle, multilevel, dynamic,
and efficient statistical analysis of historical data from the
perspective of big data matching algorithm technology. Sec-
tion 3 analyzes the key technologies of big data audit and
data mining. At the same time, the matching association
rules are analyzed. This means that in the frequent itemset,
some data can be derived from other data and reach the low-
est confidence level. Section 4 is the experimental analysis.
This part carries out experimental verification on the dataset
to analyze the performance of the model. Section 5 is the
conclusion and prospect. This part mainly reviews the main
contents and results of this study. Finally, the full text is
summarized. This paper expands the scope, breadth, and
depth of financial budget. It also greatly shortened the time
of members of the financial team on the audit site and effec-
tively improved the efficiency of financial budget work.

2. Related Work

Large data matching algorithm tech is a multi-angle, multi-
level, dynamic, and efficient statistical analysis of historical

data based on the use of efficient data analysis and matching
tech to provide support for prediction, judgment, matching,
and decision-making [10]. Since the 1990s, this tech has
been used in various fields such as science and tech, busi-
ness, economy, and public management and has continu-
ously innovated management models, effectively reducing
management costs and improving management levels. The
application of large data in financial budget supervision
has broad prospects and is of great significance.

Kilby et al. found that a hybrid approach of professional
judgment and data mining can produce more accurate
financial budget forecasts [11]. Singh et al. went further
and argued that the analysis should be combined with qual-
itative data mining methods from financial budget manage-
ment databases [12]. Aragonés et al. used neural networks
and case-based reasoning, as well as the selection of two
markets and the choice of passive or active trading strategies,
to generate significantly more prediction of financial budgets
holding returns [13]. Moghaddam et al. employ neural net-
works and use financial ratios and macroeconomic variables
to predict market returns [14]. Wang et al. propose a deep
learning approach to neural networks to construct financial
distress prediction model [15]. Ahmadi et al. used the CART
optimization algorithm to study the prediction performance
and significance test of the short-term capital adequacy ratio
of Chinese-listed companies [16]. Yu et al. believe that the
combination of professional equipment and big data tech-
nology can provide a good help for professional budget anal-
ysis [17]. Koyuncugil proposed a financial risk early warning
system model based on data mining [18]. Zhao examined
the behavioral impact of large data on auditors’ judgment
and discussed issues such as information overload, informa-
tion relevance, pattern recognition, [19]. Ming et al. argue
that large data provides a complementary source of evidence
for the budget function and should be budgeted based on
adequacy, reliability, and relevance. The evidence standards
framework assesses its use [20].

However, matching algorithms and large data tech will
bring new financial thinking and directions in financial bud-
geting and give birth to new financial budgeting methods.
Financial personnel need to keep pace with the times and
actively learn new financial budgeting thinking modes and
methods. The impact of large data on the growth of financial
budgets. Fundamentally solve the loopholes and problems of
sampling budget. Financial personnel collect all the data of
the objects subject to the financial budget and use the com-
plete and comprehensive business data information to con-
duct multidimensional analysis of the data to discover
hidden financial budget problems. All in all, large data-
related technologies provide professional financial personnel
with new financial budgeting methods, can control the over-
all data, and help professional financial personnel find over-
looked problems from a macro and more comprehensive
perspective.

3. Methodology

3.1. Key Technologies of Large Data Auditing. Big data audit
refers to the construction of a data-based audit work mode
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based on the original data of the auditor’s database. It forms
an audit intermediate table by collecting, converting, sorting,
analyzing, and verifying the underlying data. And use query
analysis, multidimensional analysis, data mining, and other
technical methods to build a model for data analysis. By dis-
covering trends, anomalies, and errors; grasping the overall
situation; highlighting the key points; and accurately extend-
ing, we can collect audit evidence and achieve audit objec-
tives. Hadoop is an open source distributed storage
computing platform of the Apache Foundation, which can
store and process large amounts of data through simple pro-
gram patterns. The infrastructure of Hadoop includes
Hadoop Digital File System (HDFS) and MR framework.
HDFS is a data storage system containing named nodes
and data nodes. MR is responsible for the processing of data,
including tracking, tracking, tracking, and working. The
HDFS and MR processes are performed on the same com-
puter, allowing direct communication. In the Hadoop eco-
system, there are many other elements, basically based on
HDFS and MR. HBase is a distributed key-value database
with randomness and range search performance. The soft-
ware uses HDFS as the base storage, but is augmented by
specific indexes and storage structures. All Hadoop clusters
are built on a resource manager, and YARN is the default
resource manager for Apache Hadoop. These components
provide efficient parallel data processing services, enabling
fast and reliable analysis of structured and complex data.
The data processing of the Hadoop architecture is organized
according to the operation, including three elements: data
input, configuration, and program. This project is divided
into two parts: One is Map and the other is Reduce
(Figure 1).

3.2. Data Mining. Data mining refers to analyzing massive
data and extracting useful information from it. In the past,
data mining was only for knowledge discovery in databases,
that is, to convert data into useful knowledge. The KDD pro-
cess involves a series of data preprocessing to transform the
raw data into a suitable format for subsequent analysis. Data
mining technology is to convert existing data into patterns
or models, then post-process them to evaluate the correct-
ness and practicability of the extracted patterns and models,
and integrate them into DSS using appropriate methods.
This provides end users (business analysts, scientists, plan-
ners, etc.) with relevant information. Today, data mining
represents the entire process of knowledge discovery in data-
bases (KDD) and has been widely recognized as a powerful
and general data analysis tool. The complete data mining
process generally includes evaluating and specifying business
objectives, data sources, data processing, and building ana-
lytical models using data mining algorithms such as logistic
regression or neural networks Figure 2.

Figure 3 shows the overall architectural design of the
data mining system, where data mining includes many tasks
that can be used according to the needs of a specific applica-
tion context, or even combined. Data mining tasks are usu-
ally divided into prediction tasks and description tasks. A
prediction task refers to building a useful model for predict-
ing the future behavior or value of some feature. These

include classification and prediction, i.e., from a set of data
objects with known class labels, predicting the classification
of objects with unknown class labels; in descriptive data
mining tasks, built-in models are designed to be understand-
able, effective, and efficient. Form to describe the data. A
related example of a descriptive task is data representation,
whose main purpose is to summarize general characteristics
of the target data class.

The overall design of the data mining project needs to
divide the functional modules of the system based on the
clear system requirements. Divide the work of system devel-
opment and define the interface between each module. To
prepare for the later detailed design and implementation.
The data needs to be read first, that is, the data is read from
the log file, and then the data put into the memory set is
matched into the required data, and the matched set is sent
to the server. The server receives the data, saves the data to
the database, and the data enters the database for
integration.

3.3. Matching Algorithm.Matching algorithm, also known as
matching mining, is a task to find interesting relationships
between data and data such as frequent patterns, associa-
tions, correlations, or causal structures, including two
aspects: frequent itemsets and matching association rules.
Frequent itemsets indicate that in a dataset, some data items
appear frequently and exceed a set threshold. These data
itemsets are called frequent itemsets. Matching association
rules means that in the frequent itemset, some data can be
derived from other data, and the lowest confidence level is
reached, suggesting that there may be a strong relationship
between different data, such as the implication of X > Y .

3.3.1. Apriori Algorithm. Support: Measure frequent item-
sets; the support of an itemset is the proportion of records
that contain this set in the dataset.

sup port X, Yð Þ = P XYð Þ = number XYð Þ/number AllSamplesð Þ:
ð1Þ

Confidence or credibility: defined for association rules,
for example, the confidence of the rule YZ⇒ X is the condi-
tional probability of X appearing when YZ appears. Accord-
ing to the definition of support, it can be transformed into
the following formula:

conf idence YZ⇒ Xð Þ = P X YZjð Þ = sup port X, Y , Zð Þ/sup port Y , Zð Þ:
ð2Þ

Principle: If an itemset is frequent, then all its subsets are
also frequent; conversely, if an itemset is infrequent, then all
its supersets are also infrequent. For example, f1g is an
infrequent item, then f0, 1g, f1, 2, 3g, etc. are infrequent;
using this principle can avoid the exponential increase in
the number of itemsets and reduce the time complexity of
the algorithm. In the subsequent description, Ck is used to
represent the list of candidate itemsets, and Lk is used to rep-
resent the list of frequent itemsets.
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3.3.2. Apriori Algorithm Improvement (Table 1). The candi-
date itemset of Apriori algorithm is generated by the
upper-level frequent itemset. The method of generation is
to compare whether the first k − 1 items of the two elements
in Lk are the same. If they are the same, then combine the
two items to generate a candidate of k + 1 elements. Items,
the advantage of doing so is to reduce the number of tra-

versals to get duplicate itemsets. For example, it is known
that f0, 1g, f0, 2g, and f1, 2g are frequent itemsets, and
now they generate ternary candidate itemsets. If each set is
merged in pairs, it will be merged three times, and the same
result f0, 1, 2g is obtained, but if the merge is performed
only when the elements of the previous item are the same,
only one merge is required, which reduces the number of

Map reduce job
Scheduler

Job tracker

Map side

Task tracker

D
at

a

Task tracker

Task tracker

Submit
Assign map tasks

Reduce side

Task tracker

Task tracker
HDFS

Figure 1: Map Reduce distributed workflow.

Cleaning and
integration

Choose and
convert Data mining

Evaluation and
representation

Knowledge

Model

Specific dataset

Database

Database

Figure 2: Schematic diagram of the data mining process.
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merges to obtain duplicate values. This method can effec-
tively reduce the size of the candidate itemset and improve
the efficiency of the algorithm. But not all candidate item-
sets generated by frequent items are frequent itemsets, and
the data of candidate itemsets need to be further reduced
so that fewer comparisons are made when scanning the
dataset. In order to further reduce the number of candi-
date itemsets and make full use of known infrequent item-
sets, a filter set can be added during the generation
process of candidate itemsets. Supersets are removed
directly. The filter set generation formula can be expressed
by the formula:

f ilter = Ck − Lk: ð3Þ

3.3.3. PSO-SA Algorithm. Cooperative matching evolution
algorithm is easy to implement and has a faster conver-
gence speed, but it is easy to fall into the local optimal
solution, which is characterized by strong convergence
and low population diversity. The PSO evolution strategy
used by PSO-SA is similar to the standard PSO strategy.
Both the optimal position of the group and the historical
optimal position of the individual are used to control the
current speed of the particle. Table 2 shows the results
of PSO-SA time complexity analysis. λ1 and λ2 Influence
on inertia factor. (Table 2).

3.4. Regression Analysis. Regression analysis is a set of tech-
niques and tools used in statistics to explore relationships
between variables. In its simplest form (simple linear regres-
sion), with one variable considered as the dependent variable
and one variable as the independent variable, ordinary least
squares (OLS) is used to estimate the linear regression line.
In regression analysis, you need to collect data on many var-
iables and then determine if there is an actual relationship
between those variables, and if so, the equation can be used

Visual user interface

Pattern knowledge
assessment

Data mining engine

Database or data
warehouse server

Data cleaning
Data integration Data filtering

Database Data storehouse

Knowledge

Figure 3: Overall architecture of the data mining system.

Table 1: Algorithm performance comparison.

Apriori Improved Apriori

C1 514 514

L1 95 95

C2 4370 841

L2 130 130

C3 586 0

L3 0 0

Scan dataset (number of times) 3 2

Time (S) 185 68

Table 2: Time complexity analysis of PSO-SA.

Step name Time complexity

Update particle velocity and displacement O(Sn)

Adjust solution by constraints O(Sn)

Update local and global optimal particles O(Sz(n))
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to predict the value of the dependent variable if the indepen-
dent variable takes on a specific value. Among them, the
relationship model of these variables needs to be assumed
first, and then a regression model is established, and the cor-
relation coefficient is calculated according to the predicted
value to determine whether the model is correct. Regression
analysis is usually used to predict numerical targets. It is a
predictive modeling technique that studies the relationship
between independent variables and dependent variables. It
is a very practical and common prediction algorithm.

The linear regression algorithm refers to the output of a
regression equation composed of multiple input characteris-
tic variables and uses the most suitable straight line (regres-
sion line) to establish the relationship between the

dependent variable Y and one or more independent vari-
ables X. Multiple linear regression has many methods (>1)
independent variables, while simple linear regression has
only one independent variable.

Simple linear regression is also called univariate linear
regression. The relationship between the independent vari-
able and the dependent variable is represented by a straight
line, and the linear correlation between the two variables is
studied; X represents the independent variable, and Y repre-
sents the dependent variable. The regression equation is as
follows:

Y = aX + b: ð4Þ

1
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Figure 4: The statistics of the matching scheme solved by PSO-SA (d = 10).
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Figure 5: Statistics of PSO-SA solving matching scheme (d = 30).
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Among them, a and b are the regression coefficients
required; the regression coefficients are solved by minimiz-
ing the sum of squares of the error between the actual value
and the predicted value. The equation of the sum of squares
of the error is as follows:

Q a, bð Þ = 〠
n

i=1
Yi − aXi + bð Þð Þ2: ð5Þ

Expand and simplify the above equation to get

Q a, bð Þ = nY2 − 2anXY − 2bn�Y + a2nX2 + 2aBn�X + nb2:

ð6Þ

Partial derivatives with respect to a and b, respectively,
and making them equal to zero, we get

a =
�X:�Y − XY

�X
� �2 − X2

,

b = �Y − a�X:

ð7Þ

Multiple linear regression has multiple independent var-
iables, and the regression equation is as follows:

yi =w1xi1 +w2xi2 +wnxin: ð8Þ

X represents an input data, Y represented by a vector, n
represents an input data with n independent variables, and
the regression coefficient is represented by a W vector.

The establishment of the regression model is mainly to
solve the regression coefficient W vector. The least squares
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method can be used to find the value that minimizes the
error of w. In fact, the least squares method is the loss func-
tion of the linear regression model, which minimizes the
sum of squares subtracted from the actual value and the pre-
dicted value, as long as the loss function takes the minimum
value. Parameter is the desired parameter.

4. Result Analysis and Discussion

In the experiment, the horizontal comparison algorithm
includes the PSO-SA algorithm. The vertical comparison
group is serial collaborative matching and parallel collabora-
tive matching. HPSOSA adopts SA strategy to try to jump
out of the local area only when PSO-SA mutates many times,
but the optimal value remains unchanged. The results of
parallel collaboration are few, mainly represented by PSO-
SA, which adopts PSP for collaborative matching
(Figures 4 and 5).

On the datasets with question matching scales of d = 10
and 30, the PSO-SA algorithm was run for 10 rounds,
respectively, and it was found that the fluctuation was large
when d = 10, while it was relatively stable when d = 30; when
d = 10, the maximum value was 7.2354, and the minimum
value is 6.9969; when d = 10, the maximum value is
26.6403, and the minimum value is 23.9599. It can be seen
that when d = 10, PSO-SA can obtain a relatively good
matching scheme, but it is easy to fall into the local optimal
solution, which is characterized by convergence.

It can be seen from Figures 6 and 7 that as the number of
iterations increases, the error and variance are also different,
changing all the time, and there are errors.

5. Conclusions

Data is the basic support for financial auditors to carry out
audit work and effectively exert the function of the “immune
system.” The financial budget execution financial budget
data comprehensive analysis system developed in this paper
collects the backup data of all financial business systems and
financial budget software; uses early warning, query, and
multidimensional models for unified analysis; and further
analyzes and confirms the doubts queried by each model.
Each audit team conducts decentralized inspections, which
expands the coverage of audits, transforms the traditional
single department budget execution budget to reflect indi-
vidual problems into a centralized reflection of general prob-
lems in the budget execution process of all budget units, and
expands the scope of the financial budget. The breadth and
depth also greatly shorten the time of the members of the
financial team at the audit site and effectively improve the
efficiency of financial budget work.

5.1. Collect and Process Data to Build a Solid Foundation for
Data Analysis

(a) Collect data and establish a financial database. The
acquisition and storage of massive data is a prerequi-
site for data analysis. Therefore, when the commis-
sioner’s office uses big data for budget supervision,

the first thing to do is to gradually expand the collec-
tion of data, the collection of data, the collection of
data, the collection of data, the collection of data,
the management of data, the management and man-
agement of data, etc., aspects of work. First, we must
do a good job in the collection of financial data. In
order to meet the requirements of “interconnection,”
this paper promotes the research on treasury infor-
mation system, department budget system, and gov-
ernment procurement system of the Commissioner's
Office. Second, gradually collect social and economic
data. Gradually collect local economic and social
data, and establish a working mechanism for data
collection with local finance, taxation, statistics, Peo-
ple’s Bank, and other departments. Only on the basis
of data sharing and openness can big data-related
technologies be used for data mining and analysis

(b) Strengthen the processing of financial data, and
build a quality system for financial information.
Financial data is an important carrier of the financial
department, and its problems will have a significant
negative impact on the financial decision-making of
the financial department. In order to ensure the
accuracy and integrity of financial data, the authen-
ticity of data collection, analysis, and other links, it
is necessary to build a financial data quality manage-
ment system: first, to build a financial data structure
and standardize the content of financial data and
second, to build financial data. The quality manage-
ment system uses a variety of methods such as
grouping technology, comparative analysis technol-
ogy, and model technology to construct the quality
management process of financial data

5.2. Introducing and Cultivating Talents and Providing
Method and Technical Support. The use of big data for finan-
cial budget management requires relevant departments to
have a certain understanding of financial work and have cer-
tain financial management experience; the second is to have
certain mathematics, statistics, data management, and data
mining technology and be able to carry out from a global
perspective. Dig and analyze. The training of professional
and technical personnel is a long-term and systematic work.
In the future, in the process of applying big data technology
to financial budgeting, it is necessary to introduce a group of
experts in the field of data analysis to mine complex and
uncertain objects and perform specific data mining on them.
At the same time, train the staff of various departments of
the Commissioner’s Office on data analysis and application
so that they can accurately mine data through simple data
tools or according to the requirements of supervision work.
At the same time, due to the characteristics of high starting
point and new technology for data analysis, this paper pro-
poses a method of using technical personnel to analyze data
to enhance cooperation with relevant universities and
research institutes.

Auditing based on big data replaces the traditional audit-
ing model. Local audit institutions should fully introduce big
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data audit technology, combine big data technology with the
existing digital audit platform, and through multi-angle,
multifield, and in-depth analysis, find that the audited entity
exists in financial, business, or fund management. The main
measures are as follows: (1) Using big data technology, audit
institutions should establish and improve dynamic analysis
mechanisms. At present, some regions have realized the col-
lection of quarterly data on budget execution, which
improves the timeliness and timeliness of data and provides
a good opportunity for local audit institutions to build a
dynamic analysis mechanism based on big data. Audit insti-
tutions can carry out dynamic big data analysis on all aspects
of the raising, distribution, and use of budget funds, so as to
achieve the whole process of auditing of budget units and
synchronous and continuous audit supervision and timely
discover and resolve potential risks and risks of budget units.
(2) Audit institutions should reform the data analysis model
of budget execution audit. At present, the data model used
by my country’s audit institutions is relatively simple, and
it is difficult to conduct a more comprehensive and accurate
screening of audit doubts. Therefore, audit institutions
should use big data technologies such as machine learning,
natural language processing, and distributed stream process-
ing to analyze the audit data of budget execution so that it
can play a good role in improving the efficiency of audit
work. For example, using machine learning methods, based
on the core business indicators of the enterprise, build enter-
prise internal control evaluation indicators to build enter-
prise business risk evaluation and internal control risk
evaluation models, so as to accurately identify the opera-
tional risks and internal control weaknesses of the budget
execution unit. Use natural language processing technology
to analyze text data of important meetings and internal pro-
grams of budget execution units. It overcomes the shortcom-
ings of traditional audit that cannot identify and analyze a
large amount of text data and changes the text and unstruc-
tured data that cannot be used effectively before. The use of
distributed data processing technology can improve the
automation of data collection, format conversion, data sort-
ing, etc., thereby improving the standardization of budget
execution audit work and thereby improving the overall
budget execution audit work efficiency.

5.3. Carry Out Data Mining and Analysis Pilot Projects and
Build a Budget Supervision System. The application of big
data mining technology for budget supervision is still in
the initial exploratory stage in my country, and it is relatively
lacking in manpower, technology, and experience. When
using big data for data mining and analysis, it is necessary
to correctly select special projects with large data volume
and high data quality for data mining and analysis, con-
stantly summarize the phased results, and promote them
within the scope of the commissioner’s office so that big data
technology has gradually become the basis for the Commis-
sioner’s Office to carry out budget supervision, and a budget
supervision system of the Commissioner’s Office based on
big data technology has been built. Big data is the trend.
With the continuous deepening of my country’s fiscal bud-
get supervision and fiscal informatization, the use of big data

technology to carry out fiscal reform and budget manage-
ment will help promote the modernization of my country’s
government governance system and governance capacity
and improve the scientificity and effectiveness of fiscal bud-
get management. It plays an important role in deepening the
reform of the fiscal and taxation system.
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With the rapid development of the national economy, the construction industry is unprecedentedly active and has made great
achievements. However, most traditional structural design is based on the personal experience of designers. In order to
improve the production efficiency of furniture, it is necessary to optimize it. Since the evaluation criteria mainly depend on
people’s subjective thoughts, it is difficult to describe the individual’s adaptive function. In this paper, an interactive innovation
evolution system based on evolutionary algorithm is proposed. Taking full advantage of the evolution function of genetic
algorithm and the modeling advantages of ACIS platform, a prototype innovation evolution system is developed based on
ACIS/hoops platform with the genetic algorithm based on tree structure as the innovation support, which can help designers
complete the innovation modeling design. The results show that the total processing time of the sorting scheme obtained by
this algorithm is reduced by 2475.2 s, the production efficiency is increased by 20.6%, and the job waiting time is reduced by
15079.2 s. The results show that the algorithm is feasible and effective in solving the furniture production scheduling problem.
The furniture production scheduling scheme solved by genetic algorithm can provide certain reference value for production
personnel to formulate production scheduling scheme and improve production efficiency.

1. Introduction

With the changing consumption concept of the society, fac-
tors such as product innovation, artistic appearance, agree-
ableness, and environmental protection are paid more and
more attention and occupy a prominent position in the mar-
ket competition [1]. This trend urges enterprises to raise the
design of product innovation, appearance modeling, human
engineering, and other aspects to a new level when they start
to carry out new product development, which also urgently
requires further breakthroughs in the research of industrial
design, so as to improve the corporate image, product design
level, and market competitiveness [2]. Product modeling
design is the creative design of the product’s shape, color,
surface decoration, and material, so as to give the product
a new shape and new quality. In the process of actual devel-
opment, enterprises need to continuously improve accord-
ing to the development of the times, and only in this way
can they ensure the quality of their own business develop-
ment [3].

At present, most digital model design software adopts
these two modeling methods. In this software, designers
control the modeling changes of products through charac-
teristic parameters [4]. The optimization of product model-
ing design is based on the perfect matching of each local
detail. There are many design schemes for each local detail,
and the final matching effect is endless. The parametric
modeling method forces designers to spend energy and time
on the parameter adjustment of product local modeling,
instead of grasping and optimizing the overall modeling
effect of the product [5]. However, when designing products,
it is very difficult for designers to produce a reasonable
scheme due to the limitations of knowledge, design experi-
ence, and design knowledge [6]. In addition, design is a
group collaborative work project. The complexity of modern
products makes it impossible for a single designer to be com-
petent for complex design tasks. Therefore, the research of
the new generation of computer-aided design must provide
designers with design tools and support frameworks in a dis-
tributed environment to support enterprises to produce
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high-quality, high reliability, low-cost, creative, and compet-
itive products [7]. The synthetic part of the design has the
following characteristics: creativity, multiple solutions,
approximation, incompleteness, and empirical synthesis. At
present, the optimization design problem of product model-
ing scheme is mostly performed by humans, it is difficult to
form an exact system product scheme, and it is more com-
plicated when faced with a large scheme set, so it is necessary
to find a suitable mathematical algorithm for intelligent opti-
mization [8]. Computer-aided design technology has been
developed for decades, and it is becoming more and more
mature. It has been widely used in various fields such as
machinery, automobiles, aviation, and architecture and has
become an indispensable auxiliary tool for modern engineer-
ing design [9]. CAD technology promotes the renewal and
transformation of traditional industries and disciplines, real-
izes design automation, and enhances the competitiveness of
enterprises and their products in the market. This trend
urges enterprises to raise the design of product-oriented
innovation, appearance modeling, ergonomics, etc., to a
new level when starting new product development, which
also urgently requires further breakthroughs in the research
of industrial design, so as to improve the corporate image
product design level and market competitiveness [10].

Under the above background, this paper studies the opti-
mization method of parameters in parametric product
modeling design and builds a ladder solution method to
make the human-computer interaction in the whole design
process more organized, so as to make up for the current
parameterization and characterization. The method pro-
posed in this paper is used in the detailed design stage of
product modeling. At this stage, the method proposed in this
paper helps designers to adjust and optimize the parameters
of product modeling.

2. Related Work

In recent years, personalized products are popular in the
market, and consumers have higher and higher require-
ments for the appearance of products, which makes the
products have to be constantly updated with the changes
of users’ needs. In addition, the design characteristics of sofa
products and the size and shape of internal parts largely
depend on the appearance of the products, and the design
mainly depends on the shape of the products.

Fabisiak studied the generation of building plans using
GA. The novel building plans can meet multiple fuzzy con-
straints and target management. They also showed how evo-
lution can generate new buildings by learning from famous
architectural styles [11]. Colim et al. use computer simula-
tion technology to generate artworks, such as table lamps
and sculptures. They successfully organized the Interna-
tional Conference on Generative Art in Milan, Italy, on the
theoretical research and application of evolutionary comput-
ing in architectural design, industrial design, art design, and
music creation. An in-depth study was done [12]. Umentani
et al. developed a garment style-aided design system by
using genetic programming technology, which encodes a
series of related sizes of styles into chromosomes, and the

system evolves styles according to users’ choices, and others
proposed interactive GA; that is, the fitness function is
obtained through interaction with users, thus solving the
evaluation problem of style fitness [13]. Soleimani and Kan-
nan apply GA to computer-aided design and discuss the new
progress of GA in computer-aided design system [14]. Jia
et al. have done a lot of exploratory work in the description
model and calculation model of innovation principle and
innovation process and creatively solved the problems of
knowledge expression and realization such as pattern com-
position, color, and description through intelligent technolo-
gies such as synthesis and analogy generation design [15].
Yao et al. improved the GA to optimize the truss structure
and combined the multiplier method and the pseudoparallel
GA to improve the premature phenomenon of the simple
GA, and it was also quite effective for the optimization prob-
lems with complex constraints [16]. Sayed proposed a new
hybrid algorithm, relative difference quotient-GA, and gave
several examples in this paper. The calculated results show
that the hybrid algorithm can significantly improve the com-
putational efficiency and the ability to search the global opti-
mal solution [17]. Smorkalov and Vorobeichik proposed to
use GA in the optimization design of steel structures, dis-
cussed in detail the principle and implementation steps of
GA, and put forward useful improvement suggestions for
the advantages and disadvantages of GA, providing guidance
for the application of GA in practical engineering [18]. Lotta
et al. developed a clothing style-aided design system by using
genetic programming technology, which encodes a series of
relevant dimensions of styles into chromosomes, and the
system evolves styles according to the user’s choice. The fit-
ness function is obtained to solve the evaluation problem of
style fitness [19]. Sahu et al. optimize the furniture produc-
tion line on the basis of GA, improve the running quality
and running cost of the furniture production line, continu-
ously improve the operating efficiency of furniture manufac-
turers, and promote the development of China’s
economy [20].

This paper closely combines the innovative research of
conceptual design with computer technology and develops
an environment to support the innovative design of sofa
products by using computational models and computer
tools, using the high information storage capacity and visu-
alization means of computers. In this paper, GA is intro-
duced into computer-aided design, which makes the
innovative design of sofa products more intelligent and
makes the generated images more creative. We are combin-
ing technologies such as machine learning, GA, and artificial
neural network to develop an environment with indepen-
dent intellectual property rights that supports innovative
product design.

3. Methodology

3.1. Design Theory of Furniture Modeling Style Based on GA.
The operating efficiency of furniture production line directly
determines the production efficiency and production cost of
furniture. In order to improve the production efficiency of
furniture, it is necessary to optimize it. Based on this, this
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paper will first introduce the operation status of furniture
production line. Secondly, the balance of furniture produc-
tion line is analyzed. Finally, the optimization measures of
furniture production line based on genetic algorithm are
analyzed. Finally, the furniture production line is optimized
effectively. Since the object of this furniture production line
optimization is mainly time and designated production ele-
ments, it is necessary to calculate the corresponding produc-
tion beat according to the production output. Ensure that
each production process is carried out independently, and
the operation elements can only correspond to one worksta-
tion. In the process of allocating workstation time, the corre-
sponding constraints must be met. The production time of
each workstation cannot be greater than the constraints.
On this basis, the furniture modeling style design based on
genetic algorithm is determined. Modeling gene is a product
modeling element determined according to the modeling
characteristics of product semantic description, and it is
the basic design element to express modeling style. The cod-
ing mode of product modeling genes is determined accord-
ing to the modeling characteristics of modeling genes. For
specific product modeling design, it is only necessary to dis-
tinguish the modeling characteristics of product modeling
elements, and it is not necessary to accurately express their
modeling characteristics. Therefore, fuzzy semantic quantifi-
cation method is generally used to express the modeling fea-
ture information of product modeling elements. The
modeling evolutionary design model of product semantic
constraints is shown in Figure 1.

It includes two main parts: (1) the transformation
between modeling design space and evolutionary design
space and (2) shape evolution design. Semantic quantitative
description is applied to realize the transformation from
modeling design space to evolutionary design space, includ-
ing the determination of modeling design elements, the cod-
ing of modeling genes, and the semantic quantitative
description of target product modeling. In the process of
actual product modeling design, in order to avoid the
extreme value caused by the big difference with the actual
design target, the modeling gene is set to be [0.1, 0.9] and
encoded in the form of real numbers. In the modeling design
of product semantic constraints, a modeling gene string cor-
responds to a possible modeling design scheme, that is, a
solution. The length of the gene string is the same as the
number of product modeling elements, and one genetic gene
represents one modeling element, and it corresponds one-
to-one. Genetic genes use numerical values [0.1, 0.9] to rep-
resent the level of modeling elements, so that a genetic gene
type can specifically represent the modeling or structure type
of a product modeling element. Taking the board desk as an
example, its modeling genes and judgment criteria are
shown in Table 1.

In Table 1, the judgment criteria of morphological ele-
ments are 0 and 1, respectively, indicating the straightness
and curvature of the line. The judgment standard of color
is 0 and 1, which, respectively, represent the cold and warm,
simple, and gorgeous of 128 colors. The judgment standard
of the connection is chosen. “independent 0” means that
there is no common part between two parts, “crossing 0.5”

means that one part is embedded in another part, and “con-
taining 1” means that one part contains another part.

The furniture production line studied in this paper
mainly produces sofas. In the actual production process,
the sofas are composed of left three positions and right three
positions and pedals, and two pillows are installed on the left
three positions. The production process of the whole sofa
requires a total of 24 processes. In the process of actual
research, time measurement is carried out for each process,
and a total of 6 times are measured for a process, so as to
ensure the accuracy of time detection. The average value is
calculated according to the measurement results of 6 times,
which is taken as the actual working time. The assembly
drawing of sofa is shown in Figure 2.

In the actual process of sofa making, 24 processes can be
divided into 10 parts. First, take the wooden frame, and sec-
ond, nail white gauze, install springs, nail nets, and install
elastic belts Third, spray water, paste three position cotton,
and install foot steps. Fourth, set adhesive cloth. Fifth, nail
the cloth. Sixth, nail the feet, and install the hardware frame.
Seventh, install the headrest, and install the coat. Eighth, put
the glue, put the bag; ninth, inspection; and tenth, packag-
ing. The above steps are the general process of sofa making.
In the process of studying the optimization of furniture pro-
duction line, we need to take the above steps as the main
object and use GA to study it.

The interactive GA in which the designer participates
can solve this problem. The designer’s personal concept is
added to the process of optimization, and the evaluation
and selection based on the fitness function are replaced by
the designer’s choice. In this way, the advantage of the
search breadth of the GA is used, and the final solution of
the design scheme can be matched with the designer’s orig-
inal design concept. At the same time, the designer’s partic-
ipation also brings some limitations to the GA: (1) the
limitation of population size. Because of the limited percep-
tion ability of human beings, there are not too many candi-
date solutions (individuals) participating in the search and
solution, and the population size cannot be too large. (2)
Designers, as human beings, cannot bear too much work,
so the whole search process cannot be like the original GA,
where the selected parent crosses and mutates to produce
offspring, and then, it takes hundreds of cycles for reproduc-
tion to converge. (3) The product modeling scheme (individ-
ual) must be expressed in perceptual physical form to ensure
the rationality of the designer’s choice, but not in abstract
coding (chromosome).

3.2. Furniture Design Model Based on GA. The algorithm
design in the optimization process of furniture production
line mainly includes the following contents. First is coding.
This process needs to be carried out using the sequence of
job elements. The job elements are allocated according to
the actual situation of the workstation, and the correspond-
ing serial numbers are arranged into chromosomes. Second
is coding translation. Only the sequence of job elements
can be displayed in the above chromosomes. Therefore, in
the process of translation and coding, chromosomes need
to be allocated to corresponding workstations. The third is
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the selection operator. The fourth is the crossover operator.
In this process, we need to use the crossover probability.
The standard GA adopts fixed length binary coding. The
advantages of this method are fine gene expression and long
problem coding, which is conducive to solving combinato-
rial optimization problems. However, this method is not
flexible enough, and it needs to map from coding domain

to problem domain. For the problems that the coding
domain is consistent with the problem domain and the cod-
ing length changes greatly, the representation method of tree
structure is more flexible. There are two ways to initialize the
population: the first method is to manually enter the expres-
sion by the designer or user. The system provides designers
with a floating panel for manual parameter input. This

Modeling gene code

Design elements
determined

Design space

Solve

Solve

Modeling gene

Modeling gene string

Evolutionary
design space

Genetic operator

Change gender

Adaptability

Fitness function

Objective
function

Solve

Solve

Space

Convert

Target product
semantics

Product semantic
quantitative description

Product modeling
design element data

Product semantic
data

Desktop outline curve 0.25
Table leg outline line straight

line 0.50
Baffle contour line curve 0.75

Main color tone cool and warm
0.50

Secondary color tone cool and
warm 0.25

Decorative color tone cool and warm
0.75

Complex ~ simple 0.50
Steady ~ light 0.25

Harmonious ~ contrasting 0.75

Gorgeous ~ unpretentious 0.50
Stylish ~ classic 0.25

Strong ~ soft 0.75

Figure 1: Modeling evolutionary design model with product semantic constraints.

Table 1: Modeling genes and judgment criteria of panel desks.

Shape feature category Category number Modeling gene
Judgment standard (value)

0 1

Morphological elements

1 Table top outline shape Straight Song

2 Desktop bottom outline shape Straight Song

3 Outline shape on both sides of the desktop Straight Song

10 Desktop main color Cold Warm

11 Desktop secondary color Cold Warm

12 Desktop decoration color Rustic Gorgeous

Link relationship

19 Link form of table top and table legs Cross 0.5 Contains 1

20 Link form of table legs and baffles Cross 0.5 Contains 1

21 Link form between bezel and desktop Cross 0.5 Contains 1
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method is suitable for designers and users with a certain
mathematical foundation and requires a general under-
standing of the properties of the manipulated functions;
the second is the random combination method. Each indi-
vidual is actually a chromosomally characteristic entity. As
the main carrier of genetic material, chromosome is a collec-
tion of multiple genes, and its internal expression, namely,
genotype, is a combination of genes, which determines the
external expression of individual shape. Therefore, at the
beginning, we need to realize the mapping from phenotype
to genotype, that is, coding. GA adopts natural evolution
model, such as selection, crossover, mutation, and migra-
tion, and shows the process of GA. That is, the population
is initialized randomly, and the fitness function of each indi-
vidual is calculated. The fitness function refers to the func-
tion introduced to measure each chromosome in the
problem in order to reflect the adaptability of chromosomes.
All offspring mutate according to a certain probability.
Then, the fitness function of the offspring will be recalcu-
lated, and the offspring will be inserted into the population,
and the parent will replace it to form a new generation of off-
spring. This process will be executed circularly until the opti-
mization criteria are met, as shown in Figure 3.

Adaptive crossover and adaptive mutation need to
design formulas of adaptive crossover probability and adap-
tive mutation probability, which are closely related to indi-
vidual fitness, according to the characteristics of GA, so as
to effectively improve GA. The algorithm has a good adjust-
ment effect for the problem that requires a small adjustment
of the probability of crossover and mutation in the problem,
but for the problem that requires a large range of adjustment
of the probability of crossover and mutation, the optimiza-
tion effect is not ideal. For example, in the early stage of evo-
lution, too small variation range of crossover and mutation
probability will make the excellent individuals basically
unchanged, leading to the stagnation of optimization and

falling into local optimal solution. In this paper, the adaptive
GA is effectively improved. The formula is as follows:

Pc =
Pco × log2

f m − f ′
f m − f a

+ 1 f ; ≥ f avg,

Pco f ′ < f avg,

8>><
>>:

Pm =
Pmo × log f m − f ′

f m − f a
+ 1 f ≥ f avg,

Pmo f < f avg:

8><
>:

ð1Þ

For optimization problems, the situation is often very
complex, and there are many types of objective functions
and constraints. Before optimization, it is necessary to estab-
lish a mathematical programming model for the problem to
be optimized. For a solving function minimization problem,
the mathematical programming model is as follows:

min f Xð Þ
s:t: X ∈ R

R ⊆U :

ð2Þ

If the function h ∈ L2ðRnÞ is radial, there is a function
ϕ ∈ L2ðRÞ. For hðxÞ = ϕðkxkÞ, the following formula holds,
where ∥x∥ represents the Euclidean norm of x and its Fourier
transform is also radial. A general expression of radial basis
function is

h xð Þ = ϕ x − cð Þ E
T−1

x − cð Þ
� �

, ð3Þ

where φ represents the radial basis function, C represents the
central vector of the function, and E is a transformation
matrix, usually Euclidean matrix. It is a measure of the dis-
tance between the input vector x and the center C in the
sense of the definition of matrix E.
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Figure 2: Sofa assembly.

5Journal of Function Spaces



RE
TR
AC
TE
D

Parent 1

Parent entity 2

Coding
Decoding

Choose

Final generation
Genetic domain

Cross Mutations

Parent entity 3

Parent 4

Child 1

Sub-individual 2

Sub-individual 3

Sub-individual 4

Are you satisfied with the
optimization criteria?

Figure 3: The process of GA.
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If e represents a Euclidean matrix, in this case, e = r2 1. R
is the radius of radial basis function; then, the above formula
is simplified as

h xð Þ = φ
x − cð ÞT x − cð Þ

r2

" #
,

h xð Þ = φ
x − ck k2
r2

� �
:

ð4Þ

The standard is a three-layer structure, multi-input and
multioutput feedforward network composed of input layer,
nonlinear hidden layer radial base layer, and linear output
layer. The number of neurons in the input layer is the same
as the dimension of the input vector. The number is the
same as the output vector dimension.

The function of the hidden layer is to perform nonlinear
transformation on the input vector, and its activation func-
tion is defined as a radial basis function with symmetrical
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Figure 5: Test function T2.
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Figure 6: Test function T3.
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properties. The Gaussian function is used as an example to
illustrate the structure.

Gaussian function:

ϕ1 xð Þ exp −
x − ctk k2
σ2
t

� �
: ð5Þ

Because of the special properties of radial basis function,
it has the selective response ability to a certain range of input
variables (i.e., the receptive field of hidden unit), resulting in
the local tuning ability. The output activation function of the
layer is a linear function, and the output of the hidden layer
node is currently weighted. Its jth output node has the fol-
lowing form:

yj = 〠
k

t=1
wijϕt xð Þ: ð6Þ

To a minimum, where ξsðFÞ is the standard error term,
which can be expressed as

ξs Fð Þ = 1
2〠

N

i=1
yi − ŷiÞ2 =

1
2〠

N

i=1
yiF xið Þ½ �2

 
ð7Þ

No matter how complex the mathematical function is, it
is formed by some mathematical operators, operands, and
mathematical functions through composition. The initial
population can be generated by random selection in the set
of effective operators and operands.

4. Result Analysis and Discussion

In order to compare the performance differences among the
improved genetic algorithm, the basic genetic algorithm, and
the immune genetic algorithm in this paper, we use the test
function to evaluate them. These test functions have differ-
ent typical characteristics: nonconvex, continuous/discrete
noninferior optimal target domain, multipeak, and biased
search space. These characteristics make it difficult for the
algorithm to converge to the noninferior optimal solution
domain and maintain the diversity of noninferior optimal
solutions.

In this paper, three evolutionary algorithms are used to
run each optimization test function 60 times. Among them,
the same values are selected for the same parameters in the
algorithm, such as the number of iterations, 300; population
size, 80; cross probability, 0.75; and variation probability,
0.02. The function values are averaged, and the simulation
results are shown in Figures 4–6.

In the figure, ∗ indicates the improved GA in this paper,
+ indicates the immune GA, o indicates that the curve near
the bottom of the basic GA is the noninferior optimal target
domain, and the other is the comparison curve. According
to the evaluation criteria of the algorithm, the improved
GA in this paper is superior to the basic GA and the immune
GA. The design results obtained by the conventional design
method and the design results optimized by the improved
GA are listed in Tables 2 and 3, respectively.

The overall cost change curve is shown in Figure 7.
The change curve of the cost of board and sofa fabric is

shown in Figure 8.
Through the data before and after optimization, it can be

seen that the total cost before optimization is 11778.51 yuan,
and the total cost after optimization is 8706.20 yuan, saving
3072.31 yuan. Compared with the total cost before optimiza-
tion, the total cost is reduced by 26.08%, and the optimiza-
tion effect is remarkable. Among them, the plate cost
changes greatly in the early stage of optimization, the reduc-
tion range is large and tends to be stable in the late stage of
optimization, the cloth increases in the early stage of optimi-
zation, and the change tends to be flat in the late stage of
optimization. The reduction of plate consumption will lead
to the increase of steel consumption, which is in line with
the objective reality. It can be proved that the design of this
program and the design of improved GA can realize the
optimization of the frame structure. The initial parameters
given by the user are used as the approximate design inten-
tion of the bottle body shape. On the basis of these parame-
ters, the program changes the parameters in the original
solution space according to a certain probability factor and
obtains the initial solution group. The generated 600 bottle
shape design schemes are in the form of 3D model files for
users to interactively select to calculate their weight coeffi-
cients, and design practice has achieved good results. The
determination and ordering of the ladder levels are deter-
mined by the interactive choices of the tested users, which
provide a specific design direction for the designer’s design.
After the optimization, the operation benefit of the furniture
production line has been effectively improved. In terms of

Table 2: Internal forces of conventional design method columns.

Column
number

Bending
moment (KN

m)

Shear
force
(KN)

Axial
force
(KN)

Axial
pressure
ratio

1 50.23 16.55 163.45 0.190

2 72.54 32.53 560.46 0.135

3 12.45 26.45 465.45 0.129

4 63.87 13.78 1323.748 0.1654

5 56.52 24.18 1658.46 0.096

6 45.53 28.73 586.75 0.377

7 83.55 46.53 178.74 0.319

Table 3: Internal forces after column optimization.

Column
number

Bending
moment (KN

m)

Shear
force
(KN)

Axial
force
(KN)

Axial
pressure
ratio

1 44.23 14.90 535.41 0.291

2 45.45 34.12 1095.52 0.132

3 78.42 38.56 658.13 0.093

4 59.53 28.33 371.52 0.452

5 67.95 22.11 331.05 0.196

6 48.75 22.41 253.044 0.047

7 86.49 41.52 456.154 0.175
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economy, the benefit of the optimization of the furniture
production line is 29:4% × 14 × 3500 × 12 = 172,930 yuan
(-
the number of benefits improved × the number of workers ×
themonthly salary per capita × the number of working
months per year). It can be seen from this that the optimiza-

tion of furniture production line by GA has achieved
remarkable research results, both in economic benefits and
in labor costs, which has made a very obvious improvement,
promoted the efficient operation of furniture production
line, continuously improved the economic benefits of enter-
prises, and promoted the stable development of China’s
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Figure 7: Total cost change curve.
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economy. As people pay more and more attention to the fur-
niture production line, how to improve the operation effi-
ciency of the furniture production line has become a key
issue concerned by relevant personnel. This paper studies
the optimization measures of furniture production line
based on genetic algorithm and finds that the research can
greatly improve the production quality of furniture produc-
tion line. Promote the development of genetic algorithm in
furniture production line optimization in the future.

5. Conclusions

To sum up, as people’s attention to furniture production
lines gradually increases, and how to improve the operation
efficiency of furniture production lines has become a key
issue for relevant personnel. On the basis of the existing
product scheme modeling, according to the semantic con-
straints, the rapid and intelligent drive between product
semantics and product modeling scheme is realized, an opti-
mized design scheme is generated, and the agile and intelli-
gent product modeling design is realized. At the same
time, taking the minimization of processing flow time as
the objective function, a mathematical model of the schedul-
ing problem of furniture assembly line production is built,
and the GA is designed, and the solution program is pro-
grammed. In the workshop, the production sequencing
experiment of six kinds of furniture products in the solid
wood machining section is carried out as a comparative
experiment of GA simulation experiment, and the process-
ing hours of each process are measured to provide simula-
tion data for the simulation experiment. The sorting results
obtained from the simulation experiment are compared with
the sorting scheme obtained from the production experi-
ment. The results show that the total processing time of
the sorting scheme obtained by the algorithm is reduced by
2475.2 s, the production efficiency is increased by 20.6%,
and the job waiting time is reduced by 15079.2 s. It shows
that the algorithm is feasible and effective in solving the fur-
niture production job sorting problem. The furniture pro-
duction sequencing scheme solved by GA can provide a
certain reference value for the production personnel to for-
mulate the production sequencing scheme and improve the
production efficiency.
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This paper is aimed at investigating the impacts of health cost and risk preference on farmers’ protective behavior of pesticide in a
case study of Wuhu city in China. Based on the field survey data from 523 farmers in the main grain-producing areas, the cost of
illness (COI) method was employed to quantitatively measure the health cost (HC) of pesticide application, the Likert scale was
used to measure the risk preference (RP) of pesticide applicators, and the autoregressive threshold model was used to test the
impact of health cost and risk preference on farmers’ protection behavior in the process of pesticide application. The key
findings of this research case study reveal that when the health cost and risk preference are both lower than the critical value
(HC ≤ 107:235, RP ≤ 3), the health cost does not affect improving the protection level of farmers in the process of pesticide
application. However, when the risk preference exceeds the critical value (RP > 3), and the health cost exceeds a certain critical
value (HC > 107:235), they have a significant positive effect on improving the protection level of farmers in the process of
pesticide application. High health cost combines with higher risk preference (HC > 107:235, RP > 3) which can significantly
improve the protection level of farmers in the process of pesticide application.

1. Introduction

China is one of the largest pesticide producer and consumer
country in the world. Zivin [1] found that pesticide applica-
tion can not only control the yield loss caused by diseases
and insect pests but also cause negative effects on the health
of the pesticide applicator and increase the risk of pesticide
exposure if the protective measures are not standardized or
is unsatisfactory. A recent report published by the World
Health Organization (WHO) and United Nations Environ-
mental Programme (UNEP) [2] estimated that there are 1
million human pesticide-poisonings each year in the world,
with approximately 3,500 deaths. The most common health
effects associated with pesticide exposure include headaches,
skin and eye problems, salivation, hormone disruption, and

loss of consciousness (see for instance [3–9]). Luckily, the
health effects of pesticides can be minimized among farmers
and other pesticide operators by protection behavior such as
the use of face masks, goggles, gloves, hats, protective cloth-
ing, and boots.

Previous research study has suggested that farmers’ pro-
tective behavior of pesticide application is mostly affected by
age, gender, education, household characteristics, policy
characteristics, and governmental regulations (see for
instance [9–13]). Recently, Wang et al. [14] have given
significant attachment to the role of health cost of spraying
pesticides and the farmer’s risk preference. Akter et al. [8]
investigates that there exists a large gap between the knowl-
edge of potential pesticide risks, and pesticide application.
Salzsar and Rand [15] found that more risk-averse farmers
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use less pesticide. Farmers’ perceptions of the risks in human
health posed by pesticides, which can decrease their pesti-
cide expenditure, and their risk attitude is the main factor
of farmers’ pesticide application behavior (see for instance
[16–21]). Gong et al. [22] have found that risk aversion
significantly increases pesticide use. Bagheri et al. [23] con-
cluded that farmers’ knowledge of pesticide use as well as
their attitudes and perceptions concerning risks and safety
play a crucial role in safe spraying operations in farms.
However, the existing literature paid less attention to the
influence of both health cost and risk preference on farmers’
pesticide application behavior. Farmers who have paid
higher health costs and have stronger risk awareness are
more likely to realize the negative health effects caused by
pesticide application and may use more personal protective
equipment (PPE) to reduce pesticide exposure, thus reduc-
ing health costs. Existing studies have studied the impact
of health cost and risk preference on farmers’ protective
behavior, respectively. But they have not yet seen the impact
of health cost and risk preference on farmers’ protective
behavior within a unified analytical framework. In addition,
numerous researchers have not taken note that the impact of
health cost and risk preference on farmers’ protective behav-
ior may be nonlinear, in case they exceed a certain threshold
limit, it will have a significant impact.

In this case study, we employed the panel threshold
model to empirically examine the health costs and risk pref-
erences of rice farmers. The nonlinear effects of health cost
and risk preference on farmers’ protective behavior were
investigated with the help of econometric estimations. The
results show that farmers pay high health costs in the pro-
cess of pesticide application. However, the health costs of
farmers have an impact on the level of self-protection in
the process of pesticide application, only when the health
cost exceeds a certain critical value. Also, it has a significant
and positive effect on improving the level of prevention and
protection of farmers in the process of pesticide application.
In addition, the health cost enlarges the protection level
difference in the process of pesticide application. However,
if a high health cost is combined with the higher risk prefer-
ence of farmers, the gap of protection level in the process of
pesticide application can be significantly enlarged, which
plays a synergistic role. This study will help to further
explore the influence of health cost and risk preference on
farmers’ protective behavior. The findings of this paper is
of great significance to further take comprehensive measures
to reduce the health cost of pesticide application.

Finally, the paper structure is ordered as follows: the first
section of this paper is the Introduction, we investigate the
impacts of health cost and risk preference on farmers’ pro-
tective behavior of pesticide; Section 2 presents data and
empirical analysis, where qualitative survey-based question-
naire data were collected from 523 participants; Section 3
discusses the empirical model selection and its suitability
in our study; finally, we compare our output with other
related studies and examine the policy implications on the
impacts of health cost and risk preference on farmers’ pro-
tective behavior of pesticide in Wuhu city.

2. Data Sources and Empirical Analysis

2.1. Data Sources. The data sample used in this paper is
obtained by the random survey questionnaire distributed
among the students who were studying at Anhui Polytechnic
University. Before conducting the survey, the authors
followed the essential prerequisites in the preparation of
questionnaire design. As first, we carefully consider the
survey main content and designed the questionnaire with
the help of relevant field experts and previous literature
review. In November 2014, the authors conducted a presur-
vey which focuses on group interviews in Yijiang Town,
Nanling County, Wuhu City, and Anhui Province. The rele-
vant field farmers’ information were obtained in face-to-face
interview, and later on the questionnaire was modified for
the reason of reducing the psychological pressure of the
interviewees. The formal survey was launched in February
2015, with the main pesticide application season-ending,
which helps farmers to memorize the year’s pesticide use.
Most of the respondents were farmers, and 98% of them
were householders. The questionnaire included different
variety of questions such as the criteria of farmers, age
group, education level, pesticide spraying information, and
health cost of pesticide application. A total of 600 question-
naires were distributed in the formal survey, where we
received a total of 556 responses from the participants with
a retrieval rate of 91 percent. Overall, after we carefully scru-
tinized all the questionnaires, we found that 523 of them
were valid, and the effectiveness ratio of the survey was
94.065 percent. Moreover, after the completion of the ques-
tionnaire, a compensation of about 20 yuan was given to
each participant which is equivalent to 1/5 of the local daily
wage with the purpose of improving and maintaining the
enthusiasm of the interviewees and the quality of the survey.

2.2. Personal Protective Measures and Hygiene. The pesti-
cides frequently used by the surveyed sample farmers
include chlorpyrifos, chlorpyrifos benzamide, thiazide,
imidacloprid, thiamethoxam, benzamide, propylphos,
abamectin, BT emulsion, trichlorfon, and rice blast. Many
farmers stated that when spraying pesticides, they consider
a various number of protective measures such as avoid
spraying pesticides during wind, smoking, taking a bath after
spraying pesticides to reduce the harmful impact of pesticide
application on health; however, the survey shows that
farmers do not use enough protective measures when using
pesticides. None of the farmers in the survey used special
protective measures such as cloths, masks, gloves, hats, and
goggles. The expenditure on protective equipment were
mostly not mentioned in the survey by the participants. This
shows that farmers more likely do not considering the
importance and the need to use protective equipment. A
relatively small number of farmers take precautions such as
wearing masks, but this number is far less than the expecta-
tions of the survey. On the other hand, the survey finds that
the proportion of farmers who wear gloves in the sample is
not satisfactory. Many farmers reflect that wearing gloves
will affect the efficiency of pesticide application. Others
stated that farmers do not use protective measures because
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of discomfort, social interaction, limited number of equip-
ment, the supply of equipment availability constraints, and
cost constraints. The survey found that the protective mea-
sures taken by farmers in the process of preparing pesticide
application are limited with an average value of 3.122
percent. More protective measures are adopted, including
wearing long sleeve coat and trousers, washing hands, and
bathing after spraying (see Table 1).

2.3. The Health Cost of Pesticide Application on Farmers. The
health cost measurement methods of pesticide application
mainly include the cost of illness method (COI), willingness
to pay method (CVM), and prevention cost method (see for
instance [24–27]). Although CVM can be used to measure
the health cost comprehensively with lower cost, it also bears
a lot of criticism, because the interviewees often ignore the
constraints of real market conditions when expressing their
willingness to pay (see for instance [28]). However, due to
the integrity of data acquisition, the preventive cost method
can only capture part of the health cost, which limits its
application. Therefore, this paper mainly uses the disease
cost method to calculate the health cost of pesticide applica-
tion. Based on the observation of objective behavior and real
market, the (COI) method has been widely used, which
helps to measure the health cost of pesticide application rel-
atively completely and objectively. In this paper, we use a
number of econometric techniques to calculate the health
cost of pesticide application, mainly including the medical
cost of sensitive poisoning caused by pesticide exposure
and the lost labor time. Specifically, it includes several
expenditures such as: (1) the medical expenditure, transpor-
tation expenditure, and accompanying expenditure of family
members in hospitals and private clinics; and (2) waiting
time, treatment time, and the opportunity cost of being
unable to work caused by illness. This study does not calcu-
late the cost of chronic diseases, pain and discomfort, family
care costs, and intentional pesticide poisoning.

In this paper, the health cost of pesticide application on
farmers measured by the (COI) method is shown in Table 2.
The total health cost is 91.846 yuan per year per person, of
which the direct monetary expenditure is 48.587 yuan per year
per person, including medical expenses of 36.26 3 yuan per
year per person and transportation expenses of 12.325 yuan
per year per person, while the opportunity cost of time loss
is 43.265 yuan per year per person.

3. Effects of Health Cost and Risk Preference on
Pesticide Application Behavior

3.1. Model Specification and Selection. The previous analysis
shows that there are significant differences in the self-
protection of the pesticide application process with different
health costs and risk preferences in some places. One ques-
tion is, how much impact does it have on farmers’ self-
protection behavior in the process of pesticide application?
Considering that the relationship between health cost, risk
preference, and farmers’ self-protection behavior in the pro-
cess of pesticide application is nonlinear, there is a complex
mechanism of health cost and risk preference on farmers’

self-protection behavior in the process of pesticide applica-
tion. There is a certain threshold value of health cost and risk
preference when the health cost and risk preference are
lower than the threshold value, the impact on farmers’ self-
protection behavior in the process of pesticide application
presents a relationship, when the threshold value is higher
it presents another relationship.

Moreover, to analyze the internal relationship between
the phenomena more accurately, we established a threshold
autoregressive model to test the nonlinear relationship
between health cost, risk preference, and farmers’ self-
protection behavior in the process of pesticide application.

The threshold model divides the model into two or more
intervals (also known as a regime). According to the thresh-
old value and different equations which express each interval
with the help of the threshold model, it is helpful to capture
the zero point or critical value where the interval may occur,
which is different from the Chow test of subjective exoge-
nous setting structural mutation points, the “threshold
model” divides the interval according to the characteristics
of the data themselves. In addition to the decent characteris-
tics of the general econometric model, it can also capture the
threshold effect in the economy. From one threshold model
setting to a multi-threshold model setting, one threshold
model is extended to a multithreshold model setting yit =
μi + β1xitIðqit ≤ γÞ + β2xitIðqit > γÞ + eit , Ið⋅Þ as an indicative
function, the observation value qit is divided into two
intervals according to whether the threshold variable is
greater than or less than the threshold value γ, the obser-
vation value is divided into two intervals, when the mini-
mum sum of squares of residual errors S1ðγÞ is searched,
the corresponding threshold is the optimal estimation
value bγ = arg min S1ðγÞ. The cross-sectional threshold
model involves two hypothesis tests: (1) test whether the
threshold effect exists and (2) test whether the estimated
threshold values are equal to the true values. In the first test
H0 : β1 = β2, the alternative hypothesis is H1 : β1 ≠ β2, the
statistics F1 = ðS0 − S1ðbγÞÞ/ðbσ2Þ do not meet the standard
distribution, and the bootstrap method is used to obtain the
critical value of the approximate distribution. The second test
H0 : γ = bγ , statistics are LR1ðγÞ = ðS1 − S1ðbγÞÞ/ðbσ2Þ. For the
case of multiple thresholds, the model is set as follows:

yit = μi + β1xitI qit ≤ γ1ð Þ + β2xitI γ1 < qit ≤ γ2ð Þ
+ β3xitI qit > γ2ð Þ + eit:

ð1Þ

Search the minimum residual square sum of the second
threshold Sr2ðγ2Þ, corresponding to the second threshold
value bγ r

2 = arg min Sr2ðγ2Þ. Observe whether the two thresh-
olds are significantly different through the following statis-
tics: F2 = ðS1ðbγÞ − Sr2ðbγr

2ÞÞ/ðbσ2Þ, if F2 is significant, it
indicates that there is a second threshold, and then continue
to search for the third threshold, and so on, until the last
hypothetical threshold is not significant. Threshold variables
can be exogenous variables or explanatory variables in the
model. The results obtained by this threshold regression
method can fit the data more accurately and precisely than
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the ordinary regression model, especially when there is a
nonlinear relationship between the explanatory variable and
the response variables. The equation of the influence of
health cost on farmers’ behavior of pesticide application
and protection measures are set as follows:

AMTit = θ1AEMPit + θ2AEMP2
it + β1HCit INDit ≤ γ1ð Þ

+ β2HCit γ1 < INDit ≤ γ2ð Þ + β3HCit INDit > γ2ð Þ
ð2Þ

The number of protective measures taken by (AMT) was
used to reflect the difference in self-protection measures of
different farmers. (HC) is the health cost of pesticide applica-
tion for farmers. Moreover, to avoid the endogeneity between
variables, this paper uses the health cost of pesticide applica-
tion in the previous year as the value to measure the health
cost of farmers. AEMP is the risk preference of farmers. γ
represents the threshold. It should be noted that farmers’ risk
awareness is a dummy variable that cannot be directly mea-
sured. Therefore, this paper uses the Likert scale to indirectly
measure the level of farmers’ risk awareness. Although this
method is slightly rough, however it has been proved by
numerous research studies which is simple and effective.

3.2. Estimated Results. In the first round of threshold regres-
sion, the LM value and bootstrap p value of health cost (HC)
as threshold variable accounted for 115.635 and 0.000,
respectively; LM value and bootstrap p value of risk prefer-
ence (RP) as threshold variable accounted for 97.723 and
0.000, respectively. The results show that the health cost
and risk preference are likely to be the threshold variables
influencing the self-protection level of farmers in the process
of pesticide application at the significance level of 5%. There-
fore, the health cost (HC) with a larger LM value is selected

as the initial threshold grouping index. The results show that
the p value of the heteroskedasticity test is 0.062, and the
original hypothesis of homovariance could not be rejected.
Therefore, the outcomes show that there is no heteroskedas-
ticity, and the estimation results of the model are acceptable.
Afterwards, we take “social capital HC” as the threshold
variable and the likelihood ratio sequence statistic LRN (R)
as the threshold function. The estimated threshold value is
107.235. 326 samples fall into the low health cost group
(HC ≤ 107:235), and 197 samples fall into the high health
cost group. No samples fall on the confidence interval
[107.235, 107.235], therefore, we can divide the samples into
two groups: the low health cost group 1 (HC ≤ 107:235) and
the high health cost group 2 (HC > 107:235).

After the first round of threshold regression, the second
round of threshold regression was performed for the low
health cost group (HC ≤ 107:235) and the high health cost
group (HC > 107:235). In the low health cost group, the LM
and bootstrap p values of the two threshold variables were
obtained as follows: health cost HC (18.653,0.004) and risk
preference HC (21.968,0.000). Therefore, the risk preference
RP with a lower bootstrap p value was selected as the threshold
variable of the second grouping. The results show that the test
p value of heteroskedasticity is 0.160, thus, we cannot reject the
hypothesis of heteroskedasticity. The result indicates that
there is no heteroskedasticity existing between the selected
variables. Afterwards, we use “risk preference RP” as the
threshold variable and the likelihood ratio sequence statistic
LRN (R) as the threshold function, and the estimated thresh-
old value γ is 3. With the risk preference threshold of 3, the
low health cost group can be further divided into two groups:
“low health cost low-risk preference group” (HC ≤ 107:235,
HC ≤ 3) and “low health cost high-risk preference group”
(HC ≤ 107:235, HC > 3). In these two groups, there will be
no threshold (see Table 3 for detailed results).

Table 1: Personal protective measures and hygiene.

Protective measures and
hygiene

Wear long-
sleeved coat

Wear
trousers

Wear
hat

Wear
gloves

Wear
mask

Avoid spraying pesticide
during the wind

Wash
hands

Taking
bath

Proportion 90.249 87.381 37.476 17.017 9.560 47.419 87.381 91.587

Table 2: Farmers’ health costs of pesticide application.

Variable Maximum Minimum Mean

Direct monetary expenditure (yuan) 620.236 0 48.587

Medical expenses (yuan) 450.762 0 36.263

Transportation expenses (yuan) 85.689 0 12.325

The lost time cost (yuan) 320.829 0 43.265

The total time lost (hours) 48.348 0 5.624

Time opportunity cost (yuan/hour, with nonagricultural income) 15.894 0 8.215

Time opportunity cost (yuan/hour, without nonagricultural income) 12.543 0 3.092

Total health cost (yuan/year) 705.093 0 91.846

Note: (1) When calculating the rest time, if the farmer is hospitalized, we calculate it by 10 hours a day. (2) Considering that the calculation of the opportunity
cost of time is mainly based on the income of farmers working every day, while the working hours of farmers are generally 10 hours a day, we use the daily
income/10 hours when calculating the opportunity cost per hour; we use the annual average income/365 days/10 hours to calculate the opportunity cost of
farmers without working income.
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It can be seen from Table 3 that 326 samples fall into the
low health cost group (HC ≤ 107:235), and the average pro-
tection level of farmers during pesticide application is 4.323.
According to the actual investigation, although many of
these farmers know that pesticides are harmful to the human
body, they have less knowledge and understanding about
pesticide contact path, especially the impact of pesticide
application on health. The findings reveal that these farmers
have little knowledge about how to sensibly avoid and
reduce pesticide vulnerability. In the process of pesticide
application, they do not attach importance to the protection
measures. They mainly wear long trousers and long sleeves.
The proportion of farmers who wear hats, gloves, and masks
is low, and the protective measures are simple.

By comparing the average values of protection level,
health cost, and risk preference in the application process
of the “low health cost low-risk preference group” and the
“low health cost high-risk preference group”, we can find that
the average health cost in the “low health cost low-risk pref-
erence group” is 76.436. The average value of health cost in
the “low health cost high-risk preference group” is 68.812,
and in the “low health cost low-risk preference group” it is
2.127, which is significantly lower than that of the “low health
cost high-risk preference group”, which was 3.865. In con-
trast, in the average protection level of the two groups, it
can be found that the average protection level of the “low
health cost low-risk preference group” is 3.481, which is sig-
nificantly lower than that of the “low health cost high-risk
preference group,” which is 5.166. This phenomena shows a
problem such as health cost has an integration and synergis-
tic effect on individual risk preference, and health cost must
rely on risk preference. Comparing the results of the two
groups, when the health cost and risk preference are lower
than the critical value, the health cost has no positive effect
on improving the protection level of farmers in the process
of pesticide application, while when the health cost is
unchanged and the risk preference exceeds the critical value,
the health cost plays a positive role in improving the protec-
tion level of farmers in the process of pesticide application.

The second round of threshold regression was carried
out for the high health cost group (HC > 107:235), and the
heteroskedasticity test p value was 0.227, and the homovar-
iance hypothesis could not be rejected. Thus there was no
heteroskedasticity between the selected variables. Moreover,
two threshold regression analyses, LM and bootstrap p value
health cost variable (48.270, 0.0000) risk preference (67.101,
and p value 0.000), respectively, indicate that in the high
health cost group, risk preference becomes the threshold
variable for further grouping. Afterwards, we take “risk pref-
erence RP” as the threshold variable, and “likelihood ratio
sequence statistic LRN (R)” as a threshold function, and
the estimated threshold value γ is consistently 3. Therefore,
the high health cost group can be further divided into two
groups: the “high health cost low-risk preference” group 1
(HC > 107:235, RP ≤ 3) and the “high health cost high-risk
preference” group 2 (HC > 107:235, RP > 3).

According to Table 4, the protection level of farmers in
the high health cost group is 5.643, which is significantly
higher than 4.323 in the low health cost group. Comparing

the average values of protection level, health cost, and risk
preference in the process of pesticide application between
the “high health cost low-risk preference group” and the
“high health cost high-risk preference group”, we can find
that the average health cost in the “high health cost low-
risk preference group” is 132.744, which is significantly
higher than 109.626 in the “high health cost high-risk pref-
erence group”. However, the average risk preference in the
“high health cost low-risk preference group” is 2.614, which
is significantly lower than that in the “high health cost high-
risk preference group” which is 3.986. The direct result is
that the self-protection level of farmers in the “high health
cost low-risk preference group” is 5.213, which is signifi-
cantly lower than that in the “high health cost high-risk pref-
erence group” in the process of pesticide application. This
shows two key issues, first, when the health cost exceeds a
certain critical value (HC > 107:235), it has a significant
positive effect on improving the protection level of farmers
in the process of pesticide application, and health cost is
an important factor to enlarge the gap of protection level
in the process of pesticide application. Second, high health
costs combined with higher risk preference can significantly
improve the protection level gap in the process of pesticide
application and play a synergistic effect.

4. Conclusion

Based on the field survey data from 523 farmers in the main
grain-producing areas, this study found that the impact of
health costs and risk preference on farmers’ protective mea-
sures is nonlinear when the health cost and risk preference
are both lower than the critical value (HC ≤ 107:235, RP ≤
3). On the other hand, the health cost does not affect
improving the protection level of farmers in the process of
pesticide application when the risk preference exceeds the
critical value (RP > 3). The health cost plays a positive role in
improving the protection level of farmers in the process of pes-
ticide application when the health cost exceeds a certain critical
value (HC > 107:235), it has a significant positive effect on
improving the protection level of farmers in the process of
pesticide application. Additionally, the increasing health cost
combines with higher risk preference (HC > 107:235, RP > 3),
which can significantly improve the protection level of farmers
in the process of pesticide application.

There are several number of policy implications pro-
posed in this paper. Firstly, it is essential to strengthen the
publicity of health accidents in the process of pesticide appli-
cation, because the health cost needs to reach a certain level
or beyond a certain threshold value. The simple publicity of
the negative effects of pesticides may not achieve the desired
effect where more comprehensive measures should be taken.
In addition, to improve the effect of publicity, the decision
makers should focus on the publicity of increasing health
cost accidents in the process of pesticide application.
Secondly, this study shows that the combination of high
health cost and high-risk preference will significantly change
the behavior of farmers. Therefore, it is important to
improve farmers’ risk attitude and enhance their awareness
of safe production through publicity. It is very necessary to
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make full use of new media such as TikTok and WeChat to
publicize the health impact of pesticide exposure, improve
the safety awareness of farmers, focus on how to use protec-
tive equipment, and especially publicize some typical adverse
impact events caused by pesticide exposure. At the same
time, regular training on pesticide application technology is
provided for farmers to improve their mastery of pesticide
application methods and pesticide application interval and
understand the pesticide exposure risks caused by different
pesticide application behaviors. Thirdly, more comprehen-
sive measures should be taken to reduce the negative health
effects of pesticide application. If the research provides more
suitable and comfortable personal protective equipment, the
personal protective equipment will be subsidized. Fourthly,
due to the small scale and decentralized characteristics of
agricultural production in China, the negative impact of
pesticide application on publicity, government supervision,
and policy implementation costs is significant. Our findings
can gradually change farmers’ decentralized self-control and
self-control traditional ways by constantly improving the
agricultural social service system, and improve the profes-
sionalism of pest control.
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To revitalize talents and give full play to the maximum utility of HR (human resources), it is not enough to accumulate talents
alone. HR must be effectively allocated to realize the matching of people and posts. Competency is a personal characteristic of
an organization that distinguishes its performance level in a specific job and organizational environment. In order to solve the
problem that job seekers’ job-seeking ability is difficult to match the job requirements, this paper combines neural network
with traditional HRM (human resource management) algorithm based on ability perception and designs a depth model of
accurate matching of people and posts in HR field, which can improve the quality of data training of traditional algorithm.
The results show that compared with other algorithms, the F1 value of the proposed algorithm is obviously improved, and the
proposed algorithm performs best, with the F1 value of 0.829. In this paper, the method of global network plus local network
is used, which can effectively improve the hidden features of data and then improve the matching degree and recommendation
accuracy of the algorithm.

1. Introduction

In today’s knowledge age, science and technology represent
wealth. The comprehensive quality of human resource man-
agement of economists in enterprises and institutions is
directly related to the future development of the industry,
so it is very important to improve the quality of personnel.
In view of the negative impact caused by the fact that some
enterprises and institutions do not pay enough attention to
the economist, the manager or person in charge of the enter-
prises and institutions directly takes the role of the econo-
mist. Enterprises and institutions must rerecognize the
importance of human resource management of economists
and change their inherent ideas. Give full play to the main
role of the economist’s human resources to make more con-
tributions to enterprises and institutions. This is a responsi-
bility and a high requirement for human resource
management of economists. The human resource manage-
ment of economists should be aware of the competitiveness
between enterprises and institutions, actively participate in

the planning, and mobilize the enthusiasm of employees
while improving their own quality, so as to achieve the goal
of common progress between employees and enterprises and
institutions. In order to mobilize employees’ work enthusi-
asm and enhance their sense of competition, the human
resource management of economists can give old employees
and new employees the opportunity to interact in the form
of exchange forums. In addition, the human resource man-
agement of economists can also provide training for
employees so that they can have a basic understanding of
the culture, development strategy, and development status
of enterprises and institutions. And further cover workplace
etiquette, product knowledge, and other aspects. Promote
employees to understand the current situation, advantages,
and future planning of the industry more clearly, strengthen
their sense of ownership, and encourage them to work
harder. Perception model has a wide range of applicability,
which is suitable for the HRM (human resource manage-
ment) process of enterprises of various natures and can help
enterprises significantly improve the scientificity and
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rationality of HRM. The existing job recommendation sys-
tem can provide accurate, fast, and personalized job recom-
mendation services for job seekers by analyzing their
historical search records, mining their job-seeking wishes,
needs, and job-seeking tendencies [1, 2]. Through effective
personnel-post matching, the quality of enterprise resource
management can be comprehensively improved, which plays
an important role in enterprise operation and work develop-
ment. It is also very helpful for enterprises to achieve strate-
gic goals.

In recent years, scholars have tried to apply the cutting-
edge technology to the matching of people and posts. In
early research abroad, Khan et al. used candidates and pro-
fessional information to establish two-way recommendation
between people and posts and realized the matching between
people and posts [3]. Belsito et al. followed the idea of rec-
ommendation system and put forward a job recommenda-
tion system based on job seekers’ preferences and interests
[4]. Reachslin et al. believe that competence is the intrinsic
characteristic of an individual, and there is a certain degree
of causal relationship between this intrinsic characteristic
and related performance in work and situation. The theory
of this view of characteristics focuses on the study of people’s
competence from the perspective of discovering people’s
characteristics [5]. Baimenov et al. think that the company’s
operation is made up of orderly work, and different posi-
tions have different competency elements for employees,
that is, the system theory of person-post matching [6]. Pet-
ros et al. pointed out that the matching process of people
and posts is a dynamic matching process. The dynamic
matching between people and posts is of great significance
to help employees obtain career planning and personal
development, give full play to their active role, and promote
the development of the company [7]. Brueller et al. tried to
establish the matching degree model between employees
and specific positions by analytic hierarchy process [8].
Liang used AHP (analytic hierarchy process) and fuzzy com-
prehensive evaluation method to establish a measurement
model of the matching degree between people and posts
[9]. Mills et al. put forward the dynamic matching model
between people and jobs; that is, the matching between peo-
ple and jobs is a dynamic and active configuration process
[10]; Hitka et al. conducted an empirical study on the com-
petency models of top managers in enterprises, and the
results showed that the competency models of top managers
in the east and the west are similar. This study verified for
the first time in China that competency evaluation can more
comprehensively distinguish outstanding management
cadres from ordinary management cadres [11]. Choi et al.
studied various scales of HR (human resources) related to
this, and this configuration type of person-post relationship
mainly ensures the HR quality of various departments and
positions in the enterprise through all links in the HRM
process [12].

If we want to study the capability perception model, we
need to fully understand not only the characteristics and
needs of enterprises but also the development goals, mis-
sions, and business development of enterprises. In the pro-
cess of enterprise development, the matching of people and

posts can ensure the smooth implementation of enterprise
strategic objectives. In the period of production and opera-
tion, the strategic goal is an important guide, and all enter-
prise activities are carried out around the strategic goal [13,
14]. Excellent employees and ordinary employees will show
significant differences in competency. Organizations can
use competency indicators as one of the main bases for the
recruitment, evaluation, and promotion of employees. Most
of the studies have not adopted appropriate and reasonable
empirical methods, and almost no one has done the corre-
sponding research on the matching of people and posts after
the competency model is built, let alone specific to a certain
industry or field, and the research on the matching of people
and posts with the competency of HRM employees in enter-
prises is even blank. In this paper, the ability perception
model will be combined to construct the accurate matching
model of job and post, and the rich semantic information
contained in the long text of job and post features will be
fully utilized to realize the accurate matching between job
seekers and posts.

2. Research Method

2.1. Analysis of Enterprise Capability Perception Model. To
distinguish people, the competency perception model should
first classify and match people, positions, and posts. In order
to realize the system matching among organizations, posts,
and personnel, the effect of only using the general compe-
tency model is often not ideal, but we should combine the
specific requirements of different organizations and posts
to build different post competency models for different
posts. At present, there are three main modes of developing
competency model: based on the position, based on the
overall value and core competence of the organization, and
based on the key success factors of the industry. Among
them, the post-based competency model is the most com-
mon development mode, which has strong applicability
and operability, and is easy to be accepted and developed
by organizations. Therefore, it has important guidance and
practical significance to explore and develop the post com-
petency model for optimizing human resource management.
Quality is a necessary condition to produce high perfor-
mance, and the capability perception model should be able
to predict future performance and become a guarantee to
support the sustainable development of enterprises in the
future [15].

Post management by objectives requires the establish-
ment of post management system, ability evaluation system,
performance management evaluation system, and finally a
scientific, reasonable, fair, and just HRM system which is
competitive in the market and can effectively promote the
realization of organizational strategic objectives. It is not dif-
ficult to find that employees’ ability and quality influence
employees’ work performance, and to a certain extent, their
ability and quality determine employees’ work performance,
by closely combining their positions and work behaviors.

Social role represents employees’ understanding of social
norms, and it is also an important embodiment of
employees’ behavior style, such as managers. Self-image is
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a kind of self-display after employees have a clear under-
standing of their own abilities and roles, such as self-confi-
dence, which often has a great impact on their
performance. This study adopts the method of vectorizing
each word after segmentation and then clustering the vector-
ized words. The results show that this method can effectively
distinguish competency from other words so that they can
be grouped into one category. The specific implementation
process is shown in Figure 1.

Some competencies may be in high demand in all posi-
tions, and these competencies do not represent the position
of HRM well. In this paper, the chi-square value is used as
an index to reflect the importance of competence in the post
[16]. The original assumption is that feature xi and category
cj are independent of each other; that is, feature xi is not rep-
resentative of this category. The calculation formula is

χ2 = t, cð Þ = 〠
n

i=1

Xi − Eð Þ2
E

, ð1Þ

where Xi is the theoretical value and E is the actual value.
For the consistency judgment matrix, each column is the

corresponding weight after normalization. For the inconsis-
tent judgment matrix, each column is normalized to approx-
imate its corresponding weight, and the arithmetic average
of these ncolumn vectors is calculated as the final weight.
The specific formula is

Wi =
1
n
〠
n

j=1

aij
∑n

k=1akl
: ð2Þ

It should be noted that the consistency of the judgment
matrix should be checked in layer-by-layer sorting. Gener-
ally speaking, the judgment matrix is not required to strictly
satisfy this property. This paper studies the difference
between judgment consistency matrix and satisfaction con-
sistency matrix. The limitation of determining the accep-
tance matrix by the consistency index is discussed. In
order to improve the consistency of judgment matrix, a
new method of correcting matrix by using the average char-
acteristic of judgment is proposed.

In this study, structural hole index is used to measure the
cohesion of a certain competency in workflow or team work
[17]. The richer the structure, the more it shows that it plays
a key role in the whole workflow or in the team. The calcu-
lation formula is

pij =
aij + aji

∑k aik + akið Þ , ð3Þ

where pij is the proportion of the direct relation of i, j.
The evaluation ability level can adopt the behavior level

description method; that is, when the model is built, the
behaviors will be laid to different levels according to the dif-
ficulty and complexity of behaviors, and when judging, the
employees will be anchored to the corresponding ability
level according to the difficulty and complexity of behaviors

during the evaluation period, and the corresponding ability
level scores will be given.

As far as HR quality is concerned, it is necessary to
ensure the matching degree of employees’ ability and quality
with job requirements and company culture from the begin-
ning of the recruitment process. After employees enter the
company, they should strengthen job guidance and training
to realize the dynamic matching and management between
people and jobs, so as to have a competitive workforce. In
the competency model constructed in this study, its hierar-
chical structure is shown in Figure 2.

The application of competency perception model can
enable enterprises to get rich and useful information, and
apply this information to recruitment and evaluation, so as
to draw scientific and reliable conclusions. The construction
of post competency model provides the basis and standard
for people to enter posts and corresponding grades and is
an effective way to realize the matching between people
and posts [18, 19]. These abilities are difficult to observe
and learn. The individual characteristics of factor mainly
include a person’s personality, motivation, values, and other
characteristics, which are the deepest features and the least
easy to be discovered and developed.

2.2. Establishment and Application of Depth Model of
Accurate Matching between People and Posts. Person-post
matching refers to the corresponding relationship between
people and posts. Each incumbent has different abilities,
qualities, and individual characteristics, and his or her indi-
vidual needs and motivations are different. Only when the
individual’s needs are matched with the post compensation
and organizational vision can the individual be motivated
and work harder to achieve greater performance.

Personal abilities and qualities are compatible with job
requirements, and personal requirements are matched with
the salary level and organizational vision that the job can
provide. In this form, the matching between people and
posts is at its best. It is the most ideal matching form of
“send,” but it is difficult to realize the “send” form. In the
process of post selection, if the post holder has work experi-
ence related to the post, then the company will save time and

Text
preprocessing

Word2vec

Source text

K-means

Category

Figure 1: Specific process of competency feature extraction.
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cost for the post training of the post holder, and the post
holder can adapt to the job quickly.

There are three necessary processes to realize the match-
ing of people and posts, as follows:

(1) The first step of job matching is to understand job
requirements through job analysis, so as to realize
job knowledge. For a job, it is to fully collect and
observe all kinds of information such as the rights
and responsibilities of the job and then analyze the
work procedures and summarize the contents and
rights and responsibilities

(2) Know people: knowing people means judging peo-
ple’s post competence. Usually, many scientific
methods, such as written test, interview, online psy-
chological assessment, and group discussion, are
used to identify people

(3) Match with people and posts: the fundamental pur-
pose of the whole match is to make people fit for
their posts, make the best of their abilities, and
finally reap the maximum organizational benefits

At present, there are two main aspects of job matching.
The first is the matching between the professional skills of
employees and the demands of jobs, and the second is the
matching between employees’ work attitude and salary
return. Timely training can help enterprises get comprehen-

sive protection, and its training mainly includes four stages:
demand analysis, training design, implementation, and
result evaluation; enterprises should start to carry out
employee training from multiple angles to ensure the perfec-
tion of training facilities and the rationality of training
funds. In order to achieve the best match between people
and posts, it is necessary to carry out post analysis and per-
sonnel quality evaluation according to the talent construc-
tion plan to recruit and select talents so that the match
between people and posts can approach to rationality. When
using certain evaluation methods, corresponding evaluation
methods should be proposed for each quality element. There
may be multiple evaluation methods for a certain quality ele-
ment, which requires in-depth analysis, comparison, and
accurate selection of discarded methods. Do not simplify
or complicate the evaluation style. When introducing a
new style, it should be verified to determine its applicability.
In the contemporary evaluation, test method, oral test
method, evaluation center method, and other evaluation
methods are commonly used.

At present, most of the competency model and compe-
tency model are established by psychological evaluation
method, which is inherently scientific, but it will be slightly
complicated in the actual operation process of the enterprise,
so it will undoubtedly reduce the actual operability of the
enterprise and increase the operating cost. The essence of
HR scheduling model is to analyze HR data and calculate
the matching degree of people and posts. Then, according

Breakdown
task list

Implementation
capacity

Improvement
plan

Data
analysis

Professional
skill

Function
promotion

Strategic
contribution

Decision-
making

Pass or not?

Employee
evaluation

Competency
model of post

Post structure
system

Job
evaluation

Job analysis

Project task
list

Organizational
analysis

Y

N

Individual
characteristics 

Figure 2: Post competency quality model.

4 Journal of Function Spaces



RE
TR
AC
TE
D

to the score of matching degree between people and posts,
the personnel can be dispatched, which can be abstracted
as a recommendation model in essence.

In this paper, the basic neural network is improved, the
hybrid recurrent neural network model is used, and the
global model and the local model are combined, and the data
features after the hierarchical operation of the model are
taken as the network output, so as to realize the data pro-
cessing. The loss function is as follows:

L = −〠
n

y log p + 1 − yð Þ log 1 − pð Þð Þ: ð4Þ

There are also feature attributes described by long texts
in the characteristics of posts, and these corresponding long
texts describe the specific ability requirements of posts and
the skills of job seekers, which are the key information for
accurate matching between posts and job seekers. By calcu-
lating the cosine distance between documents, the similarity
of corresponding feature attributes is obtained:

Si⊗i =
Vi ×V j

Vik k × V j






, ð5Þ

where Vi represents the document vector of feature attribute
i and V jrepresents the document vector of feature attribute j;
Si⊗i represents the similarity of feature attribute i, j long text.

In the process of bilateral matching of people and posts
in recruitment, the two matching subjects, namely, job
seekers and posts, respectively, give the demand information
of each other according to their own conditions. The HR
department of the enterprise uses multi-index method to
process the index information through the information pro-
vided by both parties and then uses bilateral matching deci-
sion algorithm to effectively match people and posts. Most of
the existing decision-making methods of person post match-
ing assume that both parties of person post matching are
completely rational. This is not consistent with the actual
management activities, so this paper proposes a two-sided
matching decision-making method considering the different
psychological behaviors of the two sides. On the premise of
analyzing and sorting out a variety of different types of eval-
uation indicators, first of all, the satisfaction value of both
parties on the basis of complete rationality is obtained. Then,
it introduces the regret avoidance psychology and prospect
expectation psychology of both parties. This paper intro-
duces regret theory and prospect theory to the decision-
making method of person post bilateral matching. Through
the construction and solution of the decision-making model,
a matching method closer to the actual human resource
management activities is obtained. It also proves that the
results of bilateral matching are different under the influence
of different psychological behaviors. The formula for calcu-
lating the satisfaction of the possessor to the post is as fol-
lows:

a1kij =
1, k = j

〠
T

i=1
w1

kita
1
kijt , k ≠ j

i = 1, 2,⋯,lk

8

><

>:

: ð6Þ

When k = j, a1kij = 1 indicates that the possessor has the
lowest satisfaction with the original position; that is, the
position applied for by the job seeker is at least better than
the position currently occupied; when k ≠ j, the occupant’s
satisfaction with the post is accumulated and obtained
through the evaluation satisfaction under each index.

Assuming that the person-post matching coefficient
based on competency is g, the actual competency of HRM
employees is b, and the competency of HRM employees
required by enterprises is b0, the corresponding weights f ið
i = 1, 2,⋯,nÞand ∑f i = 1 are given according to the different
importance of different jobs. So,

b0 = 〠
n

i=1
f ibi, ð7Þ

where ∑f i = 1, i = 1, 2,⋯, n, n ≤ 28, n is the competency
coefficient. Secondly, an expert evaluation team is formed
by the enterprise to evaluate the competence of employees.

In the process of adjustment, enterprises should combine
the specific situation. If there is a problem with employees’
skills, managers should first consider vocational training
for employees. If employees’ working ability cannot be
improved through training, managers need to consider post
adjustment and whether to transfer them to posts with lower
requirements.

Group the data to get a more comprehensive under-
standing of the characteristics of the HR model. At the same
time, the data is saved in the data warehouse, which can sup-
port the subsequent data model training. The depth model
of accurate matching between people and posts combined
with ability perception is shown in Figure 3.

In the text similarity calculation layer, the attribute
values with long text in the matching features of people
and posts are vectorized by using Word2vec method, and
then, the matching degree of corresponding features is eval-
uated by calculating the cosine distance between corre-
sponding features. Embedding each word into the vector
model, more strictly speaking, generates a vector space with
a large number of text so that each word can find the corre-
sponding vector, and the similarity between words can be
calculated. Then, the data is abstracted, preprocessed,
encoded by an encoder, and stored in a data warehouse. If
the new evaluation results show that people and posts are
matched, then the adjustment scheme can be determined;
if not, the adjustment will be made according to the third
step again until people and posts are matched to achieve
dynamic balance.

3. Result Analysis

This paper extracts and analyzes the research resumes
through network big data. According to the fields in the
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obtained resume data and combined with the opinions of
relevant experts, different variables such as working hours,
enterprise scale, rank, highest degree, school grade with the
highest degree, HRM major, student cadre experience,
internship experience, and award-winning experience are
extracted from the resume data and processed in a struc-
tured way.

Taking the average of the total scores of three experts as
dependent variables and eight variables extracted from
resumes as independent variables, multiple regression analy-
sis was carried out to explore the factors in resumes that
have significant influence on competency, and they were
used as input variables of competency prediction model.
The results are shown in Figure 4.

We can see that whether or not there is internship expe-
rience has a significant impact on competency at the level of
1%, and its coefficient is 1.32. Compared with those who
have no internship experience, those who have relevant
experience have a higher level of competence. This further
proves the importance of practice for HRM work. High-
level schools have certain advantages in terms of faculty, cur-
riculum, and the combination of theory and practice. Stu-
dents will get more resources and have more practical
opportunities during their education, which will have a pos-
itive impact on their competence.

Combine the development strategy of the enterprise,
fully consider the requirements of the enterprise in HRM
posts, and design, adjust, and improve the current HRM
posts. For job seekers, if they are matched to poor positions,
there will be a big psychological gap, and then, they will lose
interest and enthusiasm for work. As for the position, if you
match a poor job seeker, it violates the idea of recruiting
excellent talents, which is obviously unacceptable to the
enterprise. All job seekers form a matching pair with the
position that prevents it, and all matching pairs form a
matching scheme. Job seekers who are not blocked by jobs
and jobs that are not blocked by jobs are not matched.

Performance management can not only significantly
improve employees’ work enthusiasm and efficiency but also
play an important role in promoting the smooth development
of departmental work. Although HR planning includes three
aspects, their common foundation is based on the establish-
ment and analysis of the post ability perception model, so it
can provide scientific, reasonable, and effective information
for the HRM work of enterprises, help enterprises achieve
accurate HR planning, and ensure the full use of HR.

The relative importance weights of many indicators in
each level to the related indicators in the previous level have
been obtained, and the total ranking is made from top to
bottom. The results are shown in Figure 5.
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Figure 3: Depth model of precise matching between people and posts combined with ability perception.
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According to the calculation results, it can be seen that
the strategic management and change management have rel-
atively high weights, while HRM functional management
and enterprise support management have relatively low
weights in the latitude of enterprise HR supervisor compe-
tency evaluation. In addition to the necessary requirements
for posts, enterprises also have an in-depth understanding
of employees’ mental health. With the all-round develop-
ment of economy, the competition among enterprises also
increases invisibly, which also intensifies employees’ psycho-
logical pressure. Every employee has his own advantages and
disadvantages, so managers need to put forward correspond-
ing suggestions according to the actual situation of
employees when they carry out HRM.

An enterprise’s recruitment method based on capability
perception model is an innovation based on the traditional
recruitment method to meet the requirements of the devel-
opment of the times. Conduct situational interviews and
behavioral event interviews during the interview process.
Add the weight of competency score to the comprehensive
recruitment score, as shown in Figure 6.

Comprehensive practice shows that interviewers can
evaluate the implicit characteristics of candidates more by
means of scenario simulation and case analysis, so as to
judge the matching degree of candidates and then make
the decision on whether to hire or not according to the post
ability perception model. Improve motivation, attitude, and
behavior, so as to be better qualified for the current job or
new job, and then, promote the improvement of organiza-
tional efficiency and the realization of organizational strat-
egy and promote personal career development.

The most critical method of training demand analysis
based on the competency perception model is to compare
the difference between the employee’s actual competency
and the target post competency. The person position match-
ing in the enterprise’s human resource management is to
select the appropriate personnel and match the determined
positions. The person who is engaged in this position needs
to have the ability to complete the job responsibilities well.
These indicators should be measurable, observable, and
instructive and have a key impact on the personal perfor-
mance of employees and the success of the enterprise. At

the same time, it is necessary to adjust various problems in
the combination process to ensure the realization of the post
objectives. Only by getting the correct post gap information
can the training demand be accurately analyzed. The train-
ing content corresponds to each competency item, which
constitutes the corresponding relationship between training
content and competency item. Then classify it, and deter-
mine the training content and training methods according
to it so that training courses can be developed in a targeted
manner, and the main contents of training courses formula-
tion can be guaranteed, including training course name, cat-
egory, training method, training hours, training objectives,
training contents, and assessment methods.

In this paper, the data classify and sort out the HR data
of enterprises, and the data includes three types: personnel
information, personnel evaluation matrix value, and person-
nel ability matrix value. Then, the feasibility of the proposed
algorithm is compared. The proposed algorithm, Ref. [14]
method, and Ref. [16] method are used for model training
and experimental analysis. The evaluation indexes are accu-
racy, recall, and F1 value. The experimental results are
shown in Table 1.

It can be seen that compared with the other two algo-
rithms, the F1 value of the proposed algorithm is obviously
improved, and the proposed algorithm performs best, with
the F1 value of 0.829. In this paper, the method of global
network plus local network is used, which can effectively
improve the hidden features of data, then improve the train-
ing quality of data, and improve the matching degree and
recommendation accuracy of the algorithm.

Person-post matching in HRM of an enterprise is to
choose the right person to match the determined position
and, at the same time, take corresponding measures to com-
bine the two together. At the same time, it is necessary to
adjust all kinds of problems in the process of combination,
so as to ensure the realization of the post goal.
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The core of job matching is that the matching between
people and jobs can reach the most reasonable state, that
is, people can play the most effective role in jobs, and jobs
can also give people the greatest satisfaction, so as to obtain
the best performance. The post competency model can help
employees to further clarify their quality development goals,
so as to carry out career development planning more effec-
tively, point out the development path for employees, and
promote employees to improve their sense of responsibility
for their own career and organizational development.

4. Conclusion

Job matching is a relatively complicated process. To achieve
this, it is necessary for enterprises to optimize the distribu-
tion of jobs in combination with their own development in
order to improve the job matching degree. In this paper,
the depth model of accurate matching between people and
posts based on ability perception is put forward, which takes
into account the needs of job seekers and posts in reality, as
well as the characteristics of occupiers in matching. By using
genetic algorithm to solve the multiobjective optimization
model, the best matching scheme under different require-
ments can be obtained. Compared with the other two algo-
rithms, the F1 value of the proposed algorithm is
obviously improved, and the proposed algorithm performs
best. It shows that this model can effectively imitate the
behavior of experts and make competency evaluation based
on resumes, thus realizing the automatic operation of

matching ability and position in resume screening, effec-
tively improving the efficiency, and providing a reference
for enterprises to accurately position high-quality talents.
However, the study still has some limitations. The model
also needs to consider the different needs of job seekers
and positions in the real world and needs to be expanded
and supplemented in future research.
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Table 1: Comparative experimental results.

Model Accuracy Recall F1 value

Algorithm in this paper 0.816 0.833 0.829

Ref. [14] 0.698 0.603 0.667

Ref. [16] 0.771 0.729 0.753
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We are in the era of big data, and art, which has developed along with human history, has been given new vehicles and forms of
creation with the use of integrated media technology. This study first introduces artwork and its definition and classification, then
briefly describes the definition and development of digital art, and focuses on the development, contribution, and drawbacks of
digital artwork NFT (nonfunctional token). This study divided the design model into four layers based on the neural network
calculation of factorization machine to build, and the data of each layer was analyzed and processed to build the FNN
algorithm model. It was found that the largest proportion of NFT artworks circulating in the trading market is in paintings, at
55%. The HSV color space was selected as the color perception model, and then the picture pixel positions were determined,
and redundant pixels were eliminated. To avoid data overflow, the spatial memory occupied by the pixels of the painting was
calculated. The results showed that the growth of pixel space complexity was smooth and converged to a straight line,
indicating that the original pixel data extracted in this experiment was stable. The circle was selected as the basic guideline for
the creation of four digital art paintings with an overall uniform but innovative style.

1. Introduction

Computer technology has achieved an explosive develop-
ment after 2000, and along with the popularity of computers
and smartphones, the number of Internet users has shown
an exponential growth. Technological advances have also
led to the rapid development of the Internet, and the amount
of information available to humans today is now dozens or
even hundreds of times greater than before [1]. The massive
amount of information has brought convenience and also
brought the problem of information overload, which is a
great challenge for both producers and users of information.
Specifically for art creators, the content they produce is eas-
ily overwhelmed by the huge amount of data and does not
stand out from the rest. Users of information are faced with
a huge amount of information, and it is difficult to filter out
the truly useful information, making time and energy wasted
[2]. In the era of rapid changes, there are new technological
miracles every day, and most of these miracles are created by
having innovations. A well-known American entrepreneuri-
alist once said that mankind is experiencing a silent revolu-

tion, and this revolution is a profound revolution in the
spirit of innovation. In today’s globalized economy, innova-
tion has become the first driving force of world develop-
ment. And in the field of art creation, innovation has the
same important status.

Neural networks are new and advanced big data process-
ing technologies that have received much attention in recent
years and have been used in every bit of human life and
production [3]. Neural network algorithms are inspired by
the activity of human consciousness, and scientists have
invented artificial neural networks in the field of artificial
intelligence, which is the most fundamental root of the
modern technological building of mankind [4]. Human
consciousness is the product of constant transmission of
information transmitters between neurons in their own
physiological structure, and only by constant transmission
and circulation can they think continuously. And humans
constantly adjust and update the connection weights
between neurons in order to perform better and faster
thinking activities. Human consciousness is nonlinear and
generates new signals with increasing knowledge and
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experience, and these new signals cause new stimuli to the
neurosynapses, which in turn generate new thoughts [5].
Artificial neural networks operate on the same principles
as the human mind activity, where data is passed, processed,
handled, and distributed at various nodes. Like human
consciousness, it adjusts to changes depending on the input
signals and has the same adaptive and autonomous learning
capabilities as humans. Neural network nodes in computer
technology are as important as human neurons, and the
number of nodes and the way they are connected determines
what kind of nonlinear mapping capabilities they have [6].
Factor decomposer-based neural networks are the earliest
and currently more developed artificial intelligence network
techniques, which use error backpropagation to train the
data. The biggest feature of digital art is that it can strip off
the internal relationship of color and graphics to directly
express logic. This internal relationship is built on operation
and data, and operation is the essence of cognition. The dif-
ference between digital art and previous art forms is that the
internal logic used is similar to the essence of things, rather
than guiding people to read and understand the internal
relationship through appearances. Therefore, the final result
presented by the data is the content directly reaching the
essence of painting. It does not need to have the texture,
color, composition, and other representations formed on
the surface of traditional painting but a new image repre-
sented by the logic composed of internal relations. In
essence, digital painting is not a type of painting art, and it
is only a type of digital art with painting form or graphic
characteristics.

Digital artworks are unique in the era of big data, and
virtual artworks only emerge when technology has devel-
oped to the extent it has today [7]. Digital artwork is a visual
representation created using computer technology and
related software, where the related software varies depending
on the type of artwork. Digital art paintings would use draw-
ing software, digital art statues would use modeling software,
and digital art songs would use arranging and mixing soft-
ware. The fusion media technology provides the right condi-
tions for the creation and development of digital art, which
can only be created, disseminated, sold, and collected so
smoothly and easily if all the multiple media are used wisely
[8]. However, just like traditional art, digital artists also
encounter creative bottlenecks. The huge demand in the
art trading market indicates a huge potential for develop-
ment; so, this study will use algorithms to create a relevant
model based on big data melting media technology. The
model will then be used to bring innovation and inspiration
to the creation of digital artworks. In summary, this study
has strong relevance and great digital business value.

2. Overview of Digital Artwork

Digital art is essentially the same as traditional art, an artistic
practice, except that the tool for its creation has become
computer technology [9]. Art has been present in our culture
since the dawn of mankind. Painting, sculpture, music, pho-
tography, and games have progressed along with mankind,
and they have given him spiritual food about beauty.

Because of the advancement of global digitization, more
and more artists are creating digitally and do not materialize
them but exist only as pixels [10]. This virtual property does
not make digital artworks more or less valuable but more
convenient to store and transmit and more topical. It is pos-
sible to distinguish digital art from traditional art in terms of
output methods, which are often used for digital output. It is
also flexible and diverse. For example, a video collection of
Super Bowl football stars’ scoring moments can be a work
of art, a symbol abstracted from a real photograph can be
a work of art, and an emoji packet that is widely distributed
on the Internet is also a digital work of art [11–13].

Digital art is gaining more and more attention, and after
being affected by the epidemic, the number of various types
of digital art exhibitions is increasing year by year because of
its ability to be held on the Internet. Various types of well-
known academic institutions have also established big data
integrated media disciplines and digital art research centers.
However, because of its systematic nature, it has three major
congenital deficiencies at the beginning. The first is the
problem of copyright protection. Compared to traditional
artworks, digital collections only need to copy the station
body to complete the copy. And it is more easily tampered
with the creator’s ideas and style can be easily borrowed
and copied. Secondly, the current dissemination channels
are limited, and both offline and online channels have differ-
ent degrees of restrictions on the display of digital artworks.
Traditional places such as galleries, museums, shopping
malls, and parks prefer to exhibit physical artworks, as tradi-
tional artworks usually do not require special equipment
such as digital screens. Although the number of online art
exhibitions is increasing year by year, it is still insufficient
in relation to the huge number of artworks. The final point
is that the lack of trading volume and the inability to circu-
late commercially greatly limit its development. Traditional
art can be auctioned at Christie’s and Sotheby’s and can also
be circulated in various art galleries, antique streets, and
e-commerce platforms [14]. Because of its easily copied
nature, for a long time, there was no trading channel
for digital art at all.

Digital art is usually not the digitized original text data
and the original audio/video data itself, but when these orig-
inal materials are designed into a larger digital work through
computer technology and information art and become a part
of this large work, we can call it digital art. The emergence of
nonfungible token (NFT), however, is well positioned to
overcome all three of these shortcomings. NFT emerged as
a new wave in the art world, becoming known in 2020 and
causing a surge in the trading of digital art by the end of
2021.The emergence of NFT has led to sudden overnight
riches for artists who were not famous and has led many
already famous artists to devote themselves to its study and
creation. The landmark event of NFT was the sale of The
First 5000 Days by American programmer Michael Winkel-
mann at Christie’s for $70 million [15]. To this day, it is not
only artists various creators who sell NFT but also tradi-
tional game maker Konami has created its Castlevania-
themed NFT for sale, eventually making over $160,000 in
profit [16]. Figure 1 shows the iconic NFT content.
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NFT is unique in terms of copyright, creation, and trad-
ing, and these characteristics set it apart from digital artwork
in the traditional sense. In terms of copyright, everyone in
the Internet can download, copy, share, and collect NFT
artwork, but its owner holds the only genuine artwork. Each
NFT item has a unique encryption code; so, it can be queried
and traced by everyone in the blockchain, which eliminates
the possibility of it being forged and pirated. In terms of
creation, NFT is more free, and modern art can intercept
the classic artwork for the artist’s own expression and inter-
pretation to form a new NFT artwork. The most outstanding
feature is that in terms of transactions, the same as copyright
transactions are also completed on the blockchain, which
eliminates the possibility of fraudulent transactions. And as
with securities investments, similar to stocks where one
share can be purchased, NFT can be purchased in pieces
[17]. These features, especially the trading measures, have
led to an unprecedented boom in the NFT digital art trading
market. Such a market has first attracted traditional visual
content creators in advertising, film and video, and games.
Numerous content creators have transformed into NFT art
creators, allowing them to break away from the endless
demands with their A-side clients and apply their accumu-
lated technical and design talents to the digital art field.
Second is the entry of traditional majors in the consumer
field, with large companies such as Coca-Cola, Nike, and

Adidas relying on their own products and marketing
resources in the layout of the NFT art field [18]. The boom-
ing market has also given rise to specialized trading sites,
and currently, the world’s first and largest NFT trading site
is OpenSea, which accepts individuals and art groups to post
and buy and sell NFT digital artworks on it.

Behind the boom in the market, NFT has also revealed
many problems. The first and foremost is that the NFT art
market is controlled in the hands of a few people, and its share
basically follows the rule of two or eight. About 20% of NFT
digital artwork holders occupy 80% of the value of the market,
which makes it difficult for ordinary people to profit from this
market, which is not conducive to the long-term development
of the market [19]. Secondly, because of the lowering of the
creation threshold, the identification of artwork value is in a
vague and confusing state, and there is no authoritative orga-
nization or institution that can identify the reasonable value of
a digital artwork [20]. This adds a great deal of uncertainty to
the market, making it less stable.

3. Neural Network Algorithm Based on
Factorization Machine

The currently used CTR designs are linear models, such as
logistic regression, Bayesian and plain Bayesian, and FTRL.
Linear models use a large number of sparse one-hot codes

Figure 1: Iconic NFTs: The First 5000 Days by Beeple (top) and Konami’s Castlevania-related works (bottom).
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for computation, which are simple and effective but have
poor performance and cannot design complex relationships
between features. The nonlinear model is an algorithmic
model that maps binarized features to a low-dimensional
space on the basis of the linear model and designs the rela-
tionship between features by inner product, which eventu-
ally leads to improved performance [21]. The gradient
boosting tree algorithm is its representative, by constructing
a tree and thus achieving automatic learning. However, both
linear and nonlinear models are severely limited in expres-
siveness and have poor generalization ability.

In the linear model, the common way to extract high-
order features is based on manual and prior knowledge.
When the feature dimension becomes large, the feature
combination becomes extremely difficult, and the labor cost
becomes more expensive. The factoring machine is a neural
network system embedded with embedded layer. Its main
function is to construct hidden variables between features,
which measure the second-order combined features based
on all features. Neural network algorithms can be learned
and designed from the original features before achieving a
high-dimensional feature representation through unsuper-
vised training. The Factorization-machine supported Neural
Network (FNN) algorithm selected for this study can perform
cyclic supervised learning using FM. Thus, sparse features
are effectively reduced, and continuous dense features are
obtained. On top of the embedding layer, this experiment con-
structs a multilayer FNN for digital artwork design modeling.

With one-hot encoding, the FNN algorithm inputs cate-
gory features that are fielded. It has multiple cells, each rep-
resenting a specific field with only one positive value, and the
others are negative. The features, after encoding, are repre-
sented in the following Figure 2.

The top layer above will output a real number, and the
bottom layer is the FM layer. The probability of its click is
expressed by the following equation.

ŷ = sigmoid W3l2 + b3ð Þ, ð1Þ

where l2 is the input feature of the layer in which it is
located, which can be calculated by Eq. (2).

l2 = tanh W2l1 + b2ð Þ: ð2Þ

tanh is the activation function selected for this study, and
l1 in the function is the original feature input value, calcu-
lated as

l1 = tanh W1z + b1ð Þ, z = w0, z1, z2,⋯, zi,⋯, znð Þ: ð3Þ

The number of domains is represented by n in the
above equation, and zi denotes the vector parameter in
the i-th domain, calculated as

zi =Wi
0 × x starti : endi½ � = wi, v1i , v2i ,⋯, vKi

À Á
: ð4Þ

Initialization of the vector FM of the first layer yields

yFM = sigmoid w0 + 〠
N

i=1
wixi + 〠

N

i=1
〠
N

j=i+1
xixj

 !

: ð5Þ

With the above computational steps, the FNN algorithm
can improve the model learning ability and get more poten-
tial data relationships. Continuing to add the weights of the
implied layers to the algorithm model for calculation, the
choice of using SGD for the prediction of FM weights can
effectively reduce the computational effort. Firstly, all four
layers are initialized using the crossloss function.

L y, ŷð Þ = −y log ŷ − 1 − yð Þ log 1 − ŷð Þ: ð6Þ

Since the input elements have only one positive value,
then back propagation can be used to update the weight
values and make the FNN algorithm model more effective
in learning.

W0 Wi1 Wi2 Wi3 Wi4 Wj1 Wj2 Wj3 Wj4

0 1 0 00 1 0 0

Hiden layer (L.2)

Hiden layer (L.1)

Dense real
Layer (L1)

Global Field i Field j

CTR

Figure 2: Four-layer FNN algorithm model structure diagram.

4 Journal of Function Spaces



RE
TR
AC
TE
D

Then, the regularization process is carried out, and
there are two mainstream regularization methods, namely,
L1 regularization and L2 regularization. L1 regularization
is done by adding an absolute value to the loss function,
and the common formula is

L θð Þ = L + λ θik k1: ð7Þ

Similar to the L1 regular, the L2 regular also adds a
parameter to the loss function but switches the Eulerian
parametrization, and its expression is

L θð Þ = L + λ θj
 

2: ð8Þ

A comparison of the two shows that the L1 norm pre-
fers smaller scale algorithmic models because the sparsity
of the solutions computed is stronger. Therefore, the L1
regularization does not give too much weight to the outlier
features, and the result will lose some accuracy. Also, in
order not to overfit, the L2 regularization is used in this
study, and the regularization process is as follows.

Ω wð Þ = 2 W0k k+〠l = 3 Wlk k2 + blk k2À Á
: ð9Þ

Calculate the error generated by each iteration of the
FNN neural network as

δj =
∂L
∂zj

= ∂L
∂aj

×
∂aj
∂zj

= ∇aj × σ zj
À Á

: ð10Þ

Vectorization is then performed to obtain the following:

δL = ∇aL ⊙ σ zL
À Á

, ð11Þ

where ⊙ is the product of the corresponding weight values.
Recursion of the error for each layer again leads to the calcu-
lation of

δj =
∂C
∂zj

=〠
k

∂C
∂zk

× ∂zk
∂aj

, ð12Þ

〠
k

δkwkjσ zj
À Á

=〠
k

δk ×
∂ wkiai + bið Þ

∂aj
: ð13Þ

The gradient of the algorithmic model weights of FNN is

∇wjk =
∂C
∂wjk

= δj
∂ wkiai + bið Þ

∂wjk
: ð14Þ

The bias gradients for each layer in the model struc-
ture are

∇bj =
∂C
∂bj

= δj
∂ wjiai + bi
À Á

∂wji
: ð15Þ

Within this gradient range, and taking into account
the error of the obtained results, the final digital art design

model based on the neural network algorithm of the fac-
torization machine is obtained.

4. Examples of Digital Artwork Design and
Its Analysis

4.1. Percentage of NFT Types. Before using the FNN algo-
rithm model for digital artwork, also known as NFT goods
for creation, this study conducted statistics and analysis of
the collected big data. It was found that the proportion of
different types of artwork in NFT is roughly the same as in
traditional artwork, but there are some differences, and the
results are shown in Figure 3.

The statistical proportion chart is clear that the largest
proportion of NFT artworks circulating in the trading mar-
ket is in paintings, at 55%; in second place are avatars that

Painting Avatar

OtherFlim

23%

6%16%

55%

Figure 3: Proportion of different types of NFT artworks circulating
in the trading market.

Green 120°

Cyan 180°

Blue 240° 300° Magenta

0° Red

60° Yellow

White V = 1

Black V = 0

H

S

V

Figure 4: Hue, saturation, and value color space model structure
diagram.
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do not exist as traditional artworks, accounting for 23% of
the total, because the rise of design software in the Internet
has given rise to the creation of avatar art. This is followed
by film and television works, which account for 16% of the
total. The reason for the lower percentage is that the equip-
ment needed to shoot a film and the technical threshold
required of the creator are much higher than that of paint-
ing. By analyzing the above data, and considering the arith-
metic cost of the algorithm and the creation cost, this study
decided to use the model established in the previous section
for the design of digital artworks of paintings.

When creating digital art, another difference from
traditional art painting is that digital artwork needs to be
presented on different display devices. Therefore, it is neces-
sary to select a uniform color standard, so that the viewer
can see the artwork on different display devices with a cer-
tain degree of uniformity. This experiment uses HSV (hue,
saturation, value) color space, which is the most widely used
model of human visual color perception. It characterizes
color by its luminance, hue, and saturation, and its structural
model is shown in the following Figure 4.

It is obvious from the figure that the HSV color space is
structured as an equilateral hexagonal cone, with black at the
apex of the equilateral hexagonal cone because the lumi-
nance of this point is 0. White is located at the center of
the bottom of the equilateral hexagonal cone because the
luminance of this point is 1, the point with the highest lumi-
nance. As indicated by the central axis on the left side of the
figure, V represents the brightness of the color, and the
colors on the central axis represent all the colors of this gra-
dient from black to gray to white. h is the hue of the color,
and the six prongs of the equilateral hexagonal cone repre-
sent the six main colors of this model, where 0° is red, 60°

is yellow, 120° is green, 180° is cyan, 240° is blue, and 300°

is magenta. These prisms are arranged equidistantly around
the central axis, from 0° to 360° containing all the colors vis-
ible to human vision. s refers to the saturation of the color, a
parameter used to characterize the purity of the color. The

dots in the diagram represent colors, and the closer the dot
is to the central axis, the less saturated the color is. h, s,
and v represent luminance, hue, and saturation, respectively,
and are three separate color parameters, one of which can be
adjusted at will without affecting the other two. Therefore,
the NFT digital artwork can be designed in a wider range
of choices, without considering the mutual influence of var-
ious color parameters, effectively improving the efficiency of
the model calculation.

Figure 5 shows the color change (left) of S and V and the
result of S-component fuzzy set division (right) when H = 0.
The display of color on different screens follows the general
rule of color, if the color is less saturated, it means that the
purity of this color is lower. When saturation is low, it is
more grayish in human visual perception. As shown in the
left image above, when the saturation is 0 and the luminance

0.4 0.8

S

1.2 1.6

1

0.75

S

0.25

0.5

0 0.25 0.5 0.75
V

10

2

4

µ

Chromatic
Achromatic

Figure 5: Variation of color with S and V at H = 0 (left) and S-component fuzzy set partition (right).
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Figure 6: Plot of ceramic material color as a function of V and V
-component fuzzy set partition.
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is close to 0, the color near the vertical axis is perceived as
black, regardless of the hue. When the saturation is still 0
and the hue is also close to 0, the color near the horizontal
axis is perceived as black to gray to white as the brightness
increases. Only when all three are in a suitable interval will
humans perceive this color as it was traditionally perceived.
Therefore, in the image difference prediction model, a trap-
ezoidal blurring of saturation will be performed using the
fuzzy method, and then the right image in the above figure
is obtained. Again, because of the corrected subjectivity in
the human eye’s perception of color and noncolor, there is
an overlap between the two regions.

As shown in the black and white gradient diagram
above, when both saturation and color values are 0, the nor-
malized interval of luminance is 0 to 1, showing a gradual
process from black to gray and then from gray to white. This
display leads to the inference that the most intuitive differ-
ence in noncolor for human perception is the difference in
luminance. Therefore, trapezoidal blurring of noncolors
using the fuzzy method again yields the right panel in the
above figure. Similar to the trapezoidal blurring results in
Figure 6, there are overlapping areas of black and gray and
gray and white because of the human eye’s own reasons.

Then, the pixel positions of the painting artwork screen
to be created are determined, the target color pixels and
redundant color pixels are analyzed using image processing,
and the results are shown in Figure 7.

The green part in the above figure is the valid pixel area,
which is the block of pixels that can be used by the FNN
algorithm to design the model, while the blue part is the
redundant pixel area, which needs to be removed during
the design. The redundant pixels include both pixels that
overlap with the valid pixels and pixels that contain useless
information, both of which interfere with the computation
of the model and slow down the computation. Both types
of pixels interfere with the computation of the model and
slow down the computation. In addition, redundant pixels
deviate from the original color scheme of the design, and

their presence gives the designed digital artwork a dirty look
and must be removed.

In order to avoid data overflow, the spatial memory
occupied by the extracted color-matching original pixels
and the pixels obtained after performing the design are also
calculated and considered. There is a special processing algo-
rithm for overflow color. Like the chroma key, you need to
know the color of the matting target, which is the basis for
removing the overflow color. The YUV space of the original
image is transformed, and then the original signal is proc-
essed according to the chromaticity and saturation informa-
tion of the target color (that is, the color of the overflow
color), the color similar to the overflow color is removed
from the original signal, and then the image processed by
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Y 
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2M-1
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0
S-1 2S-1
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Figure 7: Effective color pixel and redundant color pixel map processed by the algorithm model.
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the overflow color is superimposed with the new back-
ground to achieve the purpose of removing the overflow
color. The growth of the original pixel space complexity is
smooth and tends to be a straight line, indicating that the
original pixel data extracted in this experiment is stable. In
contrast, the pixel data of the color to be designed shows
an exponential growth, indicating that the data obtained
from the design contains larger information, and that the
design results are more accurate with higher spatial com-
plexity. The detailed and intuitive data structure is shown
in the following Figure 8.

After determining the color rendering mode as HSV and
the grayscale processing, the final idea of the digital artwork
was confirmed. The circle is the perfect embodiment of
geometry, and it has different artistic meanings throughout
the world. Stars, planets, and satellites can be abstracted as
circles; so, in many civilizations, the circle represents the
sun or the moon and has a rich poetic character. Moreover,
the circle has no beginning and no end and has the meaning

of eternal cycle, which can bring people endless imagination.
Therefore, this design uses the constructed FNN algorithm
model, incorporates the big data technology innovation into
the digital art painting, and chooses the circle as the symbol
to convey the imagery to create four digital art paintings.

Figure 9 shows four digital art paintings using big data
fusion media technology and taking circles as the artistic cre-
ation concept. The above four digital art paintings are drawn
according to the design concept by feeding the instructions
to the algorithm model. The overall background is black,
conveying the mood of mystery and the unknown and
reminding people of the deep universe. In the first digital
painting, the circle creates a viewpoint from the cave, and
the bird-like creatures in the circle create the image of a
scary giant. In the second painting, the silhouette is replaced
by a cluster of buildings, and a mirage of urban architecture
appears in the lower half of the circle, adding a sense of mys-
tery to the unified style. The rows of straight lines in the
upper part of the circle can be seen as clouds, which form

(a) (b)

(c) (d)

Figure 9: Four digital art paintings drawn with a circle as the artistic creation concept using big data fusion media technology.
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a great sense of oppression to the buildings on the screen
and make the whole painting more artistic tension. The third
painting abstracts the circle into a stack of books, and the
overall wooden color style gives the painting a warm life.
The last digital art painting is very different from the first
three, in which the round body is made into a cave with an
arched door, except for the gray ground near the cave, which
is endlessly black. The archway is surrounded by blue and
orange lights, and the lower part of the picture is reflected
by water, giving the whole painting a visual focus, and the
light and water expand the three-dimensional and spatial
sense of the picture. After the creation, the study also
uploaded the four digital art paintings to the NFT trading
site OpenSea for sale.

After a period of selling on the website and average scor-
ing by OpenSea, this study counted the popularity of these
four digital art paintings, and the results are shown in
Figure 10.

About half of the website users gave a positive rating of 5
out of 5 stars, and about 21% more gave a high rating of 4
stars, indicating that the paintings created using the data
algorithm in this paper received a high average and good
popularity. However, about 7% of users still expressed that
they could not understand the artistic ideas conveyed by
the paintings, which indicates that there is still room for
improvement in this algorithmic model.

5. Conclusion

The proportion of different types of art in NFT is roughly
the same as that in traditional art. Considering the operation
cost and creation cost of the algorithm, this study decided to

use the model established in the previous paper to design
and draw digital artwork. The most widely used visual color
perception model HSV color space is selected. It character-
izes color by brightness, hue, and saturation. Determine
the pixel position of the artwork to be created and use image
processing to analyze the target color pixels and redundant
color pixels, including pixels overlapping with the effective
pixel information and pixels containing useless information,
both of which will interfere with the calculation of the model
and slow down the calculation speed. The pixel data of the
color to be designed increases exponentially, which indicates
that the data obtained from the design contains more infor-
mation, the design result is more accurate, and the spatial
complexity is higher. Finally, the circle was selected as the
basic criterion for creation, and the algorithm model con-
structed by big data integration technology was used for
artistic creation. Four digital art paintings with unified over-
all style were obtained, but each one focused on perfor-
mance. The results show that the spatial complexity of the
original pixel increases smoothly and tends to be straight,
which indicates that the original pixel data extracted in this
experiment is stable. However, art is a huge system, which
contains the endless pursuit of beauty. Therefore, there are
still a lot of unknown topics that need to be studied and
explored by relevant personnel.
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The study of farmers’migration choice behavior can reflect people’s needs for the future living environment from the side and has
practical and important guiding significance for adjusting and improving the focus of future development. In order to make a
detailed analysis of the prediction of migrant workers’ behavior in cities, this paper studies the internal mechanism of the
change of commuters’ commuting patterns under the background of urban suburbanization. Using Bayesian network, this
paper establishes a model of commuting mode transfer of urban immigrants, taking personal and family attributes as control
variables. The influence of factors such as migration attributes and changes in building environment perception before and
after migration is analyzed. Based on the survey data, a Bayesian network of farmers’ land use behavior is established by using
Bayesian network method to investigate the choice of farmers’ migration direction. In the research process of migration
direction, the research structure shows that 60.1% of farmers want to stay in the countryside, rather than migrate through
Bayesian network algorithm. The results of regression analysis by establishing a multivariate logistic model show that there is a
strong willingness to choose small towns and large cities. However, the willingness to choose not to relocate to local villages is
relatively weak.

1. Introduction

In recent years, with the development of inland economy, a
shortage of migrant workers has appeared in many prov-
inces and cities in China. Scholars have made various analy-
ses on the causes of the phenomenon of “shortage of migrant
workers.” Due to the need of economic construction and
development, rural cultivated land has been requisitioned
by the government, and many farmers no longer engage in
agricultural production in the primary industry, but turn
to urban development with more employment opportuni-
ties. In recent years, the construction of new countryside
has been getting better and better. Many farmers who go
out to work have returned to the villages where they lived
since childhood. What are the factors that affect their reloca-
tion? Farmers who come to cities and towns to work for a
living are playing drums, fearing that they have no technical
skills and can only serve as cheap labor in cities. The analysis

of China’s investment in agriculture, rural areas, and farmers
has certain significance, but it fails to fully understand the
root of the problem of “shortage of migrant workers” [1].
If the services for migrant workers fail to keep up, the phe-
nomenon of “labor shortage” will be difficult to eliminate,
and the information service for migrant workers is even
more important.

Through the present situation, we will fully understand
the influence of the general characteristics of peasant groups
and other factors on their willingness to move to cities and
towns in the future. Based on the sample survey, this paper
analyzes the current situation of migrant workers’ informa-
tion behavior through the field investigation of migrant
workers. The emergency risk of mutual fund assistance of
farmers’ professional cooperatives is a brand-new research
perspective. An empirical analysis of the risk of mutual fund
emergencies is not only conducive to promoting the devel-
opment of rural cooperative finance but also has important
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research value and guiding significance for preventing the
occurrence of mutual fund emergencies [2]. In the process
of urbanization in China, farmers’ willingness to move
directly affects the process and direction of urbanization in
China and is related to the speed, scale, and effect of urban-
ization. The formulation of various policies and measures in
the process of urbanization must take into account farmers
own wishes and choices, especially farmers’ willingness to
choose their future living space [3], so that we can have a
clearer understanding of farmers preference for future living
space and the motivation of their choice.

On the basis of the existing research literature, from the
perspective of farmers willingness to choose central villages,
small towns, and big cities, this paper takes farmers’ own
demographic characteristics, economic and social characteris-
tics, and resource endowment as explanatory variables and
empirically analyzes the influence of these characteristic vari-
ables on their willingness to move [4] by adopting multiple
models. The main research contents of farmers’ information
behavior measurement include information demand, informa-
tion search channels, difficulties encountered in the process of
obtaining information, motivation of obtaining information,
information absorption and utilization, and information eval-
uation. The chi-square test is carried out to eliminate irrelevant
variables, and then, SPSS Clementine 12 data mining software
is used to compare the prediction effects of TAN, Markov, and
Markov-FS three different Bayesian network models and select
the best Bayesian networkmodel for farmers’ future relocation.
The farmers’ land decision-making model is established, and
the related influencing factors are analyzed in detail [5]. Based
on Bayesian network, this paper constructs the transfer model
of the main commuting modes of the relocated people and
analyzes the related attributes of relocation by probabilistic
reasoning, as well as the influence of the built environment
changes caused by relocation on the change of commuting
modes.

The innovative contribution of this paper is to study the
internal mechanism of the change of commuters’ commuting
patterns under the background of urban suburbanization.
Using Bayesian network, this paper establishes a commuting
mode transfer model for urban immigrants and takes personal
and family attributes as control variables to analyze the effects
of migration attributes and changes in building environment
perception before and after migration. In this paper, Bayesian
network model combines probability theory and graph theory
and can systematically describe the complex correlation
between random variables. The structure of the interdepen-
dence between variables is directly revealed in the language
of graph theory. The Bayesian network of farmers’ land use
behavior is established by using Bayesian network method to
investigate the choice of farmers’ migration direction. In the
research process of migration direction, the regression analysis
results of establishing a multiple logistic model show that the
willingness to choose small towns and big cities is strong, while
the willingness to choose not to migrate to local villages is rel-
atively weak. In the analysis of farmers’ income, SPSS chi-
square test is used to eliminate irrelevant variables, which
greatly reduces the amount of calculation of data mining,
and Bayesian network model is used to compare the predic-

tion effect with the actual data, which has a certain reference
value for the study of migration selection.

This paper studies the internal mechanism of the change of
commuter commuting mode under the background of urban
suburbanization. The research is divided into five parts. The
first part expounds the general characteristics of farmers and
the influence background of other factors on their willingness
to move to cities and towns in the future. The second part ana-
lyzes the land use behavior of farmers by analyzing the survey
results or applying regression models from the perspective of
economics and sociology. The third part expounds the related
technologies of this paper, including introduction and formula
of Bayesian network, Bayesian network inference algorithm,
and overview of Bayesian network data integration application.
The fourth part analyzes the data of farmers’ migration. It
includes the data structure model based on Bayesian network
expression and farmer migration. Finally, the full text is sum-
marized. In the analysis of farmers’ income, SPSS chi-square
test is used to eliminate irrelevant variables, which greatly
reduces the amount of calculation of datamining, and Bayesian
network model is used to compare the prediction effect with
the actual data, which has a certain reference value for the study
of migration selection.

2. Related Work

Due to the difference of land use patterns between the inside
and outside the city, themismatch between suburban residence
and employment development, and the imperfect public trans-
port infrastructure in the new peripheral areas, residents com-
muting after moving out of the city is becoming more and
more motorized, and the traffic congestion in suburban corri-
dors is becoming increasingly prominent. From the angle of
economics and sociology, this paper studies the land use behav-
ior of farmers by analyzing the survey results or applying
regression models. From the microscopic perspective, the
Bayesian network of farmers’ land use is studied. Combined
with the personal and family situation and the economic and
social environment of the original place of residence, the value
orientation of various relocation destinations is formed, and
finally, the destination with the highest relocation value is
selected as the final choice will.

Zhu and Fan think that the relationship between built
environment and travel behavior is the theoretical basis to
explain the change of commuting behavior of the relocated
people [6]. Doguc and Ramirez-Marquez think that relocation
is a cyclical event of life, and its related attributes will have a
certain impact on commuters’ travel [7]. Another scholar said
that travel behavior is subject to peoples’ subjective feelings
about the built environment, and the change of subjective
environment cognition will affect individual choices. Li et al.
think that the relationship between data can only be described
by correlation, not causality. For example, the height and
weight of a normal person are related, but it cannot be specu-
lated whether birth height affects weight or weight affects
height [8]. Prosperi et al. think it is feasible to infer causality
from data and put forward probability and causal inference
algorithm for the first time, which is now Bayesian network
[9]. Scanagatta et al. use Bayesian network to build regulatory
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networks of multiple genes [10]. Chouaib et al. think that
although the appropriate tangent point can be found in this
way, it increases the complexity of the model, and only a few
discretization intervals can be obtained, thus making the data
lose more information [11]. Tong et al. think that developing
small towns is the only way for China’s urbanization. We
should attach great importance to the irreplaceable functions
of small towns, and the strategic position of small towns will
remain unchanged. It is believed that the widespread “urban
diseases” in big cities at present cannot be used as a reason to
stop urbanization [12]. Leng et al. think that farmers’ choice
of relocation has gone through the cognitive stage of the desti-
nation, the judgment stage of relocation value, and the forma-
tion stage of relocation choice will [13]. In this process, farmers
first make a preliminary assessment of the natural and socio-
economic environment of several target destinations based on
their own knowledge and experience and then get the benefits
and costs of relocation of several target destinations. Rizvi et al.
think that the willingness to move is the result of comprehen-
sive evaluation and comparison between residents’ residence
and target residence [14]. Belur et al. believe that the external
behavior of human beings is based on the geographical envi-
ronment, and the decision-making behavior made by people
is the corresponding result of the perception and evaluation
of the geographical environment [15]. Khan et al. believes that
farmers’ decision-making behavior of moving is the result of
their perception and evaluation of the external environment
such as rural areas, small towns, and big cities [16]. Hoogeste-
ger and Rivara think that farmers run, economic crimes, death/
escape/kidnapping of the head of the mutual aid society,
natural disasters that cause the cooperative to fail to operate
normally, abnormal computer network paralysis, mass peti-
tions and demonstrations, and other cases that may cause great
harm are the risks and unexpected risk events of mutual funds
[17]. Nayak et al. think that whether to develop big cities,
medium cities, small cities, or small towns should be mainly
regulated by the market, and the government can only guide
them [18]. Delcroix believes that the development direction
of urbanization in China is the development of medium-sized
cities in urban circle, and at the same time, the further develop-
ment of medium-sized cities will form a new urban circle [19].

3. Related Technologies of This Paper

3.1. Brief Introduction and Formula of Bayesian Network.
Bayesian network, also known as belief network, is an exten-
sion of Bayes method. A typical Bayesian network consists of
directed acyclic graph (DAG) and conditional probability table
(CPTs). Bayesian network is a combination of probability the-
ory and graph theory. Bayesian network has attracted the
attention of different research fields since it was put forward,
and several classical networks have been generated. When
using Bayesian network to solve problems, the set of variables
whose values have been determined is called evidence D. The
set of variables that need to be solved is called hypothesis X.
Target intention recognition based on Bayesian network is to
solve the hypothetical variables under the condition of given
evidence (battlefield events that have occurred). During the
initialization of Bayesian network, the target intention and

the confidence of battlefield events are given in advance.When
a new battlefield event is detected, the influence of the event
(evidence) on the target intention (hypothesis) can be updated
by Bayesian backward propagation. Until the confidence of a
hypothesis (node state) in the goal intention exceeds the preset
threshold, the goal intention is determined to be true. Bayesian
network reasoning is an event probability speculation based on
the established network model, and the probability of the tar-
get event after an event occurs is calculated by conditional
probability. Network edge deletion is as follows: on the basis
of the previous network structure, check the conditional
mutual information of each point pair in the edge set, and
delete the points below the threshold. The expressions of
mutual information IðX, YÞ and conditional mutual informa-
tion IðX, Y jCÞ of the point pair are, respectively,

I X, Yð Þ =〠
x,y
P x, yð Þlb P x, yð Þ

P xð ÞP yð Þ ,

I X, Y Cjð Þ = 〠
x,y,c

P X, Y , Cð Þlb P x, y cjð Þ
P x cjð Þp y cjð Þ :

ð1Þ

The probability change of node variables in the network
will transfer information through conditional probability
dependence and change the probability distribution of target
variables. The specific calculation formula is

P XU , eð Þ = λe Xð ÞΘx uj
Y
i

πx Uið Þ
Y
j

λyj Xð Þ, ð2Þ

P Ui, eð Þ = 〠
xu\ uif g

λe Yð ÞΘx uj
Y
k≠i

Ukð Þ
Y
j

λY j
Xð Þ, ð3Þ

where Y is the child node set of X and πXðUÞ represents
the information passed to U by the parent node set X. λYðXÞ
is the information transmitted from X to Y ; λeðXÞ is an indica-
tor for evidence; ifX is entered in the e variable, the indicator is
1; otherwise, it is 0; PðXUÞ.

Union tree algorithm includes the Hugin algorithm and
Shafer-Shenoy algorithm. When the network structure DAG
and the node parameter set CPTs are determined, the net-
work can be applied to practical cases to prepare for subse-
quent probabilistic reasoning. At present, a variety of
structure learning algorithms have been developed, includ-
ing the famous PC, K2, TAN, and EM. Some of these algo-
rithms can learn the structure of the reference network
under certain conditions. Some algorithms give up the orig-
inal intention of constructing benchmark network and turn
to the development of Bayesian classifier, such as TAN algo-
rithm, whose Bayesian classifier is called TANC.

3.2. Bayesian Network Reasoning Algorithm. Network reason-
ing is based on a given Bayesian network. According to the
conditional probability formula in Bayesian probability, the
values of other nodes are deduced from the known values of
any one or more nodes in the network. Data discretization
refers to the process of breaking up continuous data into dis-
crete data. This is not only the research hotspot of Bayesian
network but also the research hotspot of the whole machine
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learning field. Data discretization refers to segmenting contin-
uous data into discrete intervals. The principle of segmentation
is based on equal distance, equal frequency, or optimization
methods. Data discretization is mainly performed on continu-
ous data. After processing, the data value range distribution
will be changed from continuous attributes to discrete attri-
butes. This attribute usually contains two ormore value ranges.
It has been proved that data discretization is a NP problem. At
present, a variety of data discretization algorithms are pro-
posed, which are divided into two categories according to
supervised discretization algorithm and unsupervised discreti-
zation algorithm [20]. Unsupervised discretization algorithms
do not consider class attribute information, mainly including
equidistance, equifrequency, and discretization algorithms
based on kernel density estimation.

The process of reasoning posterior probability problem,
maximum posterior hypothesis problem, and maximum
possible explanation problem with network structure and
prior probability belongs to NP problem. The network with
simple structure adopts accurate reasoning algorithm,
including joint tree (cluster tree) reasoning algorithm, sym-
bolic reasoning, and elimination reasoning. Approximate
reasoning algorithms are used for complex networks, includ-
ing random sampling and circular message delivery.

Network reasoning includes four reasoning algorithms:

(1) Variable elimination algorithm: its principle comes
from the research of dynamic programming with
indefinite order, which simplifies the reasoning cal-
culation process by using the decomposition of joint
distribution. This algorithm decomposes the joint
probability into a series of parameterized conditional
probability products through chain product rules
and conditional independence and then transforms
the formula. By changing the order of summation
and product operations, it selects the elimination
order of nodes during summation, thus reducing
the computational complexity. The advantages of
this algorithm lie in its universality and simplicity,
and it can solve multiconnectivity, etc.

(2) Junction tree algorithm: this algorithm can not only
solve the reasoning in single connected network but
also complete the reasoning calculation in multicon-
nected network, especially when there are multiple
query nodes in the network. In the reasoning process,
the message will spread to each node of the junction
tree in turn and finally make the junction tree meet
the global consistency. At this point, the potential
function of a cluster node is the joint distribution
function of all variables contained in that node [21]

(3) Monte Carlo algorithm: Monte Carlo algorithm, also
known as random sampling algorithm, is a kind of
approximate calculationmethod widely used in numer-
ical integration and statistical physics. Monte Carlo
algorithm can be divided into two categories, namely,
importance sampling algorithm and Markov chain
Monte Carlo algorithm. Their main difference is that

the samples produced by the former are independent
of each other, while those produced by the latter are
interrelated

(4) Approximate reasoning algorithm based on varia-
tional method: the basic idea of variational method
is to transform the probabilistic reasoning problem
into a variational optimization problem through var-
iational transformation. Commonly used algorithms
are naive mean field algorithm and circular propaga-
tion algorithm

The concept of the Shafer-Shenoy algorithm is simple
and easy to understand, but because the Hugin algorithm
avoids redundant computation, we mainly use the Hugin
algorithm to build joint tree in reasoning process. Union tree
algorithm is one of the most commonly used accurate rea-
soning algorithms, and it is also the basis of all accurate rea-
soning algorithms engines in BNT, as shown in Figure 1.

(1) Establish a Moral graph, connect the parent nodes of
the same node pairwise, and change the directed
edge to the undirected edge

(2) Triangulate the Moral graph and connect the nonad-
jacent nodes in the Moral graph with the least num-
ber of edges greater than 3

(3) Identify all regiments

(4) Establish joint tree: ellipse represents nodes, and
rectangle is a set of divided nodes

According to the sequence of Bayesian network estab-
lishment, data preprocessing, structure learning algorithm,
grading function, classification test method, and network
reasoning are five parts, which provide suggestions for the
subsequent use of Bayesian network to build a model.

The theoretical basis is provided as shown in Figures 2
and 3.

The BNT of MATLAB has given 13 mature structure
learning algorithms. Except that the PC algorithm may pro-
duce a loop in the structure learning and cannot build a net-
work, other algorithms can reasonably and effectively build a
network structure. At the same time, the improved algorithms
TAN_EM andMWST_EM are also used to build the network.
Joint reasoning is the most commonly used reasoning algo-
rithm in the learning process, also known as cluster tree prop-
agation algorithm. It is the basis of accurate reasoning, with
high computational efficiency and more accurate results.
According to the sequence of building Bayesian network
structure, this paper mainly introduces the data improvement,
structure learning algorithm, scoring function, classification
test, and reasoning of the network.

3.3. Summary of Data Integration Application of Bayesian
Network. In terms of application, Bayesian network has been
used in many fields. For example, the Bayesian network used
in the revision function of Google search development;
Microsoft developed MSBN software based on Bayesian net-
work. And the medical diagnosis system was developed by
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foreign countries based on Bayesian network. Besides medi-
cine, Bayesian network is widely used in system diagnosis,
pattern recognition, military simulation, and other fields.

However, there is still little research on the application of
Bayesian network in farmers’migration choice and utilization
decision. Although expert knowledge and experience can be
used to establish the network structure, its modeling cycle is
long, and it will consume a lot of financial resources and man-
power. Therefore, it is not mature to apply Bayesian network
model to farmers’ land use decision. In addition to relying
on the knowledge and experience of experts, we can also use
the structure learning algorithm to build a network structure
of experimental data and evaluate it. At present, R, Weka,
SPSS, MATLAB, and other software have developed Bayesian
network toolboxes, and the toolboxes developed will be differ-
ent with different software. Modeling like Weka has low flex-
ibility. Therefore, before establishing Bayesian network, we
should choose the appropriate modeling software.

Bayesian network develops rapidly in LUCC field, but
the total number of literatures is still small. According to sta-
tistics, during 1990-2010, but during 2000-2012, the number

of foreign literature related to Bayesian network in ecological
compensation and land use increased dramatically.

However, the application of Bayesian network in LUCC
also has a lot of problems mentioned above, especially in
data preprocessing and structure learning. However, there
are also a few exemplary papers. For example, the Bayesian
network incorporating the characteristics of land managers
was established in Aalders, and even random distribution
can be used to better predict the land use. It is concluded
that the elderly farmers are likely to face no successors and
the land use will be nonagricultural.

4. Analysis of Farmers’ Migration Data

4.1. Expression and Analysis Based on Bayesian Network.
With the increase of the number of variables involved in
the network, the corresponding reasoning process becomes
more and more lengthy and complicated. Therefore, the
Bayesian network, which uses the belief propagation algo-
rithm to improve the reasoning efficiency, is the product of
the combination of graph theory and probability theory.
The Bayesian formula (4) composed of structure and param-
eters is the foundation of the whole network.

P A Bjð Þ = P A Bjð Þ ⋅ P Að Þ
P Bð Þ : ð4Þ

Test the following determinants of logistics willingness to
move: (1) small towns versus central villages, (2) large cities
versus central villages, and (3) large cities versus small towns;
so the following two logistic model formulas are established by
taking choices 1 and 2 as reference classes:
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Figure 1: Triangulated Moral diagram.
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� �
= α2 + 〠

k

k=1
β2kxk, ð5Þ

Ln
p3
p1

� �
= α3 + 〠

k

k=1
β3kxk: ð6Þ

The realization of scoring function based on information
theory is based on coding theory and MDL principle. Accord-
ing to the principle of MDL, the structure learning of Bayesian
network is to find the graph model with the shortest descrip-
tion length, which means that MDL scoring rules often find
a simpler structure to balance the accuracy and complexity
of the network. Generally, the penalty function of network
complexity is usually expressed by the number of parameters.

4.2. Data Structure Model of Peasant Migration. Farmers’
migration is an inevitable requirement for economic and
social development to enter a new stage. Institutional changes
such as identity change should be included in the scope of
urban security to ensure the long-term livelihood of landless
farmers. On the basis of previous studies, this paper attempts
to use the data structure model of land lost farmers’migration
decision and farmers’ migration. This paper discusses the
characteristics andmechanism of land lost farmers’migration,
in order to provide reference for the migration model of land
lost farmers. According to the migration direction p1, p2, and
p3 of farmers, the probability of choosing rural areas, small
towns, and large cities is expressed, respectively, by construct-
ing an income chart and comparing the prediction accuracy of
nodes. Compare the prediction accuracy of the models, as
shown in Figure 4.

The frequency of data analysis with SPSS 19.0 software is
shown in Table 1.

Among them, 60.1% of migrant workers chose to return
to their hometowns, and 38.8% of migrant workers chose to
stay in urban development.

Measuring the degree of influence of various factors on
the transfer of two types of commuting modes, the inference
analysis curve of the established network using the confi-
dence propagation algorithm is composed of the sensitivity
and specificity of the multiple critical values of a series of
variables, the vertical axis TPR indicates the probability that
the real value is positive and the prediction is positive, and
the horizontal axis FFR indicates the probability that the
actual value is negative and is predicted to be positive. When
the ROC curve is closer to the coordinates in the upper left.
The three categories of the class node “land use” are dis-
cussed separately and need to be evaluated by calculating
the P, R, and 1score F metrics. According to the confusion
matrix obtained by the classification test, these indicators
are calculated separately, as shown in Figure 5.

Network reasoning is often used to verify the practicabil-
ity of the model. The network parameters are updated by
parameter learning, and the results are random. After many
times of learning, the results tend to mean distribution.
Therefore, based on the survey data and network structure,
the prior probability distribution of each node is set. In the
network constructed by MWST+T+K2 algorithm, the classi-

fication level of MWST and MWST+T+K2 classifiers is the
same under CV-5 test, and the classification accuracy is
higher than that of NBC and TANC at the same time, and
the best results are obtained.

In the research process, combined with the idea of soft-
ware reuse in SoftMaker 8 project, we make full use of the
historical risk data in the software project development pro-
cess to build a risk historical database, realize the organic
combination of historical knowledge and cases with current
project risks, facilitate the improvement of Bayesian network
reasoning data, and effectively improve the effect of risk
management. MWST+T+K2 and GES networks have certain
advantages in the four scores. The four scores of GES net-
work are high, but the MWST+T+K2 network has more
obvious advantages because of its long running time, high
algorithm complexity, and inconsistent network structure
with the research needs. At the same time, GES and
MWST+T+K2 algorithms are used to process large data sets.
Comparing their time consumption, it is found that GES
takes a long time, which is not conducive to practical
research. In addition, observing the MWST+T+K2 network,
it is found that the relationship between the structural nodes
is consistent with the objective facts, and it can be inferred
that MWST+T+K2 network can be used as Bayesian classi-
fier from the opposite causality in the network.

The similar node “land use” of MWST+T+K2 network
has three states, namely, farmers’ choose orchard planting,
shed planting, and land idle, and its subnodes are labor
and subsidy. Among them, the node “labor” has three values,
indicating that the number of labor force of farmers is “less,”
“average,” and “more.” The four numerical values of “sub-
sidy” are represented as “no subsidy,” “small subsidy,”
“medium subsidy,” and “large subsidy” in turn.

Figure 6 shows the land use reasoning data analysis
chart. The research variable is the commuting mode after
moving. When analyzing the sensitivity of the attributes of
moving and the changes of built environment, the research
takes the individual family attributes as the control variable
and infers the influence of the changes of these two attri-
butes on the changes of different commuting modes. For
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Figure 4: Income chart of three Bayesian network models.
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the transfer of non motorized migrants to public transport,
in addition to family attributes such as family cars, car pur-
chases and personal income, the change of commuter dis-
tance after relocation, of which transportation convenience
is the main factor. Commuting distance is the main factor
for nonmotorized commuting to bus commuting after relo-
cation; that is, when commuting distance exceeds the service
range of slow traffic, the possibility of commuters using bus
after relocation will increase significantly Figure 7.

Based on the research of MWST+T+K2 network, HC-K2
algorithm is put forward based on experience and experimen-
tal results, and a new Bayesian network-HC-K2 network for
farmers’ land use decision is established. At the same time,
by comparing TANC, HC-K2, and MWST+T+K2, the classi-
fication accuracy of HC-K2 is higher than that of MWST+T
+K2, which improves the classification problems of MWST
+T+K2. According to the above data and model analysis, the
choice of farmers’ migration direction is reflected from the
side.

5. Conclusions

This paper studies the internal mechanism of the change of
commuters commuting style in the background of urban sub-
urbanization, builds a model of urban migrants commuting
style transfer by using Bayesian network, analyzes the influ-
ence of factors such as migration attributes and perceived
changes of built environment before and after migration with
personal family attributes as control variables, and establishes
a Bayesian network of farmers’ land use behavior by using
Bayesian network method and based on survey data, so as to
investigate and study farmers’ choice of migration direction.
In the research process of migration direction, the regression
analysis results by establishing multiple logistic model show
that the willingness to choose small towns and big cities is
stronger, while the willingness to choose not to migrate to live
in local villages is relatively weaker. The larger the construc-
tion area of rural housing is, the higher the willingness to move
to smaller towns and not to move. Farmers who participate in
the new rural cooperative medical insurance and whose
houses have obtained the real estate license are more willing
to move to larger cities. In the analysis of farmers’ income,
SPSS chi-square test is used to eliminate irrelevant variables,
which greatly reduces the calculation amount of data mining,
and Bayesian network model is used to compare the predic-
tion effect with the actual data, which has certain references
for the study of migration selection.

Table 1: Analysis of whether farmers will stay in urban
development in the future.

Frequency Percent
Valid
percent

Cumulative
percent

Valid

Not 1756.9 60.1 60.1 60.1

Yes 1146.1 38.8 38.8 99.8

Total 2929.8 99.8 99.8
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In order to define the positioning of the urban brand image, design the urban brand image, integrate and optimize the
communication channels, improve the public participation awareness, and enhance the core competitiveness of the city. In this
paper, a personalized recommendation search engine based on big data identifies keywords input by urban users. And give
more accurate results based on some relevant information that can be extracted. This paper analyzes how to make better use of
big data for tourism destination brand image management, and the existing shortcomings, and puts forward relevant
suggestions. The industries related to cultural creative design and tourism elements constitute an intertwined cultural and
tourism industry chain, and data technology plays an important role in the cultural and tourism industry chain. Through the
development of tourism, tourists will produce comprehensive and diversified consumption in the city. Based on the analysis of
big data, it can provide strong decision support for the government and industry managers, and realize the image design and
communication of the urban brand identification system. Through the big data platform, establish the brand management
strategy, improve the communication content of the city’s brand image, and timely feedback the opinions and suggestions of
tourists on the tourism destination, so as to adjust the communication strategy of the tourism image according to the feedback
information of tourists. The results show that the big data personalized recommendation system can achieve ideal results in
urban brand value and urban tourism related factors.

1. Introduction

With the accelerated development of urban civilization, a
kind of cultural flavor permeates everywhere, and more cit-
ies are aware of the nationality and the positive spread price
of urban traditional culture. More importantly, cities need to
build new and unique urban cultural images on the basis of
inheriting traditional culture. As a business model combin-
ing information technology with traditional business, big
data is now in the ascendant, and is full of vitality. This
allows data analysis to go beyond the traditional statistical
sampling, and can analyze according to the correlation of
different data sets, and make predictions for the whole or
different individuals, thus influencing people’s decision-
making. In terms of machine intelligence, it also needs a
lot of real data for training because it imitates human think-
ing [1]. Industries related to tourism elements form an inter-

twined tourism industry chain. Through the development of
tourism, tourists will have comprehensive and diverse con-
sumption in cities. Then the whole city and tourism-
related industries form the agglomeration of consumption
economy, thus promoting the development of urban eco-
nomic benefits, employment opportunities, ecological envi-
ronment, and urban planning. However, with the rapid
development of the Internet, information has also increased
geometrically. Traditional recommendation systems are
prone to storage and calculation bottlenecks under massive
data. By collecting, cleaning, and analyzing these data, we
can find the characteristics of customer churn, tap the hid-
den value behind it, and give early warning to customers
who may lose in the future, so as to reduce the customer
churn rate. In the era of big data, in addition to the con-
sumption information on the current website, consumers
may also have a lot of shopping information on other
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websites. However, with changes in consumer demand and
increasingly fierce market competition, the appeal of tradi-
tionally positioned city images has declined. In order to
improve economic benefits and tap the potential of eco-
nomic growth, major cities are gradually looking for effective
ways to develop urban brands, taking advantage of long-
term cultural development and historical accumulation [2].
Each city has formed its own unique urban temperament
and unique urban symbols. The energy of the city’s social
functioning is transformed into a symbolic form of stored
value through the city’s public utilities.

With the increase of the number of users, projects, and
information, the recommendation system is also facing
problems such as massive data processing. Especially when
new consumers do not have any historical information on
the current website, their preference information on other
websites is particularly important. Personalized recommen-
dation system can provide learners with personalized learn-
ing resources according to their learning objectives, learning
foundation, hobbies, and status. The economic development
of any city will experience the transfer of agricultural labor
force to industrial labor force in the industrialization period.
In the field of big data, people often say that big data is better
than good algorithms. This shows the importance of user
data, especially in the era of big data. Further promote the
transformation of the focus of urban construction from the
traditional urban development mode focusing on the pursuit
of life, production, residence, and simple economic needs to
the artistic, cultural, and ecological urban development
mode focusing on people with cultural connotation and
maintaining the balance of the ecological environment.
Regional core competitiveness roughly includes industrial
competitiveness, enterprise competitiveness, opening up,
economic strength, science and technology, human
resources, local governments, financial activities, natural
environment and resources, infrastructure, living environ-
ment, etc. These indicator systems are very comprehensive
and comparable [3]. In recent years, China’s information
technology has developed rapidly, “Internet +” has been
widely used in various fields and has made great achieve-
ments in the commercial field. At this stage, whether it is
personal knowledge or collective thought, whether it is social
public opinion or legal norms, it is far behind the pace of
algorithm development in the era of big data. However,
compared with other groups, current urban brands are less
satisfied with their active choice and travel experience, and
the contradiction is more prominent. The tourist destina-
tions they often choose are almost urban outbound tourism
or first tier city tourism. From the perspective of information
dissemination, the dissemination of urban brand image is
actually the process of brand marketers disseminating urban
brand information to the audience through the media [4].
Almost all traditional behaviors can be mapped to the net-
work: online shopping, online social networks, online music,
online reading and news, and various searches [5]. But at the
same time, it needs to be further improved to make the big
data personalized recommendation system more mature
and perfect, which is worth thinking and studying by every
big data practitioner.

The era of big data has come, and it has actually changed
people’s lives. The key to the era of big data is not only the
exponential increase of data volume, but more importantly,
various algorithms can greatly improve the ability of data
collection and analysis. Tourism is a strategic pillar industry
of the national economy, accounting for a significant pro-
portion in the gross product of modern service industry. It
is an important part of the service industry, and it can also
promote the development of related service industries.
Exploring the influence of the recommendation system on
consumers’ shopping behavior through field experiments
can effectively avoid the endogenous problems and the lack
of external effectiveness of traditional research methods
[6]. With the continuous growth of the national economy,
people’s material life is extremely abundant, and tourism
demand also shows a rapid growth trend. China’s tourism
is in a golden period of development, and tourism has grad-
ually become the main force of tourism consumption, and it
has become a market crowd actively sought by various tour-
ist destinations. From the marketing point of view, running
a city brand is like running an enterprise brand. Moreover,
the assets of the city itself include the brand image of the
city, which can create considerable benefits for the city [7].
Therefore, cloud computing and big data technology are
used to integrate the computing resources and storage
resources of multiple servers. At present, it is an effective
solution to distribute the heavy computing and storage tasks
to server clusters through the network, and to combine the
scattered computing results. Faced with this problem, coding
and disseminating the symbol system of the city image can
make the symbol system of the city image dissemination
orderly and more easily recognized and accepted by people.
In addition, our city has entered the stage of accelerating the
development of a modernized well-off society in an all-
round way, and the economic structure and spatial structure
of large, medium, and small cities have undergone tremen-
dous changes [8]. Due to the application of artificial intelli-
gence, cloud computing, big data, and other high-tech, the
big data personalized recommendation system has become
more and more mature and has achieved relatively ideal
results. On the other hand, the rapid development of algo-
rithms has in fact further highlighted the relative lag of algo-
rithm ethics research. The research of personalized
recommendation system has become a field of increasing
attention from many scholars and researchers, and recom-
mendation system has become another popular research
direction supporting the development of cloud computing.
Therefore, planning and disseminating the image of urban
tourism, shaping, and enhancing the image of urban tourism
can promote the development of tourism, so that the devel-
opment of tourism can promote the development of the city
and the adjustment of the industrial structure. Brand is the
most valuable urban wealth. The most charming thing about
brand value is that it can cause fundamental changes in peo-
ple’s consciousness, ideas, and thinking mode. Brand value
also lies in its great potential to create wealth and continue
to create new value. Now, Chinese cities at all levels have
deeply felt that “brand is the commanding height of urban
competitiveness” and have taken measures. While many
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cities have achieved success in branding, some cities have
also gone into misunderstandings. What are the misunder-
standings in the process of urban branding? How to avoid
going astray has become an important topic in the study of
urban branding in China. This paper expounds this hot issue
and puts forward corresponding countermeasures.

2. Related Work

With the increasingly fierce competition among cities in
China, many cities have carried out the practice of city image
dissemination, and it is no exception. In the study of city
image communication, some scholars discussed the commu-
nication of city image from the angle of brand and market-
ing. Cui et al. put forward that the perception of tourism
image should be divided into “gray area” and “halo area”,
and discussed the tourism product integration mode of tour-
ism image planning in “gray area” [9]. Niu et al. established:
according to the nature of perceived objects, it is divided into
two parts: hardware image and software image; it can be
divided into five parts according to different sensory organs:
visual image, auditory image, olfactory image, taste image,
and tactile image [10]. Tai believes that the influencing fac-
tors can be divided into attraction factors, cultural factors,
and related subsidiary factors. If these evaluation factors
are consistent with tourists’ perceived image, tourists will
be satisfied, and vice versa [11]. Ren put forward: CIS system
has been used to study the design of city identity [12]. Zhang
et al. put forward the concept of “local marketing”, he
believes that: treat the city as an enterprise, regard resources
as a product, shape the image of the city, and finally build a
strong city brand [13]. Alalhesabi et al. discussed: Cities can
be branded, and the main means of brand building is com-
munication. Cities can promote themselves through adver-
tising and other means of communication, increase
awareness, and shape brand image [14]. Zigmund analyzed
that the purpose of people’s travel is to relax and release
the pressure of life through tourism activities [15]. Fan
et al. established a model of the tourist experience content
[16]. Shan et al. established: from the perspective of the for-
mation process of tourism perception image, the tourism
perception image is divided into 8 types: obvious induction,
hidden induction, and autonomous native [17]. Tu believes
that factors such as the perceived distance of tourists and
the cultural events of the destination affect the perception
of tourists’ tourism image [18]. Choi demonstrated the rela-
tionship between city image and city brand. He believed that
“connecting image and association with city” is the final
result of city branding [19]. However, it is not difficult to
find that in the process of urban image dissemination, there
are still few researches on the problems of the signifier and
the signified of the urban image, as well as the communica-
tion strategy and the media strategy.

3. Strategies for Improving Personalized
Recommendation System for Large Data

3.1. Optimize Bid Guidance Tool. In order to better analyze
the development of a certain urbanization, this paper collects

indicators in representative sampling cities. The sampling
city should be representative in the size of the city, economic
development, geographical location, or other aspects related
to the human settlements system of the country. Urban
brand image design needs to be related to urban history, cul-
ture, style, natural environment, and other elements. Only
when it fits well with the city’s status, characteristics, and
economy can the city’s brand image be deeply rooted in
the hearts of the people. For big data, controlling bidding
is an important way to control traffic, which requires big
data platform to analyze the reference basis of daily price
change that is, ranking. In the 20th century, with the devel-
opment of science and technology, especially computer sci-
ence, people pay more and more attention to algorithms
that are closely related to people. In addition, looking for
the nearest neighbor users, the recommended results can
only be the items selected by the nearest neighbor users,
and some items that few people pay attention to cannot be
found, so that the diversity of recommended results cannot
be satisfied [20]. With consumer demand as the core, reorga-
nize corporate behavior and market behavior, use various
communication methods in a comprehensive and coordi-
nated manner, send unified product information and service
information with a unified goal and a unified image, and
achieve two-way communication with consumers. The
investigation on the tourism motivation of young and
middle-aged and elderly people is shown in Table 1.

Page rankings can actually be calculated as degrees of a
graph, but how they are calculated has been a problem for
engineers until page raises the question of multiplying two-
dimensional matrices and solves it by iterating. More than
half of young people use social networks for at least three
hours a day, based on their average daily use. As shown in
Table 2.

After data processing, it is the selection of the algorithm.
In the process of selecting the algorithm, consider the appli-
cability of the algorithm and select the appropriate algo-
rithm to build the model for the problem itself. When we
decide which algorithm to use, the type and shape of data
we have play a key role. Some algorithms can work with a
small set of samples, while others require a large number
of samples. Specific algorithms work on specific types of
data. Average recommended consumption time comparison.
As shown in Figure 1.

An important property of self is self-reference effect,
which mainly means that the result of people’s coding infor-
mation depends on how much self is implied in the informa-
tion. Returns the average recommendation number
comparison. As shown in Figure 2.

Therefore, the promotion of urban image can be defined
as the process of carrying out both spiritual and material dis-
semination of the city. The method is to first excavate the
core value of the city and summarize it through visual iden-
tification design. The reason for the division of city brand
types is to enable city operators to precisely define the city
brand image according to the city’s resource advantages
and environmental characteristics. After the task, scheduling
node receives the task; it will divide the task and assign the
subtasks to the nodes with rich computing resources in the
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cluster. The dissemination of city image has important polit-
ical significance. Political image dissemination is the plan-
ning and dissemination of images in terms of political
status, political development level, and political construc-
tion. However, the vast majority of city brand research is
unilaterally limited to the stage of city mutual imitation,
unable to fully penetrate into the strategic implementation.
It also failed to systematically analyze the shaping of city
brand image recognition system as a whole. In addition,
big data platforms must use real time recommended prices
as the core reference for price adjustment to make as many
consumers as possible and help new customers adapt to
the new launch environment as soon as possible. The for-
mula is as follows:

∀c ∈ C, sc = arg max
s∈S

u c,sð Þ: ð1Þ

Euclidean distance is defined as follows:

d x1, x2,⋯,xn½ � y1, y2,⋯,yn½ �ð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1
xi − yið Þ2

s

: ð2Þ

It is defined as follows:

d x! − y!
� �

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x! − y!
� �T

〠
−1

x! − y!
� �

s

:

Jδ = 1 − J A, Bð Þ = 1 − A ∩ Bj j
A ∪ Bj j

ð3Þ

The weight of each item’s feature in each cluster is calcu-
lated using the following formula:

W f ið Þ = N f ið Þ
∑j f i

,

N f ið Þ = ∑j∈k f i
∑um

,

�r f ið Þ = ∑iri
∑j∈k f j

:

ð4Þ

The formula for the sum of squared errors is as follows:

〠 xi − �xð Þ2: ð5Þ

3.2. Accuracy Optimization of Personalized Recommendation
System. In practice, the big data platform can improve the
accuracy of recommendation by using crowd optimization
assistants, and further understand customers’ shopping
demands. Of course, due to the limitation of computing
technology, when faced with a huge amount of data, the
algorithms at that time generally estimated the big data by
reducing the complexity of the data and using a method sim-
ilar to statistical sampling. In order to reveal the causal rela-
tionship between data sets and get the commonness between
data sets. In the concrete implementation of information
retrieval system, it is necessary to quickly find the keywords
contained in the document. For the number of documents,
the number of terms is relatively small. At the same time,
timely feedback tourists’ opinions and suggestions on tourist
destinations, so as to adjust the communication strategy of
tourism image according to the feedback information of
tourists. After discovering the user’s interest contained in
the user’s search terms, that is, long-term interest, further
study how to make personalized recommendations accord-
ing to the content of the user’s search keywords. However,
the decision tree also has corresponding shortcomings, such
as its complicated classification rules, because the decision
tree uses greedy algorithm to construct branches, and only
one attribute can be selected to split each time, and then it
goes down in turn to continue splitting. Because self-
reference is easy to retrieve, consumers can recall self-
reference more quickly. The traditional communication
mode basically considers how to transmit the information
about the image of the tourist destination to the target audi-
ence and potential audience from the perspective of the
tourist destination. So as to create a good brand image in
the audience’s mind. As the main body of the city, if the city
residents can actively participate in it, it will be beneficial to
the shaping and spreading of the city brand and make the
city brand image more vivid. Collaborative filtering recom-
mendation technology mainly adopts strong item recom-
mendation within the group and association difference
recommendation, while content filtering recommendation
technology will adopt common domain knowledge analogy
recommendation. In this system, the strong item recom-
mendation within the group and the associated difference

Table 1: A survey on the tourism motivation of middle-aged,
young and old people.

(a)

Young and middle-aged

Experience
and growth
insights

Study
Conformity
and show

off

Relax
and

relieve
stress

Star
chasing
and

curiosity

Share
feelings

25% 6% 12% 14% 28% 15%

(b)

Elderly

Experience
and growth
insights

Study
Conformity
and show

off

Relax
and

relieve
stress

Star
chasing
and

curiosity

Share
feelings

41% 6% 4% 22% 12% 15%

Table 2: Statistics on media exposure time of young people.

Time More than 8 hours 6-8 hours 3-5 hours 1-2 hours

Percentage 11% 13% 45% 31%
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recommendation algorithm are mainly used. The develop-
ment of economic strategy not only requires rapid economic
development, but also needs to promote rapid economic
development through the dissemination of economic images
to make people fully aware of the economic strength, eco-
nomic foundation, and level of economic development.
The dissemination of economic image is of great signifi-
cance. Then it analyzes and sorts out the city image theory,
and analyzes that the city image design only pays attention
to material construction, ignoring the role of the brand on
the city image. Crowd optimization tools can tag users as
they collect user information, thereby forming different user
tags, according to these different tags. The personalized rec-
ommendation system makes it easier to delineate different

shopping groups, thereby improving the accuracy of recom-
mendation and improving the shopping experience of
consumers.

4. City Brand Image Dissemination

4.1. The Elements and Classification of Chinese City Brands.
The implementation of brand strategic planning begins with
research. Because before determining a city brand, we must
understand how the outside world views and evaluates the
city, rather than being wishful thinking. The research starts
with the resource advantages, future development, citizens’
intentions, and the government’s urban development plan-
ning of the region. The second is to use professional
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5Journal of Function Spaces



RE
TR
AC
TE
D

institutions to conduct various forms of interviews and ques-
tionnaires to local and overseas audiences to understand the
public, surrounding cities, and the international commu-
nity’s evaluation of cities. On this basis, an objective and sci-
entific conclusion is drawn to provide decision-making basis
for the next stage of work. Many elements have an impact on
the city brand, but these elements have also become the key
basis for dividing the city brand image. The computing node
reads the data required by the mining task from the data
storage node. And calculate according to the modified data
mining algorithm, and finally send the mining results to
the task scheduling node for merging, and the task schedul-
ing node will store the final data mining results for use by
the recommendation system. The economic image is based
on hard power such as the level of economic development,
economic foundation, and economic strength. It is the
charm of the overall economic strength and drives rapid
economic development. The city brand image behavior rec-
ognition system refers to the behavior of the city, and it is
the activity mode of each city. The visual recognition system
of city brand image is the performance outside the city,
which will directly and tangibly show the spiritual appear-
ance of the city. When big data starts to be used in big data,
shopping bars like big rotation, guessing what you like, see-
ing and looking, and buying appear, which is an early form
of big data recommendation system. Thus, most tourists
agree that the impression before and after the tour is the
same, indicating that the products and services provided
basically meet the needs of tourists. As shown in Figure 3.

In the big data algorithm, besides dealing with more
complicated data sets, another notable feature is that it no
longer pursues the causal relationship and commonality
between things. Instead, we should accurately mine the indi-
vidual characteristics of different individuals, and deal with
each analysis object in a personalized way to the greatest
extent. On the cold start of the recommendation system,
the optimization scheme is designed and implemented.
The core is to use offline computing to solve the problem
of instant computing and long tail effect in cold start recom-
mendation. This requires us to formulate a media combina-
tion strategy through internal and external factor evaluation
and public relations, so as to achieve a unified and most
effective communication influence. And establish a long-
term relationship with the target tourists, two-way interac-
tive communication can be carried out, so as to effectively
achieve the goal of communication and marketing. There-
fore, user behavior data can be extracted from the log system
of the search engine and the basic user information database
of the search engine. The comparison of the curve results is
shown in Figure 4.

However, the historical data of consumers in external
companies can better represent consumers’ shopping pref-
erences if the current website makes use of such con-
sumers outside the public. Therefore, the key to impress
your audience is to find critical moments in which visitors
will accept and resonate with them at some point through-
out the travel process. The city’s historical culture, natural
landscape, historical celebrities, geographical location,
humanistic customs, and architectural landscape are the

main components of city brand culture, such as mountain
city, which takes its unique city culture as an important
content of shaping city brand.

4.2. Big Data Communication Model of Chinese City Brand
Image. Since the 21st century, the awareness of Chinese
urban brand image communication has gradually increased,
and the communication methods have become more and
more diverse. After the learner logs into the system through
the browser, the recommendation system makes recommen-
dations based on the learner’s data mining results. To build a
local cultural brand, we should strengthen investigation and
research, and explore the historical origin, development con-
text, and basic trend of local culture in a multidimensional
and in-depth manner. Strive to promote the organic integra-
tion of national style, traditional charm, characteristics of
the times, and people’s needs, so that the rich connotation
of Fuzhou culture can adapt to contemporary culture and
coordinate with modern society. The charm of the city
image lies in the individualized cultural characteristics.
Common things can only leave a cookie-cutter impression,
while personalized things leave an impression that will last
a lifetime. As a result, a dynamic subjective impression is
formed in the minds of consumers or the public. Brand is
a virtual vocabulary, it does not have an independent entity,
does not occupy space but belongs to the intangible assets of
a city, enterprise, and product. But the ultimate goal of a
brand is to give the public a relatively simple and easy way
to remember a product or business. Both students at school
and young people at work have the same access to travel
information. As shown in Figure 5.

At present, the personalized recommendation search
engine for big data is mainly based on the keywords entered
by users to identify, and based on some relevant information
that can be extracted to give more accurate results. This
works well for some shoppers with vague intentions. The
development of algorithms corresponds to the development
of productivity. Unlike the traditional relationship between
productivity and means of production, the new goal of
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Figure 3: Analysis of impression consistency before and after
tourism.
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productivity development and algorithms, is to process
larger and more complex means of production faster and
better. The main function of the project index module is to
calculate the index information of the project offline and
store it on disk. The recommendation module is a module.
The recommendation system provides instant recommenda-
tions for new users and directly faces users. Although the
slogan “ecological leisure, hundred mile corridor” can have
a certain impact, it cannot be used as a historical and cul-
tural city to receive tourists. As shown in Figure 6.

Instead, it is necessary to first analyze the characteristics
of user behavior in a specific search engine scenario, design a
personalized recommendation model that can effectively
mine the value of user data according to this characteristic,
and then execute the corresponding recommendation algo-
rithm to obtain a good recommendation effect. Let cus-
tomers make retention suggestions for the first time in case
of loss to reduce business losses. Workplace youths like
national customs, most followed by natural scenery and
urban gardens. Both show a general preference for festival
activities, which are crowded by large numbers of people.
As shown in Figure 7.

If the consumer comes from an external company with
high correlation, because the goods or services provided by
the current website are similar to those of the websites he vis-
ited before. Then the current website can provide goods close
to the consumer’s previous preferences. Mainly, some local
governments have put the construction, development, and
management of urban brands on the agenda, and started sys-
tematic planning with a plan and layout. Good tourism image
the construction of city tourism image is a very complicated
problem. This is because its influencing factors involve many
aspects. Generally speaking, the urban tourism image is
mainly expressed through various image carriers, image hard-
ware, and image software. Therefore, when we carry out the

construction of urban tourism image, we must start from var-
ious image carriers. Coordinate all factors, make overall plan-
ning for all aspects of the city, and at the same time,
implement the principles of serving tourism and aesthetics.
The city and its surrounding scenic spots and urban gardens
are the main carriers of the city’s tourism image and the most
important material basis for establishing its tourism image.

4.3. City Brand Image Design Strategy. Planning content of
urban brand image design: thinking about urban positioning
industry, transportation, tourism, and other aspects, based
on the in-depth excavation of urban historical and cultural
heritage; systematically and comprehensively provide the
core demands of urban strategy. Urban positioning will
organize interdisciplinary experts to conduct on-the-spot
investigation, investigation, diagnosis, and evaluation, which
is a necessary prerequisite for urban visual design system.
City symbol is the core element of the city brand image sys-
tem, the embodiment of the materialization of city culture
and the concentrated embodiment of city values. It is unique
and exclusive, and it is the core language of urban
personalization.

4.3.1. Establish brand management strategy. The confusion
of city brand image positioning will cause the core value of
city brand to be unable to be effectively conveyed, and the
competitiveness of city will be greatly reduced. Therefore,
if the city brand image communication wants to convey
the soul and temperament of the city in a unique way, it
must carry out unique brand image positioning. Brand
image positioning is the core link of city brand image com-
munication. Positioning is conducive to the formation of
core competitiveness, and once it is formed, it has strong
extension ability and exclusiveness. With the intensification
of competition among cities, distinctive and unique city
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brand image plays a key role in improving the effect of city
brand communication. The shaping and spreading of city
brand image is a long-term and trivial work related to the
development strategy of the city and the implementation of
specific projects. The specific activities of city brand image
communication should be consistent with the orientation
and policy of city brand image, and corresponding adjust-
ments should be made according to the specific conditions
of specific activities. Driven by the “big data” technology,
the media contact habits of the target audience can be clearly
presented, and problems such as which programs the target
audience chooses to watch, how long they are, and how
much they like the programs can be solved, which facilitates
the efficient integration of various communication means. In
addition, with the continuous emergence of new media, the
channels for the public to obtain information are constantly
updated. Therefore, while the traditional means of commu-

nication are used in urban brand image communication,
more attention should be paid to the application of new
means of communication.

4.3.2. Upgrade city brand image communication content. As
a new communication platform, social media can quickly
transmit any kind of emergency to every corner of the earth,
thus causing public crisis. Because of the different social
groups and individual needs of the audience, the demand
differentiation trend of the audience gradually becomes
obvious, resulting in the diversity and differentiation of the
audience’s demand for information content. This has led
China’s media industry to gradually shift from the sender-
oriented to the audience-oriented, and began to pay atten-
tion to the audience’s demand for different content. Due to
the development of China’s commodity economy, the
increasingly fierce competition in the media market, the
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continuous development of media technology and many
other reasons, the audience has been given unprecedented
initiative, and their self-awareness is also increasing. Taking
the audience as the center and deciding the content style of
communication has become the primary condition for the
media to survive. The establishment of city image is an
administrative concept established in combination with the
current situation of government resources, the direction of
urban development, social environment, and development
trend. It is also to establish a good administrative image
through the work recognized by the public and development
goals, which coincides with the main development concept
of the modern urban brand plan. Through the construction
of city brand, the society can better understand the culture,
development direction, and government work of a city.
The combination of the construction of city brand and the
establishment of government image is conducive to the real-
ization of the public management function of the govern-
ment, and the creative combination of the country and
government concept with the city image. Promote the reali-
zation of the government’s political, economic, cultural, and
social service functions. City managers can pay attention to
the trend of public opinion in real time with the help of data
analysis charts, and should disclose information comprehen-
sively and fairly when necessary, so as to minimize the pos-
sibility of rumors and negative emotions of the audience.
When the crisis is in the outbreak period, the guidance of
public opinion must strive for every possible time. Organiza-
tions or governments should release information at the first
time, take the initiative in discourse as quickly as possible,
and strengthen interaction with emerging media to reflect
real public opinion.

5. Conclusions

This paper analyzes how cities in the big data era can better
carry out brand image design. This paper analyzes a series of

brand image management work, such as the maintenance
and evaluation of brand image. With the support of big data
and related theories of urban tourism destination brand
image management, this paper proposes that in the era of
big data, the collection and analysis of data will help tourism
destinations better manage their brand image. Cultural and
creative industries and industries related to tourism ele-
ments constitute an intertwined cultural and tourism indus-
try chain. Through the development of tourism, tourists will
produce comprehensive and diversified consumption in the
city. On the basis of inheriting traditional culture, cities
should strive to create new and unique urban cultural
images. Data technology plays an important role in urban
planning and development as well as industrial develop-
ment. Based on big data analysis, it can provide powerful
decision support for government and industry managers.

However, the study has certain limitations. The research
did not analyze from accurately targeting the national stan-
dard audience and mining their consumption demand. The
research also needs to accurately position the city brand
image and effectively integrate the brand communication
means. Real time interactive public opinion guidance and
intuitive and accurate effect evaluation.

Data Availability

The data used to support the findings of this study are avail-
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In today’s big data context, the composition of virtual networks is becoming increasingly complex, so it is neither easy nor difficult
to strengthen the control of network security issues. This paper studies the important content of network big data mining-assisted
laboratory management. On the basis of discussing the connotation of laboratory safety, combined with management practice,
this paper puts forward some suggestions on laboratory safety management. This paper puts forward some views and thoughts
on some problems existing in the management and experimental teaching of chemistry laboratory. By judging the stability of
instruments and equipment, we know whether the calibration status of instruments and equipment has changed during this
period, so as to ensure the sustainable use of instruments and equipment and the accuracy and traceability of laboratory test
results. The use of laboratory management system can greatly improve the utilization rate of laboratory equipment, promote
students’ autonomous learning, and promote the standardization of laboratory construction. Improve the network monitoring
method of big data mining technology and the application mechanism of big data network monitoring, in one type of
laboratory. Teachers and students in the laboratory can reasonably arrange their own time according to their own interests to
guide and operate experiments. Through continuous operation and practice, students’ practical ability and experimental
knowledge level should be improved as much as possible.

1. Introduction

With the progress of human beings and the development of
science and technology, computers have become a necessary
tool in people’s life and work. Because of the weakness of
traditional network security technology, information leakage
has become a breeze [1]. At the same time, with the develop-
ment of data mining technology itself, there are big data
mining technologies represented by high-performance data
mining, data stream mining, and complex data mining
technologies. The traditional laboratory management mode
has been unable to adapt to the current development trend.
Therefore, modern management methods and technologies
are used to carry out laboratory informatization construc-
tion. The experimental link has been relatively weak, and
the national investment is seriously insufficient. Not only
are the experimental instruments outdated and the number
of sets insufficient, but also is the experimental environment
poor, and the facilities such as lighting and ventilation are

imperfect. This situation has seriously affected students’
learning enthusiasm and interest and restricted the cultiva-
tion and improvement of students’ experimental research
and hands-on ability. Traditionally, most of them are
large-scale speeches handed down from street to street. If
you want to get information, you need to go through private
surveys and unannounced visits. Compared with online
access, the cost is high and the efficiency is low [2]. More-
over, with the increase of the number of laboratory equip-
ment, the number of laboratory equipment can no longer
meet the normal teaching use, which seriously affects the
training of students’ experimental skills. It is precisely
because of the crazy growth of data that “big data” is slowly
being studied by all walks of life.

In some western developed countries, especially the
United States, their scientific and technological level has
always been in the leading position in the world. These
countries have earlier researched on computer and net-
work information technology, so they have developed very
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rapidly. In recent years, although the Ministry of Education
and each state have issued a number of documents to
improve teaching quality, high-level teachers are encouraged
to undertake basic course teaching tasks, and attention
should be paid to the practical teaching of undergraduates
[3]. Due to the hidden nature of the Internet, it brings us
convenience and many uncertainties. If we can control those
that endanger society in advance and seize the initiative, then
we can better exert our advantages. With the improvement
of the society’s requirements for students’ comprehensive
quality, the laboratory teaching management system is grad-
ually improving [4]. The traditional laboratory management
model can no longer meet the current teaching methods, and
the traditional management model needs to be broken. As an
important part of laboratory management, strengthen labo-
ratory safety management. It is an important task for labora-
tory management departments to build a normal operation
and safety guarantee system for teaching and scientific
research. The purpose of the reform of the laboratory man-
agement system is to improve the efficiency of the laboratory,
realize the sharing of equipment and resources, and provide
good material conditions and guarantee mechanisms for
the reform of experimental teaching [5]. As a means of infor-
mation processing, data mining technology has advanced
functions such as analysis and prediction. Network security
can also be guaranteed by improving the accuracy of network
intrusion detection. As far as the current network security
technology is concerned, although some progress has been
made, there are still some problems such as weak protec-
tion capability and more security vulnerabilities, which
are prone to network security accidents [6]. The network
is the basis and barometer for network public opinion to
guide work. Change traditional network public opinion-
guided thinking with big data concept, apply big data min-
ing technology to network monitoring well, and discover
the information behind the network. However, the con-
struction and management of information technology are
not a simple process but require time and practice to
reach a satisfactory level.

Laboratory is an important base for colleges and uni-
versities to cultivate innovative talents, conduct scientific
research, and serve the society, and it is also an important
symbol to reflect the level of teaching and scientific research
and show the strength of running a school. Data mining tech-
nology is a means of processing information at present; on
the one hand, it can realize the analysis and prediction of net-
work data [7]. On the other hand, it can also effectively
improve the efficiency and accuracy of network intrusion
detection. It is of great theoretical significance and practical
value to guide the network public opinion in the current
environment and then help the government to make deci-
sions and maintain the network social security. From the
content point of view, information management mainly
includes two parts: scientific management and resource man-
agement. Although the emphases of the two parts are differ-
ent, they are closely related to each other. The laboratory
management is weak, the utilization rate of experimental
teaching resources is not high, and the benefits are low [8].
Undoubtedly, the above situation is incompatible with the

requirement of cultivating high-quality undergraduates. Tra-
ditional laboratory management is only for the management
of laboratories, experimental equipment, and experimental
personnel. And with the continuous improvement of the
society’s requirements for students’ comprehensive quality,
students’ independent innovation ability has become the
standard of today’s new talents, and the drawbacks of
traditional laboratory management methods have gradually
emerged [9]. Therefore, how to scientifically control and
manage the safety of the laboratory is an important issue
faced by our laboratory managers.

The transformation of teachers’ ideas is the key and
premise of implementing innovative education. We should
get rid of the shackles of traditional teaching ideas and
strengthen our own ideas of advancement, openness,
application, and democracy. We should give full play to
the leading role of teachers and the main role of students
and mobilize students’ enthusiasm and initiative in learning.
Secondly, we should create the best teaching procedure and
the best teaching situation according to the teaching objec-
tives and students’ personality differences. Thirdly, teachers’
awareness of knowledge authority should be changed, and
the traditional indoctrination education should be changed
into heuristic, discussion, and inquiry, so that students
can study in a relaxed and happy mood. Encourage stu-
dents to explore different ways to solve problems boldly,
so as to further stimulate students’ internal learning moti-
vation. We should integrate all kinds of teaching resources.
Because each student’s basic knowledge, learning experi-
ence, self-study ability, and other factors are different,
and their academic performance is different. Therefore,
all kinds of teaching information resources with different
degrees of difficulty should be set up in the teaching infor-
mation resource database to meet the learning needs of
students at different levels. At the same time, we should
further build and timely update the multimedia teaching
information resource system, including multimedia mate-
rial library, multimedia textbook library, and multimedia
courseware library. Actively optimize and combine various
teaching media to realize the optimization of teaching
process.

2. Related Work

No matter from foreign or domestic research, there have
been some related academic papers on data mining technol-
ogy and its application in network monitoring in the field of
big data, but on the whole, there are still few related studies,
lacking systematic and in-depth research. Luo et al. think in
one article: big data has triggered a reexamination of scien-
tific research methodology and is triggering a revolution in
scientific research thinking and methods [10]. Yang et al.
put forward in a paper: data mining helps network monitor-
ing and guidance to choose the path, including network
association analysis, network level division, network cluster-
ing, and network tendency analysis, and analyzed the
practical value of network monitoring and guidance in the
view of data mining [11]. Lou establishes scientific data
management system applied in entry-exit inspection and
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quarantine, taking the important nodes in the laboratory
data management process as the research object, comparing
the characteristics and advantages of traditional data man-
agement methods and laboratory scientific data manage-
ment systems, and establishing a data management system
suitable for inspection and quarantine laboratories through
research and introduction [12]. Xu and Liu pointed out in
their article: the progress and development of big data tech-
nology research have brought great opportunities for the
development and application of data mining technology,
and data mining technology will enter a new development
period, giving the future development direction of data min-
ing technology in the era of big data [13]. Huang established
the laboratory of the Guizhou Geology and Mineral Center
as an example; he expounded the big data and its enlighten-
ment to the analysis and testing of geological and mineral
resources. On the basis of introducing the connotation of
big data, analyze the characteristics of big data [14]. Scholars
such as Li and Xiao mentioned in their article that the
patterns, trends, and correlations of big data can reveal social
phenomena and predict the laws of social development.
Network science and data science provide a new scientific
methodology for social science research [15]. Wang pro-
posed: combined with the impact of big data on social
research, he analyzed the advantages of social research in
the era of big data in data collection, data storage, data pro-
cessing, and data presentation [16]. In the article, Rong and
Gang designed a monitoring system deployed on the Inter-
net, which monitors various information media such as
web pages, forums, and microblogs on the Internet and
automatically collects data on Internet pages [17]. Another
trend is to analyze the environment, risk, research direction,
and practical value of network monitoring in the big data
environment from the macro level.

3. Exploration and Practice of Laboratory
Safety Management

3.1. Standardize Infrastructure Construction and Eliminate
Potential Laboratory Safety Hazards. The basic condition
of laboratory is the first condition to ensure the safety of lab-
oratory. Attach great importance to laboratory safety issues,
start from the source, and incorporate safety construction
standards into the planning and construction of laboratory
infrastructure. The school occupies an important position
in the teaching and scientific research work. But for a long
time, experimental teaching has been attached to theoretical
teaching. As the verification of curriculum theory teaching,
the construction and management of laboratory are basically
attached to the teaching and research section or research
group. The birth of data mining technology comes from
the irregularity, complexity, diversity, and other characteris-
tics of the original data. Using data mining technology, valu-
able information in the original data can be extracted to
make it play more roles [18]. Faced with the complexity of
big data, some scholars try to use statistical methods and
complex network methods to study how to reduce big data
on demand [19]. With the rapid development of the Internet
all over the world, people are full of curiosity and interest in

this emerging field, and the Internet has also started from a
small research project. After more than 20 years of develop-
ment, it has finally become the communication system that
most people in the world rely on. By generating a function
that maps data items to a real-valued forecast variable,
regression analysis finds the dependence among variables
and studies the forecast and trend characteristics of data
series. The laboratory is provided with a card swiping
machine. After entering the laboratory in the spare time, stu-
dents will read their all-in-one cards on the card swiping
machine, and the courses that the students have taken will
be displayed in the system [20]. Active exploration and prac-
tice have also been carried out in the teaching of chemical
theory and experimental courses, as well as students’ scien-
tific research training. The data structure of the power con-
troller table is shown in Table 1. The data structure of the
device information table is shown in Table 2. The data struc-
ture of the control association table is shown in Table 3.

A 24-hour monitoring of laboratories and hazardous
substances shall be carried out to prevent outsiders from
contacting and entering the laboratories, thus eliminating
the loss and improper use of hazardous substances.
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3.2. Establish Rules and Regulations and Improve Safety
Management Network. Only when the system is perfect,
scientific and reasonable, and feasible can the safety con-
struction of the laboratory have laws and rules to follow.
The establishment of experimental center is an important
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attempt in the reform of laboratory system, and its brewing
and establishment have been strongly supported by the
school leaders. The neural network can also be regarded as
a collection of multiple nerve units, so that the problem of
large clusters of biological neurons connected by axons can
be effectively solved. As the position of scientific research,
the laboratory has many shortcomings, and it is bound to
be impacted by big data. Big data mining technology is
mainly applied in network security. The development of
human society is a process of continuous updating. Big data
plays an important role in the development of science and
technology and the change of human concepts, and it exists
everywhere. Or use the association rule method, through
which the relationship between data items in the database
can be described. If a certain item in one group of data
and a certain item in another group of data appear at the
same time, it can be judged that the two groups of data are
related or interrelated. Under the same data set, with the
increase of the number of nodes, the running time gradually
decreases, which reflects the scalability of the algorithm.
With the same number of nodes, the running time increases
with the increase of data set. The main job of the laboratory
administrator is to operate and manage all subfunctional
modules. Therefore, I believe that laboratory managers must
be cost-conscious and should implement institutionalized

simple management to achieve the goal of high efficiency
and low cost. To make student lab report results. In addition,
teachers can print and export data online for student scores
or experimental reports through the score statistics function.
It also implements the accountability system for laboratory
safety work, with clear responsibilities and accountability.
The laboratory director is the person in charge of the safety
of the laboratory and is responsible for the school and
college. Strictly implement the relevant safety management
regulations of the University and college, and organize
the formulation of laboratory safety management rules in
combination with the actual situation of the unit. Regu-
larly educate relevant personnel on prevention and safety
laws and regulations, and urge them to consciously abide
by various safety management rules and regulations. Regu-
larly organize safety inspections, and keep safety records.
Find hidden dangers and loopholes, and deal with them
in time. If it is difficult for the office to rectify due to
objective factors, temporary emergency measures must be
taken.

4. Effective Application of Big Data Mining
Technology in Network Security

4.1. Shortcomings Exposed in Traditional Network Security
Technologies. At present, the network security technology
used by people in daily life and work is mainly designed
for a certain or a certain network security problem. There-
fore, to some extent, these network security technologies
can only solve some or some network security problems.
However, these network security technologies cannot solve
other related problems, let alone effectively protect the entire
network system. For example, the access control and identity
authentication technology used in people’s network technol-
ogy can only solve the problem of network user identity
confirmation. However, the security of information trans-
mission between users cannot be guaranteed. With the rapid
development of network technology, the problem of network
security has been paid more and more attention by the pub-
lic. Nowadays, the data generated in medical, transportation,
finance, education, and other fields is huge, and it belongs to
the category of big data. The laboratory administrator is
mainly responsible for inputting new experimental equip-
ment information in the system; modifying, deleting, and
querying the equipment information; etc. Once the equip-
ment fails, it will report for repair. Only when a laboratory
can meet these key factors can it have the best premise of
providing users with high-quality services. Transaction
response time mainly refers to the time it takes for the sys-
tem to complete the operation after the user logs in to the
system and performs the corresponding operation. The aver-
age transaction response time of the target system is shown
in Figure 1.

In this way, users will be interested in the lab, and the lab
will continue to be popular with users. In order to improve
the management efficiency of each link, computer can be
used to conveniently arrange the related teaching process
of students, teachers, and laboratories. Under the new situa-
tion, lab safety work urgently needs us to actively change the

Table 1: Power control table.

Data item name
Data item type
and length

Data item description

PC_PCID Int
Primary key: controller

number

PC_Mac address Varchar, 20 Controller Mac address

PC_start date Date time, 8 Put into use time

PC_manufacturers Varchar, 60 Controller manufacturer

Table 2: Data structure of device information table.

Data item name
Data item type
and length

Data item description

LE_LEID Int
Primary key: controller

number

LE_equipment name Varchar, 20 Device name

LE_manufacturers Varchar,50 Equipment manufacturer

LE_start date Date time, 8
Equipment put into

use time

Table 3: Data structure of the control association tables.

Data item name
Data item type
and length

Data item description

CR_ LE_LEID Int
Foreign key: experimental

device number

CR_PC_PCID Int
Foreign key: power
controller number

CR_state Bit Association status
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mode of safety management, advocate safety services, and
focus on prevention. Increase the breadth and depth of
laboratory safety management, and use information tech-
nology, science, and technology and cultural means to
change postevent management into preventive manage-
ment. Trends provide a comparative analysis of the atten-
tion of multiple keywords, as shown in Figure 2.

According to the teaching needs, it is no longer restricted
to “owning me,” but emphasizing “available for me,” so that
the school can adjust and control from a macro perspective,
so as to “turn the parts into whole.” The application value of
data mining technology in the manufacturing industry is
mainly reflected in the inspection of product quality, such
as finding out the rules by researching and analyzing prod-
uct data or by analyzing the production process to find out
the main factors that affect the production efficiency and
product quality. Since it is useful for public health programs,
an attempt was made to further validate the model with the
weekly ILI percentage for individual states. The CDC did not
publish interstate data, and researchers used the percentage
of ILI published by Utah to validate, as shown in Figure 3.

The laboratory incorporates the results generated by the
above quality control methods and the laboratory’s self-
quality requirements into the big data analysis to screen
out the project data that is necessary for quality control.
Under the conditions of traditional network technology,
information storage also needs to rely on manual input,
which is not only inefficient but also prone to input errors,
resulting in a large manual workload.

4.2. Effective Application of Big Data Mining Technology in
Network Security Management. To some extent, no matter
what kind of network security problem, its infringement
on network security is traceable, especially for network
viruses. With the help of data mining technology, users’ data
can be classified, collected, and evaluated through corre-
sponding technical means, so as to achieve the purpose of
dynamically scanning system data. In the process of apply-
ing big data mining technology to prevent network security
problems, the application process is relatively complex.
The amount of data involved is also relatively large, so it is
necessary to clearly grasp the characteristics of each link
and make a reasonable plan. Build multiple analysis modules

to ensure the security of network applications. Based on the
systematic characteristics of large data technology, the spe-
cific working status of large data technology can be divided
into four parts, namely, collecting information, preprocess-
ing information, mining information, and pattern evaluation
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information. The big data approach involves not only
acquiring or storing data but also analyzing it to understand
and discover its value. Among them, the director of the
experimental center can arrange the experimental projects
according to the school’s teaching plan, manage the infor-
mation of the experimental courses and the experimental
projects, and can also view the optional records of the exper-
imental courses. It not only serves postgraduate training and
tests of various scientific research projects but also faces
undergraduates [7], besides meeting the teaching needs
of instrumental analysis experiments and comprehensive
chemical experiments. If there are classes in the laboratory,
it is judged whether the user’s credit card swiping time is
within the class time. If it is in the class time, according to
the class scheduling information in the database, query the
class and teacher of this class in the laboratory. Strengthening
the supervision and control of laboratory environmental pol-
lution has become the consensus of teachers, students, and
leaders. The data is shown in Figure 4.

First of all, set goals and make implementation plans
from the level of teaching reform. Now, the first phase has
been completed, and the second phase construction will be
adjusted on the basis of summing up the experience of the
first phase construction. In this case, telecom enterprises
must take effective measures to improve their technical level
and service quality, so as to ensure customer satisfaction and
loyalty. In practice, we should constantly strengthen the
improvement of intrusion detection and improve the appli-
cation scope of big data technology. Ensure the effectiveness
of each work link, and ensure the security of the network
environment.

5. Conclusions

With the rapid development of information technology and
network technology, people rely more and more on science
and technology. Network monitoring in the context of large
data environment needs the convenience provided by large
data mining technology. It is also necessary to improve the

network monitoring method of big data mining technology
and improve the application mechanism of big data network
monitoring. In a class I laboratory, teachers and students can
reasonably arrange their own time. Conduct experimental
guidance and operation according to their own interests,
and improve students’ practical ability and experimental
knowledge level as much as possible through continuous
operation and practice. However, there are still many spe-
cific problems to be solved. This paper puts forward some
views and thoughts from the perspective of some problems
existing in the management and experimental teaching of
chemical laboratories. The use of laboratory management
system can greatly improve the utilization rate of labora-
tory equipment, promote students’ autonomous learning,
and promote the standardization of laboratory construc-
tion. By judging the stability of instruments and equip-
ment, we can find out whether the calibration state of
instruments and equipment has changed during this
period, which ensures the sustainable use of instruments
and equipment and the accuracy and traceability of labo-
ratory test results. Therefore, it is necessary to carry out
more detailed and specific research work, constantly
improve and innovate the data mining technology, and
improve the intrusion detection efficiency and network
security characteristics more effectively through application
research. However, the research has certain limitations. It
is also necessary to set parameters and deeply mine intru-
sion behavior paths. At the same time, the corresponding
algorithm is applied to predict the intrusion behavior sci-
entifically, so that abnormal intrusion detection can pre-
dict and detect unknown intrusion behavior in time and
improve its protection effect. This needs further supple-
mentary analysis in future research.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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This paper divides the research modes of consumer purchase behavior characteristics into three categories: experience-driven
mode, theory-driven mode, and data-driven mode. An analysis algorithm based on customer consumption behavior is
proposed, and the idea of combining customer consumption behavior factors such as satisfaction and loyalty is proposed.
Through comparison, it is pointed out that the data-driven model is most suitable for analyzing the characteristics of online
consumers’ purchasing behavior. Using the decision support of knowledge base, different service schemes for customers with
different evaluation degrees are realized. In order to improve the accuracy of sample classification and maximize the output
function, genetic algorithm is used to optimize the samples. A deep neural network structure algorithm is proposed to classify
customer transaction data samples. In this algorithm, the sheep nodes are not fixed, but the number of hidden layers and unit
nodes of the neural network are dynamically determined according to the sample training. The research excavates various
kinds of valuable information such as consumer preferences and consumption structure from the huge consumption data of
consumers. It is not only helpful for enterprises to analyze consumers’ consumption behavior and organize production but also
helpful for enterprises to realize the concept of personalization.

1. Introduction

At present, the consumption concept of consumers has under-
gone great changes [1]. Nowadays, consumers no longer pay
attention to the price of goods but pay more attention to the
quality of goods, after-sales service of merchants, service atti-
tude of sales departments, etc. [2]. Traditional commodity
trading methods are now being affected by online consump-
tion. The visual communication between merchants and cus-
tomers has been interrupted. Customers can place orders
without going to the store to compare goods, which greatly
improves efficiency [3].Western research on consumer behav-
ior originated from “consumer analysis” [4]. However, most
consumer behavior patterns are driven by experience or the-
ory [5]. With the intensification of market competition, enter-
prises must focus on customer needs, strive to collect
consumer information, mine customer consumption charac-
teristics, formulate marketing strategies that meet market con-
ditions, and improve market competitiveness [6].

It is mentioned in the science of consumer behavior that
the consumption behavior of consumers has great volatility,
and it is difficult to quantify with mathematical or logical
rules [7]. The idea of data mining is to find hidden rules
from irregularities [8]. This paper analyzes the consumption
characteristics of users and finds out the consumption
preferences of users in different places by tracking different
consumption records. Because the offline stores cannot
effectively conduct data statistics on consumers, they cannot
well grasp the challenges they face [9]. At present, China’s e-
commerce is booming. With the implementation of the
home broadband project, more and more consumers have
access to the Internet and surf the Internet through the
home network, which will increase the possibility of con-
sumers’ online shopping. In order to succeed in online shop-
ping, consumers’ support and participation are urgently
needed. If you want to stimulate or motivate consumers to
do online shopping, it will not work if you cannot clearly
understand consumers’ behavior [10].
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Based on the idea of data mining, this paper considers
two kinds of problems of consumers: consumption factors
and consumption research objects.

2. Related Work

Shang et al. pointed out that online shopping itself has the
advantages of convenience and quickness, which is favored
by more and more consumers [11]. According to Boston Con-
sulting Group’s prediction, the current average level of 1,000
dollars in the United States exceeds [12]. Ke et al. pointed
out that with the rapid development of the online shopping
market, online shopping is no longer an optional supplement
for consumers in addition to traditional shopping but has
become an important shopping way for many consumers.
The attention to online shopping behavior, especially the con-
venience provided by the Internet, and the variety of commod-
ity types make a special purchase behavior—impulsive buying
behavior likely to occur [13]. Zheng et al. pointed out that peo-
ple would find ways [14]. Based on online word of mouth,
Hong JL and others have a large number [15]. The fundamen-
tal reason for the uneven views of some consumers lies in the
problem of consumers’ decision-making. Different consumers
have different consumption views, which leads to the difficulty
of common consumption [16]. From this, it can be seen that
online marketing is a way of direct targeting to convey specific
marketing information to specific individuals, including one-
to-one marketing through rich database content analysis and
identification of online consumers’ behavior patterns or their
preferences [17]. Therefore, the network is an ideal medium
with great potential for manufacturers to contact with poten-
tial customers and consumers and conduct relationship mar-
keting. Based on the traditional model, Olan et al. and
Sayeed et al.’s analysis and prediction of consumer behavior
is only in the qualitative stage. Now, big data analysis can be
used to track consumer shopping behavior and improve con-
sumers’ awareness of shopping platforms. loyalty to gain
greater market share [18, 19].

Nik PG based on the key link, from the perspective of
consumer behavior process problems [20]. This paper dis-
cusses the marketing strategy and marketing strategy combi-
nation that enterprises should adopt to carry out online
marketing, aiming to provide guidance for enterprises to
carry out online marketing.

3. Methodology

3.1. Customer Behavior Analysis Model. The consumption
pattern evolves with the changes of productivity and produc-
tion relations. The main reasons for the change of natural
consumption patterns are the ecological environment, the
degree of scientific development, and the situation of popu-
lation and resources. The main reason for the change of con-
sumption social model is the change of social needs based on
consumption needs. In recent years, with the changes in the
ecological environment, the degree of scientific develop-
ment, and the situation of population and resources, China’s
consumption pattern has undergone unprecedented
changes. This change reflects the change of social demand

dominated by consumption needs and the subtle influence
of consumers on consumption patterns. The consumption
pattern has undergone a revolutionary change. Now, cus-
tomers do not have to go to the mall, just go to the homepage
of the mall, and click the “Buy” button to buy the goods they
want. The credit of shopping malls, even the credit problems
of customers, the service attitude and quality of shopping
malls, and so on, also appear. Building the model is done. Dif-
ferent algorithms are used for model training, and a unified
evaluation standard is used to evaluate the effectiveness of
the model, and then, the optimal model is selected to predict
the product recommendation in the product subset to
improve the accuracy of the recommendation. BP neural net-
work has strong learning ability and nonlinear parallel pro-
cessing and reasoning ability. A consumption behavior
research model based on BP neural network. Before exploring
the traditional prediction model, this section first designs the
basic process of building the prediction model, which is appli-
cable to the establishment of various models discussed in the
paper, as shown in Figure 1.

Whether the customer is satisfied with the product
includes three indicators: these data should be obtained
through customer feedback information, that is, through
questionnaire survey. Finally, the customer satisfaction is
obtained by weighted summation:

M = 〠
m

i=1
DCt ∗ ci, i = 1, 2,⋯,mð Þ: ð1Þ

Among them, DCi represents the weight of the i-th sur-
vey item, and ci represents the weight that the customer
thinks the i-th survey item occupies in all survey items.
Whether consumers are loyal to a product mainly includes
the following indicators: the number of visits per week, the
retention rate, and the number of purchases, where retention
rate = number of visits/average number of visits per week.
Based on the above, consumer loyalty can be expressed as

L = 〠
m

i=1
ZCi ∗ ciji = 1, 2,⋯,mð Þ: ð2Þ

According to the above definition, combined with the
training and verification capabilities of the BP neural net-
work, the customer behavior analysis model is obtained:

ykb = f 〠
N1

i=0
ωϑ ∗ xki + θk

 !
: ð3Þ

Among them, ωϑ is the weight corresponding to the
analysis factor (satisfaction, loyalty, etc.) vkh in the output
node xkh.

Typically, consumers are different in the likelihood of
transacting with a business in a year versus a month. Then,
the retention of the consumer is

B = N
C ∗ R

: ð4Þ
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According to the above definition, combined with the
training and verification ability of BP neural network, the
customer behavior analysis model is obtained: the output
of the output layer node is

Z = f 〠
N2

i=0
ωhj ∗ yh

k + γj

 !

= f 〠
N2

i=0
Whj ∗ F 〠

N1

i=0
ϖih ∗ xk + θk

 !
+ γj

 !
,

ð5Þ

where ωhj is the weight of the output node Z corresponding

to the hidden layer output node yh
k. Z is the general evalua-

tion of consumers. It reflects the error size function between
the expected output and the calculated output of the net-
work. The following is the output error of the i-th cell node:
Ek = 1/2∑n

k=1ðyik − TikÞ2. The total error is

E = 1
2N 〠

N

k=1
Ek: ð6Þ

yik is the actual output value of the I node. For the neural
network model, the hidden layer features are

h 1ð Þ = σ w 1ð Þh i−1ð Þ + b 1ð Þ
� �

: ð7Þ

After training, the predicted value is close to the actual
value, and the difference between them is defined as the loss
function. Assuming that the training set is fðXð1Þ, yðiÞÞgNi¼1 ,
n is the sample size, the overall loss function of the neural
network model is

J x, bð Þ = 1
N
〠
N

i=1
hwb xið Þ − y ið Þk k2

" #
+ λ

2〠t
〠
i

〠
j

wi
ij

� �2
: ð8Þ

The first term is the mean square, which aims to control
the error between the model output and the target, and the
second term is the weight decay term, which prevents the
model from overfitting through the weight decay magnitude.

Businesses get customer data from multiple channels,
including consumption records, questionnaires, and feed-
back information, which contain a lot of important data,
but also mixed with a lot of miscellaneous data that are
not helpful for analysis. Therefore, it is necessary to use BP
network model to analyze the information screening data
after integration and cleaning. The whole process is shown
in Figure 2.

Combined with the above figure, the whole process can be
summarized into the following steps: (1) obtaining customer
information, (2) integrate data from different sources through
data migration and other ways and store them in another data
warehouse, (3) using customer behavior analysis model for
data analysis, and (4) after the analysis result is obtained,
according to the degree of consumers and the knowledge base,
the consumption strategy for this customer is obtained.

3.2. Consumer Behavior Data Processing Architecture. Rec-
ommend products to consumers with high accuracy and
speed, focusing on designing effective analysis and predic-
tion models. Before building a model, data processing and
feature engineering are the basis for constructing a predic-
tive model. Data processing refers to the analysis, calcula-
tion, sorting, and other processing of raw data. Feature
engineering refers to the extraction of data features that are
most suitable for the objectives of this research project on
the basis of data processing. Consumer Internet behavior
data is usually stored in the form of logs, and the logs related
to consumer behavior analysis include consumer behavior
logs, behavior event logs, and commodity category logs.
Firstly, the interaction log is extracted from the user com-
modity interaction system to prepare the data related to
the analysis and prediction of consumer behavior. Secondly,
data preprocessing includes data cleaning, filling in missing
values and removing outliers, removing duplicate data,
ensuring the uniqueness of data, and dividing data sets
according to time. The missing values of the paper are filled
by the average. Thirdly, based on the overall description of
the sample data in the form of charts and other forms, ran-
dom sampling treatment is made according to the character-
istics of unbalanced distribution of consumer behavior
categories. Based on the original data, the data training set
and test set are divided, shallow features are extracted

Primary dataBegin Data processing

End Forecast recommendation Model evaluation Model training

Feature extraction

Divide sample training and test sets

Figure 1: Flow chart of building prediction model.
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manually, the feature dimension is expanded, and then, the
features are processed by methods such as normalization;
finally, the prediction model is constructed and evaluated.
In the construction of deep learning models, this paper
makes a comparative study of prediction models. And iden-
tify the advantages and disadvantages of the model, so as to
achieve recommendation prediction.

The flow chart of deep learning model construction is
shown in Figure 3.

According to the characteristics of unbalanced category
data, R DNN model and KM DNN model are introduced.
Different models adopt early stop strategy. When the train-
ing times increase but the value of loss function no longer
decreases, the training is stopped. Finally, the same AUC
and F values are used as the method of effect evaluation.
Data clustering is a Mini Batch KMeans clustering algorithm
in sklearn-cluster module based on Python. Random sam-
pling is based on Python’s random module, and random
generates random numbers to randomly extract negative
samples from data. DNN is designed by using the deep
learning library Keras based on Theano. Keras is modular
and easy to expand, and it is guided by simple Chinese doc-
uments. It is easy for beginners of deep learning to get
started, and it is also the foundation for researchers in the

field of deep learning to conduct in-depth research and exca-
vation. In the user-product interaction log, there is very little
data on consumer purchase behavior (marked as 1), and
most of the data is the data that consumers have not pur-
chased (marked as 0). There is a phenomenon of extreme
imbalance between data categories. In classification prob-
lems, category imbalance often occurs, which is mainly
reflected in the fact that there is less data in a certain cate-
gory or several categories of samples. In real life, a small
number of category samples are often the focus that deserves
more attention. For example, the problem of advertising
clicks. Users click on a small number of advertisements.
Most users just browse without clicking. Focusing on adver-
tisements with high click counts can help websites accurately
put advertisements. The traditional classification model is
built on the basis that the category samples are nearly bal-
anced, and the classification model is more inclined. There-
fore, when the categories are extremely unbalanced, the
model may treat the data with less category samples as noise.
Samples with few categories of data contain more important
information. For example, in the identification of credit card
fraud, if the fraud information is mistaken for normal infor-
mation, the user will suffer heavy losses; in the medical diag-
nosis and treatment, if the patient is mistaken for a healthy

Saleroom Marketing activities Service survey Public
information

Data integration and migration

Data warehouse

Customer consumption analysis Abnormal behavior analysis

Decision support
Knowledge base

BP neural network analysis model

Figure 2: Customer behavior analysis model application model.
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person, delaying the diagnosis and treatment time may lead
to serious losses and lead to aggravation or even life-
threatening. Therefore, solving the problem of data class
imbalance is our focus.

4. Result Analysis and Discussion

This paper selects a large retail enterprise as the experimen-
tal object, which has two ways of sales department and
online sales, and has a complete examination paper investi-

gation mechanism. This paper selects its customers’ con-
sumption records and examination papers as sample data
for analysis. It includes customers’ personal information
and historical consumption records, which has two ways:
sales department and online sales, and has a complete test
paper investigation mechanism. In this paper, the consump-
tion records and examination papers of 50 customers are
selected as sample data for analysis. This includes the cus-
tomer’s personal information and 10-month consumption
records. Consumer data that is not of numerical type should

Begin

Experimental data

Training data

Positive sample Negative sample

K-means
clustering

Random sampling

Random sampling

Data after
sampling

DNN DNN

End

Loss < Ie-4

DNN training, forward propagation, backward
conduction

DNN

Data after
sampling

Verification set

Figure 3: Flow chart of deep learning model construction.
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be converted into numerical type by defining data, that is,
weight allocation. Lasagna used in this paper is based on
Theano library, and Keras can use either TensorFlow or
Theano. These libraries provide more flexible interfaces,
which can be used to build neural networks and track the
rapid development of deep learning research. All popular
deep learning libraries also allow the use of high-
performance graphics processing units (GPUs). For exam-
ple, the conversion of consumer occupation → weight:
{laid-off or unemployed →0.3; General staff →0.5; Director
→0.6; Department Manager →0.8 and so on}. According
to the algorithm of the above dynamic neural network, the
neural network can construct nine different network struc-
tures: I = 10, JI = 4, k = 2; 1 = 10, 11 = 5, k = 2; I = 10, J1 = 6
, k = 2; I = 10, J1 = 12 = 4, k = 2; I = 10, J1 = 12 = 5, k = 2; I
= 10, J1 = 12 = 6, k = 2; I = 10, JI = 12 = 13 = 4, k = 2; 1 =
10, 11 = 12 = 13 = 5, k = 2; and I = 10, people = 12 = 13 = 6,
k = 2. The iterative termination conditions of the algorithm
are as follows: the correct classification ratio of training sam-
ples is 0.05, and the learning rate is 0.53. After 21,000 itera-
tions, the algorithm satisfies the iterative termination
condition. The neural network structure is I = 10, 11 = 5,
and k = 2. Tables 1 and 2 are the input layer unit node to
the hidden layer unit node and the hidden layer unit,
respectively.

In order to select the optimal individual Xi, let the pop-
ulation size be 10, the probability. According to the fitness,
excellent chromosomes are retained. Classify and store pur-
chased computers and non purchased computers according
to the output value of the vector. When the output corre-
sponding to the chromosome is to the salt element Y1 or
only reaches the maximum function value 1, the information
contained in the chromosome is the customer purchase
behavior rule that should be extracted. Implicit nodes are
the consumption factors such as satisfaction and loyalty.
After processing and calculating the data in the above table,
the trend chart of customer evaluation index is obtained, as
shown in Figure 4.

The algorithm of dynamic neural network is proposed.
According to the training results of neural network, the
dynamic network structure is constructed. At the same time,
this paper uses genetic algorithm to optimize the sample input
disk of the neural network, looking for excellent individuals to
make the objective function η, achieve the maximum value,
then realize the classification of customer transaction sample
data, and extract the behavior rules that represent the charac-
teristics of customer consumption. In the data of computer
samples purchased by customers given in this paper, the cor-
rect classification ratio of training samples is obtained. By syn-
thesizing the weights, iteration times, and extraction rules of
nodes in each layer of neural network, it can be seen that the
algorithm proposed in this paper has the characteristics of
small computation and high accuracy.

The results of the second statistical survey on the devel-
opment of my country’s Internet show that at this stage, the
number of Internet users and the number of Internet com-
puters in China have reached 137 million, respectively. The
rapid growth of the total number of Chinese netizens has
been noticed by the world, but the 137 million netizens only
account for 10.5% of China’s total population of 1.31 billion,
an increase compared to 8.5% in the same period last year.
This shows that although the total number of netizens in
China is large and growing rapidly, the popularity of the
Internet is still very low at present, but the future develop-
ment space is relatively large, as shown in Figure 5.

Besides neural network can be used for sample data clas-
sification, decision tree is also a common method for data
classification. ID3 is an algorithm that selects attributes as
the split nodes of decision tree based on information gain.
However, this algorithm is only effective relatively, resulting
in lower accuracy. The results of this survey show that
among netizens, those aged 31-35 account for 10.4% and
those over 35 and those aged 36-40 account for a relatively
low proportion. Netizens aged 35 and below accounted for
82.5%, and netizens over the age of 35 accounted for
17.5%. The age structure of netizens was still younger. From
the perspective of the penetration rate, the penetration rate
of netizens between the ages of 18 and 24 is the highest,
reaching 38.8%, which is 10.2 percentage points higher than
that of the previous year. The penetration rate of Internet
users between the ages of 25 and 30 ranks second with
25.0% as shown in Figure 6.

Second, the educational background of Internet users
can be seen from the educational level distribution map of
Internet users. Figure 7 shows that Internet customers

Table 1: Weights between the input layer unit node and the hidden layer unit node.

Hidden layer
Input layer

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
H1 -4.1446 6.14784 -0.2854 5.3598 0.5466 -2.7655 3.454 -1.5866 -3.594 -3.4589896

H2 -0.5566 -4.56899 5.5956 3.5966 4.7486 2.45555 1.7578 -1.56456 -2.4988 2.49854

H3 -3.4846 0.498452 3.54152 -0.355 3.4884 3.4885 0.556 0.5456 4.15416 -1.98874

H4 3.4984 1.18545 -1.54485 -2.5845 0.54984 -3.4555 -0.569 2.9684 2.1685 -1.85858

H5 2.8451 -1.84556 -2.54865 -3.4554 -2.478 6.4552 -1.5866 -5.4854 -0.485556 1.9845

Table 2: Weights between hidden layer unit nodes and output
layer unit nodes.

Output
node

Input layer
H1 H2 H3 H4 H5

Y1 -9.4561 9.456156 -1.455696 -0.949856 1.94856

Y2 9.45664 -9.41568 0.4884523 1.258956 -1.55656
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generally have higher educational background. Among
them, 17.1% have a high school education or below, 31.1%
have a high school education, 23.3% have a college educa-
tion, 25.8% have a bachelor’s degree, and 2.7% have a grad-
uate degree. This shows that the use of the network is related
to educational background. With the improvement of edu-
cational background, the use of the network is also improv-
ing, as shown in Figure 7.

Third, the monthly income of Internet users in this sur-
vey shows that the proportion of family Internet users whose
monthly income is less than 500 yuan (including no income)
is the highest, reaching 29.5%, followed by Internet users
whose monthly income is 501~1000 yuan and 1001~2000

yuan (18.1% and 13.6%, respectively), 11.2% of Internet
users whose monthly income is 1501~2000 yuan, and the
proportion of Internet users whose monthly income is more
than 2000 yuan is 27.6%. Low-income Internet users still
occupy the majority, as shown in Figure 8.

The whole purchasing process of consumers is related to
the products, prices, channels, promotion, and credit of
enterprises, and any one of them will make the potential cus-
tomers decide whether to buy or not. Therefore, it is neces-
sary to closely link the purchasing process of consumers
with the marketing strategy of network enterprises, so as to
promote the occurrence of potential consumers’ purchasing
behavior. Starting from the characteristics of online

Master, 2.30%, 2.50%

Below high, 17.10% 

Undergraduate, 25.89%

Universities and, 23.30%

High school, 31.10%

Doctor, 0.40%, 0.20%

Figure 7: Distribution of education level of Internet users.
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Figure 8: Monthly income distribution of Internet users.
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consumers, this paper analyzes the purchase decision-
making process of online consumers. Get the main factors
that affect the purchase behavior of online consumers. Then,
according to the research results, formulate effective market-
ing countermeasures for online enterprises. Reduce the
blindness of enterprise network marketing and improve
the possibility of success of online enterprises. In contrast,
the algorithm proposed in this paper is suitable for the data
set with large sample size, less affected by noise, and more
suitable for mining the purchase information of customers
with large sample size and extracting behavior rules. The
monthly (or quarterly) consumption analysis of consumers
can not only obtain the consumption level and ability of
consumers but also understand the changes of customers
in time. For example, if there is a downward trend in the Z
value of consumers, you can find out which degree has chan-
ged and then take measures; for consumers with high poten-
tial, once the consumption level is found to increase, you can
provide profitable services and so on.

5. Conclusions

This paper discusses the analysis and prediction of consumer
behavior and explores the prediction of commodity recom-
mendation based on consumer behavior. In order to improve
the classification accuracy, genetic algorithm is used to opti-
mize the samples, and customer purchase behavior rules are
extracted bymining case data. Analyze the behavior character-
istics of consumers, accurately identify and capture real online
consumers (especially 20%VIP consumers), and carry out tar-
geted online marketing activities according to the purchase
behavior characteristics of these consumers. The research
has far-reaching significance for online advertising and accu-
rate recommendation, and its results also reflect consumers’
consumption habits and consumption behavior rules to a cer-
tain extent. However, due to the small number of case samples,
larger samples should be used to further verify the effective-
ness of the algorithm in future research.
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With the deepening of tourists’ demand for tourism services, the personalization of online tourists has gradually become an
application of personalized recommendation technology. According to the application requirements of personalized scenic spot
recommendation, this paper uses social networks and Bayesian networks to fully mine the matching degree between users and
scenic spots for personalized recommendation. Add social network factors to the recommendation of tourist attractions, and
fully tap the social network relationship between users. First, the users are clustered by the coupling bidirectional clustering
algorithm. Then, DBSCAN (density-based noise application spatial clustering) algorithm is used to cluster scenic spots. Finally,
two stable user sets and scenic spot sets are applied to the personalized recommendation algorithm to predict the user’s next
upcoming scenic spot. The algorithm is compared with some traditional algorithms in the dataset. The algorithm deals with
the similarity of user attributes and user behavior and uses content-based algorithm to deal with the relationship between
scenic spots; com datasets have better performance.

1. Introduction

With the development of the national economy, people’s
demand for tourism is becoming more and more strong.
The rise of various tourism websites provides users with a
platform to understand the destination scenic spots and
arrange their itineraries. With the rapid popularity of smart-
phones and growing online tourism experience sharing plat-
forms, tourists are increasingly inclined to decide what to
visit in real time, rather than making detailed travel plans
in advance. In the face of the uncertainty of user needs,
how to combine the current actual state of users to make
dynamic and personalized scenic spot recommendation for
users has become an urgent problem to be solved in the
tourism recommendation research. However, with the
increasing amount of data, the problem of information over-
load on travel websites also becomes more and more serious.
Therefore, providing a personalized travel recommendation

system is very critical for travel websites and users. The
Internet continues to penetrate into people’s lives; coupled
with the smart devices and wireless communication technol-
ogy, people can access the Internet more conveniently and
quickly. As shown in Figure 1, according to the survey [1],
my country increases every year according to a certain pro-
portion [2]. The network has become increasingly diversi-
fied. Categories are usually applied to website design, such
as the hao123 website, which helps users to quickly find
the website they need [3]. The emergence of search engines
makes it convenient for users to find the required informa-
tion by searching for keywords, but sometimes users cannot
accurately describe their needs, making it difficult for the
system to distinguish the needs of users, and the recommen-
dation system was born. From an objective understanding,
search engines and recommendation systems have their
own strengths in helping users filter information, which
greatly facilitates users [4]. Search engine allows users to find
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the information they need by searching keywords. However,
search engines need users to actively provide accurate key-
words to find information. Therefore, it cannot solve many
other needs of users. For example, when users cannot find
keywords that accurately describe their needs, search engines
cannot do anything about it. Like search engines, recom-
mendation system is also a tool to help users quickly find
useful information. Unlike search engines, recommendation
systems do not require users to provide clear requirements
but model users’ interests by analyzing users’ historical
behavior, so as to actively recommend information to users
that can meet their interests and needs. Therefore, in a sense,
recommendation system and search engine are two comple-
mentary tools for users. The search engine meets the active
search needs of users when they have a clear purpose.

The task of recommendation system is to contact users
and information. On the one hand, it helps users find valu-
able information for themselves; on the other hand, it allows
information to be displayed in front of users who are inter-
ested in it, so as to achieve a win-win situation between
information consumers and information producers. A rec-

ommender system is a software designed to help users
quickly discover useful information, in which the user’s his-
torical behavior provides the necessary information for
interest modeling, which is convenient for predicting the
user’s preferences so that the information that meets the
requirements can be actively recommended to the user [5].
In recent years, due to the characteristics of recommenda-
tion systems that facilitate users to filter information, the
application scope of recommendation systems has been
expanding, from product recommendation, to news recom-
mendation, music recommendation, etc. [6]. As shown in
Figure 2, the analysis data of the tourism industry in 2015
shows that the number of tourists is increasing every year,
which promotes this date to become a new application hot-
spot of the recommendation system. There are relatively
complete websites recommended for tourist attractions in
China, such as Tongcheng (http://Travel.com/ and http://
Ctrip.com/), which bring convenience to users’ travel [7].

By analyzing the tourist attraction recommendation ser-
vices of major websites at home and abroad, most of the rec-
ommendation methods focus on packaged services, lacking
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personalized, social, and real-time services [8]. According to
a survey by the China Internet Network Information Center,
a relatively high proportion of citizens use social networking
sites to upload photos, post logs, and upload videos, as
shown in Figure 3 [9].

2. Related Work

At present, should meet the preferences of users in many
aspects, the development of personalized tourist attractions
recommendation has become the general trend.

The recommended tourist attractions are more in line
with the personalized needs of users [10]. Starting from the
development history of foreign tourist attractions, Shaik
et al. [11] made an intuitive in-depth analysis of the domes-
tic and foreign tourism industry structure. Singh et al. [12]
proposed the CityVoyager store recommendation system,
which is a relatively novel and practical recommendation
system, which mainly evaluates the user’s preferences, thus
laying the foundation for the recommendation of tourist
attractions. Masaki [13] proposed to use location as a key
factor to design an enhanced collaborative filtering system
that can recommend personalized restaurant services to
users, verifying the role of location-based services. Motia
and Reddy [14] proposed the HGSM framework, which pro-
vides information for calculating the similarity of the user’s
geographic space by mining information from the user’s
geographic location history and the hierarchical attributes
of the geographic space, and explores the relationship
between users and users of intimacy and the association
between users and geographic locations to address their
interests and hobbies.

When tourists are in unfamiliar tourist locations, Ays-
warya et al. [15] and others used Bayesian network and
AHP to provide personalized recommendation services.
First, they used the information related to tourist attractions
on travel websites to build a tourist ontology tree to store
tourist attractions. Shimizu et al. [16] summarized some sys-
tems and technologies related to travel recommendation
before 2009 and proposed a recommendation system in the

mobile environment. Pradhan et al. [17] extracted the rating
data of tourist attractions on tourism websites in order to
construct a user-attraction matrix and then make final rec-
ommendations for tourist attractions.

3. Methods

3.1. Personalized Attractions Recommendation Algorithm
Based on Social Networks. A complete tourism recommen-
dation system should provide a complete set of personalized
tourism recommendation programs, which is divided into
two steps: scenic spot recommendation and path planning.
For scenic spot recommendation, existing recommendation
algorithms such as collaborative filtering and content-based
and social network-based methods such as single data source
are difficult to describe users' dynamic interests. The existing
research generally regards it as TSP problem and NP hard
problem, so most of them adopt heuristic algorithm. How-
ever, in tourism planning, only the length of the turnover
path between scenic spots, the user time limit, and the open-
ing time limit are usually considered. This chapter presents a
social network (based on the social network with personal-
ized tourist attraction recommendation, ptar). The purpose
is to predict the next possible scenic spots for users and give
real-time recommendations, which is different from the tra-
ditional recommendation algorithm. The algorithm process-
ing steps are to first cluster users and attractions and replace
the user and attractions matrix in the personalized rule-
based algorithm proposed by Ma et al. [18] with the results
obtained by clustering. Tourism planning is an applied sci-
ence. At present, there is no perfect theoretical system of
tourism planning. International discussions on tourism
planning theory are often scattered. The main problems
are as follows: (1) the theories and norms of urban planning
and regional planning have replaced tourism planning. The
standardization of scenic spot planning has replaced the
tourism area planning, and there is little research on the the-
ory and method of tourism planning itself. (2) There is little
systematic thinking about the theory of tourism planning,
and there is no systematic research on the ideological
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methods and models of tourism planning. (3) The concept
system of tourism planning is not standardized, and the
understanding of tourism and its related concepts is even
far from satisfactory.

For the above problems, this paper proposes a personal-
ized travel recommendation system framework based on
knowledge graph and user footprint. First, establish a knowl-
edge map of the attractions, The knowledge map includes
scenic introduction, comments, time, and other information,
It provides data support for scenic spot recommendation
and path planning; next, personalized scenic attraction rec-
ommendations through a deep interest evolution network.
The model uses recurrent neural network and adds attention
mechanism to describe the diversity and dynamic change of
user interests. The model input mainly includes the scenic
spot sequence in the user's footprint and the scenic spots
to be recommended. Input information of scenic spots can
be obtained through knowledge map, including scenic spot
ID, scenic spot tag, comment tag, scenic spot introduction,
and nearby scenic spots. Finally, the user’s own travel days,
the opening time of the scenic spot, the travel time of the
scenic spot, and other factors are added to the fitness func-
tion. Appropriate heuristic algorithm is adopted for reason-
able path planning.

As shown in Figure 4, the algorithm based on user data
and social data is described as follows: First, users are proc-
essed, and users in certain locations are clustered together
according to their preferences and geographic location infor-
mation. Use the coupled bidirectional clustering algorithm to
cluster users into a suitable category. Secondly, the scenic spots
are processed. The frame processing is shown in Figure 5.

From previous research work, it can be concluded that
clustering users is generally used to improve the recommen-
dation accuracy by obtaining “appropriate” friend groups.
The coupled two-way clustering algorithm (CTWC) is used

to cluster the dataset, which has been verified in the litera-
ture [19].

The scenic spot as Pc; then, the scenic spot category is
replaced. The quality of the clustering results is related to
the dataset selected during the experiment, especially the
prefiltering requirements for the scenic spots in the dataset.
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Figure 4: Recommendation algorithm for personalized tourist attractions based on social network.
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Therefore, the tourist attractions selected in this paper must
have more than 3 users who have traveled to the scenic spots
to avoid data collection.

The introduction of DBSCAN clustering algorithm is
shown in Section 2.5. The date of scenic spot are shown in
Table 1.

This paper introduces the friend relationship in the
social network into the tourist research. A social network-
based (PTAR) is proposed, which fully considers friends in
social network relationships and friends with similar inter-
ests. According to the personalized rule algorithm, this paper
defines the following objective function:

minU ,PL T ,Uc, Pcð Þ = 1
2
〠
m

i=1
〠
n

k=1
Iik Tik −UcT

i Pc
k

À Á

+
β

2
〠
m

i=1
〠

f ∈F ið Þ
s k, fð ÞUc

i −Uc
f F

2

+
λ1
2
UcF2 +

λ2
2

Pck k2F :

ð1Þ

T represents the user-spots matrix, Uc
i represents the

user i’s scenic spot set, and Pkc represents the scenic spot k
set. Iik is an indicator function; if the user Uc

i gives the
attraction Pkc action, then Iik = 1; otherwise, Iik = 0. Tik
represents the number of photos, the user Uc

i gives to the
scenic spot Pkc, Uc

i and Uc
f represent the user vector, Pkc

represents the scenic spot vector, and k kF2 represents the
Frobenius norm. α and β represent the added social network
information, and α > 0, and β > 0. Lðk, f Þ represents degree
of correlation between the scenic spot Pkc and the user Uc

f ;
if the user acts on the scenic spot, it indicates that the corre-
lation between the two is relatively high, and the user Uc

f has
a high degree of correlation to the user Uic. The contribu-
tion is relatively small; sði, f Þ represents the relationship
between the user Uc

i , sði, f Þ is a greater difference between
users, that is Uc

i and Uc
f , the greater the difference between

users. The last two terms are a regularization term, in order
to avoid overfitting of the objective function.

3.2. Experiment Evaluation Index of Evaluation
Recommendation Algorithm. In this paper, quantitative
description is used, and the prediction accuracy is selected to
measure the ability of a recommendation algorithm. Different
research directions use different evaluation indicators. The
accuracy of the general forecast is represented as calculated
in the following formulas:

MAE =
1
T

〠
u,i∈T

Rui − Rul

�� ��, ð2Þ

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

〠
u,i∈T

Rui − Rul

À Á2
s

: ð3Þ

In Formulas (2) and (3), Rui is real rating u, Rui is the item
i obtained i through the recommendation algorithm, and T is
test sets.

The prediction accuracy of Top-N recommendations is
generally measured by precision and recall; let ðuÞ repre-
sent the list of recommended actions on the training set,
and TðuÞ represent the list of actions on the test set.
The formulas for calculating the recall rate (Recall) and
the precision rate (Precision) of the recommended results
are as follows:

Recall =
∑uϵU R uð Þ ∩ T uð Þj j

∑uϵU T uð Þj j ,

Precision =
∑u∈U R uð Þ ∩ T uð Þj j

∑u∈U R uð Þj j :

ð4Þ

In the experiment, R represents the scenic spots actually
visited by the user, and the recommendation result generated
by the personalized scenic spot recommendation algorithm
represented by T. It is recommended to use the TopK method

Table 1: Clustering results of photo attractions with geographic information.

Clustering
parameters

Attractions Clustering results

Eps (km) MinPts Great Wall Tiananmen Square Summer palace Water cube Number of categories Noise rate (%)

0.5

10 300 350 2300 240 55 63.70

20 150 312 2100 213 222 71.88

30 117 286 1256 186 14 76.30

1

10 570 560 2765 350 70 46.29

20 400 520 2460 321 23 58.60

30 260 498 1486 246 15 63.02

3

10 724 700 6203 420 50 22.32

20 680 668 5079 385 29 30.94

30 648 623 4862 343 18 37.06
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for the final result, that is, the length of the recommended
result is a fixed value K, so for a given K value, the calculation
formulas of precision and recall are as follows:

Precision@K = Recall@K =
R ∩ Tj j
K

: ð5Þ

3.3. Personalized Attraction Recommendation Algorithm Based
on Bayesian Network Learning. It is a graph whose operations
involve knowledge related to probability [20], often using
probability as a way to predict the relationship between two.
It is a typical Bayesian network diagram. From this, it can be
seen that if the probability of X3 is calculated, it needs to rely
on X1 and X2, which involves probability problems. The fol-
lowing is a brief introduction to Bayesian probability.

The Bayesian formula is a conditional probability for-
mula, such as PðA ∣ BÞ, which represents the probability
of A when the condition of B occurs. The calculation for-
mula is shown in Formula (6), where PðA, BÞ represents
the probability that A and B occur at the same time; the
calculation formulas of PðA ∣ BÞ and PðB ∣ AÞ can be
obtained as follows:

P A Bjð Þ = P A, Bð Þ
P Bð Þ , ð6Þ

P B Ajð Þ = P A, Bð Þ
P Að Þ : ð7Þ

The formula for calculating the Bayesian posterior
probability after processing is as follows:

P A Bjð Þ = P Að ÞP B Ajð Þ
P Bð Þ : ð8Þ

Bayes’ theorem, often used in computing the likelihood
of conditional probabilities, quantifies the relationship
between the two. For example, let X be a data primitive
with n attribute values ðx1, x2,⋯xnÞ; for the classification
problem, Bayes’ theorem provides a method consisting of
PðHÞ, PðXÞ, and PðX ∣HÞ; similar to Equation (9), the for-
mula is

P H Xjð Þ = P X Hjð ÞP Hð Þ
P Xð Þ : ð9Þ

Bayesian is each feature in a special set. And from the
knowledge of probability, when A and B are independent
of each other, PðABÞ = PðAÞPðBÞ. The formula for calcu-
lating is

P X Hjð Þ =
Yn

k=1
P xk Hjð Þ = P x1 Hjð ÞP x2 Hjð Þ⋯ P xn Hjð Þ:

ð10Þ

User preference model is a very challenging problem
in information system. At present, it mainly deals with
the automatic discovery of user preferences and uses the
model. As personalization and recommendation services
become increasingly popular on the Internet and e-com-
merce, it is becoming more and more important to under-
stand user preferences. Intelligent information system can
analyze what users need and predict the products that
users will choose in the future. On the basis of users’ dif-
ferent preferences, the intelligent system can recommend
products of interest to each user and provide personalized
services. In the stage of predicting user preference, it is
necessary for liking item, and probability the user liking
the item can be presented in a probabilistic manner.
Finally, users are recommended according to the probabil-
ity. The specific process of inferring scenic spots for users
is as follows.

First, define user sets and sights sets, and define users as
U = fu1, u2,⋯ung, representing n users, where uiði ∈ nÞ rep-
resents user feature vectors (basic user attributes), including
user statistics information (user label (sex) and gender (uSex
), age (uAge)), position (uLocation), and sign-in time
(uTime), that is, <uId, uAge, uSex, uLocation, uTime > indi-
cate a user feature vector. Then, by calculating the probability
that the scenic spot is recommended to the user, this probabil-
ity is called the recommendation degree. Finally, according to
this probability, it is determined whether the scenic spot is
worth recommending to the user. The recommendation
degree is obtained by improving Formula (11), that is, the cal-
culation formula of the recommendation degree recom-
mended by the scenic spot to the user is as follows:

P ai uj

��À Á
=
P aið ÞP uj aijÀ Á

P uj

À Á : ð11Þ

Definition the similarity between attributes of user demo-
graphic, namely Simðu, kÞ, and its is:

Simf u, kð Þ = Nf u
∩Nf k

N f u
∪Nf k

: ð12Þ

Simb u, kð Þ =
∑a∈Cu,k

NsuaNskaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑a∈Cu

Ns2ua

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑a∈Ck

N2
Ska

q : ð13Þ

Definition Siðu, kÞ is as follows:

Sim u, kð Þ = bSimb u, kð Þ + 1 − bð ÞSimf u, kð Þ: ð14Þ

4. Simulation and Results

4.1. Empirical Analysis of Recommendation Algorithms. The
effect of these parameters on the experiment is discussed
below.

(1) The parameters α and β affect the calculation under
different sparsity. Of course, training sets with different
degrees of sparsity have different effects on α and β on
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MAE and RMSE. Since α generally has the same trend
of error as β, this paper only considers the parameterα
alone (follow in Figures 6 and Figure 7)

From Figures 6 and 7, at the beginning, with the increase
of α, MAE and RMSE have been decreasing (accuracy
increases), but when α increases to a certain extent, MAE
and RMSE increase again (accuracy decreases).

The initial step of the framework is users. The main step
is to use the friend, and tag information regularization term
finally merges the user’s friend relationship and tag informa-
tion to obtain the final recommendation. For α and β in this
method is friend and label information should be included
in the proposed method. Ultimately, one should find a suit-
able value to balance. In the experiment, the trend change of

the effect only affects the prediction accuracy of the experi-
ment. Probability is an important index reflecting risk and
uncertainty. Probability estimation has trend effect and will
affect decision-making. The trend of the change of probabil-
ity estimation and the trend of unilateral probability estima-
tion reveal the influence of the trend effect of probability
estimation on individual judgment, decision-making behav-
ior, and irrational decision-making bias. Set the dimension
of the space to 30, and the meaning of Precision@1 is accu-
racy of the recommended number of 1. The result is shown
in Figure 8.

From Figures 8 and 9, as α increases, the accuracy grad-
ually increases, and the recommendation accuracy also
increases, but when the parameter α increases to 0.01, the
accuracy decreases. Therefore, the value of α is finally set
to 0.01 to predict the accuracy of the recommendation
results.

In a dimensionality, in this experiment, the values of the
parameters α and β were set to 0.01 according to the above
experiments. Select the dimension = f30, 50, 80, 100, 120g,
respectively, to verify the effectiveness of the method. In this
way, in order for the algorithm to converge quickly, the
learning rate is reduced by 10%. To verify the effectiveness
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of the contextual attention module, we compare the impact
of each contextual module on the performance of the model
separately. As shown in Tables 2 and 3, the BGMF model is a
model without user context and POI context, MANC-U is a
model with a user context module on the BGMF model, and
MANC-U is based on BGMF with interest point context
model. It can be observed from table: (1) On both datasets,
MANC outperforms MANC-P and MANC-U, mainly
because MANC and POI neighborhood context. (2)
MANC-U and MANC-P are higher than and BGMF in all
four evaluation indicators. For example, in ranking top-10,
MANC-U achieves 20.8% accuracy improvement over
BGMF on Gowalla dataset, while MANC-P achieves 19.2%
accuracy improvement over BGMF on Gowalla dataset.

Through the analysis of the parameters in the objective
function, it is known that when α and β to 0.01, the effi-
ciency τ is set to 0.5, the dimension is set to 80, and γ is set
to 0.8; the objective function in the algorithm can reach
the optimal solution. For rationality of each parameter set-
ting in PTAR, we compares the performance of PTAR with
the traditional collaborative filtering scenic spot recommen-
dation algorithm, the collaborative filtering method based on
the appropriate time of the scenic spot, and the tag-based
scenic spot recommendation algorithm. The number of rec-
ommended accuracy rates is set to 1, 3, and 5 (Precision@1,
Precision@3, and Precision@5), and Recall@5 represents the
recall rate when the user recommends 5 scenic spots. The
experimental results are shown in Figure 10. U-cf stands
for user-based collaborative filtering recommendation algo-
rithm. Ptlr (personalized travel location recommendation)
represents a collaborative filtering method based on the
appropriate time of the scenic spot, and a label based stands
for algorithm. Among them, the user-based filtering recom-
mendation algorithm (U-CF) calculates the user’s preference
for scenic spots. The formula is as follows:

p u, ið Þ = 〠
v∈Nu

s u, vð Þf v, ið Þ: ð15Þ

In Figure 10, the horizontal axis P@1, P@3, and P@5
represent Precision@1, Precision@3, and Precision@5. This
recommended accuracy. It can be clearly seen that the per-
formance of the PTAR algorithm is obvious. It performs bet-
ter than previous methods, and the recommendation
accuracy rate is higher. From Precision@1, Precision@3,
and Precision@5, it can be found that the recommendation
accuracy rate of the tourist attraction about social network
is very different because the number of recommendations.
And the smaller the parts of recommendations, the higher
the recommendation accuracy rate. So, setting a reasonable
number of recommendations is crucial for algorithm
research in future work.

5. Conclusion

The focus of this paper is on the research algorithm of tour-
ist attractions. In order to meet the needs of tourists’ person-
alized attractions to the greatest extent, this paper has done
the following main research work:

(1) Propose an algorithm based on social network: Firstly
analyze the challenges faced by the recommendation
method of it based on location social network; then
use the algorithm for users and attractions, respec-
tively, and use the coupled bidirectional clustering
algorithm for users. The DBSCAN algorithm is used
for scenic spots; finally, it is applied to the personalized
rule algorithm to predict scenic spots and recommend
tourist attractions to users.We need to verify the accu-
racy of the recommendation, and this algorithm is
compared with some traditional algorithms, so this
experimental results tell that this algorithm has a
higher recommendation accuracy

(2) We have a better prediction for tourist attractions
that they are most likely to visit next, for the tourist
attractions algorithm by proposed by this paper; this

Table 2: Recommendation results for different contexts under the
Gowalla dataset.

Precision@10 Recall@10 NDCG@10 MSP@10

BGMF 0.07727 0.07928 0.07604 0.03736

MANC-U 0.08372 0.11279 0.07168 0.02538

MANC_P 0.08245 0.11357 0.01704 0.06144

MANC 0.08422 0.12135 0.07231 0.06373

Table 3: Recommendation results of different contexts under Yelp
dataset.

Precision@10 Recall@10 NDCG@10 MSP@10

BGMF 0.04252 0.06421 0.03306 0.03348

MANC-U 0.05375 0.07383 0.02271 0.03301

MANC_P 0.05363 0.07321 0.03474 0.03487

MANC 0.05459 0.07518 0.02302 0.03401
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Figure 10: Comparison of algorithm accuracy.
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Distribution process is the core of logistics enterprise system. Efficient distribution process is the key for enterprises to improve
logistics service level, gain competitive advantage, and win customers. In order to reduce the design error of the system and
ensure the effective operation of the system, this paper establishes the system model and analyzes the properties of the model
through the evaluation and analysis of various resources of the distribution system. The future development of intelligent
logistics system is not only the key for logistics enterprises to win competition, but also a new measure to promote China’s
economic development. This is not only a typical NP hard problem, but also a major challenge for the rational and scientific
development of the intelligent logistics industry. Based on the previous theoretical research results, this paper intends to
explore the intelligent logistics distribution route selection scheme by using mathematical modeling methods such as particle
swarm optimization, so as to provide new technologies and methods for logistics distribution operation and management
decision-making. The results show that compared with the traditional genetic algorithm, the accuracy of the improved particle
swarm optimization algorithm is improved by 10.36%. This method effectively improves the operation cycle and link efficiency
and achieves the purpose of optimization. The improved particle swarm optimization algorithm proposed in this paper is not
only more suitable and effective for enterprise decision makers to deal with subjective judgments in an imprecise environment.
It is also based on the evaluation sequence of each indicator of the alternative obtained from the evaluation and the
comprehensive evaluation of all indicators. By weighting and considering the results, the best solution for enterprise logistics
and distribution is selected.

1. Introduction

As one of the basic industries and development arteries for the
development of the national economy, it has received exten-
sive attention from all walks of life. With the increasing appli-
cation of automation technology and information technology
in manufacturing and other entity enterprises, the competi-
tiveness of manufacturing technology to improve products
has become less and less, so enterprises focus on improving
competitiveness in logistics, focusing on transportation. The
functions of storage, loading and unloading, packaging, distri-
bution, and information processing are organically combined,
and it is hoped that professional and perfect supply chain
services can enhance its core competitiveness and industrial-
added value [1]. How to integrate the logistics delivering

system and improve the efficiency of logistics delivering has
become a key problem to be considered in the study of logistics
theory and the actual operation of logistics enterprises. The
development of modern logistics information technology
and control technology has created conditions for solving this
problem. The integration of logistics system is to provide effi-
cient and high-quality comprehensive services for logistics sys-
tem. Coordinate and reorganize internal elements at different
levels in physical and soft environments. Logistics integration
service can not only generally reduce the operation cost of
logistics system, but also provide efficient and high-quality
comprehensive services tomeet various flexible logistics needs.
Logically speaking, logistics system integration services will
create a broader range of large enterprises. In this emerging
integrated service field, there are traditional operators, such
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as express delivery, collect freight, and road transportation
companies. There are also new entrants, such as state-owned
railways, private railways, and postal companies. This inte-
grated system provides unlimited development space for all
these participants.

Combined with mathematical models, this paper realizes
the optimization of logistics intelligent distribution path and
realizes the modeling of the impact of intelligent distribution
mode selection technology on logistics economic development.
Finally, empirical analysis is carried out to draw validity
conclusions. With the continuous development of the logistics
industry, more andmore attention has been paid to the research
in this area. Vehicle logistics is a very important part of the
logistics field. It is different from other logistics categories and
has extremely high comprehensiveness and complexity. Jathe
et al. propose a positioning technology based on WiFi round
trip time (RTT), which will help to obtain robust positioning
results. The proposed positioning technology is based on geo-
metric method, using trilateral measurement and probability
method based on the possibility of vehicle position, which
strengthens the logistics planning of the whole vehicle [2]. At
present, most of the research to solve this problem focuses on
the following aspects: first, analyze the possible related factors
and quantify these factors. When the general solution method
is no longer applicable, a new method needs to be used for
research. In order to achieve the goal of the enterprise, it is
necessary to study the optimization problem of the enterprise
logistics delivering network system. This paper makes full use
of the idea of mathematical modeling to transform the complex
practical problems such as vehicle stowage, commodity trans-
portation, and transportation capacity constraints in the process
of vehicle logistics operation. It has become amathematical lan-
guage, and a scientific and reasonable mathematical model has
been constructed. Each model is interlocked, and the output
data of each module will be directly used as the input data of
the next module, which increases the operability of the model
and basically realizes the intelligent logistics and distribution
of the enterprise’s own status quo. The location routing prob-
lem (LRP) is one of the most concerned problems in the
enterprise logistics delivering system [3]. It is now widely
accepted that the success of many businesses depends primarily
on location-distribution network decisions. Because of the com-
plexity of this problem and the integrity of the logistics deliver-
ing system [4], managers of many enterprises tend to make
decisions based on the experience gained. The research goal of
this paper is to consider the basic loading constraints of car
carriers on the basis of batch orders and take the minimum cost
and the minimum number of cars as the objective function to
realize the optimal route and intelligent service vehicle distribu-
tion problem.

The innovative contribution of this paper is to analyze the
location of logistics distribution center combined with machine
learning method. The path planning problem of multiple dis-
tribution centers is studied. The structural framework of enter-
prise logistics system network considers the modeling of nodes
and processes. The mathematical model of distribution center
location path planning is established, and a new particle swarm
optimization algorithm is proposed. It is applied to the optimi-
zation of distribution center location and road. Compared with

genetic algorithm, the performance of particle swarm optimiza-
tion algorithm is better than genetic algorithm. The improved
particle swarm optimization algorithm proposed in this paper
is not only more suitable and effective to deal with the subjec-
tive judgments of enterprise decision makers in an imprecise
environment, but it is also based on the evaluation sequence
of each indicator of the alternative obtained from the evalua-
tion and the comprehensive evaluation of all indicators. By
weighting and considering the results, choose the best solution
for enterprise logistics and distribution.

This paper studies the construction of the mathematical
model of intelligent mobilization logistics delivering. The struc-
ture is as follows: The first chapter is the introduction part,
which mainly expounds the research background and research
significance of intelligent mobilization logistics delivering, and
puts forward the research purpose, method, and innovation
of this paper. The second chapter mainly summarizes the rele-
vant literature, summarizes the advantages and disadvantages,
and puts forward the research ideas of this paper. The third
chapter is the method part, which focuses on the location-
path method combining particle swarm algorithm and logistics
delivering. The fourth chapter is the experimental analysis part.
This part is experimentally verified on the dataset, and the
performance of themodel is analyzed. This part mainly reviews
the main content and results of this study, summarizes the
research conclusions, and points out further research.

2. Related Work

The whole vehicle path optimization problem aims at using
the minimum number of cars and at the same time making
full use of the loading capacity of the cars to achieve reason-
able stowage and transportation, so as to achieve the goals of
the lowest transportation cost or the shortest route. Scholars
have long pointed out that facility positioning is closely
related to transportation routes, and the positioning of facto-
ries, warehouses, and supply points is generally affected by
transportation costs [5].

Delgoshaei et al. systematically studied the model and
optimization algorithm of logistics distribution vehicle sched-
uling problem [6]. Ransikarbum et al. have done fruitful work
on the problem of knowledge representation and intelligent
modeling [7]. Yong et al. conducted researches from different
perspectives, mainly focusing on the fields of mathematical
modeling and optimization algorithms [8]. Konstantakopou-
los et al. propose a method to classify multiple VRP variables
related to freight transportation faced by most logistics and
distribution companies in their daily operations and an algo-
rithm to solve various problems. [9]. Qin et al. propose a com-
prehensive cold chain vehicle routing optimization model
with the objective function of minimizing the cost per satisfied
customer. For customer satisfaction, this paper uses the punc-
tuality of delivery as the evaluation standard. [10]. Li et al. pro-
posed a scanning algorithm to solve large- and medium-sized
vehicles with load constraints and distance constraints, using
the polar coordinate angle of each customer point to deter-
mine the direction of each route and then using an iterative
calculation process to continuously optimize the total travel
distance [11]. On this basis, Amaruchkul et al. innovated the
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uniparental genetic algorithm, which uses the gene conversion
position to recombine chromosomes [12]. Wang et al. pro-
posed amixed-vehicle multivehicle VRPmodel by introducing
the fleet model and designed a hybrid algorithm combining
tabu search heuristic and genetic algorithm [13]. Liu et al.
applied the evolution reversal operator to enhance the local
search ability of the genetic algorithm [14]. Kayvanfar et al.
discussed a dynamic vehicle routing system based on online
traffic information, where the system completes delivery tasks
within a given time window according to customer require-
ments [15]. In order to use the dynamic time information,
the system needs to establish the shortest path meter. The
algorithm for the stochastic logistics problem is proposed.
The algorithm is based on the decision-making process model,
and the approximate optimal solution method is given. The
algorithm has good practicability. Aiming at the increasing
demand for flexibility in logistics delivering, a dynamic vehicle
scheduling system is constructed that randomly arrives
according to user orders during the planning period [16].

Since vehicle routing optimization problems often have
many objectives and constraints, in order to simplify the solu-
tion process of such problems, some techniques and mathe-
matical models can be applied to decompose or transform
the problem into one or more existing research results based
on the research results of previous scholars. This paper ana-
lyzes the results of the basic problems. Then the corresponding
theory and algorithm are applied to solve each subproblem,
and the optimal solution closest to the optimal solution of
the original problem is obtained. The obtained optimal solu-
tion can also play a guiding role in practical problems.

3. Methodology

3.1. Using Mathematical Modeling to Complete the
Optimization of Logistics Distribution Route. Mixed distribu-
tionmeans that the enterprise establishes a distribution system
for small-scale distribution, while large-scale distribution can
be outsourced and undertaken by a third-party distribution
company [17]. Anderluh et al. assigns some customers (“gray
areas”) to echelons and the impact of three different urban
layouts on the solution for free. The potential Pareto optimal
solutions of two and three objectives are illustrated to effec-
tively support the decision makers of sustainable urban logis-
tics [18]. Virtual logistics refers to a logistics mode that uses
computer network technology to carry out logistics operation
and management and realize the sharing and optimal alloca-
tion of logistics resources among enterprises. That is, multiple
member enterprises with complementary resources and tech-
nologies, in order to achieve the strategic objectives of resource
sharing, risk sharing, complementary advantages, and other
characteristics. Under the condition of maintaining its own
independence, it has established a relatively stable partnership.
Virtual logistics is the virtual integration of enterprise ware-
houses distributed all over the world into a large logistics
support system by using increasingly perfect communication
network technology andmeans. By completing rapid, accurate
and stable material support tasks, we can meet the demand of
multi frequency and small batch orders in the logistics market.
The virtual logistics delivering mode is a new type of distribu-

tion concept that has appeared in recent years. It refers to the
logistics delivering mode carried out by the dynamic alliance
formed by the idea of virtual enterprises. The specific process
is shown in Figure 1.

The positioning-routing problem of the logistics system
generally considers two principles: customer service level and
the total cost of the logistics system [19]. Customer service level
is a relatively vague concept, which can be refined into some
operational goals in actual systems, such as customer response
time, product diversity, and product acquisition capabilities.

The optimization angle includes the following aspects: (1)
maximum loading principle. In order to reduce the logistics
cost as much as possible, it is necessary to minimize the situa-
tion that the car carrier is not fully loaded or empty. Therefore,
during stowage, the maximum load capacity and space con-
straints of the car carrier should be calculated in detail accord-
ing to the order details and customer needs so as to minimize
the waste of space and ensure the maximum loading efficiency
of the car carrier. (2) Principle of weight limit. The principle of
weight limit refers to the fact that the maximum load should be
considered when loading the car, but at the same time, the car
cannot be overweight. If the total weight of the car carrier
exceeds the carrying capacity of the road, on the one hand, it
violates the “Road Traffic Safety Law,” and on the other hand,
it will also affect the service life of the car carrier. (3) Loading
and unloading principle. After the route scheduling plan is for-
mulated, the logistics stowage should make a stowage plan
according to the car route, so as to shorten the entire distribu-
tion cycle and improve the logistics delivering efficiency.

In the process of cargo transportation, it is extremely
important to choose a reasonable delivery route. It can not
only speed up distribution and improve service quality, but
also effectively reduce distribution costs. Increase economic
benefits. This paper constructs a planning model of delivery
routes, which transforms the delivery problem into a theo-
retical optimal solution problem and a travel promotion
problem in operations research. It is solved by program-
ming, and the area is divided by ray rotation method accord-
ing to the group method in the transportation route
optimization strategy. The maximum bearing capacity of
the deliveryman is 50 kg, and the volume of the goods is
not more than 1 cubic meter. Use integer programming to
plan the route in each area, so as to get the optimal route.
This model can reasonably arrange the delivery route for
logistics enterprises and improve the delivery efficiency. Sav-
ing delivery costs has a strong theoretical guiding role, so it
has great practical value. In the process of cargo transporta-
tion, it is extremely important to choose a reasonable deliv-
ery route. It can not only speed up distribution and improve
service quality, but also effectively reduce distribution costs
and increase economic benefits.

Modeling perspective. (1) Type of input data: it may be
deterministic or random. Many literatures started to study
deterministic because it is relatively easy, but now, more
research focuses on random data, especially the randomness
of customer needs. (2) Objective function: The common objec-
tive function for the positioning-routing problem is to mini-
mize the total cost, which is the sum of the positioning cost
and the transportation cost. There are also some literatures that
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use different cost measurement methods, such as multiobjec-
tive methods and objective-dominant methods. (3) Solution
space: The solution space can be discrete, network, or continu-
ous. Considering the actual situation, most of these problems
are discrete. But there is also a lot of work considering the posi-
tioning problem around transportation and the positioning
problem of the traveling salesman. (4) Solving methods: There
are mainly precise methods and heuristic methods. More and
more literature uses heuristic methods, but precise methods
are also very successful for some specific problems [19].

3.2. Iterative Update of Logistics Delivering Route Based on
Particle Swarm Optimization and Genetic Algorithm. In order
to further solve the problems of particle swarm optimization
algorithm in the process of logistics distribution path, we can
analyze here according to the characteristics of multiobjective
constraint optimization in the logistics distribution path note-
book. Then, the inertia weight of particle swarm optimization
algorithm is improved, and a nonlinear variable particle
swarm optimization algorithm is proposed. The vehicle num-
ber in logistics distribution can obtain the vehicles assigned by
the distribution center to customers through the operational
analysis of particles. Then, analyze the sequence of vehicles’
driving paths in the logistics path. Then, determine the value
size of the particles. Find the value analysis of the customer
point where the logistics distribution vehicle J completes the
distribution. The order analysis can be carried out according
to the order from small to large value range, and then, the
formal path order problem of distribution can be determined.
Particle swarm optimization is to simulate the predation
behavior of birds. The principle of the algorithm is as follows:
POS first initialize a group of random particles, and each par-
ticle is a bird in the search space, representing a solution in the
n dimensional space, where the position of the i th particle is
Xi = ðxi1, xi2,⋯, xinÞ, and the velocity vector of each particle
is Vi = ðvi1, vi2,⋯, vinÞ. The individual extremum is the opti-
mal solution found by the particle itself, that is, pBest, and

the global extremum is the optimal solution currently found
by the entire population, that is, gBest. But at the same time,
because of its obvious shortcomings, such as dealing with dis-
crete optimization problems, it is easy to fall into local opti-
mum and so on. Figure 2 is a flowchart of the particle
swarm algorithm.

In each iteration, the particle updates its position and
flight speed by tracking the individual extremum and the
global extremum to search for the optimal particle in the
solution space. The state update equation is as follows:

Vit+1P =wVit + c1 ∗ rand ðÞ ∗ Pi,t − Xitð Þ + c2 ∗ rand ðÞ ∗ Pg,t − Xit
À Á

,

Xit+1 = Xit +Vit+1:

ð1Þ

Among them, the above formula represents the speed
update of the particle, and the following formula represents
the position update of the particle, which is the inertia weight,
which represents the dependence of the particle on the current
self-information; c1, c2 is the acceleration coefficient, c1 express
reliance on own experience, and c2 represents the particle’s
dependence on the group experience. Compared with the
genetic algorithm, the particle swarm algorithm has simpler
rules [19]. The following is a flowchart of the particle swarm
algorithm: the problem of localization and path change is con-
sidered, that is, to minimize the total cost and average waiting
time or total loop length, and shows how to adopt heuristic
ideas to deal with these goals. Their general idea is as follows:
Let G ðV , EÞ be an undirected transport network with a set
of V nodes and E edges, jV j = n, jEj =m. G represents the set
of all points in the transportation network. For any node v ∈
V , two positive numbers w−

v ,w+
v are given, and the value of

w−
v ≤w+

v ,w−
v ,w+

v is the upper and lower bounds on the
weighted wv of node v ∈ V. And weight wv can take any value
on interval ½w−

v ,w+
v �. Let S be the Cartesian product over the

interval ½w−
v ,w+

v �, and then, any W ∈ S is called a weighted set

Thing that
distribution company

Virtual distribution centers

Distribution centers

Client

Information
technology

network
technology

Vendor

Figure 1: Virtual logistics delivering mode.
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and denotes that a feasible weight is assigned to the network
nodes. For any point a, b in network G, let dða, bÞ denote the
shortest path between a, b, assuming that the matrix of shortest
paths between nodes on G can be given (takes Oðn3Þ time).
Assuming that p identical facilities in network G need to be
located, xi represents the anchor point of the i facility, set X
= fx1,⋯, xpg ∈Gp is called the positioning variable, and GP

takes the set of all p pairs in network G. For locating variable
X and node v ∈ V, define the distance between nodes v ∈ V
and X as

d v, Xð Þ =min
x∈X

d v, xð Þ: ð2Þ

For positioning variable X and weighted set W = fwv, v
∈ Vg ∈ S, define

F W, Xð Þ =max
v∈V

wvd v, Xð Þ: ð3Þ

where FðW, XÞ is the maximum weighted distance between
location variable X and weighted set W = fwv , v ∈ Vg ∈ S. For
any two location variables, X, Y ∈GP, define REGRðX, YÞ =
max
W⊂S

ðFðW, YÞ − FðW, YÞ.

In common algorithms, an implicit selection mechanism is
embedded in the process of determining the optimal location
for each particle. Therefore, the idea of genetic algorithm can
be used, and how to introduce the selection mechanism to form
a new hybrid algorithm is the focus of current research. At the
beginning of the iteration, each particle initializes its speed and
position in space in a random way. Then, in the iteration pro-
cess, the particle tracks the two extreme values to determine
its position and velocity in the solution space. An extreme value
is the optimal position of a single particle itself in the iterative
process (that is, the spatial solution corresponding to the opti-
mal fitness value). This is called the individual extremumof par-
ticles. The other extreme value is the optimal position found by
all particles in the population during the iteration process,
which becomes the global extreme value. If particles only track
an extreme value, the algorithm is called local particle swarm
optimization or global particle swarm optimization [20]. In evo-
lutionary algorithms, the selection mechanism is usually used
for the survival of the fittest areas, that is, selecting good areas
and eliminating poor areas, which is conducive to more reason-
able allocation of limited resources. The simulation results show
that the algorithmhas certain advantages in some test functions.
The selection mechanism of hybrid particle swarm optimiza-
tion and genetic algorithm is very similar. The hybrid particle
swarm optimization algorithm uses the fitness value of each
individual particle’s current position, and assigns these particles
a suitable order according to the fitness value of each particle,
and then assigns good positions and velocities to the group with
poor fitness values. Individuals, where the second half of the
whole ranking with low fitness value is defined as the individual
with poor fitness value, maintain the best position of each indi-
vidual [21]. Therefore, the group can concentrate on the space
with relatively good fitness value, and at the same time, it is also
affected by the individual’s own memory of retaining the best
previous position. Through the research on the related algo-
rithms of the logistics delivering path problem, the particle
swarm algorithm is selected as the tool to solve the logistics
delivering path problem in this paper. The limitations of parti-
cle swarm optimization are analyzed, and the ideas are summa-
rized according to the existing improvement methods of
particle swarm optimization (Figure 3).

4. Result Analysis and Discussion

A complete logistics network system, considering all its
costs, including the cost of all transportation and positioning
facilities per unit time, is used to compare the cost of enter-
prise operations under various network system structures,
and guide enterprises to choose the appropriate logistics
delivering network system.

When LRP considers multiple objectives such as customer
service and cost, the objectives are generally divided into two:
The first objective is to deliver goods on time according to the
requirements of customers to improve the quality of logistics
services, which is called the objective of completing delivery
tasks on time. That is, when customers place an order, they
often specify the arrival time of the goods and how to arrange
distribution to meet the customer’s time requirements [22].
This is one of the main goals of the enterprise logistics system;

Star

Initialize the particle
population

Calculate the response values for
each particle in each particle

population and update p best and g best

Reached the termination
condition?

Yes

No

Outputs the global
optimal particles and

their fitness values

End of algorithm

Figure 2: Flowchart of particle swarm optimization.
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the second goal is to rationally optimize the logistics position-
ing location and distribution route to achieve the lowest total
operating cost, which is called the lowest cost [23]. This is a
requirement for enterprises to reduce the total cost of the
logistics delivering system, including the cost of positioning
facilities, the total operating cost, and the total cost of trans-
portation routes. For the multiobjective enterprise logistics
delivering system positioning-path problem, the relevant
models established are as follows:

Variable parameters are as follows:

(i) P = f1, 2,⋯, ng means n feasible location facility

(ii) C = fiji = 1, 2,⋯,mg refers to m customer in need
of service

(iii) S = P ∪ C refers to the sum of all facility position-
ing points and demand customer points (includ-
ing distribution centers and warehouses)

(iv) V = fvkjk = 1, 2,⋯, sg means s means of transport

(v) ucijk refers to the average unit distance transporta-
tion cost of the k vehicle from customer i to cus-
tomer j

(vi) TCk means the average unit cost of acquiring the k
means of transport

(vii) dij refers to the distance from customer i to cus-
tomer j

(viii) w1,w2, respectively, refer to the weight coefficients
of the two objectives

(ix) qj refers to the average number of customer j ∈ C
needs

(x) Qk refers to the capacity of the k-th transport
vehicle

(xi) Ft refers to the average unit time penalty cost of
delaying the delivery of the goods as required by
the customer

(xii) tijk refers to the time it takes for the k-th vehicle to
travel from customer i to customer j

(xiii) TK refers to the departure time of the k th car

(xiv) Ti, T j, respectively, refer to the time from cus-
tomer i to customer j

(xv) ETij, LTij, respectively, refer to the lower limit and
upper limit of the time period from customer i to
customer j

(xvi) T ijf refers to the time it takes to deliver the goods
on time from customer i to customer j as required,
and it can be the arrival time period specified by a
customer in advance ETij ≤ T ij ≤ LTij, T ij = Tk +
tijk

(xvii) T ijf refers to the delay from customer i to cus-
tomer j when the goods are not delivered as
required

The multiobjective LRP model to build the model is

f1 = min w1 〠
i,j∈C

〠
k∈V

LTij − T ij
À Á2 +w2 〠

i,j∈C
〠
k∈V

T ij − ETij
À Á2" #

+ 〠
i,j∈C

FtT ijf

( )
,

ð4Þ

f2 = 〠
s

i=1
TCk 〠

m

i=1
〠
m

j=1
xijkqj + 〠

n

i=1
GiZi + 〠

s

k=1
Ck 〠

m

i=1
〠
m

j=1
xijkucijkqjdij:

ð5Þ
Locate a transportation route arrangement problem

location—routing problem; LR refers to a given number of
potential facilities. Among these potential facilities, a group
of facility locations should be determined. At the same time,
a set of transportation routes from each facility point to each
customer point is determined based on meeting the goal of the
problem (usually the minimum total cost). The location of
customer points and customer demand is known or estimable.
The location of one ormore facilities of the goods is known, and

Star

Initialize the particle
population

Calculate the response values for
each particle in each particle

population and update p best and g best

Reached the termination
condition?
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Outputs the global
optimal particles and

their fitness values

End of algorithm

Figure 3: Flowchart of the improved particle swarm algorithm.
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the goal of the problem is to establish those potential facilities to
minimize the total cost. People have made a long-term and in-
depth study on its model and algorithm. At present, there are
few relevant papers in China, and the existing papers usually
adopt the two-stage method to solve this problem. That is, the
original problem is divided into two small problems: La and
VRP. First, solve the LA, and then, solve the VRP problem on
this basis. In fact, for LRP models including time windows,
there are still some limitations in solving practical problems in
some specific cases. For example, the requirement for just-in-
time production is very high, and manufacturing enterprises
that implement zero-inventory production need a more real-
time positioning-path problem method, that is, to realize the
path selection and location decision under uncertain factors,
which is the dynamic positioning-path problem. For example,
a logistics delivering system has multiple production locations,
multiple distribution centers, and multiple vehicles, and the
decision is to optimize the entire logistics system through
facility positioning and route selection decisions. The demand
is not generated randomly and disorderly as in the traditional
research method, but occurs according to a demand queue with
a certain probability. Although there may be some unexpected
events that lead to large changes in demand, usually the change
in customer demand should be a deviation from the production
plan within a certain limit. According to the previous introduc-
tion, the following compares the optimization algorithm with
the traditional particle swarm algorithm to prove the superiority
of the optimization algorithm. In this paper, the number of
particles is simulated, and the advantages and disadvantages

of the optimization algorithm and the traditional algorithm
are compared. Compared with traditional methods, the opti-
mized particle swarm optimization algorithm has better results
in the selection of the optimal distance than before, which
proves that the optimized algorithm is more conducive to find-
ing the optimal distance. The optimal solution improves the
practicability of the algorithm in finding the optimal allocation
scheme, and the optimal solution is more optimized. The simu-
lation results are analyzed, and the results are shown in Table 1:

It can be seen from Figure 4 that whether the number of
particles is 50, the number of particles is 100 or the number
of particles is 120, the number of times the particle swarm
algorithm has reached, and the optimal path is more than
that before the optimization.

It can be seen from Figure 5 that whether the number of
particles is 50, the number of particles is 100 or the number
of particles is 120, and the average algebra of the optimized
particle swarm algorithm is reduced, which is convenient
for the realization of the algorithm, simple operation, and
time saving.

It can be seen from Figure 6 that whether the number of
particles is 50, the number of particles is 100, or the number
of particles is 120, and the optimized particle swarm algorithm
obtains better results in the optimal distance selection than
before the optimization, which proves that the optimized algo-
rithm is more conducive to finding the optimal distance. The
optimal solution improves the practicability of the algorithm
in finding the optimal distribution plan, and the optimal solu-
tion found is more optimized. It can be seen from the

Table 1: Simulation results.

Algorithm
Number of
vehicles

Number of
particles

Number of
particles

Mean
algebra

Experimental optimal average
distance

Optimized particle swarm
optimization

7

50 57 522.3 594.325

100 59 433.2 594.246

120 62 360.1 594.233

Traditional particle swarm
algorithm

7

50 40 554.3 594.665

100 45 459.6 594.364

120 49 370.6 594.365

57 59 62

40
45

49

Optimization algorithm
POS algorithm

Figure 4: Comparison of the times of reaching the optimal path.
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simulation results that the optimized particle swarm algorithm
is effective and achievable in logistics delivering, and it is sig-
nificantly better than the traditional particle swarm algorithm
in reaching the optimal number of paths, average algebra, and
optimal average distance.

The application scenario of this paper is the vehicle distri-
bution scheduling optimization problem of multifreight center,
multivehicle type, andmulticommodity model. The calculation
example in this section is intended to use 6 paths and 10 posi-
tioning data to solve the vehicle logistics solution Table 2.

The case uses Matlab2015b to program the calculation
example, and performs the operation experiment on an Intel
i5 2.30GHz computer, and the preset number of iterations is
500. After ten running experiments, the best experimental
results are as follows: the total transportation cost is 16547.298
yuan, the algorithm running time is 256.4985 s, and the
required car transporter is 7.

The algorithm iteration diagram is shown in Figure 7. By
observing and querying the Matlab workspace, it can be seen
that the optimal solution of the experiment is obtained in
the 65th generation of GA-PSO, and the population gradually

converges to the optimal solution in the 80th generation, that
is, about 20 s after the algorithm runs. The algorithm can con-
verge to the global optimal solution.

In order to verify the effectiveness of the algorithm and
compare and analyze the performance of the algorithm, this

 

522.3

433.2

360.1

554.3

459.6

370.6

Optimization algorithm
POS algorithm

Figure 5: Average algebra comparison chart.

594.325
594.246 594.233

594.665

594.364 594.365

Optimization algorithm
POS algorithm

Figure 6: Comparison of optimal distances.

Table 2: The location and demand of each customer point.

Position Abscissa/km y-axis/km Order

1 380 70 2∗A+3∗B+2∗F

2 350 100 2∗C+3∗D

3 250 120 2∗C+4∗E

4 225 139 3∗C+2∗F

5 275 219 5∗A

6 255 175 2∗D+2∗F

7 325 275 3∗A+2∗D

8 425 155 2∗B+3∗F

9 455 290 4∗A+2∗C

10 475 155 2∗B+3∗C
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paper uses the genetic algorithm to perform programming sim-
ulation experiments on the case. The randomization technique
is used to guide the efficient search of a coded parameter space.
Among them, selection, crossover, and mutation constitute the
genetic operation of genetic algorithm. The core content of
genetic algorithm is composed of five elements: parameter cod-
ing, initial population setting, fitness function design, genetic
operation design, and control parameter setting. The coding
method and population initialization in the genetic algorithm
are the same as the GA-PSO hybrid algorithm. The conver-
gence diagram of the genetic algorithm is shown in Figure 8:

The two algorithms have been simulated for ten times,
respectively. Table 3 lists the comparison of the experimen-
tal results of the algorithms, and gives the maximum and
average value of the ten operation costs of each algorithm,

the convergence algebra when the cost is the lowest and
the results of each algorithm.

By comparing the simulation results of the two algorithms,
it can be seen that the particle swarm hybrid algorithm has fas-
ter convergence and better optimization results. This shows
that in a large-scale practical application, the conventional
genetic algorithm takes too long to search for optimization,
and once it falls into a local optimum, it cannot easily jump
out, and cannot meet the timeliness of actual operation. The
improved particle swarm algorithm has relatively better per-
formance and better global search ability, which can meet
the actual needs of logistics delivering scheduling.

The multivehicle logistics delivering model based on the
shortest path designed in this paper can be solved by the opti-
mized particle swarm algorithm; that is, the optimized particle
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Figure 7: Iterative diagram of the hybrid algorithm.
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Figure 8: Iterative diagram of genetic algorithm.

9Journal of Function Spaces



RE
TR
AC
TE
Dswarm algorithm can solve the logistics delivering problem.

Compared with the traditional particle swarm algorithm, the
particle swarm optimization algorithm designed in this paper
introducing fuzzy classification and self-adaptive mutation
mechanism has its own advantages and is an effective optimi-
zation algorithm, which can be used in practical operation.
The two models based on the shortest vehicle travel path with
the fewest vehicles and the two models based on customer sat-
isfaction have different logistics delivering schemes; that is, for
different optimal distribution targets, the resulting distribution
schemes are also different.

5. Conclusions

In this paper, facility location and transportation combination
optimization are studied as a whole. The influence of the two
different factors on each other shall be taken into account. In
the actual planning of logistics system, it is necessary to unify
the location selection of logistics facilities and the decision-
making of transportation routes. It is not advisable to ignore
one of them and consider only one of them. The constituent
factors of problem research and the main content of current
research are given. This paper briefly describes the dynamic
models of two common location routing problems in logistics
distribution systems. From the perspective of analysis and
comparison, firstly, the common location problems, routing
problems, and the research status of location routing problems
are described in detail. The path calculated by the data model
improves the logistics distribution, improves the operation
cycle and link efficiency, and achieves the purpose of optimi-
zation. Compared with the traditional genetic algorithm, the
accuracy of the improved particle swarm optimization algo-
rithm is improved by 10.36%. However, intelligent optimiza-
tion itself is rich in content, and logistics system is a highly
applicable field. Therefore, the research still has some limita-
tions. The follow-up research directions mainly include as fol-
lows: when studying the logistics distribution path problem,
this paper only studies the core optimization algorithm. In
the future, GIS technology can be integrated into the core algo-
rithm of this paper, so as to develop a more practical logistics
distribution path system. Particle swarm optimization algo-
rithm itself means a certain degree of parallelism, and a parti-
cle is independent of other particles in a cycle. Therefore, in
essence, particle swarm optimization should be a distributed
collaborative optimization method.
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In recent years, computer vision has received rapid attention and development, and it also represents the most cutting-edge
research direction of deep learning. With the rapid development of today’s world economy, the arrival of the information age
marked by the network has broken the boundaries of time and space in the sense of physics, and the social form in which the
entire human being lives is more and more approaching a small “global village.” The design and application of visual symbols
need to achieve innovative combination and deconstruction of image symbols, indicator symbols, and symbolic symbols. When
applying visual symbols to the design of urban tourism image, designers need to be clear about its role. The design and
application of visual symbols of urban tourism image are of great significance, whether it is to condense and spread urban
culture or beautify the environment. City brand image building can effectively protect the natural landscape and reduce the
damage to the environment, and some city brand images can also become city landmarks. Therefore, designers should give full
play to the advantages of local traditional culture, refine rich design materials, and skillfully integrate them into the design of
visual symbols to further display the local humanistic characteristics, especially maximize the advantages and value of visual
symbols, so as to make tourism. The city shows unique charm and unique humanistic spirit.

1. Introduction

With the increasing enrichment of people’s spiritual life and
the vigorous development of tourism, the competition
between tourist cities has become increasingly fierce. This
competition has gradually shifted from the competition of
tourist attractions in the past to the competition of the city’s
overall tourism image to plan and develop urban tourism
[1]. In recent years, during the golden weeks such as May
Day, the national day, and the Spring Festival, people
increasingly prefer to travel for the holidays. The major sce-
nic spots have ushered in the peak of tourism, and the num-
ber of tourists has increased sharply, even exceeding the
tourism carrying capacity of the scenic spots. On ordinary
holidays and weekends, people will also choose the sur-
rounding tourist attractions for sightseeing [2]. To a great
extent, the development of China’s tourism industry has
driven the substantial growth of tourist attractions and the

surrounding service industries. China’s tourism industry is
showing a rapid growth trend with a bright future [3]. In
the city, which is a space area centered around people or
things, the space is relatively fixed, while the time is flowing.
Through this “field” system of dynamic and static, human
beings and the environment communicate with each other
in material, energy, information, and spirit [4]. Due to the
rapid development of tourism, there is an urgent need for
an information system to display the image to the public.
Therefore, the CI strategy is naturally introduced into the
research of urban tourism to design the image of urban tour-
ism. The meaning of the urban tourism identification system
not only refers to CIS, but also it has given a new connota-
tion [5]. In daily life, about 80% of information is obtained
through vision. Good visual function enables people to cap-
ture a large amount of information in a short time, so that
we can better understand the world around us. Then, the
scenic spot guidance system is based on human visual
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information processing, including recognition, discrimina-
tion, spatial perception and vision, and the integration with
other senses to obtain information.

The urban brand image can break through the tradi-
tional urban development mode and release more energy
for urban development [6]. With the development of econ-
omy, some cities gradually lose their characteristics, espe-
cially some tourism cities gradually fade the unique color
of the city and only pay attention to economic benefits [7].
The theory of urban brand image has important strategic
significance for urban development. It is necessary to popu-
larize the importance of urban brand image, which will
enable more and more tourist cities to obtain more benefits
[8]. As an intelligent technology of computer vision data
processing, deep learning technology can extract some data
from objective things and through the construction of artifi-
cial neural network. After processing, it can be deeply exca-
vated by computer, and the characteristics of data can be
obtained through supervised learning or unsupervised learn-
ing, so as to achieve the advantages of faster processing
speed, larger data volume, and higher accuracy of computer
vision technology such as image recognition [9]. The
decision-makers of domestic tourist cities have realized that
the visual guidance system, as the synthesis and concentra-
tion of a city’s image, culture, and characteristics, is of great
significance to the sustainable development of the city, and
at the same time, they have also increased the construction
of the city’s visual guidance system. However, due to the lack
of in-depth understanding and effective guidance, its effects
are also unsatisfactory, and some are even counterproduc-
tive, which will seriously hinder the healthy development
of tourist cities [10]. The establishment of urban visual iden-
tity guidance system should integrate urban master planning
with art design and effectively serve the interoperability
design of urban master planning, urban space environment,
and urban landscape design.

The research innovation lies in the research on some key
technologies of deep learning in the field of computer vision
symbols. Combining the old and new computer vision prob-
lems such as vision-oriented image retrieval and classifica-
tion, some corresponding key technologies and solutions
are proposed. Sort out the design principles of individuality
and commonness, the unity of nationality and modernity,
and the function and form of visual symbols of urban tour-
ism image. Through semiotics, urban tourism image, visual
image design, and other related theoretical monographs, it
combines the contents of ecological symbols and humanistic
symbols. This paper analyzes the image generalization of
visual symbols of urban tourism image from the perspective
of the integration of traditional culture and modern art and
various interactive display modes. The design method of
symbol implication and the future development trend are
summarized.

2. Related Work

Wang H pointed out that nowadays, with the great changes
in China’s urban development, simple road network cannot
meet the needs of fast-developing cities, and traffic facilities

such as urban trunk roads, expressways, viaducts, subways,
tunnels crossing the river, and tunnels crossing the sea are
constantly emerging. The development of this fast-speed
urban traffic is accompanied by the expansion of urban area,
and it is followed by the improvement of the overall appear-
ance of the city [11]. Gao G et al. pointed out that the cur-
rent research on the brand image of tourist destinations is
relatively simple, and it is basically carried out on the basis
of the theoretical framework of the enterprise [12]. Lu found
that this topic combines the visual identity symbol system
design with the tourism destination brand image and uses
multidisciplinary knowledge to improve and supplement
the research on the visual identity symbol design of tourism
image [13]. This paper analyzes the method and path of
visual identification symbol design in Taigu Sanduotang
Museum. Xuchang proposed that this paper put forward
new research ideas and system models around the technical
bottlenecks and difficulties in the research of these computer
vision fields. In addition, the idea of preference learning is
introduced into the research of problems in the field of com-
puter vision, which provides a new research perspective and
direction [14].

Sarba et al. constructively put forward the concept of
defining urban visual symbols in “Research on Visual Sym-
bols of Urban Brand Image,” which are mainly urban signs
and urban symbols [15]. With the help of relevant theories
of semiotics and visual perception, Tong builds a logo design
system with visual characteristics, types, visual styles, and
visual semantics as the main body and a symbol shaping sys-
tem with visual characteristics, types, and setting principles
as the main body [16]. Li et al. pointed out: “China’s tourism
industry is developing rapidly, gradually moving towards
branding, and vigorously promoting the brand image of
tourist attractions [17]”. Amoros F pointed out: “The differ-
ence between region and environment creates different
famous historical cities in China, and the charm of the city
is reflected in the regional and cultural nature of its land-
scape design [18]”. Under the guidance of urban planning,
urban landscape design should continue the historical con-
text, highlight traditional characteristics, highlight cultural
charm, properly solve the contradiction between moderniza-
tion and inheritance of tradition, and seek the combination
of modern life and traditional culture. Chen et al. “pointed
out:” driven by the accelerated development of urban con-
struction, the urban public environment is becoming more
diversified and complex. With the help of the guide sign sys-
tem, the complex public environment space can become
more efficient and orderly [1]. Cyr A found that only by
combining tourism logo orientation system, regional cul-
tural elements, and the surrounding environment can it be
correctly positioned and accurately studied, so I hope to
conduct in-depth research and analysis on topics related to
such aspects [19]. Finally, most of the research literatures
only discuss regional differences or regional cultures, but
do not go deep into regional characteristic cultures. The ele-
ments of regional characteristic cultures are the essence and
powder extracted from a wide range of regional cultures.
One is how to better integrate with other technologies in dif-
ferent application fields. Computer vision can make
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extensive use of big data in solving some problems, which
has gradually matured and can surpass human beings. But
in some problems, it cannot achieve high accuracy. The sec-
ond is how to reduce the development time and labor cost of
computer vision algorithm. At present, computer vision
algorithms require a lot of data and manual annotation
and require a long research and development cycle to
achieve the accuracy and time-consuming required by the
application field. The third is how to speed up the design
and development of new algorithms. With the emergence
of new imaging hardware and artificial intelligence chips,
the design and development of computer vision algorithms
for different chips and data acquisition devices is also a
challenge.

The research and analysis of the deep neural network
framework in this paper have certain theoretical contribu-
tions to the development and application of deep learning,
and at the same time, it has also played a positive role in pro-
moting the research on many hot issues in the field of com-
puter vision.□

3. Methodology

3.1. Deep Learning Applied to Computer Vision Analysis.
With the proposal of the concept of intelligent machine
and the development and application of machine technol-
ogy, computer vision technology has been rapidly studied
and developed. The fundamental reason is that the percep-
tion of intelligent machines is mainly realized by visual tech-
nology, which helps intelligent machines have the ability to
“see the world.” Usually, the collection, extraction, and pro-
cessing of object features are realized by camera and proces-
sor. As an intelligent technology of computer vision data
processing, deep learning technology can extract some data
from objective things and construct artificial neural net-
works. After processing, it can be deeply mined by calcula-
tion, and the characteristics of data can be obtained
through supervised learning or unsupervised learning. To
achieve image recognition and other computer vision tech-
nology processing faster. As a branch of machine learning,

the idea of deep learning is to realize intelligent data process-
ing by establishing an artificial neural network to simulate
the human brain. The model is shown in Figure 1.

That is to say, the artificial neural network model estab-
lished in advance is used to simulate the human brain for
deep learning and analysis to realize the intelligence of the
machine. Commonly used are the perception of images,
sounds, videos, etc. Because of the multi hidden layer learn-
ing structure in the artificial neural network, it obtains data
through input layer perception, multi hidden layer intelli-
gent processing and output layer execution to complete a
given task. Each node is equivalent to a processor and has
a specific algorithm. The result is used as the input of the
next layer node, and deep learning realizes signal transmis-
sion between neurons similar to human brain through this
cascade of multiple hidden layers. And accumulate data
experience under specific unsupervised training. From the
perspective of the development goals of computer vision,
one is to help people recognize and remember the external
world, and the other is to help machines realize the percep-
tion of the surrounding environment. Among them, there
are many researches on image recognition and processing,
target state detection, scene analysis, and application, and
the hot research fields are shown in Figure 2.

Take image recognition as an example, as shown in
Figure 2. Urban visual guidance system is a comprehensive
public information system that guides people to carry out
activities in public places. Its primary function is to guide
the direction, followed by strengthening the regional image.
Locality or regionality is not the same as the application and
expression of regional characteristic cultural elements.
Regional characteristic cultural elements are the essence
and core extracted from a wide range of traditional regional
cultures. The uniqueness, identification, creativity, and other
important contents of regional culture will eventually be
transformed into visual symbols to express, spread, and
develop cultural connotation. In order to make the commu-
nication and inheritance of current regional culture conform
to the communication form of the times, we need to con-
stantly excavate cultural symbols with local characteristics.

Input layer Hidden layer Hidden layer Output layer

Figure 1: Artificial neural network model for deep learning.
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Only by optimizing the extraction and redesign of visual ele-
ments can we better promote the development and innova-
tion of traditional regional culture in the Internet era.
Cultural symbols are the material carrier of national culture.
Cultural visual symbols have strong graphic abstraction and
are the visual signs of different national cultural differences.
Find the differences of their respective cultures and present
them in visual expression forms. The extraction and rede-
sign of cultural symbols is a new concept, which is to mobi-
lize one or more cultural elements or cultural symbols in the
design process. Collect, compare, and refine, and then com-
plete the design of concept or formal beauty through visual
design methods such as deconstruction, reorganization,
and addition. We should design visual symbols that can
express the theme, on the one hand, in its external form,
and, on the other hand, it is the expression connotation with
special significance. The external form should conform to
the visual form with aesthetic value, that is, it should be
beautiful and generous, have the aesthetic feeling of artistic
form, and also have the internal meaning corresponding to
the shape. The traditional regional culture is summarized
and refined, and the redesign methods of “decomposition”
and “reconstruction” are used to dismantle and rearrange
the traditional culture with local characteristics to make it
conform to the aesthetic cognition under the current trend
of the times. Give each graphic language element a new era
of meaning and rich beauty, and let regional culture be pro-
tected and inherited through symbolic visual language. And
with accurate information form, make people have correct
association and behavior. Urban visual guidance system
plays a great role in urban traffic dredging, urban planning,
and dispersion of people flow. It also affects the style and
appearance of the city and people’s quality of life to varying
degrees and realizes the dialogue between people and urban
space. Since the early 1990s, the urban visual guidance sys-
tem has gradually formed its unique identity and integrity
from the initial signs and indicators to the current guidance
design. It integrates direction identification, public facilities
identification, road search, warning service, urban culture,
and artistic beauty. Street maps help people understand the
overall situation of the surrounding environment and deter-

mine their location. So as to provide reference for selecting
the next walking direction. Provide directional timetable of
bus, train and flight information through driving route
map, bus and subway route map and tourism route map.
Guide lines that use different colors to guide specific destina-
tions and various electronic information display and consul-
tation facilities. The urban tourism orientation system is
mainly composed of the following three parts: the orienta-
tion object of the urban tourism orientation, the orientation
elements of the urban tourism orientation system, and the
main information of the urban tourism orientation system,
which together constitute the overall framework of the
urban tourism orientation system, as shown in Figure 3.

3.2. Realization of Visual Guidance System Based on Tourist
City. And with accurate information form, make people
have correct association and behavior. Urban visual guid-
ance system plays a great role in urban traffic dredging,
urban planning, and dispersion of people flow. It also affects
the style and appearance of the city and people’s quality of
life to varying degrees and realizes the dialogue between peo-
ple and urban space. Since the early 1990s, the urban visual
guidance system has gradually formed its unique identity
and integrity from the initial signs and indicators to the cur-
rent guidance design. It is mainly to enable different users to
efficiently get the required information and find the final
destination in this more complicated modern spatial infor-
mation environment. The guidance system and the identifi-
cation system need and support each other, and in the same
environment, they are integrated to a great extent. They are
inseparable and belong to a large environmental system. The
orientation information is conveyed through a logo guid-
ance system based on graphic symbols, color perception,
and text layout. The ultimate goal is to optimize the form
of its information, guide people to generate accurate cogni-
tion, and make correct actions, which is a good action for
the audience. The guide is an organic beautification behav-
ior for the environment, which well achieves the dual satis-
faction of vision and spirit. The development of the signage
guidance system is a complex process. A successful signage
guidance system integrates the elements of many different

Target detection Scene
understanding

Stereoscopic
visionTarget tracking

Target
recognition

Action
recognition

Computer vision hotspots

Figure 2: Computer vision application field.
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disciplines and businesses, such as design, technology,
architecture, physics, anthropology, spatial planning, and
marketing.

The design goal of the tourism guidance system is to cre-
ate a comprehensive, modern, unobtrusive, and easy-to-
maintain work, which must have a high degree of recogni-
tion and information content. The design must actively
show the versatility and characteristics of the scenic spot or
region, so as to enhance the image of the region, prolong
the stay time of tourists, and increase their return visit rate.
The visual symbol of urban tourism image is the visual
induction of standardization, systematization, visualization,
and symbolization of all tourism resources in the city. Tour-
ism resources have the function of further beautification,
which can guide and help tourists to perceive the city more
deeply, eliminate the anxiety caused by unfamiliar cities,
and carry out continuous promotion of the city’s tourism
image. It is important to guide the public to improve the
quality of life through tourism. Tourism can let people put
down their troubles, and tourism will make people feel more
about themselves and know themselves again in the world.
Tourism is a special form of three-dimensional learning.
Through tourism, there are gains, changes, and sublima-
tions. Different cities have different tourism resources, cul-
tural customs, history, and culture. The visual symbol of
urban tourism is a symbol system refined based on the dif-

ferences in tourism regional characteristics, cultural history,
and modern development. It visualizes and graphically pro-
cesses the tourism characteristics of cities and facilitates the
visual communication of urban tourism image information.
For example, the visual symbol of PHUKET tourism is a
deformed design on the word “Phuket.” In the process of
using visual communication to design urban tourism image,
influenced by the modern design concept, it usually pays
more attention to simplicity and abstraction. Pay more
attention to the intuitive impact in the visual performance,
and it is required to bring a strong feeling to the audience
at the first time, which is contrary to the performance of tra-
ditional pattern elements. Applying traditional pattern ele-
ments to visual communication design helps to promote
the humanization return of design language. Transition the
relatively stiff design language to the direction of humanism
and affinity, and promote the diversified development of
visual communication design. The font style is full of the
enthusiasm and vitality of Southeast Asian countries. The
letter “U” is decorated with traditional Thai handicraft ele-
ments, and the left half of the “U” also symbolizes the waves
rolled up in Phuket. The standard color of blue reflects the
sky blue of Andaman Sea, where the sea water blends with
the sky as shown in Figure 4.

These visual symbols of urban tourism show the conno-
tation and culture of urban tourism, embody the character of

Urban tourism orientation system

City tourism guide

Urban tourism orientation
elements

Main information of the tourist
guide system

Path

Boundary

Area

Node

Driving guidance system

Pedestrian guidance system

Tourism service
orientation system

Road information

City entry and exit location
information

Public transport information

Information on characteristic
tourist blocks

Travel service information

Landmark

Figure 3: Component diagram of urban tourism guidance system.
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the city, express the personality of the city, and have the
uniqueness and identification of urban tourism, which can
accurately provide information to tourists, attract tourists’
attention, and induce tourism motivation, thereby effectively
increasing the passenger flow of urban tourism.

Deep learning methods include many well-known deep
neural network models, such as deep belief network
(DBN), convolutional neural network (CNN), deep Boltz-
mann machine (DBM), and stack denoising self-encoder
(SDAE). However, the most popular deep learning frame-
works in recent years are convolutional neural networks
and stacked denoising self-encoders. Obviously, the work
of the decoder is an inverse process of the work of the
encoder. However, the key factor of simultaneous training
of the two networks is to minimize the error between the
reconstructed input Zi and the original input Xi. The math-
ematical formula used here to minimize the error is
expressed as follows:

min
W,W′,b,b′

〠
k

i=1
xi−zik k22+a Wk k2F+ W ′�

�
�
�
2
F

� �

, ð1Þ

where k represents the number of original input images. yi
= f θðWxi

+ bÞ and zi= gθ′ðW ′yi+b′Þ denote the output of
the encoder and decoder for each input image xi , respec-
tively. a represents the regression parameter, which is used
to trade off the relationship between the error and the com-
plexity of the two networks, which is measured here using
the norm term k⋅kF .

Based on this, we collect this preference relationship
between all positive and negative samples to build a prefer-
ence relationship set, as follows:

PJ = vi≻uj:i = 1::p, j = 1::n
� �

: ð2Þ

In order to further deduce the sorting function, we refer
to the method used by Herbrich et al. In this way, we need to
look for such a function R : Rd ×Rd⟶R, for example:

∀vi,uj∈Rd ,R vi,uj

� �
> 0⇔ R vi,0ð Þ > R uj,0

� �
: ð3Þ

After that, this sorting function r can be simplified and
defined as

∀x ∈Rd , r xð Þ = R x, 0ð Þ: ð4Þ

According to the set of preference relations generated by
formula (4), we can use the following constraints to deter-
mine the function R:

R vi,uj

� �
> 0,

R uj,vi
� �

< 0,∀ vi,uj

� �
∈ PJ:

ð5Þ

Therefore, we can construct a two classifier.

min
ω,ξ

1
2 ωk k2+C〠

i,j
ξij ,

s:t: ω, vt−uj
	 


≥ 1 − ξij,

ξij≥0,∀ vi,uj

� �
∈ PJ:

ð6Þ

In fact, ω here is the preference parameter we require.
Finally, we can use this preference parameter to sort the can-
didate target image blocks. The sorting formula is as follows:

r xð Þ = ω, xh i =〠
i,j
βij vi−uj,x

	 

: ð7Þ

4. Result Analysis and Discussion

In the performance comparison of target tracking algo-
rithms, the first evaluation criterion is the tracking success
rate indicator, which is used to measure the overlap rate
between the predicted tracking target frame and the true
value in each frame. Among them, the tracking effect in bolt
and soccer video sequences is the best among all 15 target
tracking algorithms, and the performance in coke, deer,
and jogging2 video sequences is also second only to the best
performance, but the performance in car4 video sequences is
slightly worse, but it is also among the top four tracking
algorithms. Network system is composed of several inter-
connected channels and their elements, which are arranged
in an average and orderly way according to the networked
spatial form. Usually, a spatial information system is com-
posed of several interconnected roads and nodes formed by
the interconnection between roads. This kind of system is
mainly aimed at tourists who cannot determine their walk-
ing route and is often suitable for railway stations, squares,
or other dense spaces with too many starting points or too
many ending points. Tourists need to set their starting
points to correspond to the action space required by the cor-
responding starting points to determine their walking route.
In the denser areas of the city, the spatial setting of the tour-
ist guidance system often uses the setting method of the net-
work system, which can effectively point out the direction
for tourists. The top 10 algorithms with the best perfor-
mance among the algorithms are depicted and displayed.
In the legend of the accuracy percentage map of each video
sequence, we sort the output of all target tracking algorithms
according to the standard that the distance between the cen-
ter point of the predicted target tracking frame and the cen-
ter point of the true value is not more than 20 pixels as
shown in Figures 5 and 6.

Figure 4: Tourist signs of Phuket.
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Tourism itself is a learning process to increase knowledge
and broaden one’s horizons. Whether it is a cultural landscape
or a natural landscape, tourists often get education and
enlightenment from it and benefit a lot. While visiting the
landscape, the function of picture explanation presented by
the tourism logo guidance system enables tourists to get in-

depth information of scenic spots and strengthen their under-
standing of scenic spots. Design serves people, and audience
feedback is an important criterion for evaluating the design
level of a city’s visual orientation system. Since this case was
put into use, it has received a large number of feedbacks from
all walks of life through field visits, questionnaires, and other
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Figure 5: Success rate and accuracy plots across all video sequence frames.
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Figure 6: Overall average success rate of target tracking algorithm in all guidance sequences.
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methods. After summarizing and analyzing these feedbacks,
we can draw the conclusion that the practical application effect
of this case is good. The interactive electronic touch screen
guidance system is more convenient and effective, which is a
model of the combination of high-tech and cultural industries.
However, if the interface design is too complex, this setting
will be in vain, especially for the elderly. Therefore, how to
make interaction design more humanized, more intuitive,
and easy to use will become the primary problem beyond
modeling. Form serves function, and style and culture will be
the focus after solving the basic problems as shown in Figure 7.

The excellent environment of tourist attractions is one of
the attractive factors of tourist attractions, and it is the foun-
dation and guarantee for the sustainable development of
tourist attractions. The environment of the scenic spot
includes natural ecological environment and social cultural

ecological environment. There are many precious natural
resources in the natural ecological environment of tourist
destinations, such as rare tree species and rare species. There
are many cultural heritages of human material civilization in
the social, cultural, and ecological environment, such as
landscape gardens and historical relics. These are nonrenew-
able resources.

In the design, the symbolic elements are summarized
and refined in the visual graphic language, and the above
information is integrated into a concise graphic symbol as
much as possible by using abstract and concrete expression
techniques. For example, the three stars of “happiness,
wealth, and longevity” worshiped by the ancient people have
lofty symbolic significance in the eyes of the common peo-
ple. This kind of symbolic decoration technique is used in
many places in Taigu Sanduotang. The “big mirror inlaid

Figure 7: Indoor guidance system design.

Table 1: The brand image of ancient “Fu Lu Shou”.

Source of color symbols Color impression Color expressions and functions

Building, brick Blue, grey Ordinary, moderate, stable

Yellow earth Naturals Beach, homeland, composure, stability

Fu Lu Shou Xi Red, yellow Red: enthusiasm, happiness, attention; yellow: noble, high reputation

Ethnic traditional clothing Blue, blue Sky, eternity, reason, elegance, moderation

Traditional furniture Brown Classical, earthy, gentle, harvest
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with snail” is inlaid with the “Fu Lu Shou” three-star pattern.
There is also this saying that when you look at the face of the
lucky star as red, it is “the lucky star shines brightly.” If you
look at Lu Xing’s face as green, it is “everything comes true.”
If you look at the face of the birthday girl as yellow, it is
“prolonging life.” Some blue-gray systems with lower purity
represent the main tones of architecture and traditional
clothing and can also trigger people’s nostalgic plots. From
the perspective of harmony with the environment, khaki is
also an important element. It can be said that a reasonable
color positioning is the most intuitive reflection of the brand
image, and it is also the first part of the visual experience.
The details are shown in Table 1.

The tourism destination visual guidance system is a sym-
bol interpretation system, which is completely a product of
artificial design. Its main function is to guide and help tour-
ists perceive the tourism image and activity function on the
spot; conveniently, quickly, and clearly complete tourism
activities; eliminate the tension caused by uncertainty when
tourists enter the unfamiliar tourism destination environ-
ment; and help explain the tourism destination perceived
environment, so as to achieve the clear and understandable
features required by the tourism terrain image.

5. Conclusions

This paper studies and explores some key technologies of
deep learning in the field of computer vision symbols. Com-
bining the old and new computer vision problems such as
vision-oriented image retrieval and classification, some cor-
responding key technologies and solutions are proposed.
Try to sort out the design principles of individuality and
commonness, the unity of nationality and modernity, and
the function and form of visual symbols of urban tourism
image. In view of this, this topic studies semiotics, urban
tourism image, visual image design, and other related theo-
retical monographs. Various interactive display modes ana-
lyze the design methods and future development trends of
the visual symbols of urban tourism image from three per-
spectives: image generalization, collection induction, and
symbol implication. Guide and help tourists perceive the
tourism image and activity functions on site; complete tour-
ism activities conveniently, quickly, and clearly; eliminate
the tension caused by uncertainty when tourists enter the
unfamiliar tourism destination environment; and help
explain the tourism destination’s perceived environment,
so as to realize the clear and understandable features
required by the tourism destination image.
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The key to China's regional high-quality development lies in county-level coordination and promotion. Therefore, based on 2847
county-level administrative units in China, this paper uses empirical analysis methods such as dynamic spatial panel Dobbin
model and intermediary effect model to study.Then we test the relationship between the industrial structure of county
innovation capacity and regional development of high quality. The results showed that (1) the regional development of high
quality at the county level in China was generally distributed in clusters, and the agglomeration had a further trend of
strengthening. (2) The innovation ability and industrial structure also had a positive effect on the regional development of high
quality at the county level, and the result was significant. (3) Innovation had both direct and indirect effects on regional
development of high quality. Industrial structure and regional development of high quality had strong spatial and temporal
dependence effects.

1. Introduction and the
Presentation of Questions

As China has achieved a historic victory in achieving its goal
of poverty alleviation, it has accomplished the huge task of
eliminating absolute poverty for the largest population in
the world. As China enters the postpoverty alleviation era,
we need not only prevent vulnerable groups on the edge of
poverty and areas with poor quality from returning to pov-
erty, but also eliminate relative poverty. So we can narrow
the income gap, achieve synchronous income increase, and
effectively link poverty alleviation with the rural revitaliza-
tion strategy. In 2021 the government work report was
referred to “ speed up the development of rural industry
and strengthen county economies, broadening the employ-
ment channels” of farmers, and stressed that “strengthen
rural basic public services and public infrastructure con-
struction and promote urban and rural integration develop-
ment” in the county. The characteristics of the county

economy in China are becoming the center, the town as
the link. As the most basic unit of national economic opera-
tion, a series of measures, such as consolidating the achieve-
ments of poverty alleviation, promoting farmers’ income
increase, and promoting rural revitalization strategy, will
be implemented at the county level [1]. The 14th Five-Year
Plan points out that the theme of the 14th Five-Year Plan
period is regional development of high quality. Not only
has the economic development entered the stage of regional
development of high quality, but also the society, ecology,
culture, and national governance system have entered the
stage of regional development of high quality The county’s
regional development of high quality will be the key to
achieve socialist modernization. At present, there are nearly
3,000 county-level administrative regions in China, which
are extremely uneven in geographical distribution. Therefore,
it is very important to find out the key factors affecting the
regional distribution differences of regional development of
high quality in county areas for comprehensively promoting

Hindawi
Journal of Function Spaces
Volume 2022, Article ID 4446292, 13 pages
https://doi.org/10.1155/2022/4446292

https://orcid.org/0000-0001-8772-9117
https://orcid.org/0000-0003-4519-8201
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4446292


RE
TR
AC
TE
D

RE
TR
AC
TE
D

the rural revitalization strategy and regional collaborative
development in the next step.

2. Literature Review

High-quality development is the latest development concept
which is put forward by China as it enters the new era. Its
core lies in paying more attention to the quality and effi-
ciency of development, which has a certain enlightenment
significance for the development concept of all countries in
the world. Innovation is the fundamental power to promote
the development of the economy to a higher stage and has
been widely concerned by scholars for a long time. In
1934, Schumpeter emphasized the role of innovation for
the first time in his Theory of Economic Development,
which caused extensive attention to innovation in the aca-
demic world. Innovation is the main driving force support-
ing the construction of the modern economic system. "
There is a strong coupling coordination relationship
between technological innovation and the high quality of
economic development [2], especially in the county level.
Because scientific and technological innovation enterprises
and first-class scientific research institutions are located in
the urban circle. Therefore, innovative talents are first con-
centrated in large urban agglomerations. On the basis of
the radiating and driving play of science and technology
innovation, it is an emerging impact on the traditional pro-
cess of transformation and upgrading of industrial structure.
This will lead to the unbalanced spatial distribution of
regional development of high-quality counties.

2.1. Innovation Capability and Regional Development of
High Quality. Since Schumpeter first proposed the role of
innovation, it has become a consensus that technological prog-
ress has a positive impact on economic development. Many
scholars have empirically tested the positive effect of technolog-
ical innovation on social, economic, and regional development
[3–5]. Specifically, the role of innovation is reflected as follows:

Firstly, technological innovation diffusion drives indus-
trial structure mutation and upgrading and market innova-
tion. Technological innovation improves the overall
performance of the market by changing the mode of enter-
prise benefit growth and promotes the transformation from
capital and labor-driven to innovation-driven [6], from the
imitator business model from 1 to N to the original model
like from 0 to N [7]. Comprehensive innovation perfor-
mance in different fields can be improved by comparing
products, processes, and services [8].

Secondly, the transformation and application of techno-
logical innovation achievements will promote the formation
of “industry-university-research-enterprise-city” business alli-
ance [9]. Knowledge spillovers and diffusion among innova-
tive enterprises not only interact with related industries and
relevant innovation subjects but also form innovation connec-
tions with universities and research institutions, drive the inte-
gration and aggregation of scientific research resources, and
provide the efficiency of industry-university-research collabo-
rative innovation [10]. It will go through the intermediate
product or technology transfer to the market demands ulti-

mately. So it will meet the realistic needs of economic society
and technological innovation development [11].

Thirdly, the creation of an innovative system and
innovative environment will force the improvement of gov-
ernment governance ability. Science and technology innova-
tion needs innovative talents cultivation and other aspects of
financial investment joint implementation. Asked the gov-
ernment to strengthen and support the attention of the
scientific and technological innovation, an environment
conducive to scientific research and development of innova-
tion. Government research, for example, creates an environ-
ment that facilitates research and development. At the same
time, it could reduce the uncertainty of the innovation
system and also needs a series of science and technology pol-
icies as a guarantee, which is to improve national innovation
ability and the comprehensive strength of the important
means [12], through mastering key technologies to form
leading achievements and promote the establishment of the
modernization-oriented industrial system [13].

2.2. Innovation Capacity and Industrial Structure. China’s
industrial development system is characterized by the inter-
active evolution of economic growth and industrial structure
change. And innovation-driven development plays a driving
role in the evolution and upgrading of industrial structures.
It can not only directly affect economic growth, but also
affect total factor productivity through the factor allocation
effect and then indirectly affect economic growth [14].

Firstly, human innovation improves labor productivity
[15], because the level of labor education and the quality of
labor force have effectively improved labor productivity
and formed a dynamic mechanism of knowledge innovation.
Accordingly, the production efficiency of the department is
also improved.

Secondly, through improving the market demand struc-
ture of product innovation, innovative technology will give
birth to new products. With the emergence of new products,
consumers have more choices. As market participants exert
pressure on product demand, market share forces market
participants to introduce new technologies to promote the
development and upgrading of new products. Therefore,
the original industrial chain extends upward and downward
and is improved [16].

Finally, R&D innovation changes the life cycle of
enterprises. The departments that carry out technological
innovation first will have crowding out effect on the old
departments with backward technology and low efficiency,
greatly shortening the life cycle of these enterprises and
promoting the positive evolution of the overall industrial
structure [17].

From the review of the above literature, at present, the
focus of academic circles is on how scientific and technolog-
ical innovation impacts the upgrading of industrial struc-
ture. But it has not been found that the three have been
brought into a unified framework and their logical relation-
ship and mechanism of action have been deeply discussed.
Regional development of high quality, as an evolving overall
concept of development, is the result of a highly modernized
and evolving economic system, social system, and
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institutional system [18], showing the characteristics of
integrity, systematization, and structure. Knowledge econ-
omy, as the best practice to change the economic nature
and human lifestyle [19], is the key to catch up with the first
countries. With the transformation of the main social con-
tradiction in China, the model of resource allocation will
be transformed from government-led to market-led, which
will determine the corresponding change of China’s indus-
trial system and industrial structure [20]. There is a close log-
ical relationship between the transformation of old and new
driving forces, upgrading of industrial structure, and transfor-
mation of development mode. Based on previous studies, this
paper will expand as follows: First, from the perspective of
research, we will take scientific and technological innovation
ability as a direct influencing factor, and regional development
of high quality will become its final result. Industrial structure
upgrading will connect that two factors together just like a
bridge. So this three factors will establish an effective connec-
tion and believe that scientific and technological innovation
ultimately promotes regional development of high quality
through the intermediary role of industrial structure. Second,
from the perspective of research method, it investigates from
the county level. In order to provide empirical evidence for
theoretical hypothesis, dynamic panel space Dubin model
which can overcome time lag effect, space lag effect, and endo-
geneity problem at the same time is adopted.

3. Theoretical Model

3.1. Variable Selection. Explained variable: comprehensive
index of regional development of high quality (rdhqi,t). As a

comprehensive indicator, high-quality development has a
wide range of meanings, and replacing one or several indica-
tors will inevitably lead to deviation. Therefore, it is concluded
by establishing an indicator system. Regional development of
high quality as a comprehensive indicator, based on existing
studies [21, 22], constructed a county regional development
of high-quality evaluation index system, including three first-
level indicators of development momentum, development
structure and development effect, six second-level indicators,
and 19 basic index, as shown in Table 1. The comprehensive
index of regional development of high quality of county was
calculated according to the evaluation index system of regional
development of high quality of county (rdhqi,t). Firstly, the
basic indexes in the index system were standardized to elimi-
nate the dimensional influence. Secondly, the indexes were
synthesized by factor analysis method in SPSS23.0.

Core explanatory variables: county innovation ability:
existing studies [23] believe that R&D resources (capital
and human expenditure) are the most important factor
input affecting regional innovation performance. Therefore,
the full-time R&D equivalent of scientific research personnel
(insjt) and the proportion of R&D expenditur in GDP (ieit)
are selected as the core indicators to measure the innovation
capacity of counties [24, 25].

Industrial structure: according to existing studies [26],
industrial structure upgrading refers to the process of indus-
trial structure from low level to high level according to the
law of economic development. It includes the improvement
of the overall technical level, which is measured by the pro-
portion of added value of the tertiary industry (isit). The
added value of the tertiary industry proportion can reflect

Table 1: Evaluation index system of county regional development of high quality.

The first-level indicators The secondary indicators Basic indicators

The development
of kinetic energy

Innovation power
The added value of cultural and creative industries accounted

for the proportion of GDP

The innovation of human
Number of universities and research institutes

The number of 500 private enterprises

The development of
the structure

Coordination of urban
and rural areas

Engel coefficient of urban households

Per capita disposable income to per capita GDP

Per capita disposable income of urban and rural residents

Ability to open

Number of commercial and trade enterprises

Number of logistics express outlets

The density of road network

Added value to accommodation and catering industry

Development
of effective

Green development

The surface water reaches or exceeds the proportion of the three
types of water bodies

Proportion of days with good air quality

The reduction rate of water consumption per ten thousand yuan of GDP

Electricity consumption per ten thousand yuan of GDP

The decrease rate of construction land per unit of GDP

Results the shared

Percentage of townships covered by public transportation

Proportion of congested roads

Second-hand housing price

Coverage of medical and health institutions in townships and towns
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the relation between the ratio between the industry, which is
one of the commonly used indicators of the world and
academia.

Control variables: in consideration of the influence of
other factors on regional development of high quality of
counties, control variables such as per capita income, urban-
ization level, and technological progress are selected, as
shown in Table 2:

3.2. Model Specification. In order to test whether industrial
structure can act as a mediating variable, the mediation
effect model is adopted for empirical study, and the indirect
effect of explanatory variable X on explained variable Y
through intermediary variable M is referred to as the medi-
ation effect [27], as shown in Figure 1:

Y = cX + e1, ð1Þ

M = aX + e2, ð2Þ

Y = c′X + bM + e3: ð3Þ
The testing procedures of mediation effect in existing

studies [28] include the following: First, it is necessary to test
the regression coefficient C in Formula (1). If the regression
coefficient C is found to be significant in the test results, it
can be considered that there is a mediation effect in the
model. However, whether the regression coefficient C is sig-
nificant or not, subsequent testing steps should be carried
out. Secondly, it is necessary to test the regression coeffi-
cients A and B in Formulas (2) and (3). If both are signifi-
cant, indirect effects are considered. Finally, the coefficient
C′ in Formula (3) is tested to observe whether the coefficient
is significant. If c′ is not significant, it is considered that
there is only a mediation effect but no direct effect, which
is called complete mediation effect. If c′ is significant, the
direct effect is considered to exist at the same time, which
is called partial mediation effect.

According to the above analysis, the innovation ability of
science and technology, industrial structure, and regional
development of high quality into test model, because of the

difference of China’s nearly three thousand county-level
administrative divisions, is more obvious, and the county
territory economic growth and development of high quality
has obvious agglomeration in the spatial distribution of the
trend, so we need to consider its inherent spatial spillover
effects. In spatial metrology, the spatial autocorrelation
means that the second-order effect of data is generated by
the similarity of variables in adjacent regions, including
Moran’s I, Geary’s C, Getis, and Join Count. Moran’s I is
selected for measurement, which is usually expressed as

I = n

∑n
i=1 yi − �yð Þ2

∑n
i=1∑

n
j=1wij yi − �yð Þ yj − �y

� �
∑n

i=1∑
n
j=1wij

: ð4Þ

Among Formula (4), I is the spatial autocorrelation
index with a value range of (-1, 1), and I > 0 is a positive cor-
relation, reflecting the agglomeration effect. When I < 0, the
correlation is negative, reflecting the dispersion effect. I = 0
means no correlation, and the spatial features show random-
ness. wij is the spatial weight matrix, which represents the
proximity between region i and region j. The significance test
of Moran’s I is realized by constructing a statistic Z = ðI −
EðIÞÞðVarðIÞÞ−1/2 subject to normal distribution. When Z
value is significantly positive, interregional similarity tends to
cluster; when Z value is significantly negative, interregional

Table 2: Qualitative description of each variable.

Variable categories Symbol Meaning Metrics and descriptions

Explained variable rdhq
Regional development of high

quality in counties
County high-quality development evaluation index

system calculated

Explanatory variables ins Innovation main body Researchers develop equivalents full-time

ie Innovation environment Proportion of R&D expenditure in GDP

Is The industrial structure Proportion of added value of tertiary industry

Control variables ly Per capita income Per capita disposable income of urban residents

ur Level of urbanization Permanent population urbanization rate

ltp Advances in technology Amount of technology trading contract

wl Labor force level Proportion of working-age population

lop Opening to the outside world Foreign direct investment

ps Policy support Proportion of added value of high-tech industry

pg GDP per capita GDP per capita

X ⤷ Y ⤷

M

e3

e2⤷

X ⤷ Y ⤷ e1

Figure 1: The working flow of mediating effect model.
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similarity tends to disperse; when Z value is 0, interregional
similarity tends to randomly distribute [29].

County-level administrative region is the most basic
administrative divisions in China, with a large number and
wide distribution. Therefore, spatial attributes need to be con-
sidered in model testing, which is presented by spatial weight
matrix. Considering the spatial spillover effect, the spatial
Dubin model was used to analyze the general panel regression
by adding spatial attributes. The spatial Dubin model has a
good reflection on the spatial correlation of explanatory vari-
ables themselves, explanatory variables, and error terms [30].
Considering that high-quality regional development has
strong path dependence on time, that is, time lag effect, and
endogenous problems caused by two-way causality.In addi-
tion, considering that regional development of high quality
has a strong path dependence on time, namely time lag effect,
And endogenous problems caused by bidirectional causality
[31]. Therefore, the explained variable, namely the lagged
first-period variable of high-quality comprehensive develop-
ment index, will be introduced into our research model, which
is the standard static space panel Dubin model. In a word, we
deal with the possible endogeneity problems in the model
from two aspects of method and variable. So we can construct

the dynamic space panel Dubin model, as shown below:

rdhqi,t = β0 + β1rdhqi,t−1 + ρ1 〠
n

i=1
wijrdhqjt

+ β2insit + ρ2 〠
n

i=1
wijinsjt + β3ieit

+ ρ3 〠
n

i=1
wijiejt + β4isit + ρ4 〠

n

i=1
wijisjt

+ δ〠Xit + λ〠
n

i=1
wijX jt + ui + εit ,

ð5Þ

rdhqi,t = α0 + α1rdhqi,t−1 + π1 〠
n

i=1
wijrdhqjt

+ α2insit + π2 〠
n

i=1
wijins jt + α3ieit

+ π3 〠
n

i=1
wijiejt + φXit + π4 〠

n

i=1
wijX jt

+ υi + ξit ,

ð6Þ

125 250 500 750 1,0000
Miles

First-class level
Second class level

Third level
Lowest level

N

(a)

First-class level
Second class level

Third level
Lowest level

125 250 500 750 1,0000
Miles

N

(b)

Figure 2: Spatial-temporal evolution of regional development of high quality at county level in 2019-2020. Note: The annual data of 2019
and 2020 are the average data of each month.
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isi,t = η0 + η1isi,t−1 + θ1 〠
n

i=1
wijisjt + η2insit

+ θ2 〠
n

i=1
wijinsjt + η3ieit + θ3 〠

n

i=1
wijiejt

+ κXit + θ4 〠
n

i=1
wijXjt + χi + τit:

ð7Þ

According to the above analysis, the comprehensive
index of regional development of high quality (rdhqi,t) is
the explained variable, the county innovation ability
(insjt , ieit) is the core explanatory variable, and the indus-
trial structure (isit) is the intermediary variable. Formula
(5) is the Formula (3) in the corresponding mediation effect
model. Equations (6) and (7) correspond to Equations (1)
and (2). In order to further control possible endogeneity

Table 3: Moran’s I results of county innovation capacity and regional development of high quality.

Variables I E (I) sd (I) z p value∗ Variables I E (I) sd (I) z p value∗

rdhq1 0.113 -0.000 0.001 97.577 p ≤ 0:001 rdhq13 0.114 -0.000 0.001 98.938 p ≤ 0:001
ins1 0.120 -0.000 0.001 103.365 p ≤ 0:001 ins13 0.128 -0.000 0.001 110.871 p ≤ 0:001
ie1 0.048 -0.000 0.001 41.823 p ≤ 0:001 ie13 0.041 -0.000 0.001 40.574 p ≤ 0:001
rdhq2 0.111 -0.000 0.001 96.134 p ≤ 0:001 rdhq14 0.102 -0.000 0.001 88.283 p ≤ 0:001
ins2 0.126 -0.000 0.001 108.452 p ≤ 0:001 ins14 0.132 -0.000 0.001 114.010 p ≤ 0:001
ie2 0.048 -0.000 0.001 41.756 p ≤ 0:001 ie14 0.041 -0.000 0.001 40.382 p ≤ 0:001
rdhq3 0.104 -0.000 0.001 90.047 p ≤ 0:001 rdhq15 0.103 -0.000 0.001 89.215 p ≤ 0:001
ins3 0.127 -0.000 0.001 109.662 p ≤ 0:001 ins15 0.132 -0.000 0.001 114.044 p ≤ 0:001
ie3 0.048 -0.000 0.001 41.992 p ≤ 0:001 ie15 0.039 -0.000 0.001 39.563 p ≤ 0:001
rdhq4 0.103 -0.000 0.001 88.742 p ≤ 0:001 rdhq16 0.099 -0.000 0.001 85.534 p ≤ 0:001
ins4 0.127 -0.000 0.001 109.665 p ≤ 0:001 ins16 0.132 -0.000 0.001 114.394 p ≤ 0:001
ie4 0.048 -0.000 0.001 41.535 p ≤ 0:001 ie16 0.039 -0.000 0.001 39.765 p ≤ 0:001
rdhq5 0.112 -0.000 0.001 96.758 p ≤ 0:001 rdhq17 0.101 -0.000 0.001 87.370 p ≤ 0:001
ins5 0.125 -0.000 0.001 108.313 p ≤ 0:001 ins17 0.133 -0.000 0.001 114.844 p ≤ 0:001
ie5 0.047 -0.000 0.001 41.166 p ≤ 0:001 ie17 0.039 -0.000 0.001 39.267 p ≤ 0:001
rdhq6 0.099 -0.000 0.001 86.024 p ≤ 0:001 rdhq18 0.102 -0.000 0.001 88.377 p ≤ 0:001
ins6 0.125 -0.000 0.001 108.301 p ≤ 0:001 ins18 0.133 -0.000 0.001 114.801 p ≤ 0:001
ie6 0.047 -0.000 0.001 41.060 p ≤ 0:001 ie18 0.038 -0.000 0.001 38.529 p ≤ 0:001
rdhq7 0.104 -0.000 0.001 90.203 p ≤ 0:001 rdhq19 0.102 -0.000 0.001 88.720 p ≤ 0:001
ins7 0.124 -0.000 0.001 107.250 p ≤ 0:001 ins19 0.133 -0.000 0.001 115.094 p ≤ 0:001
ie7 0.047 -0.000 0.001 40.983 p ≤ 0:001 ie19 0.038 -0.000 0.001 38.918 p ≤ 0:001
rdhq8 0.104 -0.000 0.001 89.669 p ≤ 0:001 rdhq20 0.103 -0.000 0.001 89.453 p ≤ 0:001
ins8 0.127 -0.000 0.001 110.136 p ≤ 0:001 ins20 0.134 -0.000 0.001 115.349 p ≤ 0:001
ie8 0.047 -0.000 0.001 40.817 p ≤ 0:001 ie20 0.038 -0.000 0.001 38.715 p ≤ 0:001
rdhq9 0.103 -0.000 0.001 88.971 p ≤ 0:001 rdhq21 0.101 -0.000 0.001 87.391 p ≤ 0:001
ins9 0.127 -0.000 0.001 109.899 p ≤ 0:001 ins21 0.133 -0.000 0.001 115.248 p ≤ 0:001
ie9 0.047 -0.000 0.001 40.574 p ≤ 0:001 ie21 0.039 -0.000 0.001 39.775 p ≤ 0:001
rdhq10 0.112 -0.000 0.001 96.579 p ≤ 0:001 rdhq22 0.102 -0.000 0.001 88.342 p ≤ 0:001
ins10 0.127 -0.000 0.001 110.154 p ≤ 0:001 ins22 0.132 -0.000 0.001 114.399 p ≤ 0:001
ie10 0.046 -0.000 0.001 40.043 p ≤ 0:001 ie22 0.038 -0.000 0.001 38.791 p ≤ 0:001
rdhq11 0.112 -0.000 0.001 96.686 p ≤ 0:001 rdhq23 0.106 -0.000 0.001 91.694 p ≤ 0:001
ins11 0.128 -0.000 0.001 110.184 p ≤ 0:001 ins23 0.132 -0.000 0.001 114.368 p ≤ 0:001
ie11 0.047 -0.000 0.001 41.040 p ≤ 0:001 ie23 0.038 -0.000 0.001 39.070 p ≤ 0:001
rdhq12 0.111 -0.000 0.001 96.022 p ≤ 0:001 rdhq24 0.114 -0.000 0.001 98.566 p ≤ 0:001
ins12 0.128 -0.000 0.001 110.670 p ≤ 0:001 ins24 0.133 -0.000 0.001 115.296 p ≤ 0:001
ie12 0.047 -0.000 0.001 41.184 p ≤ 0:001 ie24 0.038 -0.000 0.001 38.792 p ≤ 0:001
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problems, all explanatory variables are empirically analyzed
using data of one period behind. In addition, in model test-
ing, we adopt natural logarithm for variable data measured
by nonpercentage indexes to reduce the dispersion degree
of sample data.

3.3. Data Sources and Estimation Methods. The data used in
our analysis are divided into dynamic data and static data.
The static data comes from China county-level statistical
yearbook, and the dynamic data is obtained by crawler. In
this way, the monthly data of 2847 county-level
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Figure 3: Moran’s I scatter diagram of county innovation capacity and regional development of high quality. Note: Due to the limitation of
the length chart, only the calculation results in December 2020 are given, and the calculation results in other periods are similar.
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administrative regions in China for a total of 24 months
from January 2019 to December 2020 were obtained. Some
missing data were filled by multiple interpolation method.
Refer to the Han-Phillips generalized method of moments
(GMM) estimation proposed by Han and Phillips [32]. At
the same time to facilitate comparison, also report the tradi-
tional nonspatial OLS, than fixed effect panel, the nonspatial
dynamic panel model of generalized moment estimation
results, and the estimation results of generalized spatial
panel autoregression two-stage least squares (GSPA2SLS)
for static spatial panel model.

4. The Empirical Test

4.1. Time and Space Dynamic Evolution Characteristics of
County Regional Development of High Quality. In order to
directly reflect the spatiotemporal evolution characteristics
of high-quality county development in China in 2019-
2020, the above calculation results were plotted by Arc-
gis10.7 software and classified by natural breakpoint classifi-
cation method. The results are shown in Figure 2, from

which the following characteristics can be seen: (1) the
development of Chinese county high-quality distribution in
general “Hu Huanyong Line” as the boundary presents the
east-west less, especially focused on the coastal area; this is
because the coast itself has better economic foundation,
attaches great importance to science and technology innova-
tion investment, and optimizes and upgrades the industrial
structure and the strengthening of environmental protection
and social welfare level, more conducive to the development
of high quality; (2) in cluster distribution, the regional devel-
opment of high-quality distribution of county areas is
mainly the Beijing-Tianjin-Hebei region, Shandong Penin-
sula, Yangtze River Delta, Pearl River Delta, and Chengdu-
Chongqing region as several obvious polar cores and the
continuous and flake distribution as the center; (3) the
agglomeration trend is further strengthened. According to
the annual comparison, it is getting smaller regional devel-
opment of high-quality areas (cities) and counties in the
southwest, northwest, and northeast regions. And the num-
ber of regional development of high-quality areas (cities)
and counties in the Pearl River Delta, Yangtze River Delta,

Table 4: Estimated results of county innovation capacity, industrial results, and regional development of high quality.

Variable
Nonspace OLS

Nonspatial normal
panel model (FE)

Nonspatial dynamic
panel model
(SYS-GMM)

Dubin model of static
space (GSPA2SLS)

Dubin model of
dynamic space panel
(Han-Phillips GMM)

Model 1 Model 2 Model 3 Model 4 Model 5

L.rdhq 0.907 (440.87)∗∗∗ 0.827 (329.71)∗∗∗

ins 0.370 (98.21)∗∗∗ -0.034 (7.15)∗∗∗ 0.032 (27.67)∗∗∗ 0.327 (89.46)∗∗∗ 0.076 (42.95)∗∗∗

ie 1.391 (8.72) -0.074 (0.36) 0.037 (2.22)∗∗ 0.966 (7.05)∗∗∗ 0.094 (5.84)∗∗∗

is 0.412 (13.63)∗∗∗ 0.160 (4.44)∗∗∗ 0.101 (3.35)∗∗∗ 0.256 (8.94)∗∗∗ 0.205 (6.72)∗∗∗

ly 15.233 (30.37)∗∗∗ 11.310 (4.66)∗∗∗ 1.744 (17.63)∗∗∗ 21.988 (39.92) 4.694 (30.37)∗∗∗

ur 0.227 (41.96)∗∗∗ -0.009 (0.18) 0.017 (12.89)∗∗∗ 0.191 (36.92) 0.026 (15.99)∗∗∗

ltp 0.687 (25.96)∗∗∗ -0.101 (2.60)∗∗∗ 0.067 (9.71)∗∗∗ 0.746 (29.38)∗∗∗ 0.182 (20.99)∗∗∗

wl 0.280 (18.55)∗∗∗ 0.114 (3.44)∗∗∗ 0.035 (9.21)∗∗∗ 0.325 (21.25)∗∗∗ 0.040 (7.58)∗∗∗

lop 1.195 (23.63)∗∗∗ -0.518 (4.49)∗∗∗ 0.278 (21.68)∗∗∗ 1.320 (23.68)∗∗∗ 0.352 (19.35)∗∗∗

ps 0.131 (13.22)∗∗∗ 0.085 (4.97)∗∗∗ -0.018 (7.57)∗∗∗ 0.117 (11.84)∗∗∗ 0.051 (18.01)∗∗∗

pg 6.993 (39.27)∗∗∗ 5.730 (11.76)∗∗∗ 0.678 (20.04)∗∗∗ 6.128 (36.19)∗∗∗ 1.040 (28.87)∗∗∗

w.rdhq 1.599 (67.58)∗∗∗ 0.481 (67.75)∗∗∗

w.ins -0.455 (7.62)∗∗∗ -0.793 (26.89)∗∗∗

w.ie 0.054 (1.43) 0.321 (14.75)∗∗∗

w.is 10.767 (17.98)∗ -0.167 (181.73)∗∗∗

_cons -166.055 (83.35)∗∗∗ -80.044 (12.04)∗∗∗ -18.340 (25.16)∗∗∗ -177.587 (90.58)∗∗∗ -30.658 (35.32)∗∗∗

R2 0.7013 0.3755 0.7402

N 66264 66264 63503 66264

F (Wald) [p] 7503.14 [≤0.001] 34.50 [≤0.001] 2119.52 [≤0.001] 121.28 [≤0.001] 139.91 [≤0.001]
AR (1) [p] -11.68 [≤0.001] -11.36 [≤0.001]
AR (2) [p] 5.96 [≤0.001] 9.95 [≤0.001]
Sargan [p] 261.98 [≤0.001] 199.53 [≤0.001]
Note: the T value or Z value is shown in parentheses, and the values in brackets are concomitant probability. ∗∗∗, ∗∗, and ∗ represent the significance level of
1%, 5%, and 10%, respectively. The spatial dynamic panel model reported the Wald test, same as the nonspatial dynamic panel model (SYS-GMM). And the
rest of the other models reported the F-test. Due to space limitation, the estimation results of spatial lag coefficient of each control variable are not given. The
following table is the same.
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Chengdu-Chongqing, and Central Plains Urban Agglomera-
tions is obviously increasing.

4.2. Spatial Autocorrelation Analysis. According to Formula
(4), the global Moran’s I results and test values of China’s
county innovation capacity and regional development of
high quality are calculated, as shown in Table 3:

Some conclusions can be drawn from Table 3, like that
Moran’s I in each period is significantly greater than zero,
which means that there is an obvious positive spatial corre-
lation between county innovation ability and regional devel-
opment of high quality. By calculating local Moran’s I and
plotting the Moran’s I scatter diagram of county innovation
ability and regional development of high quality, the results
are shown in Figure 3:

The results in Figure 3 show the scatter diagram
between county innovation capacity and regional develop-
ment of high quality; among them the first quadrant is H-
H type (high-high) region, the second quadrant is L-H
type (low-high) region, the third quadrant is L-L type
(low-low) region, and the fourth quadrant is H-L type
(high-low) region [33]. Among them, different counties
have different correlation characteristics. On the whole,
there is an obvious spatial autocorrelation between innova-
tion capability and regional development of high quality at
county level in China. Therefore, if such spatial correlation

is ignored in the empirical process, there will be regression
bias [34].

4.3. The Impact of County Innovation Capability and
Industrial Structure on Regional Development of High
Quality. Before constructing the spatial econometric model,
it is necessary to construct the spatial weight matrix to reflect
the spatial correlation between regions. The appropriate spa-
tial weight matrix has an important influence on the empir-
ical results. Spatial weight matrix is commonly used in
existing research, including geographic relating right weight
matrix, inverse distance weighting matrix, economic weight
matrix, and nested weight matrix [35], because the county
innovation is related to the input and output aspects of sys-
temic economic activity, not only need to consider geo-
graphical factors when considering the spatial correlation;
therefore, according to existing studies [36], the nested
matrix is used to construct the spatial econometric model,
in which the geographical distance spatial weight matrix
(Wg

ij) is constructed by the inverse ratio of the great circle
distance method, as shown in

Wg
ij =

1
dij

, i ≠ j,

0, i = j:

8><
>: ð8Þ

Table 5: Regression estimation results of county innovation capacity on regional development of high quality.

Variable
Nonspace OLS

Nonspatial normal
panel model (FE)

Nonspatial dynamic
panel model
(SYS-GMM)

Dubin model of static
space (GSPA2SLS)

Dubin model of
dynamic space panel
(Han-Phillips GMM)

Model 6 Model 7 Model 8 Model 9 Model 10

L.rdhq 0.819 (50.00)∗∗∗ 0.809 (317.72)∗∗∗

L.is

ins 0.369 (98.38)∗∗∗ -0.037 (7.66)∗∗∗ 0.068 (8.63)∗∗∗ 0.322 (89.54)∗∗∗ 0.082 (43.87)∗∗∗

ie 1.442 (8.69)∗∗∗ -0.051 (0.23) -0.058 (0.92) -0.988 (6.97)∗∗∗ 0.144 (8.98)∗∗∗

ly 16.132 (32.10)∗∗∗ 14.682 (5.93)∗∗∗ 3.512 (7.60)∗∗∗ 23.126 (41.51)∗∗∗ 4.960 (32.07)∗∗∗

ur 0.222 (40.78)∗∗∗ -0.008 (0.16) 0.040 (6.62)∗∗∗ 0.192 (36.97)∗∗∗ 0.031 (19.24)∗∗∗

ltp 0.684 (25.69)∗∗∗ -0.112 (2.85)∗∗∗ 0.129 (5.76)∗∗∗ 0.763 (29.68)∗∗∗ 0.221 (25.46)∗∗∗

wl 0.267 (17.66)∗∗∗ 0.115 (3.39)∗∗∗ 0.056 (4.81)∗∗∗ 0.311 (20.31)∗∗∗ 0.040 (7.38)∗∗∗

lop 1.262 (24.64)∗∗∗ -0.528 (4.57)∗∗∗ 0.391 (8.75)∗∗∗ 1.344 (23.89)∗∗∗ 0.447 (23.14)∗∗∗

ps 0.166 (16.71)∗∗∗ 0.091 (4.90)∗∗∗ 0.009 (1.25) 0.150 (15.80)∗∗∗ 0.066 (23.14)∗∗∗

pg 6.531 (38.85)∗∗∗ 5.311 (11.71)∗∗∗ 1.052 (6.80)∗∗∗ 5.477 (62.61)∗∗∗ 1.048 (30.01)∗∗∗

w.rdhq 1.463 (65.78)∗∗∗ 0.510 (72.76)∗∗∗

w.ins -0.514 (8.98)∗∗∗ -0.924 (29.41)∗∗∗

w.ie 0.188 (5.82)∗∗∗ 0.611 (35.84)∗∗∗

_cons -152.641 (86.47)∗∗∗ -76.034 (11.08)∗∗∗ -28.334 (11.43)∗∗∗ -162.415 (95.29)∗∗∗ -26.642 (40.14)∗∗∗

66264 63503 66264 63503

F (Wald) [p] 936.70 [≤0.001] 33.77 [≤0.001] 135.48 [≤0.001] 114.42 [≤0.001] 169.91 [≤0.001]
AR (1) [p] -23.71 [≤0.001] -114.90 [≤0.001]
AR (2) [p] 4.32 [≤0.001] 10.26 [≤0.001]
Sargan [p] 223.58 [≤0.001] 197.83 [≤0.001]
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Among Formula (8) dij is the great circle distance
between district (city) county I and district (city) county J ,
which can be obtained by latitude and longitude calculation.
The spatial weight matrix of economic distance (We

ij) is con-
structed by selecting the per capita GDP of each district
(city) and county as the matrix element, as shown in

We
ij =Wg

ij diag
Y1
�Y
, Y2
�Y
,⋯⋯

Yn
�Y

� �
;W′eij =

We
ij

∑jW
e
ij
, i ≠ j,

0, i = j:

8><
>: ð9Þ

Among Formula (9) Y j is the average GDP per capita of
region (city) and county (I) during the observation period,
and �Y is the average GDP per capita during the total obser-
vation period. The advantage of using nested matrices is that
both geographical distance and economic ties are consid-
ered. Dynamic panel spatial Dubin model is used to regres-
sion county innovation capacity, industrial structure, and
regional development of high quality, and the results are
shown in Table 4:

It can be seen from Table 4 that the time lag term
(L.rdhq) and spatial lag term (w.rdhq) coefficients of
regional development of high quality are significantly non-
zero (at the significance level of 1%), indicating that the time
and spatial correlation should be fully considered in the
regression analysis; that is, it is reasonable to use the
dynamic spatial panel model. By comparing the regression

coefficients of exogenous variables in all models, it can be
seen that if the spatial correlation between districts (cities)
and counties is ignored, the impact of each factor on
regional development of high quality will be overestimated.
Compared with model 1 and model 2, it was found that
the regression coefficient of innovation environment (ie)
did not pass the significance test due to traditional OLS esti-
mation. The spatial lag term of each explanatory variable
was added into model 4, and it was found that the spatial
lag term of per capita income (ly), urbanization level (ur),
and innovation environment (w.i) were not significant. The
regression coefficient of the explanatory variable for the
first-order lag term of model 5 is positive, indicating that
the county has strong inertia. The high-quality core innova-
tion subjects (INS), environmental variables (ie) and indus-
trial structure (is) of regional development are all
significant positive regression coefficients. It shows that the
county's innovation ability, innovation ability and innova-
tion ability play a positive role in the upgrading of the coun-
ty's industrial structure and high-quality development.

From the perspective of spatial lag term coefficient, the
spatial lag term coefficient of regional development of high
quality (w.rdhq) and innovation subject (w.ins) will be over-
estimated in model 4 without the first-order lag term of
explained variables, and the regression coefficient of innova-
tion environment (w.ie) is not significant. Comprehensive
view model 5 county regional development of high quality
has significant time lag effect and spatial spillover effect; on

Table 6: Estimated results of mediation effect between innovation capability and industrial outcome at county level.

Variable
Nonspace OLS

Nonspatial normal
panel model (FE)

Nonspatial dynamic
panel model
(SYS-GMM)

Dubin model of static
space (GSPA2SLS)

Dubin model of
dynamic space panel
(Han-Phillips GMM)

Model 11 Model 12 Model 13 Model 14 Model 15

L.is 0.898 (295.21)∗∗∗ 0.758 (321.52)∗∗∗

ins -0.258 (53.92)∗∗∗ -0.234 (16.12)∗∗∗ -0.039 (15.30)∗∗∗ -0.263 (54.81)∗∗∗ 0.224 (44.12)∗∗∗

ie 0.941 (18.20)∗∗∗ 2.015 (2.21)∗∗ 0.157 (3.60)∗∗∗ 1.044 (14.28)∗∗∗ 0.492 (11.33)∗∗∗

ly 10.848 (18.50)∗∗∗ 316.418 (28.60)∗∗∗ 2.082 (6.04)∗∗∗ 7.158 (12.18)∗∗∗ -3.807 (7.27)∗∗∗

ur 0.007 (0.96) 0.299 (2.51)∗∗ 0.003 (0.73) 0.038 (5.35)∗∗∗ 0.089 (17.21)∗∗∗

ltp -0.041 (1.03) -0.768 (4.75)∗∗∗ -0.022 (1.07) 0.073 (1.88)∗ 0.120 (5.00)∗∗∗

wl -0.068 (2.83)∗∗∗ -0.054 (0.39) -0.016 (1.41) 0.011 (0.48) 0.451 (26.33)∗∗∗

lop 2.452 (33.91)∗∗∗ 1.090 (2.07)∗∗ 0.308 (8.81)∗∗∗ 0.725 (10.01)∗∗∗ 0.179 (3.33)∗∗∗

ps 0.748 (59.45)∗∗∗ 0.462 (6.73)∗∗∗ 0.125 (14.36)∗∗∗ 1.013 (84.13)∗∗∗ 0.398 (36.35)∗∗∗

pg -5.078 (27.19)∗∗∗ -11.760 (7.43)∗∗∗ -1.238 (8.41)∗∗∗ -5.985 (34.69)∗∗∗ -3.675 (35.65)∗∗∗

w.ins 0.529 (8.32)∗∗∗ -1.231 (11.45)∗∗∗

w.ie 0.282 (6.18) 1.728 (23.21)∗∗∗

w.is 1.328 (53.95) 1.427 (58.00)∗∗∗

_cons 81.172 (39.92)∗∗∗ -210.341 (8.76)∗∗∗ 15.529 (11.39)∗∗∗ 95.505 (50.60)∗∗∗ -0.053 (0.04)

66264 66264 63503 66264 63503

F (Wald) [p] 139.69 [≤0.001] 200.88 [≤0.001] 1584.19 [≤0.001] 324.84 [≤0.001] 162.99 [≤0.001]
AR (1) [p] -35.95 [≤0.001] -113.58 [≤0.001]
AR (2) [p] 10.50 [≤0.001] 11.15 [≤0.001]
Sargan [p] 168.33 [≤0.001] 624.45 [≤0.001]
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the one hand, the county regional development of high qual-
ity is a systematic, structural system of comprehensive, from
volume expansion to structural optimization, with the inher-
itance of inertia and time stability of the economic operation
[37]. On the other hand, regional development of high qual-
ity at the county level needs to focus on the integration of
industry and city to promote the effective connection
between urban functions and industrial development. In this
process, cities and towns become more attractive to the pop-
ulation, which will promote the overall urbanization and
industrialization process of the region [38].

4.4. Study on the Intermediary Effect of Industrial Structure.
Based on the above analysis, the mediating effect of indus-
trial structure on county innovation capacity and regional
development of high quality was investigated, and regression
analysis was conducted according to Formulas (1) and (6).
The results are shown in Table 5:

As can be seen from Table 5, the regression coefficient of
innovation subject (ins) and innovation environment (ie) of
the core explanatory variables on the quality development of
the explained variable (rdhq) is significantly not zero, sug-
gesting that there is a mediation effect at this time. Com-
bined with (2) and (7), the regression analysis is
conducted, and the results are shown in Table 6:

It can be seen from Table 6 that the regression coefficient
of the core explanatory variables innovation subject (ins)
and innovation environment (ie) on the explained variable
industrial structure (is) is significantly not zero. Combined
with the results of Table 4, it is believed that the mediation
effect of industrial structure exists, and there are both direct
effect and indirect effect, namely, partial mediation effect.
The estimated results of model 15 are consistent with the
previous theoretical expectations. The change of the main
social contradiction reflects the transformation from the
total contradiction of supply and demand system to the
structural contradiction. The basis for promoting structural
changes in economic and social operation lies in the expan-
sion of reproduction of the knowledge middle class, the pro-
motion of advanced internal industrial structure through the
improvement of employment capacity and the upgrading of
consumption structure, and the realization of leap-forward
growth and regional development of high quality led by
knowledge-intensive industries [39].

5. Conclusion

After the victory in poverty alleviation, rural revitalization
should be comprehensively promoted. The key battlefield
of Rural Revitalization is the county, and the high-quality
development of the county is the key to rural revitalization.
This paper takes 2847 county-level administrative units of
data as an example, based on the dynamic panel Dubin
model, the mediation effect model, and the empirical analy-
sis methods, such as the county innovation ability and the
inspection between industrial structure and regional devel-
opment of high quality. It is found that county innovation
is the key factor affecting high-quality development, and
industrial structure upgrading plays a mediating role, so it

is necessary to pay attention to county-level industrial struc-
ture adjustment to promote high-quality development. The
main conclusions are as follows:

(1) The regional development of high quality at county
level in China generally shows a cluster distribution,
and the agglomeration tends to be further enhanced.
Innovation capability and industrial structure have a
significant positive impact on the regional develop-
ment of high quality at county level. “The seventh
census” data to see the future population continue
to eastern provinces and center has changed the
trend of the urban agglomeration. And the 19th con-
gress points out that the role of the county economy
in the future will be more and more obvious. The
innovation ability is the key to improve the county,
which will promote the fundamentals of the indus-
trial structure

(2) Innovation has both direct and indirect effects on
regional development of high quality. When the peo-
ple is going into the knowledge economy society, the
innovation to promote the development of high
quality has a decisive role. On the one hand, the
human society has entered a knowledge-based econ-
omy society, and the change of social development
stage requires the economic structure to change from
simple copying and imitation to innovation leading.
A high level of scientific research and subvert tech-
nology breaks through promoting the commerciali-
zation and industrialization of scientific and
technological achievements, promoting the estab-
lishment of knowledge-intensive and high-value-
added industries; the endogenous power of knowl-
edge to economic growth has become more and
more obvious, and knowledge groups have become
the main groups to create wealth and economic ben-
efits, and their expansion of reproduction promotes
the upgrading of consumption structure, such as
the increase in the proportion of spending on sci-
ence, education, culture, and health, which is condu-
cive to the accumulation of human capital and the
improvement of the quality of labor force, and pro-
motes the advanced process within the industrial
structure

(3) Industrial structure upgrade has intermediary effect. It
has strong space-time-dependent effects with regional
development of high quality. On the one hand, the
industrial structure has strong path-dependent char-
acteristics and inheritance inertia in time dimension
with regional development of high quality. And the
current industrial structure and regional development
of high-quality characteristics will inherit and retain
the characteristics of the previous period to a large
extent. There is also a significant spillover effect in
space, which is not only driven by synergy under the
model’s typical demonstration, but also driven by
competition under the “political tournament”.
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After the founding of the People’s Republic of China, the state formulated the first five-year plan for national economic
development with the development of heavy industry as the core. The assistance of the Soviet Union completely opened the
prelude to China’s large-scale industrial construction. With the continuous increase of urban energy consumption in China
and the huge pressure it brings to the environment, urban planning and design aiming at energy conservation and climate
adaptability has attracted more and more attention. Residential building layout is an important part of urban planning and
design, which is closely related to building environmental energy consumption and urban microclimate. Therefore, it is
necessary to study the energy saving and climate adaptive design strategy of residential building layout. Yichun is a cold city,
located in the northernmost part of the three northeastern provinces, with a population of about 1 million. Its climate is
characterized by continuous low temperature in winter, and the extreme value of daily lowest air temperature in Yichun City
since 1981 is -42.2°C. The highest temperature in summer is 35°C. The unique geographical location and climate have created
Yichun’s unique urban quality, and outdoor cultural activities are also unique. Yichun is a place with four distinct seasons, and
each season has its own characteristics. The beauty of the four seasons contrasts greatly. The best travel time in Yichun is from
June to September. In this study, the scientific nature of environment numerical simulation software is verified. Taking the
surrounding residential open space as the research object, reasonable grid simulation size and initial boundary conditions are
set. The quantitative relationship between design elements and thermal comfort level is established through software
simulation. After repeated and a large number of hourly simulation verification, combined with the spatial distribution map
and numerical distribution map of thermal comfort, the design elements and open space are established. On this basis, the
optimization strategies of open space in residential areas in extreme weather areas are put forward, including the reasonable
layout of activity areas, careful selection of open positions, attention to the proportion of open space, attention to plane
enclosure and corner units, encouragement of secondary restrictions of activity space, reasonable selection of underlying
surface materials, and reasonable layout of water bodies. This paper mainly studies the design of outdoor communication
space in Yichun residential area in winter. The average temperature in winter is -14°C~ -2°C. Through the study of design
methods and countermeasures, an operable Yichun residential area design method is found.

1. Introduction

According to the statistics of the International Cold Region
Association, more than 600 million people in the world have

lived in cold regions [1]. However, China has a vast land
area under the background of severe cold climate. The win-
ter is long and cold. Every year from November to the next
April, the city will face the attack of severe cold, ice, and cold
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wind [2]. At the same time, because winter is often affected
by cold air from Siberia, compared with other countries at
the same latitude in the world, the winter temperature in
cold cities in my country is much lower, and the average
temperature in January is often below -18°C [3]. In the
research of building layout energy-saving and comfort
modeling in cold regions, through numerical analysis and
modeling design, the quantitative characteristics of influenc-
ing factors such as solar energy, illumination, cold wind
avoidance, energy, building materials, and heating are ana-
lyzed, and the influence and contribution of the above fac-
tors on building layout energy saving are analyzed. By
making full use of sunlight, energy is saved, and comfort of
communities is improved, which provides an accurate model
and data basis for the design and evaluation of building lay-
out energy-saving and comfort modeling in cold regions [4].
As building energy consumption accounts for a large pro-
portion of the total social energy consumption, building
energy conservation has become one of the mainstreams of
the world energy conservation wave [5].

Due to air pollution, global greenhouse effect, urban heat
island effect, and ecological environment deterioration
caused by massive energy consumption, energy consump-
tion has become a serious problem that human beings have
to face up to [6]. The concept of sustainable development
has made people increasingly aware of energy, environment,
and ecological affairs. Issues related to energy use and energy
supply are the main factors considered in architectural
design and planning and design [7]. For a long time, the
design standards and planning control indicators of open
space in residential areas are limited to the hard indicators
such as sunshine time, greening rate, and floor area ratio,
and no effective method to improve the thermal comfort of
open space in residential areas has been put forward [8].
From the perspective of fitness for people’s physical and
mental health, people’s physical health is to strengthen their
physical quality through exercise, which belongs to physical
hardware; people’s psychological health refers to people’s
psychological feelings. A bad environment will give people
feelings of depression, boredom, rigidity, etc., and make peo-
ple feel uncomfortable, so they lose interest in it or even stay
away from it. Generally, through the treatment of the phys-
ical form, color, texture, and other aspects existing in the
space environment, it will dye a certain cultural atmosphere,
alleviate people’s inner discomfort and insecurity, and
enhance neighborhood communication [9]. Due to the spe-
cial climatic conditions, the open space in cold regions faces
the problem of low utilization rate. However, residents in
cold regions also long for public activities and comfortable
open spaces in residential areas. Therefore, the overall cli-
mate in cold regions cannot be changed. Under the objective
facts of the environment, in a limited season or time period,
select a certain type of representative open space in the cold
area and use the existing operational design methods and
technical conditions to improve the cold area. The thermal
comfort of the open space in the residential area, so as to
improve the utilization rate of the open space in the cold
area, is the main purpose of this study [10]. Compared with
the general building layout, buildings in cold environment

adopt small shape coefficient to reduce the area facing the
cold, so as to reduce the loss caused by heat exchange. Good
thermal insulation materials can greatly improve the quality
of buildings against cold. Usually, buildings in severe cold
areas have large windows on the south side, small windows
on the north side, or even no windows. Reasonably arranged
heating equipment will greatly improve the comfort of
buildings in cold areas.

In this paper, Yichun, a cold city, is taken as the research
object, and the microclimate environment of public space in
typical residential areas in transition season and the use of
interviewees are investigated and analyzed within the range
of transition season determined in previous studies. Some
planning suggestions are put forward to prolong the outdoor
season of cold cities, so as to provide reference for the con-
struction of livable cold cities in China.

2. Related Work

From 1961 to 2020, China’s annual average precipitation
showed an increasing trend, the annual average precipitation
days showed a significant decreasing trend, and the annual
cumulative number of rainstorm station days showed an
increasing trend. In 2020, the cumulative number of rain-
storm station days in China was the second since 1961.
Extreme heavy rainfall events in China are increasing,
extreme low temperature events are decreasing, and extreme
high temperature events have increased significantly since
the mid-1990s. Since the late 1990s, the average intensity
fluctuation of typhoons landing in China has increased.
The average number of sand dust days in northern China
shows a significant decreasing trend, reaching the lowest
value in recent years and rising slightly. China’s climate risk
index is on the rise. In 2020, China’s climate risk index was
the third highest since 1961. From the perspective of annual
climate change, in the past 30 years, most parts of the coun-
try have shown a warming trend, except that most of the
Sichuan Basin, a small part of the Yunnan Guizhou Plateau
and a small part of the Northeast Qinghai Tibet Plateau have
shown a cooling trend. The national average temperature
tendency rate is 0.24810 a, and the average precipitation ten-
dency rate is 9.207mm/10 a. In the whole country, the area
showing a warm and wet trend is the most extensive. It
includes most of the northeast, Inner Mongolia, Xinjiang,
Qinghai Tibet Plateau, the middle and lower reaches of the
Yangtze River, and the southern part of the North China
Plain. Peng et al. [11] have established a certain research
foundation for the research on the wind and heat environ-
ment of open space in cold residential areas, and the micro-
climate of urban open space has gradually attracted the
attention of planners and designers and has successively car-
ried out relevant theoretical and practical research. Commu-
nication is a unique way of life for people. Communication is
ubiquitous. From the ancient times to the present, at home
and abroad, as long as there are people, communication is
easy to occur. Wang and Sunaga [12] pointed out that the
design of outdoor communication space in urban residential
areas is more seriously affected by topography and regional
climate compared with southern cities in cold cities like
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Yichun. Ascione et al. [13] put forward a series of planning
countermeasures, such as creating semi-indoor space, pay-
ing attention to the demand of pedestrians in winter,
improving the activity support of open space, and improving
the monotonous landscape environment, in view of the
planning and design of public space in cold regions. In the
study on livability of urban environment in cold regions
and the design countermeasures of urban squares in cold
regions, Lah et al., starting from the seasonal characteristics
of urban squares in cold regions, put forward countermea-
sures for climate protection and improving thermal comfort
in terms of location selection, scale, spatial level, landscape
type, and detail design of squares [14]. In reality, the quality
of communication space does not affect residents’ outdoor
leisure activities, and the lack of design considerations has
brought serious problems. For example, many facilities are
scattered and seldom used. The outdoor environment of res-
idential areas is not a simple patchwork and accumulation.
Simões and Pierce [15] pointed out that the spatial pattern
of a residential area refers to the objective expression of the
regional characteristics in the urban style, which includes
the location setting, functional layout, building arrangement,
road system, and surrounding environment of the residen-
tial area. According to the five elements of urban design,
such as path, area, edge, node, and landmark, Arán-Ais
et al. [16] put forward the design countermeasures of out-
door public space in cold cities, such as adopting closed or
semiclosed trail system and adopting asymmetric sidewalk
design to improve safety and thermal comfort. Based on
the software, Davies et al. [17] have made a lot of simula-
tions on the microclimate environment of the block layer
gorge; quantitatively analyzed the different plane, section,
trend characteristics, and the influences of the underlying
surface, green plants, and water bodies on the wind environ-
ment of the block; and put forward the corresponding tech-
nical countermeasures with the improvement of thermal
comfort as the measurement standard. The relevant theories
of outdoor thermal comfort are summarized. From the root
of the formation mechanism of human thermal sensation,
the various elements affecting the thermal environment are
explored and summarized. At the same time, the outdoor
thermal comfort evaluation software is launched by pro-
gramming with VB software on the computer. Zhao et al.
[18] put forward the concept of outdoor season based on this
and believed that in the late spring to early autumn seasons
of cold cities, people can achieve a comfortable state by
increasing or decreasing clothes under natural conditions.
Zhang et al. [19] put forward the concept of transition sea-
son on this basis. They believe that there is a transition sea-
son between winter and outdoor season in cold cities.
Although the temperature is low, there are still a consider-
able number of citizens in sunny and windless weather con-
ditions. Méndez-Abreu et al. [20] put forward a modeling
method of building layout energy saving and comfort in cold
areas based on greenhouse effect analysis and built a micro-
climate living environment under the building layout of cold
areas. The indoor space greenhouse effect analysis method
was adopted to improve the comfort experience of cold areas
through energy saving and thermal insulation design, which

has a good guidance. Kapsalis et al. [21] studied the interac-
tion between ecosystem service function principles and cir-
cular economy from the perspective of interorganizational
systems. Kanteraki et al. [22] explored how modern architec-
tural designs can be applied to construction and domestica-
tion while following traditional construction methods and
compared with buildings built and domesticated under bio-
climatic architecture.

From March 2021 to July 2022, the author conducted
research on the paper, taking Yichun as a representative of
cold cities to investigate the residential area. The research
methods include observation of outdoor activities of resi-
dents in the residential area, field survey of the site, visit sur-
vey of residents, and field photos. Through this research
work, a large number of data about outdoor communication
of residents in residential areas have been collected as the
basis of this paper.

3. Methodology

3.1. Constrained Parameter Model and Energy-Saving
Objective Function Construction. Through the optimized
energy-saving design of building residential areas, carbon
dioxide emissions are reduced, costs are reduced, and bene-
fits are improved. The energy-saving and comfort modeling
of building layout in cold residential areas analyzed in this
paper mainly includes the following aspects: (1) sunlight
and sunlight collection [23]: in the layout of buildings in
cold regions, the indoor light environment of buildings is
an important condition to ensure the constant temperature
in the buildings, and a good light environment can also pro-
tect human health and improve comfort. Therefore, in the
building layout energy-saving and comfort modeling of cold
regions, it is necessary to optimize the brightness distribu-
tion to avoid damp and cold. (2) Selection of building insu-
lation materials [24]: the thermal insulation material can
collect excess heat and release it in a timely and stable man-
ner to avoid condensation, mildew, and peeling of the build-
ing. In the selection of building thermal insulation materials,
the building thermal insulation materials designed in this
paper select organic matter as the base of the main wall,
which has excellent adhesion [25]. (3) Temperature prob-
lem: in the living environment, in cold regions, temperature
is an important indicator that affects human comfort in
buildings. Building layout in cold regions requires energy
conservation and comfort modeling to achieve energy con-
servation and environmental protection in addition to
ensuring the overall thermal balance of the human body.
The selection of thermal insulation materials and the
description of thermal insulation wall design for the
energy-saving model of building layout in cold regions
designed in this paper are shown in Figure 1.

Parametric design is an important method of serialized
product design, which is one of the key technologies of the
new generation CAD system. Many scholars have done a
lot of exploration work in theory and practice and achieved
a lot of results. At present, the main research methods are
variable geometry method and knowledge-based reasoning
method. Based on process construction method and
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constraint propagation solution method, these methods
focus on the representation and solution of constraints.
Although the implementation of the constraint model is also
described, it is not unified with the constraint representation
model, and a constraint representation model in line with
the programming theory is given. And these parametric
design methods are general methods for general fields. Find-
ing a parametric design method that can be applied to all
industries, even if it is possible, requires long-term research.
This paper uses object-oriented theory to analyze geometric
constraint system and uses classes to represent primitives
and constraints. The class hierarchy of the system is estab-
lished, and an object-oriented parametric representation
model of directed hypergraph is proposed. This model has
the advantage of directed hypergraph, and it is easy to imple-
ment with object-oriented programming method. This
method applies object-oriented technology throughout the
whole process of system analysis, modeling, and implemen-

tation and has the characteristics of high efficiency and reli-
ability. And the system is easy to expand and modify,
especially suitable for parametric CAD system modeling
and program implementation of serial products in a specific
industry. The implementation scope of economic energy
conservation is oriented to the whole society, and the imple-
mentation objects are industries. This paper mainly studies
and discusses the methods of building energy-saving target
system in the macro field from the perspective of economic
energy conservation. It provides calculation methods and
analysis tools for scientifically and reasonably decomposing
the target of reducing energy consumption per unit of
GDP to relevant departments.

In the modeling of energy saving and comfort of build-
ing layout in cold area, given the multilayer quantitative
information level of building layout in cold area, such as illu-
mination, temperature, humidity, green vegetation, and
heating, they are, respectively, recorded as U1,U2,⋯,Un.

Base wall
Mortar leveling layer

Adhesive layer
Expanded polystyrene board

Plastic expansion anchor
Anti-cracking mortar

Anti-cracking mortar

Alkali-resistant fiberglass mesh

Flexible water-resistant putty

Coating

(a) Insulation material structure

Brick facing layer

YT insulation layer

Base wall

(b) Thermal insulation wall

Figure 1: Selection of thermal insulation materials and design of thermal insulation walls in building energy-saving models in cold regions.
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Use Pðs1Þ, Pðs2Þ,⋯, PðsnÞ to describe the light intensity fluc-
tuation data of buildings in cold regions. When the judg-
ment conditions are h1 > 0, h2 > 0, μ1 and μ, the correlation
of evaluation indicators such as light intensity and humidity
of buildings in cold regions can be calculated by
(a1, a2,⋯, an) and (t1, t2,⋯, t3); the modeling parameters
d1ðtÞ and d2ðtÞ for building layout energy saving and com-
fort in cold regions have accompanying characteristic stabil-
ity, and the multidimensional search iterative equation of
the information parameter is described as follows:

u n+1ð Þ x, yð Þ = u nð Þ x, yð Þ + δu nð Þ
1 x, yð Þ,

u nð Þ
1 x, yð Þ =MΔsu

nð Þ x, yð Þ +NΔtu
nð Þ x, y ; dð Þ:

ð1Þ

There are Ω matching pairs of light intensity in residen-
tial areas, and the oxygen release of green vegetation is E ∈
γ ðsÞ, which forms a vector space in building zoning [26].
The heating quantity AB = V of buildings in cold residential
areas is a unilateral detection function. When AB = V , AB =,
the heating edge set A converges in a finite field, and we get

D C1, C2ð Þ =
true if D if C1, C2ð Þ >MInt C1, C2ð Þ,
false otherwise,

(

MInt C1, C2ð Þ =min Int C1ð Þ + τ C1ð Þ, Int C2ð Þ + τ C1ð Þð :

ð2Þ

Based on multiparameter autoregressive analysis, the
characteristic function of heat distribution of building layout
in cold area is calculated, which satisfies

φ ωð Þ = E ejωX
Â Ã

=
exp jμω − aj 1 − jβ sgn ωð Þ tan πa

2
� �h in o

, a ≠ 1,

exp jμω − aj 1 + jβ sgn ωð Þ 2
π
1n ωj j

� ��
, a = 1

�
,

8>><
>>:

ð3Þ

where n = 1, 2, T represents the area number of residential
buildings and VI ðxÞ is a k-dimensional lighting intensity
state matrix. Through the above analysis, the energy-saving
objective function is constructed, and the comfort modeling
is realized by seeking the optimal solution of the objective
function.

3.2. Comfort Simulation of Open Space in Cold Residential
Area. In the above-mentioned parametric model analysis,
through the optimal design of the buildings in the cold area,
the comfortable experience and feeling of the residents in the
severe cold area are increased, and the concept of energy
saving, environmental protection, and green buildings is
effectively advocated. Aiming at the disadvantages of the tra-
ditional model, this paper puts forward a design method and
modeling scheme of building energy-saving layout in cold
residential areas based on hierarchical integration of build-
ing divisions and feature extraction of energy-saving contri-
bution parameters [27]. This paper analyzes the influencing
factors of building energy conservation in cold areas, such as

solar energy, heating, thermal insulation effect of thermal
insulation wall, and temperature and humidity [28]. In the
existing research on the design of building energy-saving
system, most of them focus on the analysis of the effect of
a single factor [29]. There is no comparative analysis of the
importance of various factors on residential energy con-
sumption [30]. There is no research on the effect of
energy-saving design based on residential system in combi-
nation with the existing actual situation in China, especially
the meteorological conditions. It has little guiding signifi-
cance for residential energy conservation in China. There-
fore, in this study, the energy-saving characteristics of
various factors in the residential system are different [31].
Therefore, by comparing the energy consumption of resi-
dential buildings with different characteristics, we hope to
find the relevant factors affecting residential energy con-
sumption and their importance and their overall impact,
that is, the energy-saving effect [32]. According to the car-
bon dioxide emission of energy consumption as the test tar-
get parameter, the contribution weight function of building
optimization and energy conservation in cold areas is con-
structed as follows:

S xð Þ = 〠
N

i=1
vi xð Þ∇2vi xð Þ, ð4Þ

where n = 1, 2, × n, VI ðxÞ is a k-dimensional random vari-
able, and the influence weight factor matrix of light, temper-
ature, and humidity Q1 ≥Q1 ≥ 0, p > 0, R1 ≥ R1 ≥ 0,
Z1 ≥ ZΛ > 0, and Z3 > 0. According to the above analysis,
in the architectural design, the contribution weight coeffi-
cient matrix of thermal insulation materials to building
energy conservation is obtained by using the thermal insula-
tion materials of the platform, female wall, and wall surface
of the main building as follows:

K = KT
1K

T
2K

T
3K

T
4K

T
5

Â ÃT ,
P γw3 xj w3, θ, β
À Á

= 1
Z βið ÞP γw3 xw3, θjð Þ γw3 βijð Þ,

ð5Þ

where ZðβiÞ =∑γw3
Pðγww3

jxw3
, θðγw3jβiÞ is the gray statistic

value of building energy-saving and comfort modeling indi-
cators for building layout in cold regions. The fitness evalu-
ation formula for building layout energy-saving and comfort
modeling in cold regions is

P xw3
, γw3

Θj
� �

=
Y
xi∈w3

YK
k=1

akg xij, γij μkj , σ2
k

� �
: ð6Þ

In the above formula, θ is the lighting characteristics of
sunlight, μk is the adsorption amount of carbon dioxide by
building layout energy-saving and comfort modeling in cold
regions in different time periods, and αk is the control coef-
ficient of sunlight lighting in the planning and design of
communities. Through the design, this paper optimizes the
architectural layout of cold residential areas and improves

5Journal of Function Spaces



RE
TR
AC
TE
D

the energy saving and comfort of residential areas, as shown
in Figure 2.

The test site is located on the east side of Shenzhen Road
and on the north side of Xing’an Street, with a total con-
struction area of 210,946 square meters and a plot ratio of
1.70. There are 7 six-storey residences and 5 18-storey resi-
dences, which were delivered on 2017-01-01. The overall
plan of the community planning is shown in Figure 3.

The field test needs to measure the hourly temperature,
humidity, and wind speed of each measuring point within
3 days, so the measuring instruments are mainly those that
measure microclimate data. The purpose and measurement
accuracy of the instruments used in the experiment are
shown in Table 1.

This experiment adopts the method of flow observation
and records the air temperature, relative humidity, and wind
speed at the pedestrian height (1.5m above the ground) of
each measuring point every half hour at different positions
of the open space, including the center of the open space,
the entrance and exit positions, the shadow areas of build-
ings, near the water surface, and near the structures. Explore
the influence of main building height, D/H ratio, open space
scale, underlying materials, entrance and exit orientation,
and other factors on the thermal comfort of open space.

4. Result Analysis

A total of 11 test points were arranged in the test site to
explore the impact of building height, d/h ratio, open space
scale, entrance and exit orientation, and other factors on
the thermal comfort of open space. In addition, the observa-
tion data from the satellite ground station of Yichun Meteo-
rological Bureau are obtained, which can be used as the
comparative data of experimental tests. The weather station
is located at 45.75° north latitude, 126.46° east longitude,
1264.6 meters above sea level, and about 10.1 kilometers
east-south of the experimental plot. The location of the
weather station is in line with the regulations of the Interna-
tional Meteorological Organization, and its observation data
can represent the macrometeorological conditions of Yichun
City. The temperature of the testing place is recorded every
half hour by a multifunctional environmental tester. Here,
the temperature test results of representative measuring
points 2, 4, 5, 6, 7, 9, and 10 at different times are compared
and analyzed by a line chart, and the test results are shown
in Figure 4.

It can also be seen from the figure that the highest tem-
perature in three days occurred at 11 : 30 on April 12th, mea-
suring point 9, and the temperature value of measuring
point 9 was almost the highest among the measuring points.
It may be because measuring point 9 is located outside the
shadow area of the building, and it is wrapped by a large area
of evergreen coniferous trees, which has a certain advantage
over other measuring points in resisting the cold wind. This
may also be the reason why the temperature curve of mea-
suring point 9 changes more gently than other curves. In
contrast, the curve with the temperature test value at a lower
level is that of test point 7 and test point 10. Compared with
the temperature test values of test point 6 and test point 9 in

the nonshaded area, the temperature difference is about 1°C,
and the higher the average temperature is, the closer the time
is to noon, the greater the temperature difference is. The
shadow of the visible building affects the absorption of solar
radiation at the measuring point and causes the temperature
value to be lower than the average level of the open space.
The manual observation results of each measurement point
at the test site are shown in Figure 5. The wind speed value
of each measurement point does not have strong regularity
like temperature and humidity but shows strong randomness.

The determination of initial boundary conditions is
divided into two parts. In the first part, the meteorological
data of local meteorological stations are used as the simu-
lated comfortable boundary conditions. The meteorological
data include air temperature, wind speed 10 meters above
the ground, wind direction, relative humidity, and absolute
humidity. The meteorological data comes from the data of
Yichun Meteorological Data Platform on April 12, 2021. In
the second part, the modified microclimate data of the actual
open space is used as the secondary boundary condition.
The second boundary condition is modified because the data
of macrometeorological station cannot fully represent the
simulated microclimate data in open space. After the initial
simulation test and the wind direction frequency in the hot
and cold alternate seasons, the initial boundary conditions
of the simulation are determined. After the verification of
the onsite measurement, the initial simulation conditions
are consistent with the actual situation, so the initial air tem-
perature is further determined to be 276.15 K (the average
measured in three days), and the wind speed 10 meters
above the ground is 4.05 m/s (the average speed of the mete-
orological station in three days), the wind direction is 315°

(that is, the northwest wind direction, combined with the
specific wind direction of the day and the prevailing wind
direction in spring), the relative humidity is 40.5% (the aver-
age air relative humidity at 8 : 00 in the morning within three
days), and the heat transfer coefficient of the building exte-
rior wall is 1.7 W/㎡ K; the albedo is 0.3, the heat transfer
coefficient of the building roof is 2.2 W/㎡ K, the albedo is
0.15 (gray hard pavement), and the indoor temperature is
set to 20°C (the average room temperature in Yichun). After
the simulation test, it should be verified and corrected
according to the comparison between the simulation results
and the measured results, so as to obtain the secondary
boundary conditions used in the actual simulation. After
the initial simulation test and the wind direction frequency
in alternate hot and cold seasons, as shown in Table 2, the
initial boundary conditions of simulation are determined.

The initial wind speed and wind direction are fixed; that
is, the wind speed and wind direction entering the open
space from the external environment are constant; while
the actual measured wind speed has certain transient and
contingency, the record of the wind speed takes the maxi-
mum wind speed within one minute, and the wind speed
and wind direction are gradually changed. And there are
instantaneous maximum wind speeds that are much higher
than the average wind speed. Even so, from the practical sig-
nificance of scientific research application and simulation,
hourly simulation of the instantaneous wind environment
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in open space is of little significance for optimizing the ther-
mal comfort of open space, and simulation of the average
wind speed in open space is more beneficial for optimizing
design.

5. Discussion

This paper will creatively expand the “current situation”men-
tioned in its analysis and put forward its own suggestions,
design, andmanufacturing measures to enhance the novel fea-
tures of its analysis. Andmake its research results more widely

applicable to similar weather and geographical morphological
characteristics around the world. This kind of question
involves the construction industry, which has two aspects:

(a) One dimension refers to the improvement of build-
ing materials, which belongs to bioclimatic building
design, gypsum mixture and natural agricultural bio-
mass residue (fiber) and/or mortar of gypsum and
aerosol film, so as to reduce the loss of thermal
bridge; improve the performance of heat insulation,
sound insulation, and waterproof; and avoid the

South-facing lighting Rotating 45 makes other facades
more fully illuminated

Courtyard interpenetration change

Figure 2: The building layout of the improved cold area.

Figure 3: Floor plan of Songyun City community at the test site.

Table 1: Instruments and accuracy used for on-site testing.

Measuring instrument Instrument accuracy Measurement parameters

American TSI9555-P multifunctional
environmental tester

Temperature 0.1°C, wind speed reading ± 1%,
humidity ± 3% RH

Humidity, temperature, wind
speed

KANOMAX 6004 handheld digital anemometer ±(Indication value 5%+ 0.1) m/s Wind speed

Testosterone415 anemometer Temperature 0.1°C, wind speed ± 0:05m/sð Þ Wind speed, temperature

Laser rangefinder 0.05m-60mΙ ± 1:5mm Distance

WBGT2006 wet bulb black bulb temperature
index meter

20‐40°CΙ ± 0:5°C Mean radiant temperature
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infiltration of water in its fractal structure. Other
advantageous properties include higher resistance
to temperature fluctuations and fracture, as well as
better mechanical, hydrogen, and physical behavior
(tensile and compressive stress) through solar radia-
tion aging and humidity events

(b) Another aspect is the improvement made in the princi-
ple of circular economy, that is, recycling and reusing,
rather than disposal of building demolition degradation
substances, for the second round of use (to avoid the
direct retirement of debris substances for natural and
water resources, so as to make the local environment
bear the burden of environmental pollutants)

6. Regional Studies

The annual average temperature in Yichun is -4-9°C. The
average temperature during the day is 9°C. It is recom-

mended to wear suits, jackets, windbreakers, casual wear,
jackets, suits, thin sweaters, and other warm clothes. At
night, the average temperature is -4°C. It is recommended
to wear cotton padded clothes, winter coats, leather jackets,
tweed coats, woolen hats, gloves, down jackets, leather
jackets, and other heavy warm clothes. The cities with the
highest annual average temperature in Yichun are Tieli
(9°C), Wuying (8°C), Wuyiling (7°C), and Jiayin (7°C). The
cities with the lowest annual average temperature in Yichun
are Wuyiling (-7°C), Yichun (-7°C), Wuying (-δ°C), and
Jiayin (-6°C). Yichun is located in the Tangwang River Basin
in the hinterland of Xiaoxing’an Mountains in the northeast
of Heilongjiang Province, China, from 46° 28′ to 49° 21′
north latitude and 127° 42′ to 130° 14′ east longitude. It is
adjacent to Hegang and Tangyuan in the east, Qing’an and
Suiling in the west, Yilan and Tonghe in the south, and
Xunke across the river from Russia in the north. Yichun,
with a cold temperate continental monsoon climate and cool
summer, is a good place for summer vacation. In winter, the

(a) Average air temperature at test site on April 11

(b) Average air temperature at the test site on April 14

Figure 4: Average air temperature of each measuring point at the test site.
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world wrapped in silver will definitely make you feel worth-
while. Yichun is rich in forest tourism resources, with a for-
est coverage rate of 82.2%. It has the largest and best
preserved Korean pine virgin forest in Asia. Wuying Fenglin
Nature Reserve and dailing Liangshui Nature Reserve have
been approved by UNESCO to be included in the world net-
work of man and biosphere reserves. Wuying National For-
est Park has been rated as a national AAAA tourist area. In
the forest sea of Xiaoxing’an Mountains, the biological com-
munity is rich and diverse, with more than 1000 kinds of
wild animals and plants distributed, and Taoshan Forestry

Bureau has built the first open wild animal breeding and
hunting ground in China. Landscape: Fenglin national
Korean pine primeval forest nature reserve, Taoshan Inter-
national Hunting Ground, Wuying National Forest Park,
Tangwanghe Stone Forest, Jiayin Maolan valley scenic spot,
dragon bone mountain dinosaur fossils, Meixi Huilong
Bay, Anti-Japanese Alliance site, etc.

This section focuses on the microclimate simulation
analysis of the residential open space. The development of
urban high-rise buildings is in a blowout mode. The devel-
opment and construction of high-rise buildings are closely

(a) Average wind speed at each measuring point on April 11

(b) Average wind speed of each measuring point on April 14

Figure 5: Average air temperature of each measuring point at the test site.

Table 2: Meteorological data of Yichun City from 7 : 00 to 8 : 00 on April 12, 2021.

8 : 00 9 : 00 10 : 00 11 : 00 12 : 00 13 : 00 14 : 00 15 : 00 16 : 00 17 : 00 18 : 00

Air temperature (°C) 3.2 5.1 6.8 6.5 8.9 6.8 9.5 8.5 9.3 8.1 7.5

Wind direction 338 310 286 336 360 286 350 256 214 362 265

Wind speed (m/s) 64 50 45 46 52 32 33 38 35 32 56
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related to urban landscape and urban space. High-rise build-
ings internalize and privatize urban space. The three-
dimensional and compressed urban space changes the sun-
shine, wind direction, and humidity of the surrounding
environment, forming a unique microclimate in the interior
of high-rise buildings. Firstly, the scientificity of the environ-
ment numerical simulation software is verified. The periph-
eral residential open space is taken as the research object,
and the reasonable grid simulation size and initial boundary
conditions are set. Then, the design factors such as d/h, east-
west building length, opening position, underlying surface
materials, and water distribution are quantitatively simu-
lated. The relationship between the design factors and the
proportion of open space is obtained. On this basis, the opti-
mization strategy of active area, opening position, space pro-
portion, plane enclosure, underlying surface, and water
layout is put forward.

7. Conclusions

This paper takes the residential area of Yichun City as the
research object, finds the problems existing in the communi-
cation space through investigation, and studies the outdoor
communication space in the residential area suitable for
the cold city of Yichun. The results of the investigation and
analysis on the public open spaces of typical residential areas
in Yichun City show that the outdoor activities of the
respondents in the transition season are closely related to
the microclimate environment. This paper gets some plan-
ning enlightenment from the survey results of climate com-
fort in transition season, which is used to improve the
climate comfort of cities in cold regions in transition season
and promote the livable construction of cities in cold
regions. Through the optimization design of building layout
in cold residential areas, the energy saving and comfort of
living environment are improved, the satisfaction evaluation
of building layout energy-saving and comfort modeling in
cold residential areas is improved, the resource conservation
and utilization are realized, and the living comfort experi-
ence is improved. The outdoor communication space in
urban residential areas does not simply refer to the space
for communication and exchange but builds a comfortable
and pleasant outdoor communication platform for people
through outdoor exercise, leisure, entertainment, recreation,
consumption, and other activity spaces; provides people
with more opportunities for outdoor diplomacy; and extends
the time of outdoor communication. First of all, the research
of this paper is based on the field investigation and research
on more than a dozen different distribution and different
scale settlements in Yichun, on the basis of interviewing
and analyzing the behaviors, preferences, and needs of dif-
ferent groups of people, combined with the corresponding
domestic and foreign theoretical knowledge. Through the
research, the design theory of the outdoor communication
space in the residential area of Yichun cold land is obtained.
Through the research of design principles, design strategies,
and design methods, the theory of outdoor communication
space design in urban residential areas in cold areas of
Yichun can be actively and beneficially applied to practice

reflecting certain operability, not just staying on the surface
of words, which is beneficial to the overall improvement of
the living quality of residential areas in Yichun.
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At present, the economic development of the world’s major economies is showing a positive and positive state. Driven by the
development of related industries, the development of the financial field is also changing with each passing day. Various
activities in the financial industry are in full swing, and the forecasts of related prospects are also full of uncertainties.
Summarizing the laws of financial activities through technical means and making accurate predictions of future trends and
trends is a hot research direction that relevant researchers pay attention to. Accurate financial forecasts can provide reference
for financial activities and decision-making to a certain extent, promote the steady development of the market, and improve
the conversion rate of financial profits. As an algorithm model that can simulate the biological visual system, the convolutional
neural network can predict the numerical trend of the next period of time based on known data. Therefore, this paper
integrates the support vector machine with the established model by establishing a convolutional neural network model and
applies the prediction model to the prediction of financial time series data. The experimental results show that the model
proposed in this paper can more accurately predict the trend of the stock index.

1. Introduction

With the development of the economic market, the financial
system is becoming more and more mature. At present,
the financial market occupies an important position in the
national economic system, and the development of the
national economy can also be reflected by the performance
of the financial market. Because the financial market has
unlimited business opportunities, it attracts many investors.
Investors can analyze the movement trend of the financial
market based on the historical information they have and
then formulate investment plans based on the results of the
analysis to obtain higher returns. The validity of historical
financial data and whether the acquired historical data can
be accurately analyzed determine the effectiveness of invest-
ment strategies. Therefore, obtaining effective financial data
and analyzing and mining the data to obtain effective infor-
mation to predict the movement trend of the financial
market is a research hotspot in the academic and financial
circles.

An important basis for formulating investment strategies
is the analysis of historical financial data and the prediction
of future data based on the analysis results. The nonlinearity,
instability, high noise, and other characteristics of financial
data are the important reasons why it is difficult to predict
accurately [1]. Financial time series involves many fields,
such as stock market, price index, and national income and
output. Designing an appropriate financial time series fore-
casting model requires mining the hidden relationship
between the overall economy and fiscal markets [2], but this
task is extremely difficult. Most of the reasons why financial
time series are difficult to predict are caused by different eco-
nomic systems and business cycles, which usually show
irregular changes and fluctuations, so it is difficult to predict
irregular changes and fluctuations. The stock market plays
an important role in the development of Japan’s national
economy, maintaining a healthy and stable economy from
the perspectives of financing, fair pricing of securities, opti-
mization of resource allocation, and macroeconomic man-
agement. It plays an important role above [2]. Stock
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market prices are changing rapidly, and equity investment
has the characteristics of high risk and high return.

On the premise of ensuring the safety of the principal,
they can obtain higher than bank interest. Income is the
main purpose of its securities investment. Therefore, people
urgently need to analyze the stock data to find the changing
laws, so as to guide them to make correct and effective
investments and obtain the maximum net investment bene-
fits. To improve the excess returns of equity investors, many
researchers have analyzed financial time-series data and
found legislative changes that pose serious challenges to
securities market analysis techniques [3]. More and more
researchers are getting involved in stock market analysis
techniques. Financial time series faces many challenges in
forecasting due to the large amount of data, nonlinearity,
nonlinearity, high dimension, macro-environmental influ-
ence, high feature correlation, and high noise.

In recent years, due to the continuous in-depth research
on artificial intelligence by scholars from all over the world,
related algorithms and solutions have been continuously
applied in the related fields of financial time series [4]. The
establishment of complex system forecasting models can
effectively process data information, which provides a new
direction for forecasting financial time series. At the same
time, the neural network can effectively reduce the misjudg-
ment of stock market investment caused by human factors
such as personal mood fluctuations [5, 6]. Therefore, neural
networks are well suited for financial time series stock fore-
cast modeling, and the technique can be used to predict
stock trends over time.

The forecasting technology of financial time series
involves many disciplines, so it is a relatively complex sys-
tem engineering. On the one hand, there are few algorithm
models for the general identification and analysis of financial
time series, which can well handle the dynamic changing
stock market in a complex environment; on the other hand,
the existing technology still cannot handle financial time
series stocks well. Big data volume information in the mar-
ket. In addition, my country’s stock market is not mature
enough compared with developed countries, and market
forecasting technology is still in the market cultivation stage
and has not been widely used in actual economic life [7].
Therefore, the research on the modeling and forecasting of
financial time series is of great importance significance.

In this paper, the convolution neural network model is
established, the support vector machine is combined with
the established model, and the prediction model is applied
to the prediction of financial time series data. The proposed
two prediction models are still the best for Nasdaq stock
index, and BP neural network prediction model is better
than support vector machine prediction model. It can be
seen from the correlation coefficient table that cnn-svm
hybrid prediction model has the best prediction effect on
the next trend of all five stock indexes. CNN prediction
model is a mixed prediction model to predict the next trend.
The innovative contribution of this paper lies in the feasibil-
ity of the two models in stock index prediction. The hybrid
prediction model of convolutional neural network and sup-
port vector machine provides the best prediction effect. Only

convolution neural network has better prediction effect than
traditional BP neural network and support vector machine.

This paper is organized as follows. The first chapter
introduces the socioeconomic background of the study of
financial forecasting problems and analyzes the motivation
of this paper. The second chapter introduces the research
status of related fields at home and abroad and summarizes
the research significance of this paper. The third chapter
shows how to build a stock index prediction model based
on convolutional neural network, explains the influence of
various parameters of convolutional neural network on the
prediction result, and determines the appropriate convolu-
tional parameters. The fourth chapter tests and analyzes
the proposed scheme and compares it with other methods
to verify the effectiveness of the scheme. Chapter 5 summa-
rizes the research content of this paper and looks forward to
future research directions.

2. The Related Works

A variety of methods have been applied to financial forecast-
ing, and the commonly usedmethods can be broadly classified
into qualitative forecasting methods, quantitative forecasting
methods, and data mining-based forecasting methods. The
following is a brief introduction of these three aspects of fore-
casting methods and focuses on the current status of research
on financial forecasting based on data mining.

Qualitative forecasting method is a more intuitive and
subjective financial forecasting method, which is mainly
based on the past and present information of the forecast
object as well as personal experience and judgment ability
by the experts concerned to make advance judgment and
speculation on the future development trend and pattern
of financial activities. Quantitative forecasting method is a
kind of forecasting method based on statistical theory [8].

Data mining techniques are now widely used in the field
of financial forecasting such as stock and futures [9]. Lu et al.
[10] established an AR model for the Frankfurt stock market
to predict and analyze the stock price, and the prediction
results were more accurate. The moving average method is
simple and fast, but the prediction accuracy is not high.
Salehi et al. [11] predict the future price of the stock market
based on historical data and uses the number of different
poles and zeros of the ARMA model to predict the stock
price of the next day. By comparing with the ARMA model,
Luo et al. [12] found that the minimum mean square error
was combined with the fractional integral autoregressive
moving average model. The combined method is more accu-
rate in predicting the stock price. Exponential smoothing is
low cost, simple, and practical, and its prediction accuracy
is high, even comparable to many more sophisticated and
more statistically based methods. If the time series has obvi-
ous seasonal periodicity, its statistical characteristics also
show regular seasonal changes. At this time, the seasonal
coefficient method can be used for prediction, thereby
improving the accuracy of the prediction results. Shahvar-
oughi et al. used BPNN for stock price prediction, and the
experimental results showed that BPNN had a smaller pre-
diction error than the comparison experiments in the paper
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[13]. Kumar and Yadav [14] use the Shanghai Composite
Index to calculate the volatility trend of stock prices. Since
the changes in asset prices on trading days are not consid-
ered, especially on trading days with large changes in asset
prices, the estimated value of the volatile GARCH model will
be lower than the actual volatility. Syriopoulos et al. [15]
proposed a fuzzy GARCH modeling method to predict stock
market returns, which considers time-varying fluctuations
and adjusts the adaptability of the model through gradual
model construction. Cheng et al. used support vector
machine to forecast the Korea Composite Stock Price Index
(KOSPI) and showed better prediction performance than BP
neural network and case-based inference methods [16].
Xiangfei Li et al. combined both support vector machine
and empirical mode decomposition (EMD) methods to pre-
dict the error sequence of the initial forecast set and correct
the original forecast value using the error forecast value.
Experiments show that this method is better than the predic-
tion by support vector machines alone [17]. Kumar et al.
constructed a wavelet support vector machine to predict
the volatility of two simulated stocks by replacing the Gaussian
kernel function of the support vector machine with a wavelet
kernel function, which showed better prediction performance
than the Gaussian kernel [18]. Support vector machines have a
great advantage in solving high-dimensional nonlinear data
problems with robustness and generalization capabilities.

From the above research status at home and abroad, it
can be concluded that domestic and foreign scholars mainly
use LSTM neural network to predict stock closing price and
return rate and obtain a high accuracy rate in short-term
prediction accuracy, which is better than traditional time
series prediction methods. Due to the many and changeable
factors affecting the stock market, domestic and foreign
scholars mainly focus on the comparison of model effects
between different models and mainly improve the training
and prediction accuracy of LSTM neural network from three
aspects. These include the improvement of the LSTM neural
network structure or the combination of different models,
the innovation of dataset input, the improvement of the pre-
diction accuracy of the improved model compared with the
basic network prediction accuracy, and the solution of
model overfitting [19]. In addition, the sequence dependence
characteristics of financial time series data are an indispens-
able part of financial time series data forecasting. Although
ARMA, GARCH, and other models can consider the sequence
dependence characteristics of financial time series data, the
determination of the sequence correlation length may be com-
plicated. Or it is difficult to achieve automatic identification of
sequence-dependent lengths based on the research problem
[20]. Therefore, traditional econometric models have certain
limitations for forecasting financial time series data with com-
plex characteristics.

3. Convolutional Neural Network Based Stock
Index Prediction Model

3.1. Convolutional Neural Networks and Support Vector
Machines. Due to the huge and diverse characteristics of
financial markets, financial time series usually do not have

stable statistical characteristics and are highly nonlinear.
Financial time series is a kind of time series data, which
has strong timeliness and strong dependence on the front
and back of the data. It is impossible to adjust the order.
They are generally two-dimensional data. Because time
series have strong sequence lines, and there are generally
dependencies, cycles, and other relationships before and
after the data, it is possible to predict future data based on
existing data through statistical knowledge. The high inten-
sity of price volatility in financial markets results in nonsta-
tionary financial time series. Therefore, the salient features
of financial time series are nonlinear and unstable character-
istics. This also means that using linear forecasting models
can only extract linear relationships in financial time series,
but not nonlinear relationships. Therefore, complex nonlin-
ear relational data can only be extracted and analyzed
through machine learning models, deep learning models,
or nonlinear data models. Combining the advantages of con-
volutional neural network and support vector machine, this
paper innovatively proposes a new solution. The structure of
the financial time series forecasting model designed accord-
ing to the convolutional neural network in this paper is
shown in Figure 1.

The training process of the algorithm model in the
scheme proposed in this paper can be divided into the fol-
lowing two main steps:

(1) Forward propagation process. A sample is randomly
selected from the training sample set ðX, YPÞ, where
X is the network input and YP is the desired network
output. The information of the input X is propagated
from the input layer to the output layer through
layers of computation, and the actual output of the
input X is calculated according to the following
equation:

OP = Fn ⋯ F2 F1 XW1ð ÞW2ð Þ⋯ð ÞWnð Þ: ð1Þ

(2) Backward propagation process. This process is used
to perform error back propagation. That is, it calcu-
lates the difference between the actual output OP and
the desired output YP:

EP =
1
2〠j

ypj − opj
� �2

: ð2Þ

SVMs have unique advantages in handling function
approximation problems, performing complex tasks such
as solving other pattern recognition problems such as func-
tion approximation. SVMs use structural risk minimization
as a criterion, which allows training the resulting classifier
to obtain a globally optimal solution.

Figure 2 depicts the basic principle of SVM. The two
samples in the figure are represented by black circles and
white circles, and the curve H represents the optimal
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classification hyperplane between the two samples. The
curves 1H and 2H pass through the sample with the smallest
distance to the optimal classification hyperplane in their
respective classes. The distance between 1H and 2H is called
the classification interval.

The optimal classification hyperplane is the one that not
only classifies the samples of both categories correctly, but
also maximizes the classification interval. The classification
error rate that can be trained by correctly classifying samples
of both categories is 0, i.e., the empirical risk is minimized.

Let ðxi, yiÞ, i = 1,⋯, n, x ∈ Rd , y ∈ f+1,−1g denote the lin-
early separable sample set, where +1 and − 1 denote the cat-
egory symbols. The linear discriminant function is denoted
by gðxÞ =w ⋅ x + b, and the classification surface equation
is denoted by w ⋅ x + b = 0. In order to make all samples in
both categories satisfy jgðxÞj = 1, that is, to make the nearest
sample to the classification hyperplane of jgðxÞj = 1, it is
necessary to normalize the discriminant function. At this
point, the normalized classification interval is transformed
into 2/kwk, and the optimization goal of maximizing the
interval is transformed into minimizing kwk (or kwk2). In
order for the classification surface to correctly classify all
samples, the classification surface must meet the following
conditions:

yi w ⋅ xð Þ + b½ � − 1 ≥ 0, i = 1, 2,⋯, n: ð3Þ

The classification plane that satisfies Equation (3) and
minimizes the value of the optimization target kwk2 is called

the optimal classification hyperplane. The optimal classifica-
tion hyperplane is determined based on the sample points
on H1 and H2 parallel to the optimal classification hyper-
plane, so these sample points are the support vectors in the
support vector machine.

The above optimal classification hyperplane solution
problem can be transformed into an easily solvable dual
problem by introducing Lagrange optimization methods,
i.e., under the constraints:

〠
n

i=1
yiαi = 0

αi ≥ 0, i = 1, 2,⋯, n
: ð4Þ

Find the maximum value of the following function for αi:

Q αð Þ = 〠
n

i=1
αi −

1
2 〠

n

i,j=1
αiαjyiyj xixj

À Á
: ð5Þ

Let α+ be the optimal solution, then we have

w∗ = 〠
n

i=1
α∗yαi: ð6Þ

It can be seen from Equation (6) that there is an equal
relationship between the connected weight vector of the
optimal classification hyperplane and the weighted sum of

Input
28 × 28

Feature map
4@24 × 24

Feature map
4@12 × 12

Feature map
12@8 × 8

Feature map
12@8 × 8

Convolution Subsampling Convolution Subsampling Convolution

Output
26@1 × 1

Figure 1: convolutional neural network for handwritten character recognition task.

Margin = 2/||w||

H2

H1

H

Figure 2: Schematic diagram of the optimal classification surface.
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the training sample vectors. The core of the algorithm is to
determine the optimal classification hyperplane, that is, to
determine the parameters of the classifier function through
training samples. To determine the classification hyperplane
is essentially to solve a quadratic optimization problem, and
the parameters of the classifier are determined by solving the
dual problem.

This is a quadratic optimization problem under the
inequality constraint, and the optimal solution is unique,
and only some values of the optimal solution are non-zero,
and the sample points corresponding to these non-zero con-
nection weights are the support vectors. The optimal classi-
fication decision function obtained according to the above
solution process can be expressed by the following equation:

f xð Þ = sgn w∗ ⋅ xð Þ + b∗f g = sgn 〠
n

i=1
α∗i yi xi ⋅ xð Þ + b∗

( )
:

ð7Þ

There are two ways to solve b∗, one is by substituting any
support vector into Equation (3); the other is by averaging
any pair of support vectors in the two types of samples. Since
the corresponding connection weights of the sample points
that are not support vectors αi are zero, the summation pro-
cess in Equation (7) is actually only for the support vectors,
and there is no need to calculate the sample points of non-
support vectors.

For the case of linear indistinguishability of training
samples, some sample points do not meet the conditions of
Equation (3), and then a relaxation variable εi ≥ 0 can be
added to Condition (3) so that Equation (2) becomes

yi w ⋅ xið Þ + b½ � − 1 + εi ≥ 0, i = 1, 2,⋯, n: ð8Þ

Obviously the relaxation variable εi cannot be arbitrarily
large; otherwise, any hyperplane would be eligible. Let

F εð Þ = 〠
n

i=1
εi: ð9Þ

When the value of Equation (9) is the smallest, it means
that the number of misclassified samples is the smallest and
the classification interval is the largest for the linearly divis-
ible case; for the linearly indivisible case, the following con-
straints need to be introduced:

wk k2 ≤ ck: ð10Þ

Under the constraints of Conditions (8) and (10), the
optimal classification hyperplane for linearly indistinguish-
able training samples is obtained by finding the minimum
value of Equation (9).

The original solved problem can be transformed into a
new problem of finding the minimum value of the following
function, the constraint of which is Equation (8).

ϕ w, εð Þ = 1
2 w,wð Þ + C 〠

n

i=1
εi

 !
, ð11Þ

where C is the penalty factor, which is a specified con-
stant. Its purpose is to control the penalty level of misclassi-
fied samples so that the training model can balance between
the proportion of misclassified samples and the complexity
of the algorithm and prevent the complexity of the model
from increasing.

Similar to the solution of the optimal classification
hyperplane, this optimization problem is transformed into
a quadratic extreme value problem to be solved, and the
results are close to Equations (4) to (8) obtained in the line-
arly separable case, but Condition (5) becomes

0 ≤ αi ≤ C, i = 1,⋯, n: ð12Þ

3.2. Convolutional Neural Network-Based Stock Index
Prediction Model. Define the input sample length as l, the
convolution kernel size as c, and the downsampling reduc-
tion as s. The relationship that the above three parameters
should satisfy is as follows when the number of convolution
layers and the number of downsampling layers is deter-
mined to be 2:

l − c + 1ð Þ/s − c + 1½ �/s =N: ð13Þ

When the number of convolution and downsampling
layers in the model is 1, the above three parameters should
satisfy the following relationship:

l − c + 1ð Þ/s =N: ð14Þ

Figure 3 shows the range of convolution kernel sizes for
different input sample lengths when the network structure
contains two layers of convolution.

In the scheme designed in this paper, the output unit of
the last layer is actually a probability estimate of the input
sample. For the above convolutional neural network, it is
not meaningful to focus on the output of the hidden layer,
but for other classifiers, the output of the hidden layer can
be used as features for prediction or classification. The main
connotation of the model in the proposed scheme can be
summarized by feature extraction and classification. The
mapping and extraction of features at different levels is
achieved by convolution and downsampling, and the classi-
fication (prediction) function is achieved by a single-layer
perceptron. Feature engineering has always been a difficulty
in machine learning. The main reason is that different data
and different problems have different good features. Good
features are often not suitable for signal processing. Even
the two tasks are also image recognition tasks, because the
data contained are different and the corresponding good
features are also different.

The scheme proposed in this paper can extract the fea-
tures of the samples accurately and effectively. However,
classification or prediction by single layer perceptron using
the extracted features is prone to overfitting and falling into
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local optimum. The perceptron is a generalized linear model.
The decision boundary of single-layer neural network is lin-
ear whether there is activation function or not. Because the
single-layer neural network is linear, even the simple nonlin-
ear XOR function cannot be learned correctly. The simplest
idea is to manually add some nonlinear features of other
dimensions to improve the nonlinear expression ability of
the model. This also reflects the importance of feature engi-
neering to the model. The support vector machine shows
good performance in classification and prediction, and it
avoids the overfitting problem by introducing relaxation var-
iables. The optimization problem of the support vector
machine can be treated as a convex quadratic optimization
problem, and the optimal solution obtained is the global
optimum. Therefore, this paper combines the advantages
of both models and proposes a model that combines the
advantages of convolutional neural networks and support
vector machines (CNN-SVM).

4. Analysis of Simulation Results

In this section, we will study the impact of convolutional
neural network related parameters on stock index forecast-
ing results to determine suitable parameters and stock fore-
casting models. The prediction results use two indicators to
judge the quality of the prediction results: the mean square
error (MSE) and the correlation coefficient between the pre-

dicted financial time series and the actual output series
according to the proposed scheme. Time series analysis is a
basic technology in quantitative investment. Time series
refers to the value sequence of a variable measured in time
sequence within a certain period of time. For example, if
the variable is the stock price, its change with time is a time
series. Similarly, if the variable is the return of stocks, its
change with time is also a time series. While discussing the

18
16
14
12
10

8
6
4
2
0

18
16
14

Va
lu

e r
an

ge
 o

f c
on

vo
lu

tio
n 

ke
rn

el
 si

ze
 

Input sample length

12
10

8
6
4
2
0

40 50 60

5

9

13

17
15

11

5

9

13

7

3

7

3

30

Figure 3: Relationship between input sample length and convolution kernel size.

0.
52

33
2

Root mean square
error

Correlation
coefficient

Coefficient of
determination

0.
43

14
7

0.
92

6

0.
93

23 1.
19

23

1.
20

091.4

1.2
1

0.8

0.6
0.4
0.2

0

�e number of convolution and downsampling layers is equal to 1
�e number of convolution and downsampling layers is equal to 2

Figure 4: The prediction result when the input sample length is 30, and the convolution kernel size is 3.

0.
77

19
5

Root mean square
error

Correlation
coefficient

Coefficient of
determination

0.
58

74
9 0.

88
45

0.
89

91

1.
23

15

1.
13

511.4

1.2

1

0.8

0.6

0.4
0.2

0

�e number of convolution and downsampling layers is equal to 1
�e number of convolution and downsampling layers is equal to 2

Figure 5: The prediction result when the input sample length is 40,
and the convolution kernel size is 5.

6 Journal of Function Spaces



RE
TR
AC
TE
D

impact of specific parameters on the stock index forecast
results, the values of other parameters are fixed.

The formula for filtering noise is as follows:

mh xð Þ = ∑T
t=1Kh x − Xtð ÞYt

∑T
t=1Kh x − Xtð Þ

, Kh xð Þ = 1
h
ffiffiffiffiffiffi
2π

p e−x
2/2h2 : ð15Þ

The normalization formula is

yt′=
yt −min Ytf g

max Ytf g −min Ytf g : ð16Þ

In the simulation experiments in this paper, the cases
where the number of convolutional layers and downsam-
pling layers are 1 and 2 are discussed in detail, respectively.
According to the length of different input samples, corre-
sponding simulations are also carried out in this paper.
For the case where the length of the input samples is
divided into 30 and 40, this paper sets 3 and 5 as the cor-
responding values of the convolution kernel. As can be
seen from Figures 4 and 5, it is reasonable to set the num-
ber of convolutional layers and downsampling layers in the
prediction model proposed in this paper to 2. For stock
indices, the features extracted by two convolutional layers
are more effective. So all stock prediction models in this
paper use two convolutional layers and one downsampling
layer.

Considering the limitation of the input sample length on
the size of the convolution kernel, 70 is used as the length of
the input sample in this experiment, and the two layers of
the convolution kernel are 4 and 8, respectively. Next, we
ran the prediction comparison experiments for 5 cases with
19, 15, 11, 7, and three kernel sizes and compared the predic-
tion results for the 5 cases. Prediction effect (Figure 6) shows
the experimental results of the convolutional neural network
stock prediction model in the above five cases.

As mentioned earlier, the stock prediction model
designed in this paper uses two convolutional layers and
one downsampling layer. On this basis, the number of con-
volution kernels in the second layer is set to be twice the
number of convolution kernels in the first layer. If the num-

ber of convolution kernels in the first layer is 4 and the num-
ber of convolution kernels in the second layer is 8, then it is
represented by (4,8). The prediction experiments are carried
out in four cases, and the number of convolution kernels is
set to (3, 6), (4, 8), (5, 10), and (6, 12). Figure 7 shows the
predictions in the four cases comparative results.
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This paper selects five main indices to train and test the
model. Figures 8 and 9 show two metrics of the prediction
results of the proposed scheme and the other three compar-
ison schemes on the corresponding datasets. The convolu-
tional neural network stock index forecasting model and
the hybrid convolutional neural network-support vector
machine forecasting model follow the best trends in the five
stock index datasets, and the error sequence for both fore-
casting models is 0. The four stock index prediction models
showed that the best and the worst prediction results of the
four stock indexes of HIS, TSEC, DAX, and S&P500 were
CNN-SVM, CNN, SVM, and BP network in order. The
two forecasting models proposed in this paper are still the
best in the forecasting effect of the Nasdaq stock index,
and the BP neural network forecasting model is better than
the SVM forecasting model. From the correlation coefficient
table, the CNN-SVM hybrid prediction model has the best
prediction effect on the next trend of all five stock indices,
while the CNN prediction model is a hybrid prediction
model that predicts the next trend, you can look at the next.
According to the above experimental analysis results, the
two models proposed in this paper have certain feasibility
in stock index forecasting, among which the hybrid forecast-
ing model of convolutional neural network and support vec-
tor machine provides the best forecasting effect, only the
prediction effect of convolutional neural network is better
than that of traditional BP neural network, and the predic-
tion model of support vector machine is supported.

5. Summary and Outlook

The results show that the two prediction models proposed in
this paper are still the best prediction models for Nasdaq
stock index. BP neural network prediction model is better
than support vector machine prediction model. From the
correlation coefficient table, it can be seen that CNN SVM
hybrid prediction model has the best prediction effect on
the next trend of all five stock indexes. CNN prediction
model is a hybrid prediction model to predict the next trend.

The innovation of this paper lies in the feasibility of the two
models in stock index prediction. The hybrid prediction
model of convolutional neural network and support vector
machine provides the best prediction effect. Only convolu-
tion neural network has better prediction effect than tradi-
tional BP neural network and support vector machine.
However, the research has certain limitations. When build-
ing a convolutional neural network prediction model suit-
able for financial time series, the structural parameters of
the model are determined through many experiments. There
is no theoretical guidance for the selection of parameter
values that affect the financial impact behind the prediction.
The impact of the results is unknown. Therefore, further val-
idation is needed to predict the value in the next few days to
prove the effectiveness of the model.
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The popular trend of today’s music can be obtained by deep excavation, analysis, and prediction of the audience’s preferences.
Using huge music library resources and user behavior to form music big data and truly realizing the aggregation of audience
preferences determine the popular development trend of music. Therefore, this paper will apply data mining (DM) technology,
introduce neural network (NNS) theory, establish a prediction model of music fashion trend, predict and evaluate the music
fashion trend according to the selected evaluation index, find the change of music fashion trend in time, and provide decision-
making basis for music fashion trend. In this paper, the prediction of music popularity trend based on NNS and DM
technology is studied. In the prediction of the number of songs played by 10 artists, the NNS algorithm proposed in this paper
reduces the prediction effect from the original 0.074 and 0.045 to 0.044 and 0.032, respectively, and the error rates are reduced
by 35.7% and 29.4%, respectively, compared with the learning algorithm and the decision tree algorithm. Among the three
methods, the NNS algorithm in this paper has the highest accuracy. Therefore, it can be proved that the model proposed in
this paper is more suitable for predicting the trend of music popularity. In the end, it can accurately control the trend of pop
music and also realize the aggregation of user preferences to determine the trend of pop music.

1. Introduction

The development of pop music in today’s society shows a
prosperous situation in which hundreds of flowers contend.
Compared with the end of last century, the development of
pop music since this century has favored traditional culture,
which is one of the development trends of today’s pop
music. Since the new century, the development of pop music
in Hong Kong and Taiwan has become sluggish, and the
number of influential singers has decreased. At the same
time, the long-term isolation from the mainland has caused
pop music in Hong Kong and Taiwan to show a sense of
“root seeking” to tap traditional culture. Accurate prediction
of music trends cannot only enhance the user experience
and increase platform revenue but also improve the popular-
ity of singers. Excavate the singers who will have unlimited
prospects in the future, and further enhance the influence
and economic benefits of the music platform. Therefore, it

is of great significance for singers, music lovers, and online
music platforms to accurately predict the pop trend of music
using historical data. Internet music data has the character-
istics of diversity and complexity, high dimension, large
amount of data, fast change, strong real-time, and obvious
time series. The existing music trend models and traditional
statistical models are often difficult to effectively analyze the
complex relationship between singers, users, songs (down-
loads, broadcasts, and collections), and other large amounts
of data. The effect of deep mining of music data is not ideal.

As one of the products of entertainment consumption,
pop music has attracted more and more attention. Whether
there are songs that users like in the music platform is one of
the necessary factors. With the foundation of users, we can
talk about the diversified profit model. From the perspective
of users, in addition to personal special preferences, the most
popular and popular songs are most likely to be clicked. In
the context of today’s big data, a large number of pop music
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listeners can determine the development trend of pop music
to a great extent, which is mainly reflected in the impact of
the behaviors of many listeners on major music platforms,
such as audition, collection and download, on pop music,
which reflects the audience’s preferences and preferences
for corresponding music [1]. With the further development
of major music platforms and music market scale, the gap
of music library scale will gradually narrow, and the role of
music library scale in user selection will be almost the same
[2]. Who can better predict the popular trend of music and
show its progressiveness, technicality, and intelligence will
win users and market. The popular trend of today’s music
can be obtained by deeply mining, analyzing, and predicting
the preference trend of the audience. Make use of the huge
music library resources and user behavior to form music
big data. Through accurate big data analysis, we can effec-
tively predict the trend of music, truly realize the aggregation
of audience preferences, and determine the pop develop-
ment trend of music [3].

Therefore, this paper will apply DM technology, introduce
NNS theory, establish a prediction model of music fashion
trend, predict and evaluate the music fashion trend according
to the selected evaluation index, and find the change of music
fashion trend in time. DMmainly combines traditional statisti-
cal analysis methods with machine learning, genetic algorithm,
artificial NNS, visualization technology, and database technol-
ogy in artificial intelligence [4, 5]. By mining useful information
and knowledge, it can predict the future development trend and
implement decision-making behavior of enterprises. Therefore,
this paper uses NNS to study the prediction of music fashion
trend and builds a model [6]. Although the NNS is the most
widely used network at present, it still has many problems, the
biggest of which is the convergence speed, and its training is
difficult to master, especially when the network training reaches
a certain level. NNS has been widely used in intelligent detec-
tion, nonlinear prediction, pattern recognition, robot control,
and other fields [7].

Based on the NNS algorithm, a system for predicting
music pop trend is constructed. This chapter designs and
implements a music pop trend prediction system based on
the NNS algorithm and describes the development and opera-
tion environment and structure design of the system in detail
[8]. The prediction of pop music trend can be obtained by
deep mining and analysis of audience preferences and prefer-
ences on the basis of massive user data. According to the actual
needs of music pop trend prediction, it is divided into three
prediction tasks. The NNS method is used for combined pre-
diction, and the prediction results of single model and com-
bined model are compared [9]. This paper mainly introduces
the source and research significance of music pop trend pre-
diction, analyzes the advantages and research status of regres-
sion prediction based on NNS and DM technology, explains
the main work and contribution of this paper, and combs
the organizational structure of the paper.

Research innovation lies in the formation of music big
data with huge music library resources and user behavior.By
mining the potential rules of user behavior, song information
and artist information, select effective information for data
cleaning, data integration and data transformation. This paper

studies the prediction of music pop trend based on neural net-
work and data mining technology. When predicting the num-
ber of songs played by multiple artists, the neural network
algorithm proposed in this paper will reduce the error rate
compared with the learning algorithm and the decision tree
algorithm.

2. Research Status of Music Pop
Trend Prediction

Gan proposed that with the development of science and tech-
nology and social productivity, we will predict the popularity
and universality of music through information technology.
This is a scientific and effective judgment basis for senior musi-
cians who judge pop singers and predict dark horses based on
rich personal experience [10]. Zhang proposed that since
everyone’s favorite music may span several styles, various
online radio stations need to collect most people’s preferences
for different music, and they need to be divided into various
types of music according to the style of pop music [11]. KS
et al. proposed that Shazam is a music radar software that
can identify the music and TV programs playing around you.
It realizes song identification by collecting external song finger-
prints and comparing them with server-side fingerprints [12].
Scott-Maxwell proposed that in Chinese pop music, Chinese
elements tend to increase gradually. For example, traditional
opera elements and classical elements appear in pop music,
which makes China’s pop music get greater development,
and the music elements in China’s pop music also begin to
show a diversified development scene [13]. Liu et al. proposed
that the music pop trend prediction competition held by Ali-
baba cloud is based on the powerful data computing ability of
Alibaba cloud platform; through the user’s historical behavior
data, predict the amount of artists playing in the next stage,
and mine the artists who will become the focus of attention,
so as to accurately control the pop trend of music in the future
[14]. Lim et al., through the analysis of historical user behavior
data, predict the playback volume of some artists or songs in
the next stage, mine future dark horse singers from massive
data, and fundamentally accurately control the development
trend of popmusic, which is the focus of manymusic platforms
[15]. Canavan andMccamley proposed that for ordinary users,
the prediction ofmusic pop trends can enable users to grasp the
popularity of artists on the current music platform, understand
the latest and future development momentum, and experience
its progressiveness and development [16]. Guerra et al. put for-
ward that the style and form of Chinese pop music are mainly
influenced by Europe and America and gradually form a local
style on this basis. In recent years, there has been a “Chinese
style” in pop music. With the help of this element, musicians
with different music styles have jointly expressed a trend closer
to Chinese traditional elements, whichmakes popmusic have a
unique Chinese style [17]. Jung et al. propose a large number of
pop music listeners can determine the development trend of
pop music to a large extent, which is mainly reflected in the
impact of the behavior of many listeners on the main music
platforms, such as audition, collection and download, on pop
music, which reflects the audience’s preference and preference
for corresponding music [18]. Fautley suggests that with the
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further development of major music platforms and the scale of
music market, the gap between the scale of music libraries will
gradually narrow, and the role of the scale of music libraries in
user selection will be basically the same [19].

In this paper, the neural network algorithm of data mining
technology is used to study it, and the ringing factor of daily
listening volume of songs is studied. It realizes song identifica-
tion by collecting external song fingerprints and comparing
them with server fingerprints. Shazam is a music radar soft-
ware, which can identify the music and TV programs playing
around you. Using data mining technology to analyze and
study a large number of Internet music, data is one of the most
concerned research points of Alibaba, Tencent, Netease, and
other Internet companies. Data mining and data analysis are
new research fields of data analysis and processing. On the
basis of previous studies, this paper studies the prediction of
music pop trend based on neural network and data mining
technology. At the same time, the exponential smoothing
method and autoregressive moving average model are used
to predict the number of song auditions, and the prediction
results of different algorithms are compared in order to com-
plete the preskill training of daily listening capacity of songs.

3. DM Process Based on NNS

Before using DM technology to predict the stock price trend, it
is necessary to determine the general process of DM. Com-
bined with the characteristics of NNS DM technology, DM
based on NNS is determined. NNS not only has very flexible
nonlinear modeling ability but also has strong parallel process-
ing, self-learning and adaptive, computational optimization,
associative memory, and other abilities [20, 21]. Therefore,
NNS has been widely used in many fields, such as intelligent
detection, nonlinear prediction, pattern recognition, and robot
control. At present, the research of NNS has become more and
more mature, and its application is more and more extensive.
By understanding the data of users’ listening behavior, analyz-
ing, and processing the data and using it, enterprises with Inter-
net music platform can greatly improve their competitiveness
in occupying market share [22]. By using DM technology to
analyze the user data of music platform, we can get the infor-
mation about users’ listening orientation and hobbies, so it pro-
vides a favorable basis for business decision-making. It iterates
throughmultiple cycles of the two processes through DM tech-
nology. Each iteration is an epoch. The weight is randomly set
before the start. The algorithm passes through the cycle and
stops after reaching the conditions.

The NNS algorithm adopts the gradient descent method,
and the training is to gradually reach the minimum value of
the error along the slope of the error function from a certain
starting point. For complex networks, the error function of
DM technology is the surface of multidimensional space,
and there are many Valley points. The difference method is
an approximate numerical solution of differential equations.
Specifically, the difference method is to replace the differential
with finite difference and the derivative with finite difference
quotient, so that the basic equations and boundary conditions
(generally differential equations) are approximately expressed
by difference equations (algebraic equations), and the problem

of solving differential equations is changed into the problem of
solving algebraic equations. In elasticity, the differencemethod
and variation method are used to solve plane problems. This
DM technology cycle includes two stages: forward and back-
ward. In the forward phase, neurons are activated in the pro-
cess of input to output, and the output signal is generated by
using the weight and activation function of each neuron until
the last layer. In the backward stage, the output signal gener-
ated in the forward stage is compared with the actual value,
the error between the output signal and the real value is back
propagated, and the weight value is corrected to reduce the
error. The flow of NNS algorithm is shown in Figure 1.

The NNS algorithm adopts the steepest descent method of
data. Theoretically, its training is approaching downward along
the slope of the error surface. For a complex network, its error
surface is a surface in a high-dimensional space, in which there
are many local minima. Once it falls into such local minima, it
is difficult to escape with the current algorithm. During the exe-
cution of the NNS algorithm, the amplitude of each adjustment
of the weights is made by multiplying a term proportional to
the network error function or its derivative to the weights by
a fixed factor 1r. In this way, when the error surface is flat,
because the deviation value is small, the adjustment range of
the weight is relatively small, so that the error function surface
needs to be adjusted several times by DM technology. How-
ever, in DM, the curvature of the error surface is higher, the
partial derivative value is larger, and the adjustment range of
the weight value is larger, which may lead to overshoot near
the minimum point of the error function, and it is difficult to
converge to the minimum point.

The function f expresses the input-output characteristics
of neurons. In the model, f is defined as a step function

vi =
1, ui > 0,
0, ui ≤ 0:

(
ð1Þ

If the threshold θi is regarded as a special weight, it can
be rewritten as

vi = f 〠
n

j=0
wjivj

 !
: ð2Þ

Among them, w0i = −θi and v0 = 1 are continuous func-
tions to express the nonlinear transformation ability of neu-
rons, and s functions are often used:

f uið Þ = 1
1 + e−ui

: ð3Þ

In this context, the purpose of this DM is to establish a NNS
model according to the prediction characteristics of music pop
trend. On this basis, the effectiveness of the model prediction is
proved through empirical research, which shows the advantages
of the prediction method based on NNS in the prediction of
music pop trend. When the NNS model was published, it did
not give a learning algorithm to adjust the connection weight
between neurons [23]. However, we can use some common
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algorithms to adjust the neuron connection weight according to
the needs to achieve the purpose of learning. NNS is a widely
used forward NNS model, which can train a NNS model that
meets all training sets as much as possible according to different
inputs and outputs. At this time, a large amount of weight mod-
ification is required, but in fact, because the derivative value
approaches zero, the amount of weight modification is very
small, so learning is slow. The same is true for hidden layer neu-
rons. Once learning enters the “false saturation” state, it takes a
long time to get rid of this state. The NNS is composed of three
or more layers of neurons. The neurons in the same layer are
not connected with each other, and only the upper neurons
can connect the lower neurons. The NNS model is shown in
Figure 2.

The application process of NNS model mainly includes
two processes: one is to calculate the output vector according
to the forward propagation of the input vector; second, the
NNS algorithm reversely updates the weight and width stan-
dard between the input layer and the hidden layer and
between the hidden layer and the output layer according to
the error between the output vector and the expected vector
adopts the method of gradient reduction of error function to
learn until the sum of error squares between the actual output
of the model and the expected output of the model is the smal-
lest [24, 25]. The number of hidden neurons is uncertain, but
the determination of its number is crucial. The basic idea of
the NNS algorithm is to determine the search direction by gra-
dient method and adjust the weights by using the unit vector
in multidimensional space in this direction as the basic modi-
fier, and the concept of basis function is introduced. The def-
inition formula of basis function is as follows:

B kð Þw =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n2

i=1
〠
n2

j=1

∂Ek

∂Wij

" #2vuut , ð4Þ

where Ek is the error function of network corresponding mode
to ðAk, CkÞ and n2 is the number of neurons in the hidden
layer.

There are two commonly used xmid = ðxmax − xminÞ/2
empirical formulas:

p =
ffiffiffiffiffiffiffiffiffiffiffiffi
d +m

p
+ ε,

p = log2d:
ð5Þ

During normalization, the data is generally normalized
to [0, 1] or [-1, 1], and the normalization formula is

xnew = x − xmin
xmax − xmin

,

xnew = x − xmin
2 ,

xnew = x − xmid
0:5 :

ð6Þ

Normalize the data to between [0, 1] and [-1, 1].
Weight correction from hidden layer to output layer is

shown as follows:

Δwij =
−λ∂Ek/∂wij

B kð Þw
: ð7Þ

Weight correction from input layer to hidden layer is
shown as follows:

Δvhi =
−λ∂Ek/∂vhi

∑n1
n=1

: ð8Þ

The approaching progress of the NNS algorithm in the
next step and the standard NNS algorithm needs many steps

Start

End

N

Y

Adjust the weight of each
layer

Take the first record

Do you want
to record the

tail?

Given input vector and
expected output

Find the actual output
of the network

Error <
threshold?

Network error

Update weights and
thresholds

Generate the initial weight
distributed in the interval

[–1,1]

Calculate
multilayer output

Calculate training
error

Figure 1: Flow chart of NNS algorithm.
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to achieve. In the attenuation oscillation stage, because it is
closer to the minimum error point and the attenuation oscilla-
tion decays very fast, the approximation degree achieved by
the unit NNS algorithm by attenuating the oscillation every
two steps can only be achieved by the standard NNS algorithm
after many steps. Under the DM technology, the NNS algo-
rithm is used to analyze the historical data of music and audi-
ence, and the more accurate prediction of music pop trend is
realized. Based on the existing research, this paper will further
explore and innovate the prediction of music pop trend.

4. Research on Prediction of Music Pop Trend

4.1. Data Statistical Processing. This experiment uses the com-
petition data in the Ali music pop trend prediction competition

from April 1, 2021, to September 1, 2021. The data is from the
operation record data of real users in the application of Ali
music platform. Song_id represents the ID of the song and
the unique identifier of the song. Artist_id refers to the ID of
the artist and the unique identifier of the artist. Public_time
indicates the release time of the song. Song_init_plays indi-
cates the initial number of times the song is played, that is,
the initial heat. Language indicates the language type of the
song. Gender indicates the artist’s gender. This data records
the operation records of a large number of users on all songs
of 100 artists. The data includes two parts: recording the data
of songs and recording the user’s operation records of songs.
The data of recorded songs are shown in Table 1.

This experiment recorded all songs of 120 artists, with a
total of 26,987 records. Each record contains basic informa-
tion such as song ID, artist ID, song release time, and artist
gender. User_id indicates the user id that generates the oper-
ation record, which is the unique identifier of the user.
Song_id represents the song ID, the unique symbol of the
song. Gmt_create indicates the timestamp of the record.
Action_type indicates the type of user operation, 1 indicates
audition, 2 indicates download, and 3 indicates collection. ds
indicates the date when the record was generated. Records of
the user’s operation of songs are shown in Table 2.

Input layer

X1 y1

y2

y3

yn

X2

X3

Xn

Hidden layer

Error back propagation

Expected value

Output layer

Figure 2: NNS model diagram.

Table 1: Song record.

Song_id Artist_id Public_time Song_init_plays Language Gender

c81f89cf7edd24930641afa2e411b09c 03c6699ea836decbc5c8fc2dbae7bd3b 20210425 0 120 1

cOd7130777c1f1c417e78646946ed909 03c6699ea836decbc5c8fc2dbae7bd3b 20210426 1341 130 1

... ... ... ... ... ...

Table 2: User operation table.

User_id Song_id Gmt_create Action_type ds

7063b3dOc075a4d276c5f}6f4327cf4a effb071415be51fl1e845884e67cOf8c 1426405100 2 20210316

Odb66cOdd3993fd3504bb98c3beb15b3 f87ff481d8Sd2f}5335ab602f38a7655 1426416800 2 20210316

... ... ... ... ...

Table 3: Statistics of song click through rate.

Field name Type Field length Remarks

Song_id Varchar 254 Song ID

Action_type Varchar 254 User action type

ds Varchar 254 Date
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Tables 1 and 2 record the operation records of 26,987
songs of 120 artists by all users from April 1, 2021, to Septem-
ber 1, 2021. The data in these two tables cannot be directly
used to predict the amount of songs that artists listen to every

day in a certain period of time. It is necessary to first make sta-
tistical analysis of the data, then build the corresponding data
set, and finally use the prediction-related algorithm to build an
algorithm model for prediction.
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Count the daily audition, download, and collection of
each song. Create a new statistical table in the database.
The format is shown in Table 3.

As can be seen from Table 3, use SQL statements to
count the data in the above table format and insert the statis-
tical data into the table. For SQL statistical statements, please
refer to the following: insert into songsta select count num,
DS, song ID, action type from P2 Mars t ianchi user actions
group by DS, song ID, and action type. After the above SQL
is used to insert statistical data, the table contains 1,663,653
pieces of data.

4.2. Experimental Result. This experiment is aimed at the
average number of songs played, downloaded, and collected
by singers in the past six months. The test results are shown
in Figure 3.

As can be seen from Figure 3, among the songs played,
collected, and downloaded by a certain singer, the best one
to predict whether a certain singer will be popular in a
certain period of time in the future is the playing volume.

According to the song playing data of all singers, the mean
value is removed, the variance is normalized and scaled to [-1,
1], and the length of mean filter is set to ave Filter = 4. The

prediction curve shown in Figure 4 can be obtained by using
the original playback volume for prediction.

It can be seen from Figure 4 that there is a deviation in the
prediction of some singers in the results of the prediction of
the original data. The reason may be that the data collected
by establishing the prediction model is not comprehensive or
accurate, resulting in the deviation of the prediction results.
The defect of mathematical model itself. Therefore, the main
purpose of this chapter is to predict the daily song audition
volume of artists in a certain period of time through the pre-
diction algorithm, so as to find the artists with higher song
audition volume according to the pre measurement.

In this experiment, 10 artists are randomly selected in the
data set, and the number of artists’ songs from July 1, 2021, to
September 1, 2021, is predicted by using the machine learning
algorithm, decision tree algorithm, and NNS algorithm. The
prediction results root mean square error, average absolute
error, and accuracy are shown in Figure 5–7.

It can be seen from Figures 5–7 that in the prediction of
the number of songs played by 10 artists, the prediction effect
of the NNS algorithm proposed in this paper is reduced from
0.074 and 0.045 to 0.044 and 0.032, respectively, and the error
rate is reduced by 35.7% and 29.4%, respectively. In addition,
among the accuracy of the three methods, the NNS algorithm
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in this paper has the highest accuracy. Therefore, it can be
proved that the model proposed in this paper is more suitable
for predicting the trend of music popularity.

Accurate prediction of music trends can enhance user
experience and increase platform revenue. It can also improve
the popularity of singers and dig out singers who have unlim-
ited prospects in the future . Therefore, it is of great significance
for singers, music lovers, and online music platforms to accu-
rately predict the pop trend of music using historical data.

5. Conclusions

In this paper, the prediction of music popularity trend based
on NNS and DM technology is studied. In the prediction of
the number of songs played by 10 artists, the NNS algorithm
proposed in this paper reduces the prediction effect from the
original 0.074 and 0.045 to 0.044 and 0.032, respectively, and
the error rates are reduced by 35.7% and 29.4%, respectively,
compared with the learning algorithm and the decision tree
algorithm. Among the three methods, the NNS algorithm in
this paper has the highest accuracy. Who can better predict
the popular trend of music and show its progressiveness, tech-
nicality, and intelligence will win users and market. The pop-
ular trend of today’s music can be obtained by deeply mining,
analyzing, and predicting the preference trend of the audience.
Make use of the huge music library resources and user behav-
ior to form music big data. The potential rules of users’ behav-
iors, song information, and artist information are mined, and
effective information is selected for data cleaning, data integra-
tion and data conversion. The construction speed of NNS
model needs to be further improved. Due to the limited exper-
imental environment, it is impossible to realize parallel com-
putation of NNS algorithm through cloud platform, which
leads to the time-consuming training of NNS algorithm, and
the whole prediction process is slightly slower. The prediction
of pop music trend can be obtained by deep mining and anal-
ysis of audience preferences and preferences on the basis of
massive user data. However, the research still has some limita-
tions. The study did not discuss and analyze the probability
that the prediction deviation and the deviation are different.
Including incomplete feature sets, biased training samples,
and chaotic data sets. Therefore, further discussion and analy-
sis are needed in future research.
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In modern engineering construction, the compressive strength of concrete determines the safety of engineering structure. BP
neural network (BPNN) tends to converge to different local minimum points, and the prediction accuracy is not high in the
prediction of the compressive strength of concrete. Therefore, a prediction model based on the BPNN optimized by improved
sparrow search algorithm (ISSA) and random forest (RF) is proposed to enhance the generalization ability and prediction
accuracy of BPNN for compressive strength of concrete. In terms of algorithm improvement, three improvements are
proposed for SSA: Latin hypercube sampling is introduced to initialize the location of sparrows and increase the diversity of
sparrows; the somersault foraging strategy is used to enrich the optimal position of producers; and combining with the cyclone
foraging mechanism, the position updating process of the scroungers is optimized to obtain a better foraging position. In terms
of performance evaluation of the algorithm, the ablation experiment verifies that the three improved strategies have improved
effects in SSA, and the performance of ISSA on the CEC2017 benchmark function is better than other peers. In terms of
predictive index screening, the important features are selected as the input variables of the model by random forest. The
prediction results show that compared with the RF-BPNN model and models optimized by other algorithms, RF-ISSA-BPNN
model has the lowest prediction error, and the expected value fits the real value better.

1. Introduction

Machine learning can mine the inherent relationships from
a large number of historical data for classification or predic-
tion. However, in addition to deep learning, random forest,
support vector machine, and other methods in machine
learning, BP neural network is also gradually applied to the
prediction of various engineering fields for its great effect.
Liang W et al. [1] study and analyze coal ash deformation
temperature with linear regression method and FactSage cal-
culation and introduce BP neural network to obtain accurate
prediction results. Xu B et al. [2] use static and dynamic
methods to simulate in BP neural network, respectively,
which ensure the accuracy of road temperature prediction

in different stages. Liu Y et al. [3] prove that BP neural net-
work is practical and feasible in predicting thermal error of
five-axis machining center. Dai S et al. [4] propose a predic-
tion model combining multiple regression and BP neural
network, which showed good prediction performance in
WFFZ height prediction. Similarly, it can also be applied to
predict the output pressure of the sensor [5], performance
evaluation of manufacturing collaborative logistics [6],
depth of concrete carbonation, and amount of steel corro-
sion [7].

Because BP neural network has the advantages of self-
learning, generalization ability, and fault tolerance, it has
been widely used by scholars in many fields. However, as
the scope of application becomes wider and wider, many
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shortcomings are exposed. The traditional BP neural net-
work is a local search optimization method, and the weight
of the network is adjusted along the direction of local opti-
mization, which tends to converge to different local minima,
leading to the failure of network training. In addition, it is
also susceptible to the influence of initial weights and thresh-
olds, and different weights and thresholds result in different
training results. Therefore, many scholars use intelligent
optimization algorithm to improve its generalization per-
formance and learning ability by optimizing weights and
thresholds on the original basis. For example, Dou K
et al. [8], Wang H et al. [9], and Supraja P et al. [10] both
adopt genetic algorithm (GA) for optimization, while
Yuan H et al. [11], Jiang G et al. [12], and Wang W
et al. [13] optimize key parameters of BP neural network
through particle swarm optimization (PSO) and mind evo-
lutionary algorithm (MEA) with better optimization per-
formance, and this indicates that the performance of the
model with BP neural network as the core and intelligent
optimization algorithm as the auxiliary is more outstand-
ing than the original BP neural network. In order to seek
a breakthrough in the performance of the predictive
model, some scholars have done a lot of work on the
improvement of the algorithm. For instance, Wu Y et al.
[14] adopt the adaptive learning rate to improve the pre-
diction model, and optimize the model with a new
improved algorithm integrating GA and SA. Zhang W
et al. [15] improve the convergence factor and position
update formula in the standard gray wolf algorithm, and
used the improved gray wolf algorithm to find the two
optimal values in the prediction model, so that the model
can meet the requirements of accuracy and real time of
short-term traffic flow prediction. Tian H et al. [16] add
nonlinear decline factor to the inertia weight of particle
swarm optimization, and the IPSO-BPNN model can
effectively predict the yield of winter wheat. Wu L et al.
[17] introduce the crossover and mutation operation in
GA into the improved fruit fly optimization algorithm
(FOA) to establish a corresponding GAIFOA-BP model,
and the prediction of fatigue life and fatigue consumption
by the model can be closer to the actual results.

The above researches only optimize the prediction
model by improving the algorithm, but ignore the impor-
tance of feature selection that affects the prediction accuracy
[18]. In a sense, the contribution of screening good predic-
tive indicators to the improvement of prediction accuracy
may be greater than algorithm optimization and combina-
tion of models [19]. RF is selected to measure the impor-
tance of each characteristic variable [20–22], and a certain
threshold is set for screening to find several characteristic
variables highly correlated with the dependent variable and
eliminate the characteristic variables with low importance,
thus reducing the complexity of the prediction model. Simi-
larly, the improvement of the algorithm has also become an
important breakthrough to improve the prediction model.
Sparrow search algorithm (SSA) has attracted the attention
of scholars in recent years, which divides the search popula-
tion into three roles: producer, scrounger, and scout. The
three roles cooperate with each other to find the optimal

value by their position updating mechanism. SSA has more
advantages than GWO, PSO, and GSA in terms of search
accuracy, convergence speed and stability [23]. However,
there are three problems as follows: (1) Randomly generated
initial positions may cause the sparrow population to be
unevenly distributed throughout the search solution space;
(2) in the stage of updating position of producers, the overall
trend decreases as the iteration goes on; and (3) in the stage
of updating position of scroungers, the value tends to 0 when
the population size is relatively large or the sparrow popula-
tion converges. In terms of algorithm optimization, Latin
hypercube sampling firstly is used to replace the formation
mode of the original population to enhance the quality of
the initial individuals. Secondly, somersault foraging strategy
is introduced in the stage of updating the location of pro-
ducers to enrich the optimal position of producers and
expand its search space. Finally, cyclone foraging mecha-
nism is introduced in the stage of updating the location of
scroungers to obtain a better foraging position and enhance
the escape ability of the local optimal solution. In this paper,
the CEC2017 benchmark function is selected for simulation
experiments, the feasibility and rationality of the three strat-
egies for improving the algorithm are verified by ablation
experiments, and ISSA is compared with 4 classic optimiza-
tion algorithms and 2 other improved algorithms. The com-
prehensive ranking of the simulation results shows that the
optimization ability of ISSA is superior to other six algo-
rithms. In the prediction of compressive strength of con-
crete, several features with high importance are screened
out as input variables by RF first, and then, the optimal
weight and threshold value are found in BPNN by optimiza-
tion ability of ISSA, and the RF-ISSA-BPNN prediction
model is established; finally, three algorithms (PSO, SSA,
and chaotic sparrow search algorithm [24](CSSA)) with
excellent performance on the CEC2017 benchmark function
are selected to establish the corresponding prediction model
(RF-BPNN, RF-PSO-BPNN, RF-SSA-BPNN, RF-CSSA-
BPNN, and ISSA-BPNN), and they are compared horizon-
tally and vertically. From the predicted data of the final con-
crete compressive strength, it can be found that the MAE
and RMSE values of RF-ISSA-BPNN are smaller than those
of the other five models, the predicted data fit the actual data
better, and the improvement of SSA and the feature selection
based on random forest can improve the prediction model,
which can provide a reliable theoretical reference for the safe
construction of the project.

In summary, the main contributions of this paper are the
following aspects:

(i) In terms of algorithm optimization, Latin hyper-
cube sampling is used to initialize the population,
somersault foraging strategy is proposed to enrich
the optimal position of producers, and cyclone for-
aging mechanism is proposed to obtain a better for-
aging position

(ii) Ablation experiments are conducted to verify the
feasibility and rationality of the three strategies,
and the performance of ISSA algorithm is verified
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by comparing it with some classical algorithms and
two improved sparrow algorithms

(iii) RF is used to measure the importance of each fea-
ture, and 6 features with VIM greater than 0.09
are screened as input variables

(iv) The RF-ISSA-BPNN prediction model of concrete
compressive strength is established and compared
with the prediction model without RF and four
kinds of prediction models with RF in both horizon-
tal and vertical aspects. In addition, two evaluation
indexes (MAE and RMSE) are selected as the mea-
surement standards of the prediction accuracy

The rest of this paper is summarized below. Section 2 is
an introduction to the related theoretical background and
three improvement strategies of the sparrow search algo-
rithm and gives the ISSA algorithm flow chart. Section 3 is
divided into three parts: the ablation experiment, the com-
parison experiment with other algorithms, and the analysis

of the time complexity of the algorithm. Section 4 mainly
includes the introduction of experimental data, the establish-
ment of prediction model, and the comparison of prediction
simulation experiment results. Finally, Section 6 is the sum-
mary of the whole paper. Figure 1 is a brief flow chart of this
research work.

2. Theory

2.1. Related Theoretical Background

2.1.1. BP Neural Network. Figure 2 shows the basic structural
framework of BPNN. BPNN is a multilayer feedforward net-
work trained according to error back propagation algorithm
[25]. It can learn and realize any complex nonlinear map-
ping between input and output through training of a large
number of data samples [26] and then adjust weights and
thresholds continuously through back propagation to mini-
mize the error of output signals. However, it has shortcom-
ings such as sensitive weight setting during fitting. Once

Improve the standard SSA

Latin hypercube sampling

Ablation
experiment

Part 01 Part 02

8 characteristic factors Selection by RF

Prediction indicators:
6 input variables and 1 output variable

Get RF-ISSA-BPNN prediction model

RF-BPNN prediction model

RF-PSO-BPNN prediction model

RF-SSA-BPNN prediction model

RF-CSSA-BPNN prediction model

RF-ISSA-BPNN prediction model

ISSA-BPNN prediction model

Part 03

Horizontal and vertical
comparison

Somersault foraging strategy

Cyclone foraging mechanism

Get ISSA

Optimizing BP neural network with ISSA

Get ISSA-BPNN prediction model

Figure 1: Brief flow chart of this research work.
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the threshold and weight are set incorrectly, the perfor-
mance of the model may be greatly reduced.

2.1.2. Random Forest for Feature Selection. In practical appli-
cations, there are often dozens of attributes of data set, and
even the curse of dimensionality may occur. Therefore, data
preprocessing for dimensionality reduction is a critical step
in machine learning tasks. Feature selection relies on the fea-
ture selection function of the machine learning model itself,
and selects the more important features from the input fea-
ture variables to achieve dimensionality reduction and sim-
plify the complexity of the model to a certain extent.
Generally speaking, there are two purposes for feature selec-
tion [27]. The first is to find highly correlated important var-
iables to achieve the purpose of explanation, and the second
is to find a small number of feature variables that can make
good predictions.

Random forest [28] is not only widely used in prediction,
but also in feature selection. It has better robustness and fas-
ter learning speed to noise and missing data, and its feature
importance can be used as a feature selection tool for high-
dimensional data [29]. The measurement indicators of char-
acteristics in random forest mainly include Gini index [30]
and out-of-bag data error rate [31, 32]. In this study, RF
mainly uses the Gini index to calculate the average impurity
and is used as an evaluation index to measure the contribu-
tion of each characteristic variable in the compressive
strength of concrete. The higher the Gini index, the higher
the average impurity, which shows that the importance of
characteristic variables is more significant. The Gini index
is represented by GI, and the variable importance score is
represented by VIM.

2.1.3. Sparrow Search Algorithm. According to the foraging
behavior of sparrows, the sparrow population is divided into
producers and scroungers. Producers usually store high
energy, which determines the direction of the whole popula-
tion during the foraging process, while the scroungers

update their positions according to the foraging information
provided by the producers. As long as sparrows can find a
better source of food or have a higher energy reserve, they
can become producers, but it is worth noting that the ratio
of the producers and the scroungers remains constant in
the entire population. The position of the sparrow represents
a set of effective solutions in the search space, which is
defined as xi = ðxi,1, xi,2,⋯, xi,dÞ, i = 1, 2,⋯, n, where d is
the dimension and n is population size. The energy reserve
of the sparrow represents fitness value, which is defined as
f ðxiÞ. The location of the producers is updated as

xt+1i,j =
xti, j:exp

−i
α:itermaxð Þ,R2<ST

xti, j+Q:L,R2≥ST
, ð1Þ

where xti,j is the position of the i-th sparrow in the j
-dimension (j = 1, 2,⋯, d) at the t-th iteration. ST
(ST ∈ ½0:5, 1:0�) is the safety threshold. R2 (R2 ∈ ½0, 1�) is the
alarm value.αðα ∈ ð0, 1ÞÞ is a random number. itermax is the
maximum number of iterations. L is a d-dimensional row
vector with all elements of 1. Q is a random number that
obeys normal distribution. When R2 < ST, there is no threat
from predators in the environment, and producers can
search for food in a wide range. When R2 ≥ ST, some spar-
rows are aware of the presence of predators, and all individ-
uals should move away from their current position to avoid
predators.

Scroungers monitor the producers over time, and they
often move around producers in the best position and com-
pete with them for resources. The location of the scroungers
is updated as

xt+1i,j =
Q⋅exp

xtworst−x
t
i, j

i2

� �
,i>n/2

xt+1p + xti, j−x
t+1
pj j⋅A+ ⋅L,otherwise, ð2Þ

where xtworst is the current global worst position. x
t+1
p is the

best position currently found by the producer. A is a row

Output layer • • •• • •

• • •• • •

• • • • • •

y1

b1 b2

xix1 xd

bh bq

yj yl

Hidden layer

Input layer

Figure 2: Schematic diagram of basic structure of BPNN.
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vector whose element can only be 1 or −1, and A+ = AT

ðAATÞ−1.When i ≤ n/2, scroungers search for food around
the best location found by the producers. The remaining
sparrows are starving and can only fly to other locations to
find food.

In SSA, some sparrows will be selected to adopt the
reconnaissance and early warning mechanism, so sparrows
in different positions of the population will choose different
coping methods in the face of incoming danger. When a
sparrow is aware of danger, it will actively approach its part-
ners in or around the safety circle to increase its own safety
factor. The position of the scouts is updated as in

xt+1i,j =
xtbest+β⋅ x

t
i, j−x

t
bestj j,f i>f g

xti, j+K ⋅
xt
i, j−x

t
worstj j

f i− f wð Þ+ε

� �
,f i=f g

, ð3Þ

where xtbest is the current global optimal position. KðK ∈ ½−
1, 1�Þ is a random number. ε is the smallest constant to pre-
vent the occurrence of 0 in the denominator. f w is the cur-
rent global worst fitness value, f i is the fitness value of the
scouts, and f g is the current global best fitness value. β rep-
resents a step size control parameter that obeys the standard
normal distribution. When f i > f g, the surroundings of the
current global optimal position are safe, and the sparrows
at the edge of the population realize the appearance of pred-
ators and quickly move around xtbest. When f i = f g, sparrows
in the center of the population should change their search
strategy in time and seek protection from nearby partners
to reduce the risk of being predation.

2.2. Improved Sparrow Search Algorithm

2.2.1. Latin Hypercube Sampling. Population initialization is
an indispensable part of swarm intelligence optimization
algorithm, and the convergence of swarm intelligence algo-
rithm is easily affected by the distribution of the initial pop-
ulation [33]. The initial population of the traditional

sparrow search algorithm is generated based on random
function in the feasible region. It can be found that the ran-
domly generated population is not evenly distributed in
Figure 3, which greatly reduces the efficiency of optimiza-
tion. Latin hypercube sampling (LHS) is adopted to initialize
the population to ensure the randomness and uniform dis-
tribution of sample points and improve the efficiency of
optimization. As shown in Figure 4, random sample points
are evenly distributed within the feasible region, which
enrich the diversity of the primary population. Among them,
population size is 50, dimension is 2, and the interval is [0,1].

Taking m samples in n-dimensional vector space as an
example, the specific steps of LHS [34] are as follows:

(1) The sample number and dimension of vector space
are determined

(2) Nonoverlappingm equal parts with equal probability
is generated in each dimension

(3) A random number is generated in each cell, so the
sampling matrix ½m, n� is formed

(4) A number is randomly selected in each column of
the sampling matrix to form a vector

Latin hypercube sampling is used to initialize the popu-
lation in SSA, so the number of populations is m in the sam-
pling matrix, and the multidimensional decision variables
correspond to the n-dimensional vector space. LHS can be
used to generate a sampling matrix ½m, n�, in which each
number in each column is generated by different cells and
arranged in disorder. Therefore, a population with a wider
and more uniform distribution range is formed, and the
probability of obtaining a solution with good diversity and
convergence is higher.

2.2.2. Somersault Foraging Strategy. In the stage of updating
the location of producers, the position of sparrows shows an
overall decreasing tend with the progress of iteration when
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Figure 3: Rand function.
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R2 < ST. It can be found that the value range of f ðxÞ has
changed from [0,1] to [0,0.4] in Figure 5, which means that
the diversity of the population may gradually decrease in the
later iterations, and the probability of obtaining excellent
solutions will also decrease. Therefore, the somersault forag-
ing strategy [35] is introduced to enrich the optimal position
of producers, which opened new foraging horizons for the
whole population. The somersault foraging strategy is to
take the position of the food (the optimal position) as the
center point, and the individual always update its position
by somersaults around the optimal position, and the expres-
sion is

xt+1i,j = xti,j + S: r2:x
t
best − r3:x

t
i:j

� �
, ð4Þ

where xtbest is the optimal position; S is the somersault factor,
and the general value is 2; and r2 and r3 are two random
numbers in [0,1].

It can be seen from Equation (4) that the search area of
producers is between the current position and the symmetri-
cal position around the optimal position it currently finds,
and it uses the global optimal position as the fulcrum to
update its position. But with the iteration of the population,
the range of sparrows foraging for somersaults is also
shrinking, and all sparrows will gradually approach the opti-
mal position. We use somersault foraging strategy into the
stage of updating the location of producers to get an oppo-
site position with the optimal position as the center point,
and the optimal position is selected between the current
sparrow and the opposite position. If the fitness value at
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Figure 4: LHS.

0
0 100 200 300 400 500 600 700 800 900 1000

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 5: f ðxÞ = exp ð−x/1000 × αÞ.
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the original position is inferior to that at the opposite posi-
tion during each iteration, the original position is replaced.
Otherwise, the original position is retained for the next gen-
eration. Different from the reverse learning strategy, the
somersault strategy revolves around the optimal solution
when updating the position, which makes the algorithm
more convergent [36]. Figure 6 is a schematic diagram of
the producer somersaulting.

2.2.3. Cyclone Foraging Mechanism. In the stage of updating
the location of scroungers, the i-th scrounger is to get rid of
the worst position in the current foraging process by virtue
of the property of exp () function, so as to obtain a better
foraging position when i > n/2. However, its value will grad-
ually tend to 0 when n is relatively large or the sparrow pop-
ulation converges, which means that the scroungers cannot
fly to other positions and the population diversity is also lost.
Theoretically, all starving sparrows should have the chance
to search randomly using food as a reference location. The
cyclone foraging mechanism [35] can create such an oppor-
tunity for hungry individuals to randomly designate a refer-
ence position in the entire search space, which can make the
hungry individuals far away from the optimal position to
find a new location and improve the global search capability
of algorithm. Figure 7 shows the cyclone foraging behavior
of sparrows in a two-dimensional space. It can be seen that
the sparrows follow the preceding sparrows along the spiral
path towards the food. Mathematical expressions are shown
in

xdrand = Lbd + r: Ubd − Lbd
� �

, ð5Þ

xdi t + 1ð Þ = xdrand + r: xdi−1 tð Þ − xdi tð Þ
� �

+ β: xdrand − xdi tð Þ
� �

,

ð6Þ

β = 2er1 itermax−t+1/itermaxð Þ:sin 2πr1ð Þ, ð7Þ

where xdrand is a randomly generated position in the search

space. Ubd and Lbd are defined upper and lower limits,
respectively. r and r1 are two random numbers in [0,1].
Therefore, the position of scroungers in ISSA is updated as

xt+1i,j =
xtrand+r: xti−1, j−x

t
i, jð Þ+β: xtrand−x

t
i, jð Þ,i>n/2

xt+1p + xti, j−x
t+1
pj j⋅A+ ⋅L,otherwise : ð8Þ

2.3. ISSA Algorithm Flow Chart. In summary, the overall
flow chart of ISSA implementation is shown in Figure 8.

3. Algorithm Performance Test

3.1. Simulation Environment and Test Function. All simula-
tion tests are performed on a computer with memory: 16GB
DDR4, CPU: AMD Ryzen 5 4600H with Radeon Graphics
and operating system: Windows10; the compilation and
operation of the program are all carried out in the
Matlab2018a environment. Each optimization algorithm is
tested to look for the optimal solution on the CEC2017
benchmark function solving problem in this paper, and they
are run independently for 30 times to eliminate the

xi (t)
(r2 · xbest (t) – r.3 · xi (t)) xbest (t)

Figure 6: Producer’s somersault foraging behavior.
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O

Figure 7: Cyclone foraging mechanism of individual sparrows.
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interference of accidental factors, and the results of mean,
standard deviation (Std), and Friedman’s ranking test [37]
are recorded to obtain the average ranking (Ar) and the final
ranking (Fr) on the entire CEC2017 benchmark function.
The population size is set as 100, the itermax is set as 200,
and the dimension in the benchmark function is set to 30.

3.2. Ablation Experiment. It is worth checking whether the
three introduced strategies play a role in the improvement
of SSA separately or at the same time, and the ablation
experiment [38] is used to investigate the improvement
effects of each strategy. SSA1 (SSA with the introduction of
LHS), SSA2 (SSA with the introduction of somersault forag-
ing strategy), SSA3 (SSA with the introduction of cyclone
foraging mechanism), ISSA (SSA with three strategies intro-
duced at the same time), and SSA are simulated and com-
pared, as shown in Table 1. The algorithm parameters are
uniformly set to PD = 30, ST = 0:6, and SD = 70.

From the final overall performance ranking, it can be
found that the introduction of each strategy significantly
improves the algorithm, and the performance of the SSA
with the three strategies added at the same time is better
than the SSA with the three strategies introduced separately,
which means that LHS, somersault foraging, and cyclone
foraging mechanism all play an improved role in SSA.

3.3. Simulation Comparison with Other Algorithms. The
CEC2017 test function is often used to test the performance
of intelligent optimization algorithms. In order to further
evaluate the optimization effect of ISSA, it is compared with
SSA, 3 classic swarm intelligence optimization algorithms,
and 2 other improved sparrow algorithms; they are as fol-
lows: whale optimization algorithm (WOA) [39], artificial
bee colony algorithm (ABC) [40], particle swarm optimiza-
tion algorithm (PSO), chaos sparrow search algorithm
(CSSA), and new chaos sparrow search algorithm (NCSSA)
[41]. The general parameters are set the same to reflect the
objectivity of each algorithm in the process of optimization.
Table 2 lists other parameter settings of the seven
algorithms.

As can be seen from the final results of Friedman’s rank-
ing test in Table 3, the overall ranking of ISSA is the first,
followed by CSSA. Therefore, the optimization performance
of ISSA on the CEC2017 benchmark function is the best.
Compared with the classic algorithms ABC, WAO, and
PSO, ISSA is better than WOA on 29 benchmark functions
and is better than ABC and PSO on most benchmark func-
tions. However, ABC is better than ISSA in optimization
performance only on function F27, and the optimization
performance of PSO on functions F4 and F11 is stronger
than ISSA. On the whole, it can be seen that optimization

Sort the fitness values to find the best and
worst sparrow individuals

Update the
location of the

discoverer

Choose a better
location

Update position
according to
formula (4)

Update the position of the follower
according to equation (11)

Update position
according to
formula (7)

Update position according to
formula (6)

Update the current
optimal position

Output optimal
position

N

Y

t ≤ Tmax

Y

R2 < ST?
N

Initialization

Figure 8: ISSA algorithm flow chart.
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Table 1: Ablation experiments.

function index SSA SSA1 SSA2 SSA3 ISSA

F1

Mean 1:3 × 105 1:3 × 105 6:4 × 104 1:4 × 105 9:4 × 104

Std 5:7 × 104 8:0 × 104 4:3 × 104 7:6 × 104 5:6 × 104

Rank 4 4 2 1 3

F3

Mean 5:1 × 104 5:1 × 104 4:7 × 104 6:5 × 104 4:8 × 104

Std 6784.0 1:2 × 104 5714.2 1:5 × 104 9803.3

Rank 3 3 1 4 2

F4

Mean 511.2 505.8 521.4 501.5 523.5

Std 16.6 24.7 21.5 27.3 62.3

Rank 3 2 4 1 5

F5

Mean 676.0 677.5 665.8 683.2 670.8

Std 45.1 48.8 59.7 31.1 33.9

Rank 3 4 1 5 2

F6

Mean 626.9 634.7 636.7 629.9 623.5

Std 7.4 8.8 12.2 9.9 9.7

Rank 2 4 5 3 1

F7

Mean 1053.8 1017.1 1038.8 1008.2 981.8

Std 98.7 111.4 86.2 41.1 69.5

Rank 5 3 4 2 1

F8

Mean 947.3 943.2 942.1 941.3 934.5

Std 38.8 32.1 31.0 26.9 22.8

Rank 5 4 3 2 1

F9

Mean 4969.7 4729.5 4301.5 3650.6 3805.2

Std 940.7 984.3 830.1 1238.4 746.5

Rank 5 4 3 1 2

F10

Mean 5076.4 4983.1 5465.1 4740.0 4504.6

Std 683.9 744.3 804.9 661.6 696.8

Rank 4 3 5 2 1

F11

Mean 1325.6 1314.1 1305.3 1300.9 1302.1

Std 53.5 70.0 76.0 77.0 63.6

Rank 5 4 3 1 2

F12

Mean 2:3 × 106 2:0 × 106 1:3 × 106 1:9 × 106 2:4 × 106

Std 1:4 × 106 9:7 × 105 6:6 × 105 1:0 × 106 1:5 × 106

Rank 5 4 1 2 3

F13

Mean 3:8 × 104 2:6 × 104 1:6 × 104 4:5 × 104 2:6 × 104

Std 4:7 × 104 2:4 × 104 2:2 × 104 4:1 × 104 1:3 × 104

Rank 3 2 1 4 2

F14

Mean 9:5 × 104 9:2 × 104 3:3 × 104 9:3 × 104 3:5 × 104

Std 7:4 × 104 5:0 × 104 2:1 × 104 7:2 × 104 2:8 × 104

Rank 5 3 1 4 2

F15

Mean 1:1 × 104 1:7 × 104 1:1 × 104 3:7 × 104 1:3 × 104

Std 1:0 × 104 1:3 × 104 1:2 × 104 2:4 × 104 1:3 × 104

Rank 1 3 1 4 2

F16

Mean 2778.1 2728.7 2864.8 2670.1 2610.3

Std 145.3 259.6 256.1 387.0 293.1

Rank 4 3 5 2 1

F17 Mean 2300.0 2207.1 2325.4 2245.1 2263.6
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performance of ISSA is only slightly worse than the classical
algorithm in a few benchmark functions. Compared with
SSA, ISSA has better optimization performance on 22
benchmark functions. Compared with the improved algo-

rithms CSSA and NCSSA, ISSA outperforms them on 16
benchmark functions and 26 benchmark functions, respec-
tively, and is slightly worse than NCSSA only on functions
F19, F22, and F24. In summary, the global search and local

Table 1: Continued.

function index SSA SSA1 SSA2 SSA3 ISSA

Std 189.4 306.2 290.7 344.7 245.0

Rank 4 1 5 2 3

F18

Mean 3:5 × 105 1:0 × 106 9:9 × 105 4:4 × 105 5:0 × 105

Std 4:7 × 105 1:0 × 106 9:9 × 105 3:2 × 105 8:5 × 105

Rank 1 5 4 2 3

F19

Mean 2:2 × 104 1:4 × 104 8133.5 1:2 × 104 1:3 × 104

Std 1:6 × 104 1:3 × 104 5704.1 1:5 × 104 1:2 × 104

Rank 5 4 1 2 3

F20

Mean 2654.8 2358.4 2769.2 2521.9 2519.2

Std 160.4 248.2 169.5 128.1 149.4

Rank 4 1 5 3 2

F21

Mean 2471.8 2460.5 2477.4 2445.1 2440.7

Std 57.3 41.4 47.0 49.9 30.7

Rank 4 3 5 2 1

F22

Mean 5352.7 3642.1 2545.9 2938.4 5087.8

Std 1895.5 1992.0 927.5 1457.3 2009.7

Rank 5 3 2 1 4

F23

Mean 2817.6 2831.5 2789.5 2858.7 2801.6

Std 60.5 48.0 35.0 63.8 26.2

Rank 5 3 1 4 2

F24

Mean 2975.0 2968.0 2991.7 2952.2 2992.5

Std 63.4 33.1 46.7 37.7 30.3

Rank 3 2 4 1 5

F25

Mean 2905.6 2894.1 2911.0 2900.2 2897.3

Std 20.4 13.8 21.5 16.0 14.0

Rank 4 1 5 3 2

F26

Mean 4675.2 5580.6 5229.6 5384.8 4684.3

Std 856.7 712.2 971.1 701.3 1332.2

Rank 1 5 3 4 2

F27

Mean 3235.7 3244.3 3202.5 3237.2 3227.7

Std 15.1 25.3 7.7 12.5 38.1

Rank 3 5 1 4 2

F28

Mean 3233.7 3247.9 3246.0 3247.4 3254.9

Std 22.0 31.0 18.0 20.8 35.6

Rank 1 4 2 3 5

F29

Mean 3972.0 3981.6 4078.6 4039.0 3912.8

Std 192.2 191.8 169.7 269.7 193.8

Rank 2 3 5 4 1

F30

Mean 4:1 × 104 2:6 × 104 3:5 × 104 5:2 × 104 1:9 × 104

Std 2:5 × 104 2:7 × 104 5:9 × 104 2:6 × 104 1:6 × 104

Rank 4 2 3 5 1

Ar 3.552 3.172 2.966 2.621 2.276

Fr 5 4 3 2 1
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development capabilities of ISSA are better than the other
six algorithms, which fully explain the successful introduc-
tion of LHS, somersault foraging strategy, and cyclone forag-
ing mechanism into sparrow search algorithm.

3.4. Time Complexity. The time complexity of an algorithm
is used to measure the operating efficiency of the algorithm,
and it reflects the pros and cons of an algorithm to a large
extent. Therefore, ISSA is compared with SSA and other
improved algorithms (CSSA and NCSSA) in terms of time
complexity as shown in Table 4, where the dimension is
denoted by d, and the time to solve the fitness function is
denoted by f ðdÞ. According to the introduction of the prin-
ciple of the standard sparrow algorithm in Section 2.1.3, the
algorithm is mainly composed of five phases: population ini-
tialization, location of producers updated, location of
scroungers updated, location of scouts updated, and update
of optimal location.

We discuss and analyze the time complexity of five
phases of the algorithm, respectively, and it can be obtained
through analysis in Table 4 that the time complexity of SSA,
CSSA, NCSSA, and ISSA is equal, so the three improved
algorithms do not increase the algorithm complexity in
exchange for the improvement of performance. Combined
with the experimental results on the CEC2017 benchmark
function in Section 3.3, it can be seen that ISSA has better
optimization performance than CSSA and NCSSA under
the same time complexity of algorithm.

4. Prediction of Concrete Compressive Strength
Based on RF-ISSA-BPNN Model

4.1. Experimental Data. With the rapid development of
cement and concrete production technology, concrete has
now become the largest amount of man-made building
materials in the world. High-performance concrete (HPC)
is a new type of concrete; using modern concrete technology,
the use of high-quality raw materials, in addition to cement,
aggregates, and water, must be used in a suitable water-
cement ratio, mixed with sufficient high-quality mineral
admixtures and efficient admixtures. As the academic com-
munity generally agreed that strength is the most important
indicator of the performance of concrete, so many studies
have long been done around how to improve the strength.
Concrete as a very common material on modern construc-
tion projects, its compressive strength also determines the

quality of construction. Therefore, predicting the compres-
sive strength from the available data is a challenging task.
The prediction of compressive strength of concrete is a very
complex nonlinear curve, and many factors directly or indi-
rectly affect the compressive strength of concrete. The exper-
imental data for the compressive strength of concrete used in
this study consisted of 1,030 sets of data as well as nine prop-
erties. Among them, the compressive strength of concrete is
affected by age, fine aggregate, cement, superplasticizer, blast
furnace slag, water, coarse aggregate, and fly ash. The units
of the last 7 factors are kg/m3, the unit of age is calculated
by days, and the unit of compressive strength of concrete
is MPa. The compressive strength of concrete is highly non-
linear with age and ingredients. It can be analyzed from
Figures 9 and 10 that the compressive strength of concrete
is highly nonlinearly correlated with age and composition.
Detailed information about the input properties is men-
tioned in Table 5.

4.2. Establishment of RF-ISSA-BPNN Model. ISSA shows
strong optimization ability in the CEC2017 test function,
so ISSA can directly participate in the process of network
parameter optimization. The so-called network parameters
optimization is to find good weights and thresholds to min-
imize the global error in network [42], and then, train the
optimized model to obtain the final prediction result. The
dimensionality is q × ðl + d + 1Þ + l because the dimension
of individual sparrows is decided by the weights and thresh-
olds obtained together.

The specific steps for establishing the RF-ISSA-BPNN
model are as follows:

(1) The sample data are imported, and RF is used to
conduct feature selection on the sample data. The
number of neurons in each layer, the transfer func-
tion, and the number of training times are deter-
mined so as to start building the network

(2) Parameter and sparrow population are initialized,
and the sum of the absolute values of the prediction
errors obtained by training is set as the objective
function, as shown in

f xð Þ = 〠
n

i=1
xi
∼
− xi

��� ���: ð9Þ

(3) The optimal solution corresponding to the mini-
mum fitness function value is found by ISSA, the
optimal solution obtained by optimization is
assigned to weights and thresholds, and then, the
training begins. When the training accuracy require-
ments are met, the final prediction results are output

4.3. Application of RF-ISSA-BPNN Prediction Model

4.3.1. Evaluation of the Importance of Features. In the
Python 3.7 operating environment, the importance score V

Table 2: Parameter settings.

Algorithm Parameter settings

ABC L = round 0:6 ∗ dim ∗Nð Þ, a = 1

WOA b = 1, a = 2 − 2t/Tmaxð Þ, P∗ = 0:5

PSO c1 = 2, c2 = 2,wmax = 0:9,wmin = 0:2

SSA PD = 30, ST = 0:6, SD = 70

CSSA PD = 30, ST = 0:6, SD = 70

NCSSA PD = 30, ST = 0:6, SD = 70‐round 70‐50ð Þ × t/200ð Þð Þ
ISSA PD = 30, ST = 0:6, SD = 70
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Table 3: Experimental results of 7 algorithms applied to CEC2017 test set.

function index ABC WOA PSO SSA CSSA NCSSA ISSA

F1

Mean 4:8 × 109 4:0 × 109 2:4 × 107 1:3 × 105 1:5 × 105 5:9 × 105 9:4 × 104

Std 8:0 × 108 1:3 × 109 6:2 × 106 5:7 × 104 1:1 × 105 2:6 × 105 5:6 × 104

Rank 7 6 5 2 3 4 1

F3

Mean 3:0 × 105 2:5 × 105 7:5 × 104 5:1 × 104 4:6 × 104 5:9 × 104 4:8 × 104

Std 8:8 × 104 8:8 × 104 1:4 × 104 6784.0 7117.0 3913.0 9803.3

Rank 7 6 5 3 1 4 2

F4

Mean 1900.0 1408.6 485.4 511.2 524.2 528.1 523.5

Std 259.0 411.5 25.6 16.6 23.3 21.6 62.3

Rank 7 6 1 2 4 5 3

F5

Mean 785.1 841.0 709.0 676.0 649.9 676.0 670.8

Std 22.1 54.2 39.6 45.1 43.1 25.3 33.9

Rank 5 6 4 3 1 3 2

F6

Mean 646.2 674.9 652.0 626.9 624.2 624.2 623.5

Std 3.4 5.2 5.5 7.4 12.7 4.9 9.7

Rank 4 6 5 3 2 2 1

F7

Mean 1060.4 1255.8 1098.6 1053.8 945.4 1038.7 981.8

Std 20.3 117.8 40.2 98.7 90.3 123.7 69.5

Rank 5 7 6 4 1 3 2

F8

Mean 1084.3 1046.1 966.5 947.3 946.3 944.4 934.5

Std 17.3 22.5 28.1 38.8 23.7 31.2 22.8

Rank 7 6 5 4 3 2 1

F9

Mean 1:1 × 104 9696.4 7369.8 4969.7 4221.6 4871.8 3805.2

Std 1471.7 3438.2 1098.3 940.7 1153.1 789.6 746.5

Rank 7 6 5 4 2 3 1

F10

Mean 9299.1 7029.2 5620.8 5076.4 4858.0 4767.8 4504.6

Std 328.5 714.8 437.3 683.9 396.0 432.5 696.8

Rank 7 6 5 4 3 2 1

F11

Mean 1:5 × 104 7897.1 1271.3 1325.6 1283.9 1324.6 1302.1

Std 2741.5 3154.0 33.2 53.5 68.0 89.8 63.6

Rank 7 6 1 5 3 4 2

F12

Mean 8:4 × 108 3:8 × 108 1:1 × 107 2:3 × 106 1:6 × 106 2:5 × 106 2:4 × 106

Std 2:3 × 108 3:0 × 108 5:7 × 106 1:4 × 106 1:2 × 106 2:6 × 106 1:5 × 106

Rank 7 6 5 2 1 4 3

F13

Mean 4:5 × 107 1:1 × 107 1:1 × 105 3:8 × 104 4:4 × 104 7:7 × 104 2:6 × 104

Std 7:9 × 106 9:7 × 106 5:6 × 104 4:7 × 104 6:5 × 104 6:6 × 104 1:3 × 104

Rank 7 6 5 2 3 4 1

F14

Mean 2:7 × 105 1:9 × 106 1:7 × 105 9:5 × 104 2:0 × 104 8:0 × 104 3:5 × 104

Std 1:8 × 105 1:0 × 106 9:6 × 104 7:4 × 104 1:8 × 104 7:1 × 104 2:8 × 104

Rank 6 7 5 4 1 3 2

F15

Mean 3:8 × 106 1:8 × 106 2:1 × 104 1:1 × 104 8246.8 1:6 × 104 1:3 × 104

Std 9:5 × 105 1:7 × 106 8248.9 1:0 × 104 6448.7 1:4 × 104 1:3 × 104

Rank 7 6 5 2 1 4 3

F16

Mean 4233.3 4227.7 3348.2 2778.1 2921.8 2741.1 2610.3

Std 102.8 384.3 435.1 145.3 506.3 213.8 293.1

Rank 7 6 5 3 4 2 1

F17 Mean 3077.4 3061.4 2321.6 2300.0 2304.7 2383.4 2263.6
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IM of each feature is calculated through RF and sorted. The
higher the ranking, the higher the importance of the feature,
which also means the more correlated it is with the compres-
sive strength of concrete.

According to the ranking results of V IM in Figure 11, it
can be seen that age has the greatest influence on the com-
pressive strength of concrete, while the importance of fly
ash is the lowest. This paper uses 0.09 as the threshold to

Table 3: Continued.

function index ABC WOA PSO SSA CSSA NCSSA ISSA

Std 179.8 542.8 269.5 189.4 287.1 217.1 245.0

Rank 7 6 4 2 3 5 1

F18

Mean 2:2 × 107 1:2 × 107 6:7 × 105 3:5 × 105 6:6 × 105 1:1 × 106 5:0 × 105

Std 9:5 × 106 9:4 × 106 4:2 × 105 4:7 × 105 8:4 × 105 1:6 × 106 8:5 × 105

Rank 7 6 4 1 3 5 2

F19

Mean 1:4 × 106 1:7 × 107 4:2 × 104 2:2 × 104 8868.6 1:1 × 104 1:3 × 104

Std 4:8 × 105 1:3 × 107 4:9 × 104 1:6 × 104 1:0 × 104 7202.9 1:2 × 104

Rank 6 7 5 4 1 2 3

F20

Mean 3179.1 2790.0 2725.0 2654.8 2515.0 2570.3 2519.2

Std 137.9 174.2 217.2 160.4 203.7 173.0 149.4

Rank 7 6 5 4 1 3 2

F21

Mean 2583.3 2637.1 2536.4 2471.8 2466.6 2449.2 2440.7

Std 13.6 83.5 32.5 57.3 56.7 29.0 30.7

Rank 6 7 5 4 3 2 1

F22

Mean 1:0 × 104 8467.4 7041.4 5352.7 4247.9 4209.8 5087.8

Std 177.8 734.1 1912.7 1895.5 2115.3 2113.3 2009.7

Rank 7 6 5 4 2 1 3

F23

Mean 2977.9 3063.9 3456.9 2817.6 2810.7 2802.0 2801.6

Std 13.0 90.7 221.6 60.5 45.5 51.7 26.2

Rank 5 6 7 4 3 2 1

F24

Mean 3130.6 3270.3 3360.5 2975.0 2987.6 2986.9 2992.5

Std 14.5 77.5 59.5 63.4 60.4 41.3 30.3

Rank 5 6 7 1 3 2 4

F25

Mean 3342.6 3184.2 2928.3 2905.6 2899.1 2904.8 2897.3

Std 60.6 46.2 18.9 20.4 14.9 17.5 14.0

Rank 7 6 5 4 2 3 1

F26

Mean 6507.6 8639.1 6774.7 4675.2 5305.7 5067.9 4684.3

Std 254.1 548.0 2309.6 856.7 1086.6 756.5 1332.2

Rank 5 7 6 1 4 3 2

F27

Mean 3200.0 3494.4 3861.9 3235.7 3249.1 3253.5 3227.7

Std 5:4 × 10−5 123.5 395.0 15.1 17.8 20.1 38.1

Rank 1 6 7 3 4 5 2

F28

Mean 3300.0 3748.8 3271.5 3233.7 3261.4 3267.4 3254.9

Std 0.03 256.0 21.4 22.0 50.7 26.6 35.6

Rank 6 7 5 1 3 4 2

F29

Mean 5184.5 5206.8 4550.6 3972.0 3983.7 3969.8 3912.8

Std 113.7 640.5 264.7 192.2 175.7 196.1 193.8

Rank 6 7 5 3 4 2 1

F30

Mean 1:6 × 106 4:5 × 107 2:1 × 106 4:1 × 104 2:4 × 104 6:0 × 104 1:9 × 104

Std 8:6 × 105 2:9 × 107 9:5 × 105 2:5 × 104 1:7 × 104 4:5 × 104 1:6 × 104

Rank 5 7 6 3 2 4 1

Ar 6.103 6.276 4.931 2.966 2.379 3.172 1.724

Fr 6 7 5 3 2 4 1
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Table 4: Time complexity comparison of algorithm.

Phase
Algorithm

SSA CSSA NCSSA ISSA

Population initialization O d + f dð Þð Þ O d + f dð Þð Þ O d + f dð Þð Þ O d + f dð Þð Þ
Location of producers updated O dð Þ O dð Þ O dð Þ O dð Þ
Location of scroungers updated O dð Þ O dð Þ O dð Þ O dð Þ
Location of scout updated O dð Þ O dð Þ O dð Þ O dð Þ
Update of optimal location O dð Þ O dð Þ O dð Þ O dð Þ
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Figure 9: Plot of the relationship between output variables and the first 4 input feature variables (cement, blast furnace slag, fly ash, and
water).
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filter out 6 characteristic factors (age, cement, fine aggregate,
coarse aggregate, water, and blast furnace slag) whose V IM
is greater than 0.09, as input variables of the prediction
model, the two characteristic variables (superplasticizer and
fly ash) that have little influence on the compressive strength
of concrete are eliminated, so that the model is simplified
without losing important features and the calculation effi-
ciency of the model is improved.

4.3.2. Select an Appropriate Number of Nodes. The 6 features
selected by RF are set as the 6 nodes of the input layer of the
BPNN, and the compressive strength of concrete is the only

node of output, but improper setting of node number may
lead to poor prediction results in the hidden layer. There-
fore, how to select the appropriate number of nodes in the
model is a key problem, so as to achieve the best prediction
performance. Kolmogorov theorem [43] proposes that the
optimal number of points of the hidden layer is generally 2
n + 1, where n is the number of nodes in the input layer.
When n = 6, the optimal number of points is 13. Figure 12
is the basic structure diagram of BPNN.

4.3.3. Prediction of Concrete Compressive Strength. The
trained RF-ISSA-BPNN model is used to predict the
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compressive strength of concrete, and the feasibility and
superiority of the model are proved. It is longitudinally com-
pared with the prediction model ISSA-BPNN that has not
been processed by the RF feature selection process. In addi-
tion, the algorithms (PSO, SSA, and CSSA) with excellent
performance on the CEC2017 benchmark function are
selected to participate in the process of network parameter
optimization, and the prediction models of RF-BPNN, RF-
PSO-BPNN, RF-SSA-BPNN, and RF-CSSA-BPNN are
established for horizontal comparison. In this paper, 1,000
sets of data are used as the training set, and 30 sets of data
are used as the test set for simulation and prediction. The

model parameters of BP neural network are set uniformly:
The number of training is 100, the accuracy is 0.001, and
the learning rate is 0.01. The parameters of the selected opti-
mization algorithm are consistent with those in Table 2, and
the simulation experiments are performed in the
Matlab2018a compilation environment. The prediction
results of concrete compressive strength of each model are
shown in Figure 13.

Cross-validation is an important parameter for the eval-
uation of machine learning algorithms how well prediction
capability is with generalization for an independent data
set and can be used to assess the model capability to predict

Table 5: Statistical features of concrete data sets.

Concrete components Maximum Minimum Mean Std deviation

Cement 540.0 102.0 281.2 104.50

Blast furnace slag 359.4 0.0 73.9 86.27

Fly ash 200.1 0.0 54.2 63.99

Water 247.0 121.8 181.6 21.35

Superplasticizer 32.2 0.0 6.2 5.97

Coarse aggregate 1145.0 801.0 972.9 77.75

Fine aggregate 992.6 594.0 773.6 80.17

Age 365.0 1.0 45.7 63.16

Concrete compressive strength 82.6 2.3 35.8 16.70

0.25
Feature importance

0.2

0.15

0.1

0.05

0
Age
Cement
Fine aggregate
Coarse aggregate

Water
Blast furnace slag
Superplasticizer
Fly ash

Figure 11: Feature importance ranking.
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Figure 12: The basic structure of BP neural network.
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the new data and to obtain insight about the model capabil-
ity for prediction of the independent data set [44]. Tenfold
cross-validation [45] is a commonly used technique for

cross-validation, and this section discusses the accuracy of
the RF-ISSA-BPNN model from the perspective of tenfold
cross-validation. The error evaluation indexes can fully

70

60

50

40

Va
lu

e

30

20

10
0 5 10

Sample group

Expected value
Predictive value

15 20 25 30

(a) RF-BPNN

70

60

50

40

Va
lu

e

30

20

10
0 5 10

Sample group

Expected value
Predictive value

15 20 25 30

(b) RF-PSO-BPNN

70

60

50

40

Va
lu

e

30

20

10
0 5 10

Sample group

Expected value
Predictive value

15 20 25 30

(c) RF-SSA-BPNN

70

60

50

Expected value
Predicted value

40

V
al

ue

30

20

10
0 5 10 15

Sample group

20 25 30

(d) RF-CSSA-BPNN

70

60

50

Expected value
Predicted value

40

V
al

ue

30

20

10
0 5 10 15

Sample group

20 25 30

(e) RF-ISSA-BPNN

70

60

50

Expected value
Predicted value

40

V
al

ue

30

20

10
0 5 10 15

Sample group

20 25 30

(f) ISSA-BPNN

Figure 13: The prediction results of the concrete compressive strength of each model.
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results, two commonly used error evaluation indexes (MAE
and RMSE) are selected as a measure of each model perfor-
mance, as shown in Equations (10) and (11). The closer the
final result of the three is to 0, the better the performance of
the model, as shown in Table 6.

MAE =
1
N
〠
N

i=1
y
~
i − yi

��� ���, ð10Þ

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
〠
N

i=1
yi
~
− yi

� �2

vuut , ð11Þ

where N is the predicted array length, yi is the actual con-
crete compressive strength, and yi

~ is the predicted concrete
compressive strength.

5. Results and Discussion

As can be seen from Figure 13, whether horizontal or verti-
cal comparison, the predicted data of RF-ISSA-BPNN model
has the best fitting degree with the actual data, and the pre-
diction performance is better than other models. The valid-
ity of the prediction model is verified by the tenfold cross-
validation method, as can be seen from the data of the pre-
dictive indicators MAE and RMSE in Table 6:

(1) The RF-ISSA-BPNN model has the lowest values of
MAE and RMSE, which means that the error
between the actual and predicted values is the smal-
lest, so the RF-ISSA-BPNN model has the highest
accuracy in predicting the compressive strength of
concrete

(2) The prediction performance of BPNN model is sig-
nificantly enhanced after the optimized weights and
thresholds, and the prediction results (MAE and
RMSE) of RF-PSO-BPNN, RF-SSA-BPNN, RF-
CSSA-BPNN, and RF-ISSABPNN models are better
than RF-BPNN models

(3) The significant difference between MAE and RMSE
values of RF-ISSA-BPNN and ISSA-BPNN indicates
the importance of RF feature selection. MAE is
reduced by 0.6089, and RMSE is reduced by 0.873

(4) The performance of the improved prediction model
for SSA has also been further improved. MAE and
RMSE of RF-CSSA-BPNN and RF-ISSA-BPNN
models are all smaller than those of RF-SSA-BPNN
model. It is fully verified that the improvement of
the algorithm can also seek a breakthrough in the

performance of the prediction model, which also
indirectly confirmed that the three improvement
strategies proposed provide key help to the improve-
ment of the original SSA

6. Conclusion

In this study, the standard sparrow search algorithm is
improved by integrating LHS, somersault foraging strategy,
and cyclone foraging mechanism to solve the problems of
premature convergence and insufficient global search ability.
In the prediction application of concrete compressive
strength, the RF-ISSA-BPNN prediction model is estab-
lished by finding the optimal threshold and weight by ISSA
and using the feature selection function of RF. The main
conclusions are as follows:

(1) The ablation experiment on the CEC2017 bench-
mark function verifies that the three strategies intro-
duced separately and simultaneously can
significantly improve the optimization effect of
SSA, which fully demonstrates the effectiveness and
feasibility of the three strategies introduced

(2) Compared with the classic algorithms (PSO, ABC,
WOA, and SSA), ISSA has better optimization abil-
ity. In the case of the same time complexity of algo-
rithm, the performance of ISSA is more outstanding
than other improved algorithms (CSSA and
NCSSA).

(3) The importance of 8 features is sorted by RF, and 6
features with V IM>0.09 are selected as input vari-
ables, so that the complexity of the model is reduced.
It can be seen that there is a great correlation
between age and compressive strength of concrete,
which indirectly indicates that the effect of age on
the compressive strength of concrete should be
emphasized in practical application. The results of
the longitudinal comparison between RF-ISSA-
BPNN and ISSA-BPNN show that the feature selec-
tion of RF can make the model have more efficient
running efficiency and higher prediction accuracy

(4) The RF-ISSA-BPNN prediction model is horizon-
tally compared with other models (RF-BPNN, RF-
PSO-BPNN, RF-SSA-BPNN, and RF-CSSA-BPNN),
the prediction results show that the MAE and RMSE
values of RF-ISSA-BPNN are lower than those of
other models, and the predicted data has the highest
fitting degree with the actual data. It not only
improves the shortcomings that BPNN is low predic-
tion accuracy and easy to converge to different local

Table 6: Predicted results of 6 models.

Index
Model

RF-BPNN RF-PSO-BPNN RF-SSA-BPNN RF-CSSA-BPNN RF-ISSA-BPNN ISSA-BPNN

MAE 5.6620 4.9291 5.4083 5.1226 4.3798 4.9887

RMSE 7.5048 6.7247 6.8324 6.4402 5.6687 6.5417
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minima, but also enhances its accuracy and stability
in prediction

Although RF-ISSA-BPNN can greatly reduce the risk of
falling into local optimal solutions, the situation of falling
into local minima still occurs in the later stage of the search.
How to fundamentally eliminate the occurrence of this phe-
nomenon and make the prediction model more characteris-
tic and practical value will be the focus of our future work. In
addition, due to the small number of samples, training the
neural network model will be affected to some extent. In
order to build a more accurate prediction model, a complete
and higher quality data is needed. In the next research, the
main work is to extend the database and introduce more fac-
tors related to the compressive strength of concrete to fur-
ther improve the generalization ability of the model.

Appendix

Data source: http://archive.ics.uci.edu/ml/datasets/Concrete
+Compressive+Strength

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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The development of information technology such as the continuous improvement of mobile Internet infrastructure and the
performance of computers has made it easy to process and share information. The huge market demand for location-based
information services provides huge impetus to the generation and development of mobile terminal positioning technology.
Generally speaking, the main causes of climate change can be summarized into two categories: natural climate fluctuations and
the impact of human activities which is a major measure taken by China to actively respond to climate change. This is a
successful approach to actively explore the rapid development of China’s industrialization and urbanization, which not only
develops the economy and improves people’s livelihood but also responds to climate change and reduces carbon intensity.
Firstly, this paper mainly is aimed at the connotation of regional low-carbon economic development mode, studying the basic
mode of regional low-carbon economic development, and analyzing the characteristics and applicable conditions of each mode.
Secondly, based on the machine learning algorithm of data mining, the main mode selection of regional low-carbon economic
development is discussed. Thirdly and finally, when choosing the regional low-carbon economic development mode,
comprehensive consideration should be given to the economic development basis, energy structure, resource characteristics,
industrial status, development mode, geographic location, and other factors. This paper studies the basic conditions and
applicable conditions of regional economic development models. The conclusion shows that from the perspective of regional
economic evolution, low-carbon economy can be regarded as the decarbonization process of economic development. It is an
economic form combining its own characteristics and an inevitable requirement for the transformation of regional economy
from other economic models to low-carbon economic models. And other factors of Selection of regional economic
development foundation, energy structure, resource characteristics, industrial status, development mode, geographical location,
were also discussed.

1. Introduction

In recent years, with the continuous decline of computer termi-
nal price and the continuous improvement of its performance,
smart phones appears and popularizes. The development of
information technology, such as the continuous improvement
of the Internet and mobile Internet infrastructure, makes it easy
to spread and share information. In today’s society where data
flow and information flow explode, deep data mining has
gradually developed into a new trend [1]. Nowadays, mobile
terminal positioning technology is widely applied inmany fields
such as emergency rescue, military positioning, peer network
operation, and optimization. The huge market demand based

on location information service makes the emergence and
development of mobile terminal positioning technology have
great power. The application of data mining technology in daily
life can promote the development of social science and technol-
ogy, improve people’s information processing ability, and play
an important role in the information age. Under this back-
ground, the concept of low-carbon economy and low-carbon
development came into being and quickly gained wide attention
from governments and academic circles [2]. Different decou-
pling indicators can be distinguished based on the actual situa-
tion, and primary decoupling and secondary decoupling are
defined. Primary decoupling refers to the decoupling between
natural resource utilization and economic growth. Secondary
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decoupling refers to the decoupling of environmental pollution
and natural resources from the traditional “high carbon con-
sumption, high pollution and high waste” economy which has
caused a serious resource and environmental crisis. Ecological
destruction, environmental pollution, and resource depletion
are the most widespread impacts of the global ecological crisis,
which are directly manifested in the increasingly obvious green-
house effect and a significant global warming trend. The tech-
nique for analyzing and processing large-scale data with the
participation of computers and extracting the meaningful laws
or patterns implicit in the data is data mining [3].

Human beings are facing increasingly severe resource and
environmental situation. In the decades since themid-20th cen-
tury, with the outbreak of the new technological revolution, the
global social economy has developed at an unprecedented
speed. At the same time, the popularization of modern cellular
mobile communication network and the establishment of
global positioning system have made great progress in mobile
terminal positioning technology, and the positioning accuracy
has been greatly improved. Using data mining technology can
not only diminish the data management costs significantly but
also improve the efficiency of communication between them.
Although low-carbon economy is put forward in the practice
of human response to climate change, its essence is the result
of human continuous reflection on the relationship between
their own development and resources and environment. It is
emphasized that economic development should be coordinated
with resources and environment, and ultimately promote the
transition from a carbon-based energy economy to a low-
carbon and carbon-free energy economy. The key factor of cli-
mate change is the increase in atmospheric temperature caused
by the emission of carbon dioxide and other greenhouse gases
under the influence of human factors, which has been basically
reached by the global scientific community. This is an impor-
tant step taken by China to actively respond to climate change.
It will actively explore the successful practices of developing
economy, improving people’s livelihood, coping with climate
change, and reducing carbon intensity in the rapid development
stage of China’s industrialization and urbanization. It is of great
significance to accumulate beneficial experience in promoting
low-carbon green development in different regions. By calcula-
tion, the importance of multiple factors can also be compared
[4]. Among the influencing factors of China’s carbon emissions,
energy consumption ranks first. Economic growth ranked
second and trade ranked third. The predecessor of machine
learning method is the theory of statistical learning and optimi-
zation, which was born with the advent of computers. So far, a
large number of algorithms have been proposed for different
disciplines and problems, emphasizes that developed countries
should provide adequate and sustained financial, technical,
and capacity-building assistance for the implementation of
adaptive actions in developing countries.

China’s decoupling of energy and carbon emissions will be
in a state of growth linkage for a long time. China has made
great efforts, but it still has a long way to go [5]. In China, as
the first priority, development must vigorously develop the
economy to catch up with developed countries and improve
people’s material living conditions. This is obviously based
on a large amount of energy consumption [6]. The transfor-

mation of enterprises and the progress of the industry all need
the improvement of machine learning algorithms, so as to con-
veniently process huge information data and realize the devel-
opment of society [7]. But in fact, data mining is more and
more difficult to analyze because of its limited data processing
ability, and machine learning algorithm is an interdisciplinary
subject, that is, computer simulates human behavior and auto-
matically acquires new skills and knowledge. At present, there
are many studies on low-carbon economy and its regional eval-
uation, so it is necessary to sort them out systematically. Further
clarify the connotation, goals, and paths of low-carbon develop-
ment, and provide clear ideas for future research and practice
[8]. Climate warming makes the production and consumption
patterns in traditional economics no longer able to meet the
requirements of the era of sustainable human development in
the future. In the future, the economic development modemust
be changed and a new economic model must appear. The low-
carbon province and low-carbon city pilot program means that
the country should give full play to the enthusiasm, initiative,
and creativity of each region to explore a regional low-carbon
development model with Chinese characteristics. Therefore,
accelerating the pace of transformation and construction of
the economic belt or elevating the construction of the economic
belt to a national grand strategy will help to effectively connect
with the “Belt and Road,” accelerate China’s economic and
social development, narrow the gap between the north and
the south, and achieve regional coordination in the eastern,
central, and western region development [9].

2. Related Work

As the foundation of low-carbon economy, low-carbon indus-
try has not been strictly distinguished by scholars in domestic
research. Lin et al. put forward ecological footprint theory,
which reveals the regional space of biological productivity
needed to produce a certain amount of substances and absorb
wastes generated by consuming these substances. It provides a
method to judge the ecological carrying capacity of a certain
country or region, so as to judge the greenhouse gas emissions
generated by human activities, and demonstrate the necessity
of developing low-carbon industries with the deterioration of
ecological environment [10]. Peng et al. put forward carbon
emissions in low-carbon economy will be a new indicator to
measure economic development [11]. Zhang et al. put forward
reviewing and depicting the scenario of long-term climate
stability and decomposing carbon emissions into three factors:
carbon dioxide concentration, energy efficiency, and eco-
nomic activities [12]. Li et al. believe that low-carbon economy
is based on technological innovation and institutional innova-
tion. Only by reducing greenhouse gas emissions as much as
possible can we achieve coordinated economic, social, and
environmental development [13]. Yu et al. established the fol-
lowing: from the perspective of energy, low-carbon economy
is regarded as an energy revolution with the goal of slowing
down climate change, and its core is the technological innova-
tion and institutional innovation of energy [14]. Fleming et al.
established the following: using Kuznets curve to study the tra-
jectory of human development from high-carbon economy to
low-carbon economy, came to the conclusion that human
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development will pollute the environment at the same time
[15]. Kuong et al. put forward the theory of urban mines. This
theory believes that human beings can rely on technological
innovation and other means to support the use of renewable
resources [16]. Kapitonov believes that low-carbon economy
should be regarded as the most important economic, social,
and environmental revolution of this century. And that its
significance will be more far-reaching than the industrial rev-
olution [17]. Yang et al. constructed a method to describe the
low-carbon economic development scenario at the urban scale
and applied this method to the Shiga region of Japan [18].
Field and Derwent established the humanistic development
goal of low-carbon economy and defined it as an economic
form in which both carbon productivity and humanistic
development have reached a certain level [19].Wang et al. also
emphasized its institutional attribute and believed that low-
carbon industry is a new concept driven by institutional inno-
vation and development ideas [20].

3. Basic Model for Regional Development of
Low-Carbon Economy

3.1. Emerging Low-Carbon Industrial ClusterModel.Thismode
is to build new low-carbon industrial clusters, cultivate indus-
trial clusters with low-carbon technology industries as themain
body, reduce the production cost of low-carbon industries, and
accelerate the knowledge spillover effect and technological
innovation among enterprises. The method is simple and clear,
and the conclusions obtained can make us intuitively under-
stand the relationship between economic development and
resources and environment and have a certain early warning
function. Because the independent assumption of naive Bayes-
ian algorithm is not true in most practical situations, its perfor-
mance is worse than many more advanced machine learning
algorithms. The emission of carbon-containing greenhouse
gases mainly comes from the burning of fossil fuels, and the
increase of carbon-containing greenhouse gases in the atmo-
sphere directly affects the global climate change, especially the
global warming, which leads to the global ecological crisis.
The annual economic losses caused by global climate anoma-
lies have gradually made people realize the importance of
sustainable development. In response to global climate change,
nonrenewable energy depletion, and other issues, countries all
over the world regard developing new energy and supporting
the development of emerging industries such as energy conser-
vation and environmental protection as national development
strategies to adjust economic structure and promote economic
growth. On the premise of building an innovative country,
through introduction, digestion, absorption, and independent
innovation, form a group of low-carbon advanced technologies
with independent intellectual property rights, and focus on the
development, demonstration, and promotion of a group of
common and key link technologies that have a major driving
effect on the low-carbon economy. Therefore, under normal
circumstances, the error of the training sample set with the
closest distance to the sample to be classified obtained by using
the nearest neighbor method is very large. For example, based
on the location information, information such as the distribu-
tion of themain residential area of the user, the respective char-

acteristics of the users in different shopping malls, the user’s
preferred area, and the development of the area can be
obtained. Although we are only in the early stages of predicting
global warming trends, the ecological responses to near-term
climate change are already clearly visible, as shown in Figure 1.

This kind of information has certain reference value for
investors, real estate developers, market operators, and the gov-
ernment. At present, we should vigorously promote the
regional low-carbon transformation to achieve green and clean
development. Only by minimizing the pressure of economic
activities on resources and environment can we finally achieve
ecological civilization. The merge time interval is 2 s to 10 s for
simulation, as shown in Table 1.

Effective simulation of its positioning performance
shows the specific simulation results, as shown in Table 2.

When the K value of the positioning method based on K
-nearest neighbor method is different, its performance is effec-
tively simulated, which represents the specific simulation
results, as shown in Table 3.

Compared with fossil energy, renewable energy has become
cost competitive in many countries. Government leadership
continues to play a key role in driving the growth of renewable
energy, especially wind and solar power. 173 countries around
the world have set renewable energy development goals, and
146 countries have issued support policies. Many cities, com-
munities, and enterprises have taken the lead in launching
the rapidly expanding “100% renewable energy” initiative,
which plays a crucial role in promoting global energy transfor-
mation. Since then, more and more scholars began to pay
attention to climate change, and its related research and inter-
national conferences have become more and more frequent.
Global renewable energy structure is shown in Figure 2.

Then, the distance between the dividing lines at the
extreme of these two lines can be expressed as follows:

d = 2
ω

�
�
�
�

�
�
�
�
: ð1Þ

By solving the optimization problem:

min
ω,b

= 1
2 ωk k2,

s:t:yi ω ⋅ xið Þ + bð Þ ≥ 1, i = 1,⋯, l:
ð2Þ

The dual problem of the optimization problem in the
maximum margin method can be found as follows:

min
α

1
2〠

l

i=1
〠
l

j=1
yiyjαiαj xi ⋅ xj

� �
− 〠

l

j=1
αj,

s:t:〠
l

i=1
yiαi = 0,

αi ≥ 0, i = 1,⋯, l:

ð3Þ

The following formula can be used as a degree of mis-
classification of the training set as a whole:
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〠
l

i=1
ξ: ð4Þ

The extended maximum interval method to solve the
dual problem of the optimization problem is as follows:

s:t:〠
l

i=1
yiαi = 0: ð5Þ

3.2. Traditional Low-Carbon Industry Maintenance Model.
Most of the original industries are general traditional indus-
tries, such as agriculture, handicrafts, and tourism, and the
carbon emission is not very high. The maintenance method is
adopted for these industries. Among them, the policy changes

cannot be quantified, the data in the process of quantifying
the indicators of resource-based industries and high-energy
consumption infrastructure are not complete, and there is no
cointegration relationship in the modeling process of house-
hold consumption structure. For some linear nonseparable
problems, although linear partition cannot completely separate
the two kinds of points in space, it may cause fewer wrong
points. This classification problem becomes an approximately
linear separable support vector machine. Zhuang, an early
scholar engaged in low-carbon economy research in China,
believes that low-carbon economy refers to relying on techno-
logical innovation and policy measures. Implement the energy
revolution and establish an economic development model with
less greenhouse gas emissions. In recent years, the total amount
and growth rate of energy production and consumption in
remote areas are relatively large, as shown in Figure 3.

It is mainly manifested in industry, high-efficiency produc-
tion, and energy utilization; energy structure and renewable
energy production will occupy a relatively high proportion.
China has adopted alternative technologies for fossil energy,
mainly including alternative technologies for clean energy,
renewable energy, and new energy. Improve energy efficiency
and reduce CO2 emissions by reducing energy consumption.
Adopt cleaner production and other technologies to improve
energy efficiency, especially the clean utilization technology of
coal. On the premise of ensuring crop yield, reducing fertilizer
consumption plays an important role in reducing CO2 emis-
sions in the process of fertilizer generation and protecting the
environment. Through the adjustment of the internal and
external structure of fossil energy, the growth rate of carbon
emissions can be effectively slowed down, and China’s energy
structure will be developed towards low-carbon energy. In
other words, western countries have launched a number of
mutually supporting algorithm linkage mechanisms and data
classification creation mechanisms in the research field of
machine learning algorithms, so as to improve the feasibility
of data processing task with the help of multiangle model for
practical training. With the progress of science and technology,
the change of economic structure, and the development of
energy consuming industry, the elasticity coefficient of energy
consumption will generally show a downward trend, as shown
in Figure 4.
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Figure 1: 002 emissions around the world.

Table 1: Simulation results of data consolidation for locations.

Merge time interval None 1 2 3 4 5

Positioning accuracy 82.35 82.94 83.6 83.99 84.20 84.26

Positioning time 39.30s 19.65 s 9.80s 6.7 s 4.90s 3.92 s

Merge time interval 5 6 7 8 9

Positioning accuracy 84.30 84.30 84.15 83.87 83.23

Positioning time 3.26 2.80 2.45 2.16 2

Table 2: Simulation results of tertiary positioning area size based
on K-nearest neighbor method.

Positioning area side length 100m 200m 300m 400m

Positioning accuracy 80.90 83.35 84.33 84.99

Positioning time 0.90 1.83 3.29 4.91

Table 3: Simulation results of tertiary positioning K value based on
K-nearest neighbor method.

K value setting 10 20 30 40

Positioning accuracy 83.20 83.88 84.30 84.11

Positioning time 3.25 2.28 3.27 3.30

1%

44%

7%

2%

45%

Biomass
Wind energy
Plot

Hydropower
Solar energy

Figure 2: Global renewable energy structure.
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At this time, it can be known that the partition function
with a larger distance between the sample point and the func-
tion value will have a far corresponding curve, and it is very
likely that it belongs to the relatively positive class of the parti-
tion curve with a larger function value. In fact, the nearest
neighbor method is a kind of training which is achieved by
calculating the distance between two groups of sample point
feature vectors in the training set and sample feature vectors
to be distinguished. As far as developed countries are con-
cerned, they have achieved a high level of human development
and should and must achieve absolute reduction of carbon
emissions while maintaining development. Based on the fact
of climate change and the requirements of a low-carbon
economic model, many scholars have begun to incorporate
regional carbon emissions into the indicator system for measur-
ing regional economic development. Its characteristics are that
the effect of low-carbon economy can be seen quickly, without
too high cost input, and it is relatively easy to implement.

4. Analysis on the Problems Existing in China’s
Policies to Support the Development of Low-
Carbon Industries

4.1. Lack of Systematic Policy System to Support the
Development of Low-Carbon Industry. There is lack of coordi-
nation between low-carbon policies. The promulgation of rel-

evant policies is due to different industries, different policy
subjects, or to some social problems, which leads to the lack
of coordination among various policies, and some policies
becomemere formality and lack of operability. At the national
level, China’s national will to deal with climate change is con-
stantly increasing, and it has repeatedly issued clear instruc-
tions to actively deal with climate change and develop a low-
carbon economy. In addition, follow a principle, the principle
of minimization. The energy consumption of public buildings
is about standard coal, as shown in Figure 5.

In this way, accurate analysis of data mining can be made.
The least squares of the outstanding performance of the vector
machine of the machine learning algorithm has an irreplaceable
role compared with other algorithms. Therefore, the formula is
used to calculate the longitude and latitude of the center of the
merged area, and then, the data to be positioned for the second-
ary timing based on the support vector machine is continuously
merged. The calculation of sample vector machine and the cal-
culation of decision function vector machine are important
links in the later budget. For the design of low-carbon economy
comprehensive evaluation index system, based on the existing
research, we can further learn from the idea and method of sys-
tem dynamics. Integrate and optimize subjective and objective
information to the greatest extent. Berkeley formulates compre-
hensive strategies from multiple perspectives. The main strate-
gies adopted in operation and management include smart
growth, improving the existing bus frequency and reliability,
developing supplementary transportation system, and pricing
strategy. The comparative analysis with other provinces and cit-
ies is shown in Figure 6. Relationship between building carbon
emission and overall carbon emission is shown in Figure 7.

If the area is not suitable for large-scale industry, it can trade
emission rights. Get funds and technology from economically
developed coastal areas for ecological protection, and develop
their own ecological agriculture and tourism, so that both sides
can benefit. In recent years, China has implemented a series of
policies such as the development of the western region and the
transfer of eastern industries to the western region. There is a
strong dependence on central investment and infrastructure
investment, and investment in resource-based industries and
real estate has become the main driving force for economic
growth. Investment in high-end machinery manufacturing
industry and new technology industry is low, and development
is weak. Attribute features are the information extracted from
the user’s geographic location, the number of microblogs for-
warded by the publisher, and other personal information,
through the calculation and transformation of this user infor-
mation. Usually, some quantitative features can be obtained
that can reflect the attention relationship between users from
a certain aspect. For the low-carbon economic behavior of the
same market entity, different policy supports can be found in
different policy fields. However, due to the lack of coordination
or consistency among different policies, it is difficult to accu-
rately assess the comprehensive value and actual utility of a
low-carbon policy during the specific implementation process.

4.2. Inadequate System and Insufficient Policy Support. The
development of low-carbon industries is not only conducive
to energy conservation and emission reduction, reduction of
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Figure 3: Total amount of energy production and consumption.
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environmental pollution and response to climate change, and
the realization of ecological civilization construction, but also
conducive to promoting the upgrading and adjustment of
China’s energy structure, industrial structure, andmarket struc-
ture, so as to achieve sustainable development. As one of the key
areas in the country for energy conservation and emission
reduction, remote areas must ensure that the national energy
emission reduction targets are completed on time. Now the
primary task of the whole region is energy conservation and
emission reduction, vigorously eliminating some backward
production capacity in energy and other industries and reso-
lutely curbing high energy consumption. Blind development
of the industry. Especially in the world’s major developed econ-
omies, it has been recognized for a long time that the traditional
industrialization path with high energy and high emissions has
brought enormous pressure to their own resources and envi-
ronment, and it is an inevitable trend to change the way of eco-
nomic development. In this application process, the weights
need to be revised. The main method used is to use the error
generated by the data calculation to initialize and output the
expected value. Due to the increasing interval of merging the
positioning data, the positioning accuracy is continuously
improved until the highest value appears and gradually
decreases. In addition, an appropriate operator should also be
selected. Because the genetic BP neural network needs to be
improved and optimized, it is required that the selected opera-
tor must follow the corresponding proportional algorithm to
achieve local optimization. For developed regions, the key is
to realize low-carbon economy, optimize industrial structure,
and change the mode of economic development. It mainly
depends on increasing the consumption of material resources
to mainly rely on scientific and technological progress, improv-
ing the quality of workers and management innovation. To
some extent, the economic structure determines the energy
structure and, to a certain extent, the intensity of greenhouse
gas emissions. The energy consumption intensity of the second-
ary industry is far greater than that of the primary and tertiary
industries. The adjustment of industrial structure will inevitably
promote the transformation of energy structure. Integrating the
variable weight with the existing evaluation model can directly
reflect the balance between the factors of low-carbon economic
development in the evaluated area in the comprehensive evalu-
ation results, which is helpful to improve the evaluation reliabil-
ity of the existing research. Because climate warming and other
changes brought about by it are still happening and unavoid-
able, we must actively deal with the public health, economy,
quality of life, and other related risks caused by environmental
change related to climate change. This area is mainlymountain-
ous and sparsely populated, with a large proportion of planting
industry and developed tourism.We should choose the mainte-
nance mode of traditional low-carbon industry and increase the
development of ecological and tourism industry. To a certain
extent, these measures have reversed the situation that the
development gap between the East and the West has gradually
widened, but the economy in the upper reaches of the economic
belt is growing rapidly. At the same time, a large number of
infrastructure projects with high energy consumption and
material consumption are concentrated. Topic model is an
effective method to analyze large text. It analyzes the training
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corpus composed of documents with topic annotation. The lack
of specific implementation rules or interpretation provisions
leads to the lack of clarity and operability of fiscal and taxation
and the dilemma that fiscal and taxation policies cannot be
effectively implemented.

5. Conclusions

With the outbreak of the new technological revolution, the
population has increased dramatically, the urbanization pro-
cess has been accelerated, and the traditional “high carbon
consumption, high pollution and high waste” economy has
developed unprecedentedly. It has caused serious ecological
and environmental crises such as ecological destruction, envi-
ronmental pollution, and climate change, especially the
increasingly obvious greenhouse effect, and the global warm-
ing trend has intensified. At the same time, the scarcity of
water resources, the decrease of land area, the depletion of nat-
ural and mineral resources, the decrease of biodiversity, and
the destruction of ecological environment are all problems to
be solved in the context of the continuous increase of world
population. Choosing a low-carbon economic development
model suitable for China’s national conditions plays a vital
role in the formulation of low-carbon economic policies. Espe-
cially in the era of big data, with the exponential growth of
information, some data mining applications have gradually
surfaced, and the problem solving has becomemore and more
complicated and difficult. High accuracy and low computa-
tional complexity are obtained based on traditional research
methods. As a multifield interdisciplinary subject, machine
learning algorithm can effectively improve the positioning
speed and accuracy, and the application effect is good. It
makes an in-depth analysis of these two types of concepts
and points out that the concept of low-carbon economy in a
narrow sense emphasizes the characteristics of “phase” and
“coordination” between elements of low-carbon economy.
From the perspective of regional economic evolution, low-
carbon economy can be regarded as a process of decarboniza-
tion of economic development. It is an economic form that
combines its own characteristics and is necessary for the
regional economy to transform from other economic models
to low-carbon economic models. There are regional economic
development basis, energy structure, resource characteristics,
industrial status, development mode, geographical location,
and other factors to choose.
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The landscape is driven by innovative design, adhering to the concept of “poetic residence, inheritance, and innovation,” which
has long served China’s urban and rural development and the construction of ecological civilization and provided high-quality
planning and design services for governments at all levels throughout the country; we construct a particle swarm optimization
(PSO) landscape pattern spatial optimization model and solution algorithm to optimize the spatial layout of the landscape for
economic development, ecological protection, and integrated scenarios in a city in southwest China. The results show that the
PSO-based landscape pattern spatial optimization model and algorithm can use particle position to simulate landscape
distribution for spatial pattern optimization. In the development of landscape pattern optimization methods, the landscape
pattern optimization model with landscape simulation evolution as the core has shown its advantages. In the target year, the
dominant landscape of economic development scenario is urban and orchards, and the landscape pattern shows the
distribution characteristics of urban, farmland in the western dam area, and orchards in the eastern mountainous area; the
dominant landscape of ecological protection scenario is forest, urban, and rural residential and industrial mining; and the
landscape pattern shows the distribution characteristics of urban and rural residential and industrial mining, orchards,
farmland in the western dam area, and forest in the eastern mountainous area. The landscape pattern shows that the western
dam area is dominated by urban and rural residential and industrial, while the eastern mountainous area is dominated by
forests and orchards. The integrated scenario has the highest potential for the future, and its economic, ecological, and
comprehensive benefits can be optimized, which is the best spatial layout of the landscape pattern in the study area in the
target year.

1. Introduction

In recent years, the urbanization process of rapid develop-
ment has focused on the safety and smoothness of traffic,
with much emphasis on the vehicular experience of the road,
and the consideration of the human living environment is
also mostly from the perspective of the driver [1]. However,
many factors have led to the fact that most of this year’s
urban construction has not only failed to achieve the original
purpose of smooth traffic flow but also induced negative
emotions such as congestion and anxiety among pedestrians
due to various traffic congestions and other “urban diseases.”
The American scholar Roger Trancik (2008) proposed the
concept of “lost space” in “In Search of Lost Space,” arguing
that the misuse of automobiles, private interests overriding

public interests in urban renewal, and land use patterns
within cities have created a vacuum. The concept of “lost
space” is proposed in “In Search of Lost Spaces” by Roger
Trancik (2008), who argues that the misuse of cars, private
interests overriding public interests in urban renewal, and
land use patterns within cities have created a vacuum in
cities. “The “human,” “vernacular,” and “imaginative” posi-
tive spaces are increasingly neglected and rejected [2]. The
traditional “human,” “vernacular,” and “imaginative” posi-
tive spaces are increasingly neglected and rejected [3, 4].
Along with the increasing demand and requirements for
the quality of human living environment, the public is
increasingly looking forward to public spaces that can bring
them pleasant experiences. As one of the important public
open spaces in the city, street space is an important direct
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carrier for people to recognize and experience urban culture
and urban imagery and plays an important role in the daily
life of residents, far from being only a simple function of
transportation [5].

Urban landscaping landscape design is a landscape pat-
tern that can protect and restore biodiversity and achieve
effective control and continuous improvement of ecological
and environmental problems [6]. Landscape design is the
optimization and adjustment of the landscape quantity
structure and spatial layout with the help of GIS technology,
scenario analysis, spatial optimization models, and methods
to form a landscape spatial configuration scheme with the
maximum ecological and economic integrated benefits [7].
The suburban area is an area close to the central area of
the city, which is closely related to the central area in
economic, social, and cultural aspects and has convenient
transportation links with it [8]. In recent years, due to unrea-
sonable land use development and urban sprawl, the struc-
ture and function of the ecosystem in periurban areas have
been seriously damaged, resulting in dramatic changes in
regional climate, hydrological processes, biogeochemical
cycles, and biodiversity. Pinto and Maheshwari proposed
methods for assessing critical river health in river systems
around cities [9]; Zhang et al. studied the relationship
between landscape structure of woody plant communities
and land use intensification, species diversity, and functional
diversity in semiarid regions [10]. Forest reduction and
pollution by “three wastes” have appeared. Although some
places have improved the local ecological environment
through environmental remediation, the overall deteriora-
tion trend has not been curbed, mainly because there is no
scientific planning of land use in ecological construction,
leading to blind and inefficient ecological protection, and
the contradiction and ecological protection have been inten-
sified. How to build a reasonable landscape safety pattern
and balance the contradiction between economic develop-
ment and environmental protection spatially has become a
practical problem that needs to be solved to implement the
national ecological civilization construction strategy [11].
Landscape pattern means to build landscape security pat-
tern and realize regional ecological security, and it is an
effective way to ease the conflict between ecological pro-
tection and economic development, which has important
practical significance.

The innovation of the research lies in that on the grid
level of landscape type map, a method of spatial optimiza-
tion of landscape pattern based on PSO is proposed. It is
proved that this method can effectively couple the results
of landscape quantity optimization of constrained optimiza-
tion model with the relevant policy and economic and social
factors of spatial optimization. The optimization of land-
scape pattern based on high-resolution grid map is realized
theoretically. The results show that the model and algorithm
of landscape pattern spatial optimization based on particle
swarm optimization can use particle location to simulate
landscape distribution for spatial pattern optimization. In
the development of landscape pattern optimization methods,
the landscape pattern optimization model with landscape
simulation evolution as the core shows its advantages. This

paper provides a reference value for the best spatial layout
of the landscape pattern in the target year of the study area.

Section 1 describes the research background of urban
gardening landscape design and the main structure of this
paper; Section 2 introduces the current status of domestic
and international research in related fields and summarizes
the research significance of this paper; Section 3 introduces
the evaluation of landscape suitability based on logistic
regression model and proposes the PSO landscape pattern
spatial optimization model and algorithm. Section 4 tests
and analyzes the scheme proposed in this paper. Section 5
summarizes the research content of this paper and gives an
outlook on future research directions.

2. The Related Works

The work of landscaping landscape design generally includes
many aspects such as scheduling work, labor and safety
management, planning management, financial management,
science and technology management, material management,
information management, production management, busi-
ness management, equipment management, infrastructure
management, and quality management [12]. Landscape
design of greenery and landscaping is still in the develop-
ment stage and is an important science, and with the devel-
opment of society, this work is receiving more and more
attention. In the development process of greening manage-
ment information system, 1960s onwards, the United States
expounded Taylor, Longwood Chemical, and the University
of Tennessee Arboretum began to study the management of
plant information under the computer [13]. In the 1990s to
the present, with the maturity of computer and information
technology, foreign greening applications have become more
and more extensive and more refined and in-depth. The
National Parks Board of Singapore not only has access to
every ornamental plant species, number, and growth status
in the country through computer search but also has created
a digital information file for all trees in the country. Garden
information for each country is an indispensable part of the
construction of information technology since the 1960s; the
United States led the combination of computer technology
and forestry; after nearly half a century of development,
the garden information system is not the initial scientific
computing tools, but a comprehensive decision-making
and information management system; garden research
methods and conservation and management techniques
have also had a radical change [14].

The methods for optimizing the number of landscape
patterns mainly include classical optimization methods such
as linear programming, multiobjective programming, and
system dynamic models, which are widely used in land use
optimization; for example, Kopeva et al. used the land use
structure of Montgomery County, Maryland [15]. Hossein-
pour et al. developed a multiobjective linear programming
model for the Iranian province of Kermanshahan Brimvand
watershed land use for optimal allocation [16]. Alkan used
SD-MOP model to simulate and optimize the land use
structure of western Jilin province in 2020 [17]. With the
advancement of computer and GIS technology, a large
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number of spatial planning decision studies based on meta-
cellular automata, scenario analysis method, artificial intelli-
gence optimization method, and integrated optimization
method have emerged. For example, Rodrigues et al. used
the “ecological location” suitability of metacell to develop
probabilistic conversion rules for sustainable land use plan-
ning [18]. Padullés et al. applied the Dyna-CLUE model to
simulate the spatial distribution of land use for three land
demand scenarios in Dianchi watershed [19]. Shan and
Sun used a multi-intelligent genetic algorithm to configure
the quantitative structure and spatial layout of land use
[20]. Alhazzaa applied autologistic and CLUE-S integrated
models to simulate the land use pattern of Li River water-
shed in multiple scenarios [21].

The above research has laid the foundation for the devel-
opment of green landscape design, but most of the modeling
methods used in the research are limited to the unilateral
optimization of quantitative structure or spatial layout, lack-
ing the organic coupling of the two; some of the modeling
methods also lack the integration of policy and economic
and social factors and are cumbersome to operate and
poorly applied. Therefore, there is an urgent need for a
spatial pattern optimization method that can simulate the
quantitative and spatial dynamic processes of landscape
patterns and reflect the current socioeconomic conditions
and development plans of the region with easy application.
PSO is an evolutionary algorithm that can parallelize the
multidimensional discontinuous decision space, with simple
search speed and easy implementation, and has been suc-
cessfully applied to shopping mall location, soil layout, land
use optimization, and other spatial optimization decisions
[22], but its application in landscape pattern optimization
is still rare. In order to solve this problem and encourage
multidisciplinary research on the interaction between urban
people and wildlife, Van Dam et al. proposed the extent to
which design and planning actions should be consistent.
Define the urban ecological content in the context of com-
pact cities [23]. From the perspective of urban design,
Abomohra et al. outline the concept of smart city and high-

light the important entry point of smart city landscape
design. This paper introduces the strong principles and
relationships of smart city landscape design and the role of
urban design [24]. Fekete et al. analyzed the sustainable
strategy of local bathing beach transformation and landscape
protection. The contents of participatory landscape design
and water management are analyzed [25].

In view of this, this paper takes a city in southwest
China, Area A, as the study area, and firstly conducts land-
scape suitability evaluation, then applies the constrained
optimization method to optimize the quantitative structure
of landscape pattern for each scenario, in order to provide
a theoretical basis for land use planning, town planning,
and ecological construction planning in this area and also
provide a methodological reference for other areas to con-
duct similar studies. It is expected to provide theoretical
basis for ecological construction planning in this area and
also provide methodological reference for similar studies in
other areas.

3. Optimized BP Neural Network Model Based
on PSO

3.1. Landscape Suitability Evaluation Based on Logistic
Regression Model. Based on the basic principles of land-
scape suitability evaluation and with reference to relevant
researches, this paper selects indicators from socioeconomic
factors to build an evaluation index system [23]. Landscape
suitability evaluation is the evaluation of the suitability of
spatial distribution of a certain type of landscape, which is
the basis and foundation of landscape pattern optimization.
The study area has both flat dams, mountains, and hills.
Referring to similar studies, we choose the elevation, slope,
slope direction, and topographic relief to characterize the
topographic factors affecting the landscape pattern Figure 1.

Climate is the main factor to determine the distribution
of landscape, and the spatial variability of temperature and
precipitation in the study area is obvious due to the differ-
ence, so the multiyear average rainfall and temperature are

Figure 1: Urban green landscape map of A district in a southwestern city.
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selected to characterize the climate factors affecting the dis-
tribution of landscape [24]. Soil type distribution will affect
the spatial pattern of landscape to a certain extent and is
an important basis for soil type classification, so soil organic
matter content is chosen to characterize the soil factors
affecting, which has been confirmed in similar studies [25].

High buildings in the city, or excessively high, or close to
the visual channel, or poor shape, or color incompatible with
the surrounding environment, may cause great landscape
impact. Urban roads, especially urban trunk roads, deter-
mine not only the pattern of the city but also the main visual
space and corridor of the city, which plays an important role
in the urban landscape. At the same time, the transformation
of old urban areas and the construction of new areas have
both the landscape impact caused by the planning and
layout and the landscape problems of the building itself.
Industrial pollution type construction projects discharge air
pollutants and reduce atmospheric visibility. It has a signifi-
cant impact on the urban landscape and residents’ comfort.
So the nearest distance to the urban center, the nearest
distance to the center of the established town, the nearest
distance to the main road, and the nearest distance to the
main water area are chosen to characterize the neighbor-
hood factors affecting the distribution of the landscape. In
the smaller spatial scale, the influence of socioeconomic fac-
tors on the landscape pattern is stronger than that of natural
factors; the study area is a suburban area of a large city,
influenced by the rapid development of urbanization and
industrialization; the population continues to gather in
towns and cities; and urban-rural distribution is uneven.
Choose population density and per capita gross regional
product to characterize the influence of landscape. There-
fore, population density and gross regional product per
capita are chosen to characterize the socioeconomic factors
affecting the distribution of the landscape.

Each type of landscape has two states of “existence” and
“nonexistence” in a certain spatial range, which is suitable
for analysis by logistic regression model, and the expression
of the model is

p = exp a + β1X1 + β2X2+⋯+βθXθð Þ
1 + exp a + β1X1 + β2X2+⋯+βθXθð Þ , ð1Þ

where p is the probability value of a certain type of landscape
on each raster in the region; the larger the probability value
of the raster, the more suitable for the layout of this type of
landscape, in other words, the more suitable for the spatial
distribution of the landscape, so p also characterizes the
suitability of the spatial distribution of the landscape; p ∈
½0, 1� ; Xκðκ = 1, 2,⋯,θÞ is the influence factor of the spatial
distribution of the landscape; a is the constant of the
regression equation; and βκðκ = 1, 2,⋯,θÞ is the regression
coefficient. In this paper, we first extracted the landscape
map of farmland and orchard and assigned the value of
“1” to the raster of the landscape map and the value of
“0” to the raster of the nonexistent landscape map, then
extracted the values of each raster of the landscape map
and its corresponding raster of the spatial distribution of

13 evaluation indexes. Then, we extracted the raster values
of the landscape map and the raster values of the spatial
distribution of the 13 evaluation indexes and introduced
them into SPSS 19.0 for binary logistic analysis by step-
wise regression method and obtained the spatial pattern
impact indexes of the landscape and the regression coeffi-
cients of each index; finally, we calculated the probability
map of the spatial distribution of each landscape according
to equation (1) using Python programming, i.e., the land-
scape suitability evaluation map.

Combining with the landscape pattern situation in the
base year (2014), three scenarios of economic development,
ecological protection, and integration were designed, and
five types of landscape areas, namely, farmland (z1Þ, orchard
ðz2Þ, forest ðz3Þ, urban and rural habitat and industrial and
mining ðz4Þ, and water body ðz5Þ, were used as decision
variables, as constraints to maximize the economic benefits
of landscape utilization and maximize ecological safety
and comprehensive benefits, respectively. The optimization
model of landscape pattern was established with the objec-
tives of maximizing the economic benefits of landscape
utilization, maximizing ecological safety and maximizing
comprehensive benefits, respectively, and optimizing the
landscape area for different scenarios in the target years
(2024 and 2034).

The main objective of the economic development sce-
nario is to produce more goods and provide more services
by rational use of limited landscape resources, and its
objective function is

f zð Þ = Sup lim
K⟶∞

〠
K

k=1
ckzk

( )
, ð2Þ

where f ðzÞ is the total economic output value of each land-
scape (million yuan); ck is the output value coefficient of the
k type of landscape ((million yuan) /hm2); zk is the area of
the k type of landscape; and K is the number of landscape
types. The ratio of the total output value of industry and
agriculture, forestry, animal husbandry, service, and fishery
to the corresponding landscape area in 2014 is used to
express the coefficient of landscape output value; then, the
objective function of economic development scenario in
the study area is

f = 5:48z1 + 6:31z2 + 2:04z3 + 539:36z4 + 3:85z5: ð3Þ

3.1.1. Ecological Conservation Scenarios and Objective
Functions. The main objective of the ecological protection
scenario is to maximize the regional ecological safety
through the rational layout of landscape resources, and its
objective function is

g zð Þ = Sup lim
K⟶∞

〠
K

k=1
akzk

( )
, ð4Þ

where gðzÞ is the ecological safety index of each landscape
and ak is the ecological safety index per unit area of the k
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type of landscape. According to the results of spatial evalua-
tion of ecological safety in the study area, the ecological pro-
tection scenario objective function is

g = 4:68z1 + 5:03z2 + 5:35z3 + 4:46z4 + 4:96z5: ð5Þ

3.1.2. Integrating Scenarios and Objective Functions. The
main objective of the integrated scenario is to maximize
the comprehensive benefits of the regional landscape
through the integrated arrangement of various landscape
resources, and its objective function is

F zð Þ = Sup ω1 lim
K⟶∞

〠
K

k=1
vkzk + ω2 lim

K⟶∞
〠
K

k=1
vk′zk

( )
, ð6Þ

where FðzÞ is the comprehensive benefits generated by each
landscape in the region; ω1, ω2 is the objective function
weight, respectively; and vk, vk′ is the standardized k type of
landscape production value coefficient and ecological safety
index per unit area, respectively.

The total area constraint is

lim
K⟶∞

〠
K

k=1
zk = A, ð7Þ

where A is the total area of the regional landscape, taken
from 55569 hm2.

The farmland area constraint is

AL ⩽ z1 < A, ð8Þ

where AL is the minimum area of farmland required in the
target year. The minimum area of farmland per capita in
Area A of a city in southwest China from 1988 to 2014 is
0:0106 hm2. Using the population data from 1978 to 2014
in Area A of a city in southwest China, a first-order linear
regression model was developed to predict the household
population of 680,200 and 742,800 in 2024 and 2034,
respectively, and the minimum demand for farmland in
2024 and 2034 was calculated to be 7235 hm2 and 7901 hm2,
respectively.

The orchard area is bounded by

AG ⩽ z2 < A: ð9Þ

The minimum area of orchard is determined according
to the principle of guaranteeing the basic demand of fruit
for regional residents. The average production of orchard
in A district of a city in southwest China from 2000 to
2012 is 12994 kg/hm2, and the fruit demand in 2024 and
2034 is 62068250 kg and 67780500 kg, respectively, accord-
ing to the fruit consumption level of urban and rural resi-
dents of 0.25 kg/person/day, so the minimum area of
orchard in 2024 and 2034 is projected to be 4777 hm2 and
5216 hm2, respectively.

The forest area is bounded by

AS ⩽ z3 < A, ð10Þ

where AS is the minimum forest demand area in the target
year ðhm2Þ. In order to consolidate the achievement of cre-
ating a national ecological zone in Area A of a city in south-
west China, the forest planning area in 2024 and 2034
should be no less than the current area 5167 hm2.

The urban and rural habitat and industrial and mining
area constraints are

AC ⩽ z4 <m1p1 +m2p2 + φ + δ: ð11Þ

The area of the water body is bounded by

AW ⩽ z5 < A, ð12Þ

where AW is the minimum demand area of water bodies in
the target year. In order to ensure the regional water secu-
rity, the planned area of water bodies in 2024 and 2034
should be no less than the current area 1610 hm2.

Ecological service value constraints are calculated as

ξmin ⩽ lim
K⟶∞

〠
K

k=1
εkzk < ξmax: ð13Þ

The minimum and maximum ecological service values
in 2024 were estimated to be RMB 669.72 million and
RMB 1008.107 million, and in 2034 were RMB 691.80 mil-
lion and RMB 10086.88 million, respectively, based on the
area constraints of each landscape.

Chemical oxygen demand ðCODcrÞ annual load con-
straint are calculated as

CODmin ⩽ 104 lim
K⟶∞

〠
K

k=1
ukhLCkzk < CODmax, ð14Þ

where CODmin and CODmax are the minimum and maxi-
mum annual load of chemical oxygen demand for the target
year, respectively (kg); uk is the runoff coefficient for the k
category of landscape; h is the multiyear average rainfall
(m); and LCk is the surface runoff for the k category of land-
scape CODcr concentration ðkg/m3Þ.

Total nitrogen (TN) annual load constraint is calcu-
lated as

TNmin ⩽ 104 lim
K⟶∞

〠
K

k=1
ukhLNkzk < TNmax: ð15Þ

Total phosphorus ðTPÞ annual load constraint is calcu-
lated as

TPmin ⩽ 104 lim
K⟶∞

〠
K

k=1
ukhLPkzk < TPmax, ð16Þ
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where TPmin and TPmax are the minimum and maximum
annual load of total phosphorus in the target year, respec-
tively (kg); LPk is the TP concentration of surface runoff
from the k type of landscape ðkg/m3Þ. Based CODcron
the rainfall monitoring data and fertilizer application sur-
vey data of major fruits and crops in the study area, the
annual load per hectare of farmland, orchard, forest, urban
and rural habitat, industrial and mining, and water body
landscapes were estimated to be 87:89 kg, 23:12 kg, 16:41 kg,
528:84 kg , and 6:63 kg and TN and TP for 35:08 kg,
22:59 kg, 2:57 kg, 18:70 kg, 2:64 kg, 3:03 kg, 2:66 kg, 0:19 kg,
6:30 kg, and 0:34 kg, respectively. The minimum and
maximum annual COD loads in 2024 are9412702 kg and
17895612 kg and in 2034 are 9481387 kg and 18864542 kg.
The minimum and maximum annual TN loads in 2024
are 682316 kg and 3863575 kg and in 2034 are 715596 kg
and 3897836 kg. The minimum and maximum annual TP
loads in 2024 are 138262 kg and470088 kg, and in 2034 are
141448 kg and 481631 kg.

Industrial structure constraints are calculated as

ζmin ⩽
a4z4

a1z1 + a2z2 + a3z3 + a5z5
⩽ ζmax, ð17Þ

where ζmin, ζmax is the minimum and maximum value of the
ratio of the output value of secondary industry to the output
value of primary and tertiary industry in the target year.
Combining with the macroeconomic situation and the
industrial development of a city in southwest A, the growth
rates of primary, secondary, and tertiary industries are
expected to be 2%, 12%, and 8%, respectively, and then,
the values of ζmin and ζmax can be projected to be 33.76
and 62.61 in 2024 and 33.76 and 116.98 in 2034, respec-
tively, according to the industrial development statistics of
a city in southwest A.

3.2. PSO Landscape Pattern Spatial Optimization Model and
Algorithm. The essence of spatial pattern optimization based
on landscape type rasterized data is to adjust the image ele-
ment position around the optimization target, so the key to
apply PSO for landscape pattern spatial optimization is to
use particle position to simulate the spatial distribution of
landscape type raster image elements. The raster map can
be regarded as a real number matrix, the raster image ele-
ments correspond to the elements in the matrix, and the
image element position and attribute value (landscape type
code) correspond to the element row number and value,
respectively, so the processing of the raster image element
position and attribute value is equivalent to the processing
of the matrix element row number and value. The matrix
is abstracted as a particle; the matrix element value and
row number are abstracted as the particle element and posi-
tion, according to the principle of particle swarm algorithm;
no matter how the spatial position of the particle element
changes, the particle element itself, that is, the landscape
type code, remains unchanged; i.e., the value of several ele-
ments composing the matrix is eternally unchanged. The
element rank can be optimized by PSO algorithm. When
the new matrix corresponds to the landscape spatial pattern,

certain optimization objectives can be made. To achieve the
maximum spatial optimization of the landscape pattern
under the target. The basic idea of model optimization is
shown in Figure 2.

MATLAB is a high-level programming language with
matrix as the basic programming unit, which has powerful
matrix operations and image processing functions. There-
fore, the following key technologies are mainly involved in
the design of PSO algorithm for landscape pattern space
optimization using MATLAB:

(1) Let B be a valid element (i.e., the raster value is the
element of landscape type code, excluding the value
of null -9999 or the element outside the value range
of landscape type code) in the matrix Am×n corre-
sponding to the base year landscape type map, and
store the value of vectorðα1, α2,⋯,αNÞ, which repre-
sents a particle, corresponding to a spatial layout
scheme of landscape pattern; αj ∈ B is a valid element
value, which represents a particle element, and its
row number represents the particle element position,
then the model optimization process

(2) Model optimization objectives and constraints. The
spatial optimization of landscape pattern is a
multiobjective optimization problem; this paper con-
structs the objective function (fitness function) from
two aspects: the maximum suitability of landscape
and the maximum spatial compactness, where the
suitability of landscape is characterized by the prod-
uct of various landscape weights and their corre-
sponding suitability, and the spatial compactness is
expressed by the landscape patch shape index. The
constraints include area, type, and conversion rules.
The expressions of model objective function and
constraints are

max F Að Þ =w1 〠
K

k=1
〠
Q

l=1
λkpkl +w2 〠

K

k=1
〠
R

r=1

ckrffiffiffiffiffi
skr

p ð18Þ

s:t:

dk Að Þ =D∗
k , 〠

K

k=1
dk Að Þ = 〠

K

k=1
D∗
k

αj ∈ 1, 2,⋯,K½ �

0 ⩽ T j k⟶ k′
� �

⩽ 1

8>>>>>><
>>>>>>:

ð19Þ

The λkk weights of farmland, orchard, forest, urban and
rural habitat, industrial and mining, and water body in the
economic development scenario are 0.1378, 0.2107, 0.0606,
0.5514, and 0.0395, respectively, and the weights in the
ecological protection scenario are 0.0706, 0.1366, 0.5071,
0.0350, and 0.2507, respectively, and the weights in the
integrated scenario are 0:0930, 0:1613, 0:3582, 0:2072, and
0:1803; pkl is for the suitability value of l image element of
k; ckr , skr is for the perimeter and area of k landscape patches
of r; w1,w2 is for the weights of landscape suitability and
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spatial compactness in the objective function; k, l, and r for
the landscape type, image element, and patch number,
respectively; k, Q, and R for the landscape type, a landscape
raster, and the number of patches, respectively; dkðAÞ is for
the landscape pattern; D∗

k = z∗k /e2 is the number of k-type
landscape pixels in the optimization scheme A; D∗

k is the
number of pixels obtained from the optimization of the
number of k-type landscape in a certain scenario (z∗k is the
optimal area of k-type landscape; e is the size of pixels);
αj ∈ ½1, 2,⋯,K�ðj = 1, 2,⋯,NÞ is the coding value domain

of the corresponding landscape type for pixels; T jðk⟶ k′Þ
is the possibility of successful transformation of the corre-
sponding landscape for pixels αj . Combining with the char-
acteristics of landscape pattern change in the study area, the
rules and possibilities of landscape conversion are defined
as follows: the interconversion between urban and rural
human settlements and industrial and mining and farmland
and orchards is completely possible, the interconversion
between watershed and farmland is completely possible, the
interconversion between forest and farmland and orchards
is completely possible, and the interconversion between
farmland and orchards is completely possible.

(3) Initialization of the spatial layout scheme (particles)
of the landscape pattern

In order to generate the initial particles with the same
number of image elements of each landscape, the spatial
allocation of the number of image elements of each land-

scape is carried out based on the landscape type conversion
rule and landscape suitability based on the landscape type
map of the base period year. The structure of V (see Equa-
tion (19)) is an array of cells storing the row and column
values of effective elements of each landscape and their cor-
responding landscape suitability values, Δdk = jdkðAÞ −D∗

k j
is the absolute difference between the number of base
year images of k types of landscapes dkðAÞ and the num-
ber of optimized images of a scenario, sortðValÞ, sortðVal,
′descend′Þ is the ascending and descending order of the
variable Val, and Aðx, yÞ = α is the transformation of a
landscape image with row number x and y in A into a land-
scape image with the code α.

4. Analysis of Simulation Results

Combining the regional land use/cover status, the landscape
types were classified into five major categories: agricultural
land (paddy field, dry land, and watered land), orchard, for-
est (forested land, shrubland, barren hills, and slopes), urban
and rural habitat and industrial and mining (towns, rural
settlements, industrial and mining land, special land, and
transportation land), and water bodies (rivers, reservoirs,
ponds, and ditches), with the study area August 13, 2014,
Landsat OLI imagery and ASTERGDEM V2 digital elevation
model as the base data, the 2009 1 : 10,000 land use status
map, and the results of the landscape field survey in
October-November 2014 as auxiliary data, and the QUEST
decision tree classification method was applied to classify
the landscape and extract the landscape type map of the
areas not involved in landscape pattern optimization.

As shown in Figure 3, the correct prediction rates of the
logistic models for each landscape show that the correct pre-
diction rates of the modeled and validated data for farmland
are 85.1% and 85.3%, respectively; for orchards, both are
65.6%; for forests, 90.1% and 89.5%, respectively; for urban
and rural habitats, 82.7% and 81.7%, respectively; and for
water bodies, 97.2% and 97.6%, respectively, indicating that
the logistic model has high prediction accuracy for each
landscape, and the prediction results have strong credibility.

At the same time, as shown in Figure 4, the ROC values
of each logistic model are greater than 0.7. This indicates
that the evaluation indicators entering into the regression
equation have a better explanation effect on the spatial pat-
tern of each landscape, and these indicators can be used to
evaluate the suitability of this type of landscape.

The MATLAB constrained optimization problem solv-
ing function f min conðÞ was used to solve the landscape
pattern quantity optimization model to obtain the optimized
area of economic development, ecological protection, inte-
grated scenario farmland, orchard, forest, urban and rural
habitat and industrial and mining, and water bodies land-
scape in 2024 and 2034. The results are shown in Figures 5
and 6.

As can be seen from Figures 5 and 6, compared to the
2014 landscape area, in the economic development scenario,
the urban and rural habitat and industrial and mining and
agricultural land area increased in the target year, the

The set of matrix element values
(row number, column number) 

2 (1, 2) 3 (1, 3)

Particle

Particle position

. . .

Local particle swarm
optimization algorithm

The optimal particle position

𝛼1

x1, y1

𝛼2 . . . 𝛼N

. . . 1 (m, n–1)

x2, y2 xN, yN

gxN, gyNgx2, gy2gx1, gy1 . . .

Figure 2: Schematic diagram of the PSO landscape pattern spatial
optimization model.
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orchard area decreased, and the forest and water body area
remained unchanged. Urban and rural habitat and industrial
and mining increased the most, and orchards decreased the
most in both phases of the plan. This is mainly due to the
fact that the economic benefits of urban and rural residential
and industrial mines are greater than those of orchards, so
there is significant increase in urban and rural residential
and industrial mines and the significant decrease. The most
significant increase is in forests and the most significant

decrease is in orchards in both phases of the plan. This is
mainly because the ecological safety level of forests is higher
than that of orchards, so the adjustment of large orchards to
forests to maximize ecological safety is in line with the actual
ecological protection scenario. In the integrated scenario, the
area of forests, urban and rural habitats, industrial and min-
ing areas, and agricultural land increased in the target year,
while the area of orchards decreased and the area of water
bodies remained unchanged. In the two phases of the plan,

0

20

40

60

80

85
.1

85
.3

65
.6

65
.6

90
.1

89
.5

82
.7

81
.7

97
.2

97
.6

100

120

Farmland modeling prediction accuracy
Farmland verification prediction accuracy

Orchard modeling prediction accuracy
Orchard verification prediction accuracy
Forest modeling prediction accuracy
Forest validation prediction accuracy
Urban and rural settlements modeling
prediction accuracy
Urban and rural settlements validation
prediction accuracy

Figure 3: Correct prediction rate of the logistic model for each landscape.
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forests increase the most, urban and rural settlements and
industrial and mining areas are relatively second, while
orchards decrease the most. This is mainly due to the fact
that the ecological safety levels of forests, urban and rural
habitats, and industrial and mining economic benefits are
greater than orchards, so the adjustment of large orchards
to forests and urban and rural habitats in order to increase
the comprehensive ecological and economic benefits of the
region has resulted in a significant reduction, which is in line
with the actual integrated scenario.

The results are shown in Figures 7–9. 2034 economic
development scenario has the largest spatial optimization
error of 3.47% for forest area and the smallest error of
0.08% for urban and rural habitat and industrial and mining,
which indicates that the solution result of PSO landscape
pattern spatial optimization model does not fully satisfy

the equation constraint. This is because some particle ele-
ments collide in flight; i.e., when a certain type of landscape
particle element arrives at an optimized location, another
type of landscape particle element arrives at the same opti-
mized location to replace it, resulting in a decrease of the
former type of landscape and an increase of the latter type
of landscape, resulting in the solution results not fully
satisfying the equation constraint. According to the PSO
landscape pattern space optimization algorithm, the first
particles are initialized and fully satisfy the equation con-
straint; the reason for breaking the equation constraint is
that the corresponding objective function value of the
particles breaking the equation constraint is greater than
the corresponding objective function value of the first parti-
cles; in essence, this makes the landscape pattern space
layout further optimized, and a certain error range of the
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Figure 5: Results of landscape area optimization for each scenario in 2024.
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equation constraint breakthrough may also be a solution
to the number and space optimization objective function
coupling problem. Therefore, the model can be applied
to optimize the spatial layout of the landscape pattern.

Figure 9 analyzes the landscape pattern distribution
characteristic index of PSO landscape pattern spatial optimi-
zation results in each scenario from the landscape level, such
as overall economic ecology, economic ecology, overall
development, protection planning, and other indexes. It pro-
vides necessary conditions for further study on the changes
of ecological processes and their interactions in the whole
region. The index of landscape level is suitable for compara-
tive analysis of landscape pattern and feature changes in

different phases or regions. Since there is only one scene of
remote sensing data in this study, this table only reflects
the overall landscape pattern features of the study area.

Through the calculation of various landscape indexes in
the study area, a comprehensive description of the landscape
structure characteristics of the study area is very important
for the real-time analysis of the urban landscape pattern
structure. The integrated application of the overall optimiza-
tion method of landscape pattern and the analysis of ecolog-
ical sensitivity and suitability takes into account the vertical
matching and horizontal correlation of landscape units. On
this basis, the ecological regulation of the overall spatial
pattern provides a more feasible spatial approach for the
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Figure 7: Results of the spatial optimization model for PSO landscape pattern in 2024 for each scenario.
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ecological regulation of urban areas and provides support for
urban landscape ecological planning.

5. Summary and Outlook

In this study, a model and algorithm of spatial optimization
of landscape pattern based on PSO are designed, and the
optimization of spatial layout of landscape pattern under
three scenarios is realized. The results show that the domi-
nant landscape under the economic development scenario
is orchard, and the distribution pattern is farmland in the
western dam area and orchard in the eastern mountain area.
For the dominant landscape under the ecological protection
scenario, the western dam area is composed of urban and
rural settlements, industrial and mining areas, orchards,
and farmland, and the eastern mountain area is composed
of forests. The main landscapes in the integrated scene are
forests, urban and rural residential areas, industrial mining
areas, orchards, and farmland. The landscape types are for-
ests, industrial mines, and orchards. The distribution pattern
is mainly urban and rural settlements, industrial mines, and
farmland in the western dam area and forests and orchards
in the eastern mountain area. Among them, the economic,
ecological, and comprehensive benefits of the comprehen-
sive scenario can be optimized, with the greatest potential
in the future. It is the most ideal spatial layout of the land-
scape pattern in the target year of the study area. In this
paper, a method of spatial optimization of landscape pattern
based on PSO is proposed on the grid level of landscape type
map. It is proved that this method can effectively couple the
results of landscape quantity optimization of the constrained
optimization model with the relevant policy and economic
and social factors of spatial optimization. The optimization
of landscape pattern based on high-resolution grid map is
realized theoretically, but in application.

However, with the improvement of the grid map resolu-
tion or the expansion of the research scope, the amount of

calculation and the running time of the program increase
exponentially. This not only puts forward new requirements
for computer hardware support but also is the focus of fur-
ther improvement of this method. Therefore, when making
spatial optimization decisions, we should select the appro-
priate grid map resolution according to the research scope
and scale. In addition, considering the coupling between
the number of landscape patterns and the objective function
of spatial optimization and the efficiency of the algorithm,
the particle collision constraint is not added separately, and
the relative error of the calculation results is less than 4%,
which is a certain limitation for the macroplanning of land-
scape security pattern at the regional level.
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However, the number of college students enrolling in our country has only begun to increase on a large scale in the 21st century.
As educational big data gets more and more attention, it has its own distinct characteristics in the field of education and at the
same time consolidates the overall trend of big data development. The countermeasure analysis of innovation and
entrepreneurship education under the reform of the education supply side has become a subject to be explored in an all-round
way. This paper is mainly aimed at the importance of a big data analysis model to college students, explores the current
development status of innovation and entrepreneurship education for college students, finds some problems in the application
of big data, and improves the existing problems based on the purpose.

1. Introduction

Big data is often equated with large-scale data information,
and this view is very one-sided. Actually, big data is a sys-
tematic process integrating information collection, storage,
sorting, and analysis, it is a comprehensive processing of
data information, and it is an advanced technology with
great data value [1]. Behind this series of innovative policies
is to serve China’s strategy of creating a strong country with
double creation and create more jobs. College students,
whose goal is to train students to grow into talents, are also
promoting the development of innovation and entrepre-
neurship education in succession, so as to improve the inno-
vation and entrepreneurship ability of graduates. However,
it is not easy to bring the great value of educational big data
into full play and make use of big data to reform entrepre-
neurship education. As educational big data gets more and
more attention, it has its own distinct characteristics in the
field of education and at the same time consolidates the overall
trend of big data development.With the further penetration of
the concept of “mass entrepreneurship and innovation,” the

whole society is affecting college students with the upsurge
of entrepreneurship and entrepreneurship and small and
microenterprises, and the concept of entrepreneurship and
innovation among college students is increasingly strength-
ened [2]. The adjustment of the macroeconomic structure
has put pressure on the reform of education and also pointed
out the direction. Innovation and entrepreneurship education
is closely related to the reform of the economic system.

College students are the new blood of revitalizing the
prosperity of the Chinese nation and the strong main body
of promoting the development of innovation and entrepre-
neurship. The continuous development of Internet innova-
tion and entrepreneurship makes the data and information
present typical characteristics of large scale, wide source,
and variety [3]. There are great deficiencies in the promotion
time of new entrepreneurship education and the students
involved. Some college students’ innovation and entrepre-
neurship education has problems such as quick success
and lack of experience. In the face of many developed
countries, innovation is the driving force of progress [4].
Therefore, to find out the many problems that college
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students need to solve in their dual-venture entrepreneur-
ship and to put forward solutions for the “pain points,” only
in this way can the college students be encouraged and
assisted to start a double business, solve the employment
problem, promote innovation, improve the quality of entre-
preneurship, and implement the strategy of innovation and
entrepreneurship development. Moreover, it can promote
the reform of university students’ talent education and its
in-depth exploration, so as to meet the objective require-
ments of modern updating of college students’ educational
concepts, modes, and functions in the era of knowledge
economy. This will facilitate the development of intellectual-
ized sports industry and promote innovation and entrepre-
neurship in the future [5].

Starting from the characteristics of college students’
double-venture entrepreneurship, we need to find the explod-
ing point and path to improve the quality of double-venture
entrepreneurship to meet the needs of a comprehensive
national creation strategy [6]. This is also the manifestation
of traditional natural thinking turning to intelligent thinking.
It is an opportunity and a challenge for the survival and
development of all walks of life. According to the statistics
and analysis results of big data [7], it can ensure that scientific
decision-making is closer to the actual situation, especially in
the field of college students’ double-innovation education.
Faced with the competition from some research universities,
it is necessary to cultivate a large number of innovative talents,
transform innovative achievements, and attract more innova-
tive and entrepreneurial teachers and outstanding enterprises
to join the development of college students [8]. Studying the
analysis method and application mode of educational big data
is conducive to actively responding to the development of
China’s big data technology, thus promoting the systematic
reform of education [9].

2. Related Work

With regard to the solutions to the predicament of college
students’ entrepreneurship and innovation, most scholars
put forward their own opinions based on their professional
knowledge. Mace opened “New Entrepreneurial Enterprise
Management.” Many entrepreneurship scholars define the
opening of this course as the beginning and starting point
of innovation and entrepreneurship education for Western
college students [10]. Feng analyzes the problems existing
in the entrepreneurship and innovation policies in Shan-
dong, Shanghai, and other places [11]. Lin established that
there is still a lot of room for college students to play their
role in such aspects as creating an innovative culture, leading
social development, and improving mechanisms. The
emphasis on scale and quantity has shifted to the emphasis
on structure, efficiency, quality, and innovation, and we
should follow the trend and have the courage to reform
[12]. Yang proposed to set up entrepreneurship and innova-
tion courses; Baisen Business School has the first undergrad-
uate major named after entrepreneurship education [13].
Wang et al. pointed out the shortage of college students’
entrepreneurship education and also pointed out that the
service guarantee system for college students is not perfect

and the social entrepreneurship service mechanism and
financing system are not perfect, thus restricting college
students’ entrepreneurship [14]. Bai proposed three new
measures for the reform of college students’ entrepreneur-
ship education from three perspectives: concept transforma-
tion, multiple paths, and system support, positioning of
educational goals from improving employment rate to
improving employment quality and level, respecting cultural
differences in different regions, exploring multiple develop-
ment paths, and establishing relevant systems to support
the development of college students’ entrepreneurship edu-
cation [15]. Liu et al. did research on the entrepreneurship
of female college students, referring to the resistance of
opportunity recognition, entrepreneurship financing, the
resistance of creating team, the resistance of actually start-
ing a new enterprise, and the resistance of successfully
developing the enterprise [16]. Robert Davis founded the
student-oriented SIFE, which Smiler explored the US
entrepreneurship University paradigm in a highly compet-
itive global entrepreneurship environment with internal
and external outcomes, entrepreneurship, contact mecha-
nisms, and support systems [17]. Wang analyzed the impact
of the reform on the supply side of education on the private
college students. Combining with the characteristics of the
private college students themselves, she tried to find out the
focus and development direction of the reform on the supply
side of college students [18]. Zhang believes that the ability
and consciousness of individual dual-venture entrepreneur-
ship affect dual-venture entrepreneurship; in addition, we
need to optimize the innovation and entrepreneurship
ecosystem through improving policies [19]. Most scholars
explore the angle of innovation and entrepreneurship educa-
tion, but few mention issues such as the quality of college
students’ dual-venture entrepreneurship and the success rate
of college students’ dual-venture entrepreneurship, which
leaves a large space for this study.

3. Significance of Applying Big Data in Double-
Creative Education for College Students

3.1. Value of Application. Its educational model has also
begun to change subtly, and innovation and entrepreneur-
ship education has been transformed from system to ecolog-
ical construction. For example, teachers need to fill in the
students’ social practice, physical examination, and some
data related to students’ moral sentiment for the evaluation
of students’ comprehensive quality [20]. Through the analy-
sis and application of educational big data, it is possible to
grasp the detailed problems in the students’ learning process
and realize the effective reform of the contemporary educa-
tional model and educational system. Students have not yet
formed a complete and unified understanding of the devel-
opmental purpose of this education, as shown in Table 1.

In the teaching of its courses, there are mainly the
present situations of dull content and methods, imperfect
knowledge structure, weak linkage of professional learning,
and low teaching level of teachers in this respect, as shown
in Table 2.
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Innovation and entrepreneurship education for college
students has the status quo of unbalanced development of
activities and unclear cognition, as shown in Table 3.

Accelerate the construction of maker space, and form an
innovative service carrier integrating innovation and entre-
preneurship, online and offline integration, incubation, and
investment. The carriers of innovation and entrepreneurship
mainly include the following: (1) the carriers of public ser-
vice platforms, various professional technical service plat-
forms, and scientific research institutions that gather to
provide services for scientific and technological innovation.
(2) Entrepreneurial carrier (incubator) mainly refers to the
carrier that gathers scientific and technological start-ups
and promotes the transformation and incubation of achieve-
ments. (3) Innovation and entrepreneurship are entrepre-
neurial activities based on innovation, which is different
from either pure innovation or pure entrepreneurship. (4)
Therefore, in the concept of innovation and entrepreneur-
ship, innovation is the foundation and premise of entrepre-
neurship, and entrepreneurship is the embodiment and
extension of innovation. In a narrow sense, it is based on
the reorganization, reengineering, and integration matching
of related theory, elements, technology, and capabilities. The
satisfaction survey of university innovation and entrepre-
neurship education teachers in the questionnaire survey is
shown in Figure 1.

In order to realize a kind of practical teaching that
promotes self-physical and mental development, sound per-
sonality cultivation, and intelligent space improvement in
the new production relationship, college students can choose
to take a break from school to start a business and count
their entrepreneurial achievements into their students’
grades, making the schooling system for entrepreneurship

Table 1: Overall understanding of college students’ innovation and entrepreneurship education.

Survey content Student number Questionnaire Proportion (%)

Depends on your career choice 380 790 49.37

All students 130 790 16.46

Know a lot 90 790 11.39

General emphasis 600 790 66.67

Respond to the government’s call 280 790 35.44

Table 2: Teaching of innovation and entrepreneurship education for college students.

Survey content Student number Questionnaire Proportion (%)

Electives 470 790 59.49

Novel frontier 50 790 6.33

Disconnected from each other 695 790 87.97

Entrepreneurship training skills 240 790 30.38

Important role 140 790 17.72

Table 3: Activities attended by college students.

Survey content Student number Questionnaire Proportion (%)

Provided 275 790 34.81

Knowledge lecture 325 790 41.14

Skills competition 125 790 15.82

Corporate internship 80 790 10.13

Project planning training 130 790 16.46

Satisfy

10.4

16.2

73.4

Dissatisfied

Not clear

Figure 1: The satisfaction of teachers in innovation and
entrepreneurship education.
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more flexible. From the data survey, the way students partic-
ipate in social practice is mainly used in lectures, presenta-
tions, and courses. There is still a lot of room for progress
towards enterprises and related competitions, as shown in
Figure 2.

For example, big data needs to collect data through
“crawlers,” process data through big data algorithms, and
flexibly change strategies according to the results of data
processing. Through practical projects or products, it pro-
vides a good platform for entrepreneurship education, so
that students and entrepreneurs can give full play to their
respective advantages on this platform, thus improving their
innovation ability. In the modeling and analysis of educa-
tional data, the current focus is on the establishment and
qualitative analysis of theoretical models, and there is a lack
of specific analysis and model construction for the educa-
tional teaching process and teaching and learning behavior.
The core of the iterative upgrading of modern education is
the surge in demand for data analysts. Scientific strategic
planning is needed, so that teachers can have a better
understanding of students. The current teaching methods
are developing in this direction, and information sharing
between different schools is strengthened. It is guaranteed
that each point in the common space has an equal probabil-
ity of being included in the sample, which is

xi =min
v∈D

dist pi, vð Þf g,

yi = min
v∈D,v≠qi

dist qi, vð Þf g:
ð1Þ

Calculate statistics:

H = ∑n
i=1yi

∑n
i=1xi +∑n

i=1yi
: ð2Þ

The contour factor of object o is defined as

s oð Þ = b oð Þ − a oð Þ
max a oð Þ, b oð Þf g : ð3Þ

For each sample i, calculate the classes it should belong to:

c 1ð Þ = arg min
j
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�
�
�

�
�
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For each cluster j, the centroid of the class is recalculated:

uj =
∑n
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� �
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Prediction strength is defined as

ps kð Þ = min
1≤j≤k

1
nkj nkj

� �
− 1 〠

i≠t∈Ate

D C Xtr , kð Þ, Xte½ �it = 1
� �

: ð6Þ

That is, the research on establishing mathematical model
and mining analysis based on real data is rare. Targeted teach-
ing and counseling will separate students from traditional
learning concepts and attitudes. Deepening students’ under-
standing and memory of the content of “double creation
education” is conducive to strengthening students’ innovative
thinking and entrepreneurial ability and promoting students’
formal development in entrepreneurial activities.

3.2. Application Function. Entrepreneurship and entrepre-
neurship education grasp the development opportunities in
the era of big data and give full play to its technical advan-
tages, which can realize the mining of big data technology,
systematic analysis, and visualization of various teaching
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Figure 2: Social practice of innovation and entrepreneurship education for college students.
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data and provide accurate educational resources for the
cultivation of students’ practical skills. Of course, this has
always been a prominent problem in China’s entire educa-
tion. Educational big data analysis involves multiple inter-
disciplinary fields, including educational science based on
educational theory and learning theory and computer sci-
ence based on big data and artificial intelligence technology.
Based on the analysis of large data, it provides personalized
service for the target and makes learning plans according
to the specific learning situation and the preferences of the
object, so as to stimulate the learning interest of the object.
According to the statistics table of comprehensive operation
of crowdsourcing space published by the Torch Center of
the Double Foundation Department, it is mentioned that
“college students’ entrepreneurship refers to the entrepre-
neurship team or enterprise founded by college students”.
“Among them, college students refer to those who have
not studied or graduated for more than two years in institu-
tions of higher learning.” Scientific and technological
entrepreneurship is creative, a breakthrough in existing tech-
nology, and the application of new technology. Intellectual
achievements are the most scientific, complete, and core
manifestation of scientific and technological innovation, as
shown in Figure 3.

From a broad perspective, it is considered that entrepre-
neurship education is to set the basic qualities and multidi-
mensional skills of entrepreneurship as the integrated goal
of entrepreneurship talent cultivation and to teach them in
practice, so that their career development and career activi-
ties can be effectively transformed into creative social labor.
At the same time, what responsibilities students, families,
government, and society take in the whole process of educa-
tion, what obligations they practice, and the external driving
force of entrepreneurship education is clear distribution of
rights, responsibilities, and benefits. Who is leading college
students to set up education? However, the lack of deep uti-
lization of big data by most college students directly restricts

the educational effect. The existing innovation and entrepre-
neurship education system cannot fully realize intelligent
and automatic information collection and processing. Uni-
versities and scientific research institutes have made great
contributions to basic algorithms and basic hardware, while
enterprises have more patent achievements in vertical appli-
cations and have obvious advantages, as shown in Figure 4.

College student makers are also gradually paying atten-
tion to makerspaces to find a starting point for technological
entrepreneurship and where to go after six months of grad-
uation, as shown in Figure 5.

Starting the transformation to an innovative country, the
internal double-venture entrepreneurship, the educational
mechanism, and other innovative entrepreneurship continue
to accelerate the reform. Using the statistical functions of
large data, we can evaluate the effectiveness of double-
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innovation education, help to set up a double-innovation
education environment that suits the characteristics of stu-
dents efficiently, and ensure the effectiveness and pertinence
of double-innovation education according to the training
objectives of talents.

4. Practical Strategy of Introducing Big
Data Technology into College Students’
Double-Innovation Education

4.1. Improve the Dual-Innovation Education Application
System. To deepen the reform of education evaluation in
the new era, we should effectively combine education big
data with education evaluation methods and make innova-
tive applications. Starting from the concept of measurement
and evaluation and the innovative application of statistical
analysis methods, a unified evaluation standard and compa-
rable evaluation system are created. And scientifically use
equivalent technology to solve the comparability problem
of education big data. Specifically, we can develop evaluation
tools, build a large education database, pay attention to
potential variables and covariates, and innovate and apply
equivalent technology. We will develop a dynamic discipline
development scale, train and train professionals, and build a
database sharing platform.

Under the concept of data entrepreneurship and innova-
tion, the education application system for college students’
innovation and entrepreneurship is the education data
collection layer and can also be used to analyze previous
technical materials. In addition, like the diversity and hierar-
chy of ecology, college students in different countries and
regions should develop their own models of diversity educa-
tion and training, none of which is suitable for all regions.
The willingness of college students to start a scientific and
technological business is increasing, as shown in Figure 6.

Based on homework evaluation and examination data,
judge students’ academic situation and predict students’
academic achievements. In the actual situation of college
students’ pioneering work. It involves not only the applica-
tion of advanced science and technology in the technical
field but also our practical exploration of new fields and
innovative involvement and development in all walks of life.
Innovation and entrepreneurship education, as a social prac-
tical activity of linking education with production, fully
endows the theory of people’s all-round development with
reality and concreteness. It not only breaks through the
professional teaching barrier through the interdisciplinary
integration, but also enriches everyone's theoretical knowl-
edge, thus promoting the comprehensive development of
human intelligence. Among those who choose to start their
own businesses half a year after graduation from undergrad-
uates and graduates of higher vocational colleges, more than
half of them have given up entrepreneurship for various
reasons, and the survival rate of entrepreneurship is less than
half, as shown in Figure 7.

The combination of big data and innovative entrepre-
neurship can be multifaceted. For example, in the start-up
and operation of enterprises, big data can accurately target

customers with user portraits. Students need to design
advertisements with large data user portraits to link cus-
tomer needs with enterprise products. With the cooperation
of college students, teachers and students, cooperative enter-
prises, and college students’ administrators, resource inte-
gration, information sharing, technology push, and project
promotion are realized, which provides technical support
for project management and innovation of dual-innovation
education mode.

4.2. Build a Dual-Creation Practice Platform. First, build an
online network platform led by big data. Use big data to col-
lect entrepreneurship and innovation information, simulate
the actual needs of students and users, and strengthen the
user’s operability and experience. At the same time, with
the advantages of low cost and diversified sharing, it pro-
vides more convenience for students. Just like an ecosystem,
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there are no completely independent individuals, and there
are always more or less connections between different indi-
viduals, that is, mutual symbiosis, which cannot be analyzed
solely for a single factor of education. It has opened up a new
research perspective of educational big data analysis: taking
information-based classroom teaching as a specific research
field of educational big data mining and analysis, building
a systematic modeling and analysis framework, and forming
big data analysis models and methods. Then, students log in
to the teaching platform, receive personalized preview
resources pushed by teachers, prepare for class, and com-
plete relevant assessments before class. Because the educa-
tion they receive is more specialized, they specialize in a
certain field of subject knowledge, and they have a higher
level of education, and the technical content of college stu-
dents is relatively high when they start a business. Its essence
is to inherently require the establishment of people’s subject
status and equal development of their own abilities, so that
they can not only freely choose the direction, road, and
way of self-development. Subjective initiative is the unique
ability and function of people to reflect and transform the
world. Correct consciousness can guide people to take cor-
rect actions and promote the development of things. At the
same time, it can transcend the real life itself by virtue of
its own subjective initiative. In addition, big data also has
the function of public opinion analysis. In innovation and
entrepreneurship practice, students can assume that they
are the public relations personnel of a large enterprise. Then,
they can design a public opinion analysis system that com-
bines corporate brands with big data. Through online and
offline interaction, build a three-dimensional platform for
double-innovation practice, which is more conducive to
promoting the development of students’ double-innovation
ability in practice, so as to achieve the ideal effect of
double-innovation education.

5. Conclusions

This paper studies from the perspective of big data, from the
aspects of system construction, technology application, con-
cept change, etc., to expand the path to improve the quality
of dual-innovation education and promote the closer rela-
tionship between big data and dual-innovation education.
In the changing environment of economy, politics, and
culture, the traditional university education and operation
mode are also changing and innovating with the times. In
the new era, China vigorously advocates innovation and uses
the development strategy of innovation and entrepreneur-
ship to guide all kinds of social subjects to give full play to
their subjective initiative, stimulate the vitality of social
innovation, gather “innovation,” and deal with the dual-
innovation revolution. The application of big data in innova-
tion and entrepreneurship education can timely discovers
students’ personality differences. Innovation and entrepre-
neurship education requires teachers to keep pace with the
development of the times, stand at the forefront of the devel-
opment of the times, let students learn the latest innovation
and entrepreneurship knowledge and tools, and let students
create a new future.

However, the current teaching content giving too much
emphasis on theoretical knowledge, operability, and practi-
cality is not strong. Although many colleges and universities
have set up this course, most of them only study theoretical
knowledge and lack a platform for practical operation, and
students’ entrepreneurial activities only stay at the level of
paper work. Therefore, further research is needed.
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A series of effects caused by temperature change are the biggest problems faced by biological systems. These irregular
environmental characteristics have brought new challenges to people and even animal groups. The immune function of human
intestinal flora has a great protective effect on other organs and the body environment. It can help the human body carry out
intestinal digestion, food absorption, nutritional metabolism, and so on. Based on the above situation, this paper uses the time
series prediction model to study the factors affecting the imbalance of intestinal flora in the process of temperature change.
Firstly, biological experiments are carried out with animals to simulate the human environment. Based on the sequence
information of historical temperature change parameters, a temperature prediction device based on time series model is
proposed. The effects of air factors and carbon dioxide content on the prediction results are evaluated by statistical analysis.
Secondly, in order to ensure the accuracy of the experimental data, the neural network algorithm is used to optimize the
model, and the white blood cell count is used to analyze the influence of temperature change on the intestinal flora structure
of the two organisms. Finally, the experimental results are applied to the human environment to analyze the research results.
The results showed that with the irregular change of temperature, the number of intestinal flora and internal colony structure
also changed. The richness index in the normal temperature environment is relatively large, which can effectively explain the
high richness of intestinal microflora in the experimental population. Further analyze the subjects and distinguish the animals
according to sex. The number of Bacteroides in the intestinal flora of male animals was higher than that of female animals, but
this phenomenon disappeared immediately after physical ligation. In addition, the intestinal flora abundance of female animals
is higher than that of male animals, and the metabolic level is faster.

1. Introduction

The internal environment of the human body is composed
of various flora. Intestinal flora can ensure the digestion
and absorption of food and the promotion of metabolism
in daily life [1]. With the irregular change of external tem-
perature, climate poses a great threat to the survival and
development of organisms. How to explore the influence of
temperature on the number, structure, and state of flora is
a common research topic for scholars all over the world
[2]. Therefore, based on the above situation, the time series
prediction model has become one of the means to solve
the current problems. It can calculate and process massive

data, obtain effective information, and accurately predict
the development trend of the research object [3]. At present,
the generated data exist in the form of a certain sequence,
and the conventional sequence reflects the prediction func-
tion in the statistical model. According to the development
process of time series, this quantitative estimation can solve
the problem of information diversity [4]. However, the data
processed by the time series model is relatively large, and the
internal structure of the system is relatively complex; so, the
prediction function needs to be continuously improved [5].

The time series prediction model has two forms: single
structure and combined structure. According to the attribute
division, it can be determined as combined and noncombined
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state [6]. Each predictionmodel has its own obvious problems,
which need to be further optimized and improved in combina-
tion with various big data technologies. The first thing to be
solved is the accuracy of the model processing data. Whether
the prediction results are accurate or not can directly affect
the effectiveness of the experimental results [7]. We can select
data and restructure the model structure for different experi-
ments. Secondly, as for the noncombinatorial prediction
model, the improvement of fuzzy time series algorithmmainly
tends to the establishment of fuzzy matrix [8]. Finally, whether
the predictionmodel is reasonable and effective and whether it
can be directly applied to solve problems. We found that the
multiangle parameter representation of the data can judge
the prediction level and then complete the detection of the
prediction model [9]. According to the above analysis of the
time series prediction model, we also need to combine various
biological experimental data in the study of intestinal flora
imbalance. The temperature environment simulation scene is
used to control the external humidity, internal humidity, tem-
perature supercooling, temperature overheating, and other
conditions during the experiment [10]. Liu et al. explore the
changes of food intake and physical fitness data of the subjects
in the animal experimental group with each degree of temper-
ature rise. Environmental elements such as oxygen content
and carbon dioxide content in the environment are added to
the prediction model to study their impact on the temperature
prediction curve [11]. Sheng et al. use the time series predic-
tion model to simulate the experimental environment, create
irregular changes in temperature under various conditions,
and analyze the internal correlation of the experimental data.
Thus, the experimental environment is changed to ensure
the accuracy and effectiveness of the research results [12].
Huaixiang and Kai using the spotted lizard and mouse as the
two-way comparative data of animal experiments and the
effects of temperature changes on the number, structure, and
state of intestinal flora were explored, respectively [13].
Finally, combine the experimental results with the characteris-
tics of human intestinal flora, further sort out and analyze the
research results, and judge the specific factors affecting the
imbalance of intestinal flora.

2. Application Status of Time Series Prediction
Model in Various Countries

The field of time series research is proposed by British scien-
tists, which is transformed from the regression variable
model [14]. Subsequently, Swedish scholars made targeted
improvements to the automatic regression mobile operation
to form a time series average model in a flat mode, which
can basically realize the decomposition and classification of
data calculation [15]. With the increasing number of
research papers on this discussion, the time series model also
became a hot research content in various countries at that
time [16]. Among them, the average moving time series that
can process dynamic data has become a representative in the
prediction model because of its wide application [17]. Zeng
et al. proposed a modular temperature prediction method
based on the autoregressive moving average model. The
ARMA method requires historical and current temperature

data of IGBT module, obtains temperature time series
through uniform sampling, and constructs the autoregres-
sive (AR) model [18]. With the advent of the era of big data,
the proportion of data in the experiment is increasing. The
complexity of the time series structure in the process of pro-
cessing dynamic disordered data makes the experimental
results change more. However, the traditional time series
model has computational defects due to the increase of data
[19]. Therefore, we optimize the structure of the model, and
the combined prediction model gradually replaces the origi-
nal sequence. The combined forecasting model is to inte-
grate multiple calculation methods into the same structure.
Analyze and predict the sample set by using the function
vertical and horizontal expansion [20]. The improved calcu-
lation results of this combination mode have a significant
improvement in performance. That is to discretize the data
calculation process of the experimental object, obtain the
best solution of the calculation steps, and finally form a
complete combination.

The time series prediction technology is applied to the
observation of historical objects, and the historical develop-
ment law is captured and inferred according to the time
change. The prediction model has no requirements for the
background environment of information; so, it can be
applied to any object analysis process. The applicability of
the time series prediction model is also widely used in river
trend, transportation, population migration, urban power
consumption, consumption level, etc. [21]. In the economic
field, researchers use time series models to judge the trend of
capital curve and amount index and use the characteristics
of these data to determine the next investment direction of
enterprises [22]. According to the different problems to be
solved, the long-term and short-term time series prediction
models are established. For the same stage, different objects,
and environments, the scope of long-term prediction is dif-
ferent from that of short-term prediction. Taking the eco-
nomic field as an example, the long-term forecast is only
for changes with a cycle of more than two years. The
short-term prediction model can be applied to power
consumption [23]. In order to predict the residential power
consumption of the city at the same time, the length of this
time period is usually between a few minutes and a few
hours. Some scholars have different requirements for predic-
tion application. They divided the model into point structure
and interval structure and used probability calculation to
assist the prediction model [24]. Point structure is to com-
bine the behavior track after machine training with the
dynamic change of time, analyze the change of the sample
object at a certain time in the future, and carry out certain
control and guidance according to the analysis results. How-
ever, the point structure will be unstable in practical applica-
tion, and it is easy to be disturbed by many factors, which
makes the experimental results difficult to convince the pub-
lic [25]. Then, in the application of interval structure, the
calculation range is extended, and the activity interval of
the sample object at a certain time is obtained, so as to cal-
culate the reliability of the data. Based on the above research
status, this paper uses the time series prediction model to
predict the development trend of temperature environment.
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Then, the imbalance of intestinal flora under different tem-
perature environment was studied.

3. Influencing Factors and Correlation
Analysis of Intestinal Flora Imbalance

3.1. Construction of Experimental Temperature of Intestinal
Flora Based on Time Series Prediction Model. The human
environment contains many kinds of cells and flora. Flora
participates in the normal activities of organs and human
body and plays an important role in texture health. Intestinal
flora is one of the main factors affecting human dietary
behavior. With people’s daily intake of different nutrients
and foods, intestinal flora will also be affected accordingly
and then begin to adapt to the internal environment. Over
time, the internal structure and species of intestinal flora
have changed greatly. Many young people’s daily eating
habits are often too cold and overheated. Doctors believe
that the alternation of cold and hot food is easy to harm
gastrointestinal health. This habit of eating too cold and over-
heating will always lead to the imbalance of human spleen and
stomach. From the perspective of temperature, the root cause is
the imbalance of intestinal flora caused by the rapid change of
the intestinal environment with temperature. In view of the
above situation, we use the time series prediction model to
simulate an environment suitable for biological feeding and
study the regulation of internal temperature.

The integrated biological food room is a complex simu-
lation scenario, and the temperature of the whole room
can be regulated and monitored. In the process of biological
experiment, both supercooling and overheating of the envi-
ronment will cause different changes. The traditional model
uses the combination of statistics and algorithm to predict
the temperature, but without the help of natural wind, the
experimental temperature change will produce an irregular
state. Because it is based on the feedback principle, for the
process with large delay, such as temperature control, the
stability time is too long. On the other hand, many modern
control algorithms need to build models in advance. This is
costly for high-dimensional and multivariable industrial
processes. Considering all kinds of interference, it is difficult
to obtain ideal results. In addition, some scholars use humid-
ity series for temperature analysis, and the calculation result
curve is static, which cannot effectively calculate the
dynamic data. This vector regression prediction method
can only judge the humidity value of the next stage and
estimate the experimental temperature according to the
humidity. Although this method shows the linear transfor-
mation of the data, the accuracy of the experimental results
is not properly controlled, and the accuracy is relatively
poor. In this paper, the time series model is used to dynam-
ically predict the time change of the experimental environ-
ment. The optimization of the neural network algorithm is
added to the condition of multi module, and the influence
of various characteristics in the experimental environment
on the results is studied. The data series of experimental
temperature are affected by space, geographical environ-
ment, relative humidity, oxygen content, carbon dioxide

content, and so on. The process of building a prediction
model for temperature data at the same time is as follows:

As can be seen from Figure 1, first, process the tempera-
ture data sequence, use the neural network model and data
processing technology, and judge the reliability index of
the model. Finally, the experimental results are evaluated
according to the single variable of the missing function. In
the data acquisition and processing, the multisource remote
monitoring system is used to collect the values of humidity,
oxygen content, and carbon dioxide content in the experi-
mental environment, preprocess the data, and remove the
wrong data. The experiment also adds the cyclic unit
network algorithm, that is, the improved neural network
algorithm. Compared with the data disappearance problem
of traditional algorithms, it increases the efficiency of the
training model and reduces the decline of parameter accu-
racy and too complex problems caused by too much data.
The internal structure and expansion structure of the cyclic
element algorithm are as follows:

As can be seen from Figure 2, the state of each midway
transformation of transmission data will be recorded. The
judgment conditions can be updated according to the input
results of the current node, and the calculated data can be
reset by using the cyclic control structure. Finally, it can
reduce the data participation and the complexity of the
prediction model. The specific application formula of cyclic
unit network is as follows:

r tð Þ = sigmoid Urh t − 1ð Þ +Wrx tð Þ½ �, ð1Þ

z tð Þ = sigmoid Uzh t − 1ð Þ +Wzx tð Þ½ �, ð2Þ

~h tð Þ = ReLU U r tð Þ ⊙ h t − 1ð Þ +Wx tð Þ½f g, ð3Þ

h tð Þ = 1 − z tð Þh t − 1ð Þ + z tð Þ~h tð Þ
h i

: ð4Þ

In the formula, Ur and Wr , respectively, represent the
hidden state of each control condition and the weight value
of input data. Hide and reset the changes at each time in the
future. In the data processing stage, association rules are
combined to calculate and extract the correlation of each
feature in the sample data. Variance or least square fitting
is used in regression, which has the disadvantage of unstable
scoring of correlation characteristics. The average accuracy
is reduced by disrupting the order of features to see the
impact on the accuracy of the model. Stability selection is a
new method based on the combination of quadratic
sampling and selection algorithm. The principle is to run
the feature selection algorithm on different data subsets,
repeat constantly, and finally summarize the feature selec-
tion results. The effect is generally good. The number of fea-
ture points contained in the set and association rules jointly
construct the spatial region. The proportion of valid data is
calculated as follows:

support X⟹ Yð Þ = T ; X ∪ Y ⊆ T , T ∈Dj j
Dj j : ð5Þ

3Journal of Function Spaces



RE
TR
AC
TE
D

In the formula, jDj represents the length of the sample
set, which can express the correlation strength of association
rules. The credibility of association rules in the object set is
expressed as

confident X ⟹ Yð Þ = T ; X ∪ Y ⊆ T , T ∈Dj j
T ; X ⊆ T , T ∈Dj j : ð6Þ

When a key sample is specified, the function of data
processing is to find the calculation result with the highest
reliability. Therefore, we can also divide the experimental
data into two parts for interpretation. The first part is to find
the minimum confidence position of all data in the set and
mark this part as the preferred area. The second part is to
use the rules generated by the preferred region to find all

nonempty sets for each sample subset. If the following for-
mula is satisfied, the calculation result is the best credible:

sup port Mð Þ
sup port mð Þ ≥min conf : ð7Þ

The generated rule tree can also be represented by the
decision tree algorithm. The decision tree algorithm with
gradient rise is used to optimize the performance of the sys-
tem and further improve the effectiveness of calculation
speed. This improved algorithm can realize the processing
of parallel computing in the structure of the time series
prediction model and establish relevant branch and leaf
nodes for exclusion calculation in the part with scarce data.

Experimental temperature data series

GRU model BPNN model XGBoost model
Internal flow of data processing

Preprocessing and filtering data

Constraint selection target rule

Correction before rule generation

Second inspection

Get the final reliability result

Judging the reliability of the model
based on the evaluation index

Univariate evaluation model
experiment

Temperature prediction results

Figure 1: Flow chart of the prediction model.
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The sample object function is expressed as

Obj Ψð Þ = 〠
n

i=1
l ŷ i, yiÞ + 〠

g

k=1
Ω f kð Þ,

 
ð8Þ

Ω f kð Þ =ϒT + 1
2 λw

2 ð9Þ

In the formula, ŷ i represents the predicted value of
data, yi represents the actual value, and l represents the
loss change in the calculation process. The child nodes
in each tree structure can be expanded and calculated by
mathematical formula:

L tð Þ = 〠
n

i=1
l yi, ŷ iÞ + f t xið Þ� +Ω f tð Þð½ ð10Þ

Make a second-order expansion of the above formula:

L tð Þ ≅ 〠
n

i=1
l yi, ŷ i t1ð ÞÞ + gif t xið Þ + 1

2gif
2
t xið Þ� +Ω f tð Þ,

��
ð11Þ

which is further simplified as

gi = ∂y
t−1ð Þl yi, ŷ t1ð Þ

i Þ
�

ð12Þ

Finally, we predict the actual results based on the time
series prediction theory. Assuming that there are relevant
rules for several influencing factors, the node function
responsible for the input data is as follows:

Oi
1 = μAi x1ð Þ, i = 1, 2: ð13Þ

Multiply the predicted results:

Wi = μAi x1ð ÞμBi x2ð Þ, i = 1, 2: ð14Þ

Finally, all rules are output uniformly to simulate the
prediction data:

y = ∑iWi′f i =∑iwi f
∑iwi, i = 1, 2 : ð15Þ

We compare the experimental data from the process-
ing speed of the traditional prediction method, adding
cyclic neural network and association rule decision tree
algorithm, as shown in Figure 3.

It can be seen from Figure 3 that the calculation speed of
the traditional method is significantly reduced in the face of
complex space-time conditions. Finally, the prediction model
using cyclic network combined with the decision tree algo-
rithm can simplify the computational complexity and improve
the computational speed in the overall data processing. Next,
according to the above calculation process, we can get a com-
bined time series prediction model based on neural network

algorithm and related rules. The internal structure and basic
structure of the model are shown in Figure 4.

It can be seen from Figure 4 that after the rules are
obtained by the combined prediction model, the spatiotem-
poral correlation is first established to arrange the relation-
ship and influence of the areas near the sample. Then, the
number of units is obtained in the input layer and the com-
petition calculation layer, the association rule algorithm is
used to normalize, and finally, the experimental prediction
data is obtained. In the environmental construction, cooling
and warming instruments are also prepared. Before the
experiment, the number and distribution position of animal
intestinal flora are recorded in detail. The experimental time
is three days, and the total test perimeter is 72 hours. The
time consumed by replacing the power supply is not
included in the cycle. Finally, more than 17000 effective data
were collected as experimental samples. It includes indoor
temperature, oxygen, relative humidity, carbon dioxide,
and number of intestinal flora in animal samples. Upload
the data to the prediction model to further explore the state
of animal intestinal flora within three days.

3.2. Analysis of the Relationship between Temperature and
Animal Intestinal Flora Based on Thermometer Imaging
and Sample Control. The climate disorder is largely caused
by human beings. The energy consumption and pollution
emissions in people’s daily life have an impact on the law
of temperature change. The concentration of carbon dioxide
in the air is increasing, and the greenhouse effect and sudden
cooling affect all fields. The sudden rise or fall of tempera-
ture does great and irreversible harm to human beings and
even biological groups. Many wildlife researchers have
found that with the change of temperature, the warm season
and frequent precipitation season have migrated, and the
growth law of many animals has been in an uncoordinated
state. At the same time, temperature also affects the repro-
duction and alternation of flora in human body and animals.
Among them, intestinal flora can protect human gastrointes-
tinal absorption, promote digestion, and improve people’s
immunity. We monitored and studied the number, struc-
ture, and state of intestinal flora under extreme temperature
changes. At first, the culture method was used to set the con-
trol conditions for the number of microorganisms, so as to
obtain the numerical changes. However, most microorgan-
isms cannot be effectively analyzed, resulting in the final
results are not convincing. Subsequently, it was found that
using the time series prediction model to build the experi-
mental environment, using temperature imaging to judge
the changes of animal body temperature, and analyzing the
structure of intestinal flora according to flux sequencing
technology had a significant effect. Therefore, we only need
to design different animal control groups to expand the
credibility of the research results.

In this experiment, 30 female experimental rats were
selected, with an average weight of about 200 grams and
an error of no more than 5 grams. The equipment selects
infrared temperature imaging instrument and uploads it to
the computer for image comparison. The temperature
changes of stomach and intestine of experimental rats were
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recorded every hour according to the experimental cycle.
The rats were divided into warm water group and cold water
group. The experimental group was perfused with warm
water every three hours, and the control group was perfused
with cold water. Then, the change of the average body
weight of the experimental rats was recorded in a cycle of
three days, as shown in Figure 5.

As shown in Figure 5, the body weight of the experimen-
tal rats in the warm water experimental group did not
change significantly after one cycle, while the average body
weight of the experimental rats in the cold water control
group decreased significantly, and the body fat rate increased
slowly. From the observation of behavioral activity area, it is
known that the rats in the cold water group have a small
amount of activity and often gather for heating. Next, the
spotted lizard samples were numbered and recorded in the
same environment. Measure the length, weight, body fat
rate, and other data of each object. First, maintain constant

temperature for two days and nights and then conduct tem-
perature control experiment. The experimental group was in
a constant temperature state and maintained the normal
activities of the spotted lizard under the maintenance condi-
tions. The warm group was heated with a heating lamp and
set as the control group. During this period, the temperature
was monitored for 24 hours with one week as the experi-
mental cycle. The excreta of the lizard was collected and ana-
lyzed daily. The relevant results were obtained according to
the temperature of the excretion place of the spotted lizard
and the changes of intestinal flora and immune ability col-
lected from the excreta. After flux sequencing of all samples,
546178 pieces of data were obtained, and the sequence infor-
mation with a similarity of more than 97% was classified and
processed at the same time. Count the types of intestinal
microflora microorganisms in the experimental samples
and annotate all types into the ranking to obtain the follow-
ing statistical chart.
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It can be seen from Figure 6 that in the six boundary
method of biological classification, we only use the first five,
the horizontal represents the number of each spotted lizard,
and the vertical represents the biological classification attri-
bute of the flora. The experimental subjects of spotted lizard
showed impatience after the continuous increase of temper-
ature, and the number of activities changed from initial
increase to decrease. In the subsequent capture of experi-
mental subjects, it was found that the spotted lizard in the
warming control group had weak resistance and low spirit.
There is also a surplus of food put in a fixed amount every
day. The experimental results further showed that tempera-
ture had an effect on the number, structure, and distribution
area of intestinal flora.

4. Analysis of Research Results on the
Construction of Temperature Environment
and Its Impact on Intestinal Flora Imbalance

The construction of the experimental environment adopts
the plane roof design, the floor adopts the nonventilated full
seam type, and the ventilation port is the mechanical air sup-
ply equipment. The wireless monitoring system is used as a
data acquisition tool. Record the quantity, number, body
shape, weight, and other data of each experimental object
in detail. There are several abnormal information in the time
series prediction model. It may be missing during the collec-
tion process. This includes data loss caused by sudden
change of power supply, equipment instability, and other
factors. The anomaly detection problem of time series is usu-
ally expressed as outliers relative to some standard signals or
common signals. Although there are many exception types,
we only focus on the most important types from the business
perspective, such as unexpected peak, decline, trend change,
and grade conversion. Generally, the anomaly detection
algorithm should mark each time point as abnormal/non
abnormal. Or predict the signal of a certain point and mea-

sure whether the difference between the real value of this
point and the predicted value is large enough, so as to treat
it as an anomaly. Using the latter method, we can get a visual
confidence interval, which is helpful to understand why
exceptions occur and verify. We know that this information
is invalid; so, we use mathematical interpolation to predict
and fill the abnormal results. According to the characteristics
of temperature time series, the effectiveness of time series is
detected by the cyclic unit neural network algorithm. Firstly,
the mathematical statistics method is used to detect the run-
ning stability of the sequence, and the neural network model
is added to predict the temperature change law to select the
final result. We compare the average error index of the
actual observation value and the observation value before
and after the optimization of the time series prediction
model, as shown in Figure 7.

It can be seen from Figure 7 that with the increase of pre-
diction time, the optimized time series model can basically
match the actual observation values with less error. There-
fore, in the experimental temperature prediction, the time
series prediction model optimized by the neural network
algorithm can improve the effectiveness of the calculation
results. The data collected from the experimental rats and
lizards were stored in their respective databases. The
sequencing screening method is used to check one by one
from top to bottom. The experimental rats are selected as
an example, and the infrared imaging of animal body
temperature is dynamically represented by multimedia
animation software, as shown in Figure 8.

It can be seen from Figure 8 that compared with the
experiment on the first day, the body surface temperature
of the experimental mouse control group showed obvious
blue at the end of monitoring. In the normal temperature
group, the temperature imaging is normal, indicating that
there is no error in the experimental process, which is con-
sistent with the actual expected results. Next, the number
of intestinal flora of the sample object is detected. The flora
abundance index and average size index were used to judge
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whether there was imbalance. The excretion test samples of
two animals under normal temperature can be classified into
32 to 35 families and genera, and the low-temperature
control group and high-temperature control group can only
be allocated to 30 species. According to the statistics of
microbial diversity, under normal conditions, the mouse
flora is mainly composed of 29.6% Corynebacterium,
46.4% Bacteroides, and 12.3% dauricum. After cooling with
cold water in the experimental cycle, the number of Coryne-
bacterium, Bacteroides, and dauricum in mice decreased to
7.7%, 13.6%, and 80%, respectively. Under normal condi-
tions, the flora of lizard is mainly composed of 46.9% Bacter-

oides, 20% Proteus, and other flora. After warming, the
content of Bacteroides decreased to 43%, and Proteus
increased to 25%. The intestinal tract of mice inhabits a
complex and dynamic microbial community, in which bac-
terial groups dominate. The intestinal normal indigenous
flora of adult mice is very similar to that of mammals at
the high classification level. The intestinal microorganisms
of mice are mainly facultative anaerobes, including Strepto-
coccus, Lactobacillus, and Escherichia coli. The microbial
flora of mice is composed of a mixture of microorganisms
from different partitions of the gastrointestinal tract. There
are four dominant microbial system groups in feces, two of
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which are related to intestinal flora. Fecal sample analysis
can obtain the diversity of most microorganisms in the
cecum. The composition of microbial flora in fecal samples
and cecal contents of mice is similar in nature but different
in quantity. Cecal contents can reflect cecal microorganisms
of chicken, while fecal samples cannot. The calculation
results show that the number and structure of animal intes-
tinal flora are relatively stable at room temperature, in which

Bacteroides and actinomycetes account for a high propor-
tion. It shows that the bacteria detected above are the core
flora in the intestine. With the change of temperature into
supercooled and overheated state, the intestinal microbial
content of the experimental subjects changed significantly.
Among them, the soft membrane flora of mice and the
deformable flora of spotted lizard all increased too much.
It can be directly determined that the intestinal flora of

Figure 8: Infrared imaging of body temperature of experimental animals.
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animals is in a state of imbalance. In order to judge whether
the sequence richness change of the diversity contained in
the tested object can meet the research needs, we use sparse
curve for detection. The optimized data sequences of mice
and lizards are randomly selected. The abscissa represents
the degree of sequencing, and the ordinate represents the
richness, as shown in Figure 9.

As can be seen from Figure 9, the objects in the heating
experiment are marked with red, the normal temperature
group is marked with yellow, and the low temperature group
is marked with blue. With the increase of the sequencing
degree of sample data, the similarity of each group of data
is very high, showing a gentle development trend, indicating
that the range and quantity of experimental objects meet the
detection standards. Among them, the richness index in the
normal temperature environment is relatively large, which
can effectively explain that the richness of microbial content
of intestinal flora in the experimental population is high,
which meets the conditions of routine experimental
research. The experimental subjects were further analyzed,
and the animals were distinguished according to gender.
The number of Bacteroidetes in the intestinal flora of male
animals was higher than that of female animals, but this phe-
nomenon disappeared directly after physical ligation. In
addition, the abundance of intestinal flora of female animals
is higher than that of male animals, and the metabolic level
is also faster.

5. Conclusion

The human intestine contains abundant colony groups,
which participate in normal physiological activities and play
an important role in diet, exercise, and metabolism. Intesti-
nal flora can promote the human body’s absorption of food
nutrition, help the metabolic cycle, improve immune func-
tion, and improve health indicators. Because people’s eating
habits are gradually irregular and often eat in the state of
temperature imbalance, they often have symptoms of gastro-
intestinal discomfort. In this paper, the time series predic-
tion model is used to study the effect of temperature on
the imbalance of intestinal flora. Firstly, neural network
algorithm and association rule algorithm are used to opti-
mize the traditional time series prediction model and change
the internal complex structure of the model, so as to simplify
the prediction process and improve the operation speed.
Secondly, the temperature infrared imaging instrument was
used to monitor the body surface temperature of experimen-
tal rats and lizards, and the experimental group and control
group were set up in the simulated experimental environ-
ment. Explore the changes of animal behavior and the num-
ber of intestinal flora in excreta under normal temperature,
low temperature, and high temperature. Flux sequencing
was used to detect the richness index of intestinal flora and
judge the structural components of intestinal flora at various
temperatures. Finally, the specific effects of temperature
changes on the diversity of animal intestinal flora were stud-
ied under the condition of microbial richness. Under the
condition of high temperature, the behavior of Corynebacte-
rium increased first and then decreased. The results showed

that the appetite of animals decreased under the condition of
high temperature. It shows that the change of temperature
has an obvious effect on the number and internal structure
of intestinal flora. The human environment is similar to
the environment of the experimental object, which can
directly affect the experimental results in the study of human
intestinal flora, and has a certain credibility. However, the
research still has some limitations. Due to the lack of simu-
lation verification, this paper only discusses the simulation
results of mouse experiments. The human environment is
similar to the environment of the experimental object, which
lacks certain scientificity. Therefore, further research and
analysis are needed in the future.
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Tax forecast has an important impact on financial budget and tax plan. The amount of tax data is greatly increased, the difficulty
of tax forecast is improved, and the accuracy is always difficult to keep up with the development demand. Analyze the application
of optimized support vector machine model in tax prediction system. Based on the simple analysis of the research situation of tax
prediction and the research status of data mining algorithm in tax data classification and prediction, this paper constructs a tax
prediction model. Aiming at the problem of too many influencing factors of tax prediction, this paper puts forward the use of
principal component analysis to extract the main factors, reduce the dimension of tax data, and reduce the difficulty of
analysis. Support vector machine is used to realize tax prediction, aiming at the problem of parameter optimization proposed
to optimize the parameters. Finally, the prediction accuracy is evaluated by comparing the error between tax prediction value
and real value. The results show that the algorithm used in this paper can optimize the parameters of support vector machine.
The tax prediction results show that the predicted value is similar to the real value curve. After grid search optimization, the
introduction of principal component analysis reduces the redundancy and improves the prediction accuracy.

1. Introduction

Tax forecast analysis is also called “tax trend analysis.” It
refers to an analysis that predicts the trend of future tax rev-
enue and provides decision-making services for leaders
according to the mastered historical laws of taxation, using
the continuously reflected relevant materials and data, com-
bined with the current economic tax sources and investiga-
tion and research materials. This method is applicable to
tax planning analysis, economic tax source investigation
analysis, and tax accounting analysis. It is an indispensable
analytical method for formulating and inspecting tax poli-
cies and measures. Especially before the changes of national
tax policies, such as the new or suspended collection of a cer-
tain type of tax, as well as the provisions on tax increase, tax
reduction or exemption, and other major tax measures, the
impact of tax revenue should be predicted and analyzed. In
the information age, tax analysis and prediction has become
an essential content of tax management [1]. Tax data is a
kind of time series data, which is not only affected by the
economic environment, but also affected by cultural back-

ground, political background, and other factors. These data
are nonlinear and unstable [2]. Tax forecasting can timely
discover the tax change trend and collection; has an impor-
tant impact on strengthening the organization’s income,
resource allocation, and management decision-making; and
can help relevant personnel formulate tax policies. There-
fore, the accuracy of tax forecasting is very important [3].
At present, there are many researches on tax prediction,
from linear analysis and regression analysis to various data
mining algorithms, but the accuracy is not high [4].

Based on this background, this paper studies the applica-
tion of optimized support vector machine in tax forecasting
system. In Section 1, we briefly analyze the current tax fore-
casting research and briefly introduce the chapter arrange-
ment of this research; in Section 2, we mainly introduce
the research of support vector machine and prediction algo-
rithm and summarize the shortcomings of the current
research. In Section 3, we construct the tax prediction. Aim-
ing at the problem of many tax influencing factors, the prin-
cipal component analysis method is introduced to analyze
the correlation of the main tax factors and extract the main
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indicators. In Section 4, we simulate and analyze the support
vector machine tax prediction model constructed in this
paper. After preprocessing, the tax data is brought into the
tax prediction model and compares and analyzes the tax
data before and after parameter optimization, and the accu-
racy of tax prediction is significantly improved after the
parameter optimization of support vector machine. In the
last section, we summarize the whole paper.

The innovation of this paper is that the support vector
machine method is used in tax prediction, and the principal
component analysis method is introduced, which reduces
the influencing factors of tax and improves the prediction
accuracy. Aiming at the problems that are used to optimize
its parameters, the regularization parameters and radial basis
kernel function parameters are applied to tax prediction to
improve the accuracy of data analysis.

2. State of the Art

The importance of tax forecasting has been recognized. In
terms of relevant research, it has also developed from early
qualitative research to current quantitative analysis. Tax
forecasting is more scientific and normative [5]. Aprilia
and Agustiani adopt K-means clustering analysis algorithm
in account data classification, which improves the effect of
clustering analysis [6]. In the analysis of tax data, Sun et al.
proposed a tax dynamic clustering algorithm, which auto-
matically determines the number of clusters and modifies
the cluster center according to the frequency of internal
attribute values. TDCA algorithm is a tax dynamic clustering
based on weak convergence sequence coefficient judgment
function and tax domain knowledge, and the clustering
effect is good [7]. In the research of tax risk assessment,
Didimo et al. proposed the Maldive method. Through the
information diffusion strategy, it is possible to expand the
collection of risky taxpayers and display the output to ana-
lysts through the network visualization system [8]. In the
analysis of financial data, Li constructed financial related
indicators and financial report recognition model. The accu-
racy, precision, recall, and F value show that the perfor-
mance of the improved BP neural network has been
improved [9]. Mwanza and Phiri used intelligent mining
algorithm in the research of tax data to realize the outlier
algorithm of fraud detection, continuous monitoring based
on distance and outlier query based on distance, which
improved the accuracy of abnormal data analysis [10]. Miller
used KH coder’s data mining technology to model individ-
ual tax behavior and used unsupervised machine learning
text mining and modeling technology to help conduct
large-scale analysis of tax behavior methods and find the
problems of avoidance and tax evasion in time [11]. Battis-
ton et al. used machine learning algorithm for tax analysis
in their research and proposed a loss function to analyze
the difference between ideal tax and display [12]. In his
research, Hao et al. proposed an algorithm for financial risk
prevention and carried out special data preprocessing on
convolutional neural network. Combined with the require-
ments of digital inclusive financial risk method, he con-
structed a digital inclusive financial risk prevention model

[13–15], so as to timely find financial abnormalities and
carry out risk early warning.

To sum up, it can be seen that there are many researches
on tax prediction at home and abroad, but different algo-
rithms have their own limitations. Linear regression analysis
can only analyze the linear relationship, ignoring the nonlin-
ear relationship of tax influencing factors. The structure of
neural network algorithm itself is complex and requires high
sample size, so the accuracy of tax prediction is not very
high. Support vector machine has its own optimization in
the application of prediction, can get the global optimal
solution, the data can be analyzed in high-dimensional
space, the complexity is not high, and has certain advantages
in tax prediction. However, this algorithm needs to deter-
mine the regularization parameters and radial basis function
parameters, and other methods need to be adopted for
parameter optimization in application.

3. Methodology

3.1. Design of Tax Forecasting System. Tax prediction uses
various impact indicators of tax revenue to analyze and
introduces prediction theory, data mining algorithm, and
model to predict. Affected by the economic environment,
social environment, and science and technology, the tax
changes greatly, and the formed data has a large amount of
redundant data, which has great correlation. The traditional
economic prosperity index cannot fully reflect the real situa-
tion of economic development. In response to these prob-
lems, tax big data can give full play to the advantages of
complete and dynamic tax coverage, find more accurate
and sensitive synchronization indicators and leading indica-
tors in the big data set (for example, take the value-added tax
as one of the synchronization indicators and the value-added
tax on imported goods as one of the leading indicators), and
further adopt the machine learning method to compile the
composite index. The economic prosperity index based on
tax big data can meet the technical requirements of the
above two key steps, and it can more accurately reflect the
real situation of economic development to a certain extent.
Compared with the traditional economic prosperity index,
the economic prosperity index based on tax big data shows
its progress in two aspects. First, at the level of computing
methods, it has become a trend to apply machine learning
methods to study economic problems, such as ridge regres-
sion and lasso in machine learning.

Considering the multidimensional and nonlinear char-
acteristics of tax data, it is difficult to find the change charac-
teristics and trends of tax data by a single-factor analysis.
Therefore, it is necessary to find the main influencing factors
from a large number of data.

In this paper, the main factors affecting the prediction,
eliminate the redundancy between various factors, and
then establish a model to predict tax. This method makes
use of the advantages of nonlinear function prediction and
the ability of principal component extraction. The predic-
tion accuracy can be improved. The prediction model is
shown in Figure 1.
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Reduce the scalar index, and retain the amount of infor-
mation of the index. This algorithm rotates the n-dimen-
sional spatial coordinates and processes the results without
changing the sample data. The principal components
obtained are uncorrelated [16]. The introduction of this
algorithm can reduce the dimension, eliminate redundant
information, and combine it to simplify the architecture
and improve the prediction performance. Assuming that
the p-dimensional random vector is X = ðX1, X2,⋯, XpÞT ;
these samples form a sample matrix, and the samples are
transformed. The formula is

Zij =
xij − �xj

sj
, ð1Þ

where i and j are positive integers. After processing, stan-
dardized samples are obtained. Calculate the coefficient
matrix for standardized samples, and the formula is

R = rij
À Á

p×p =
ZTZ
n − 1 , ð2Þ

where i and p are positive integers, and the value range is
(1,p). Calculate the characteristic equation jR − λIpj = 0 of
the sample correlation matrix to obtain the characteristic
root and determine the value ofm according to the following
formula:

lim
m⟶∞

∑m
j=1λj

lim
p⟶∞

∑p
j=1λj

≥ 0:95: ð3Þ

After calculation, the information utilization rate reaches
more than 95%. For each λ1, j value, calculate the equation
Rb = λib to obtain the eigenvector. The variables become
principal component factors after orthogonalization. The
principal component factors obtained from the comprehen-
sive evaluation are weighted to obtain the final evaluation
result value.

3.2. Optimized Support Vector Machine Model. Among the
common machine learning algorithms. This algorithm is
based on statistics and can be used for classification, as well
as regression analysis. The core lies in the minimization of
structural risk, which needs to adjust the confidence range

and empirical value and improve the generalization ability
through the proportion between the two [17–19].

When using support vector machine for prediction anal-
ysis, it is assumed that there is a training sample set,
expressed by fxi, yig, and the mapping condition from input
to output is calculated to meet f ðxÞ = y. The regression func-
tion is established by using support vector machine algo-
rithm, and the formula is

y = f xð Þ =w × x + b: ð4Þ

The nonlinear mapping is expressed as

y = f xð Þ =wT × ϕ xið Þ + b: ð5Þ

The objective function minimization is used to deter-
mine the regression function. In the application of support
vector machine, in order to avoid the problem of space map-
ping with different dimensions, it is necessary to introduce
kernel function and turn it into a linear analysis problem.
Kernel function is to calculate the form of inner product
when the data is indeed mapped. For linearly nonseparable
data, the data can be mapped to another space to make the
data perfect or almost perfect linearly separable. The same
is true when we need to map data to a high-dimensional
space. Instead of providing an accurate mapping to SVM,
we provide the dot product of pairing all points in the map-
ping space. In the specific application, it is assumed that the
data in the low-dimensional space is not linearly analyzable,
and the kernel function is used to map these data to Gao
Wei to realize the linear analysis of sample data [20]. For
support vector machine algorithm, the change of kernel
function parameters directly affects the performance, and
the influence degree of different kernel functions is also dif-
ferent. We need to choose a reasonable kernel function. At
present, there are many kinds of kernel functions. Generally,
functions that meet Mercer rules belong to kernel functions.
Assuming that a subset of the input space is represented by
X and the feature space is represented byH, there is a mapping
φðxÞ from space to feature space, so that all x belong to the
input space. All functions that can satisfy Kðx, zÞ = φðxÞφðzÞ
are kernel functions. Polynomial kernel functions are

k xi, xj
À Á

= xixj + 1
À Ád

: ð6Þ
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Figure 1: Design of tax forecasting model.
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The sigmoid kernel function is

k xi, xj
À Á

= tanh b xixj
À Á

+ c
Â Á

: ð7Þ

RBF kernel function is expressed as

K x, yð Þ = exp −
x − yk k2
δ2

� �
: ð8Þ

In the support vector machine algorithm, RBF kernel
function is selected. This kernel function has the characteris-
tics of wide convergence domain and can handle a variety of
samples, which is widely used [21–23]. RBF kernel function
only involves one parameter, so its performance is more stable
and easy to apply. In the analysis of this paper, assuming g
= 1/δ2, finding the best parameter is to find the best g. the
change of G value directly determines the mapping function,
which affects the complexity of spatial distribution.

After RBF kernel function calculation, the matrix can be
transformed into

A, E
ET , 0

" #
a

b

" #
=

y

0

" #
, ð9Þ

where A = k + V and e represent a matrix with all elements
of 1. SVR regression analysis model can be obtained, and
the formula is

f xð Þ = lim
N⟶∞

〠
N

i=1
aik x, xið Þ + b: ð10Þ

It can be seen that after processing, there are only two
parameters to be optimized: the regularization. The function
of the regularization parameter C is to adjust the range of
information and reduce the risk. By adjusting the ratio of
the two, the generalization ability of the learning machine
can be adjusted. If the regularization parameter C is too
large, it can only reduce the empirical risk. If it is too small,
it will increase the empirical risk. δ mainly controls the
width of Gaussian function and data range. If δ value is
too large, the risk will increase. If δ value is too small, the
structural risk will increase. In the optimization analysis of
these two parameters, the following algorithm is adopted.

This algorithm is used for real number solution. It has
strong universality, simple principle, few parameters, and
strong collaborative [24]. This algorithm is based on the for-
aging of birds. Each individual is regarded as a particle. It is
assumed that the position of the particle is represented by
(C, g), the speed of the particle is represented by vi, and
the best position of the particle is represented by pi. The par-
ticle adjusts its position through its current position, neigh-
bor position, and empirical position and realizes the
continuous updating of the position through the equation:

vt+1ij =wvtij + c1r1 ptij − xtij
� �

+ c2r2 ptij − xtij
� �

, ð11Þ

where w represents the inertia factor, which is a positive
number, c represents the acceleration constant, and r is the
random transformation number, ranging from 0 to 1.

When optimizing parameters by least square method,
the optimization performance is closely related to regulariza-
tion parameters and radial basis function kernel function
[25–27]. When using particle swarm optimization algo-
rithm, it can adjust its position and rely on its own experi-
ence. Therefore, the direction of iteration is stronger, and
the global search ability is improved. Support vector
machine algorithm is used to regression analyze the training
set, find the best parameters, and then bring the training set
into the best parameter model [28–30]. In the optimization
using the least square method, the fitness parameter is the
content that needs to be determined. Considering that each
particle reflects a set of parameters, in the particle swarm
optimization design, the fitness function is used to change
the fitness. The fitness function selects the mean square error
function, and the formula is expressed as

MSE = lim
n⟶∞

1
n
〠
n

i=1
yi − �yið Þ2, ð12Þ

where n represents the training sample set. Through calcula-
tion, it can be obtained that the fitness is a positive integer.
The smaller this value is, the higher the fitness is. When
the fitness can meet the accuracy requirements, the optimal
solution is the optimal parameter.

Although the particle swarm optimization algorithm has
obvious advantages, it also has some problems. The search
accuracy is insufficient to ensure the global optimal solution.
It has strong dependence on specific empirical parameters
and lacks independence. Therefore, in the research, the
genetic algorithm is used to further optimize the parameters,
and the regularization parameters and radial basis kernel
function optimized by the least square method are geneti-
cally coded, The range of regularization parameters is 0~1.
Using genetic algorithm to realize parameter optimization,
this problem can be simply understood as chromosome,
binary coding the parameters, randomly generate SVR
parameter values, select the parameters with high fitness
according to the survival of the fittest principle, and get bet-
ter parameters through cross coding. With the further evolu-
tion of genetic algorithm, the parameters with the highest
fitness can be obtained. The application of the value range
of regularization parameters and kernel function parameters
is determined first, and then they are binary coded. Then,
the mean square error function is used as the fitness func-
tion, and the chromosome is decoded to generate the ran-
dom initial population. Judge whether the population
optimization performance meets the optimization require-
ments. If so, output the optimal parameters and establish
the support vector machine model. If not, continue the opti-
mization algorithm and update the population until the
requirements are met.

Genetic algorithm has a large search range; it can com-
pare multiple individuals in parallel. It has simple operation
and strong expansibility. However, this algorithm is difficult
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to implement in programming, and it needs to continue to
calculate after obtaining the optimal solution. The selection
of parameters will affect the crossover rate and mutation
rate. Moreover, the genetic algorithm cannot effectively feed-
back the network information, and the search speed is slow.
Therefore, the method based on grid search is further used
for parameter optimization. Grid search algorithm can
search all possible values in the range. Compared with parti-
cle swarm optimization algorithm, it is more comprehensive
and needs less parameters to be optimized. In the applica-
tion, the network parameters are generated according to
the parameter range and step size of the kernel function
and the parameter direction, so as to ensure that all param-
eter sequences can be analyzed and shrink. Determine the
training samples and test samples, test them at the same
time, output the errors corresponding to all parameters,
and judge whether the error results meet the required accu-
racy. Reset the parameters and step size, carry out the second
search process, and continue this step to find the parameters
with the highest accuracy. The specific process is shown in
Figure 2. The tax index sequence is represented by X, and
the C range and search step are set. This algorithm can avoid
blindness. After obtaining the optimal structure, the tax
forecast can be determined.

4. Result Analysis and Discussion

4.1. Data Source and Preprocessing. In the tax forecast anal-
ysis, the influencing factors need to be determined first. At
present, in the domestic statistical yearbook, taxes are
divided into six categories. Therefore, these six categories
of taxes are taken as the primary research indicators in the
research, namely value-added tax (x1), business tax (x2),
consumption tax (x3), personal income tax (x4), enterprise
income tax (x5), and tariff (x6). The vertical coordinate in
Figure 3 is the correlation coefficient of tax. The relevant
indicators contained in these taxes are used as secondary
indicators, and the secondary indicators are coded. The
value-added tax (x1) contains 6 secondary indicators, with
the GDP code of A1, the total import value code of A2, the
industrial added value code of A3, the retail sales code of
A4, the proportion code of industrial added value of A5,
and the added value code of A6. The units of these second-
ary indicators are 100 million yuan. There are 9 secondary
indicators of business tax. The code of highway freight vol-
ume is B1, the code of highway passenger volume is B2,
the code of added value of construction industry is B3, and
so on. The code of business income of catering owners above
the limit is B9. There are 7 secondary indicators of
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Figure 2: Network search optimization prediction process.
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Figure 3: Correlation coefficient analysis between tax and secondary indicators.
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consumption tax, represented by C, 7 secondary indicators
of personal income tax, represented by D, 9 secondary indi-
cators of enterprise income tax, represented by E, and the
secondary indicator of tariff is the total import and export
volume, represented by F1.

There are often many indicators and insufficient histori-
cal data in economic forecasts. Using neural network to pre-
dict such a problem is a typical small sample prediction of
large-scale neural network. This situation weakens the gen-
eralization ability of neural network. In this case, scholars
at home and abroad usually divide these indicators into sev-
eral subsystems according to their relationship to alleviate
the problem of excessive network scale. However, the divi-
sion of subsystems is very complex, which relies too much
on the analysis of the operation mechanism of economic sys-
tem, and cannot fundamentally solve the problem of multi-
index and small sample complex system prediction. In fact,
these indicators are often relevant. Therefore, it is necessary
to reduce the number of indicators (dimensionality
reduction) on the premise of minimizing information loss.
Principal component analysis, as a dimension reduction
processing technique, starts from reducing the number of
input nodes of neural network. It can fundamentally reduce
the scale of neural network and improve the generalization
ability of neural network in multi index small sample
problems.

Considering that there are too many influencing factors
of tax prediction, in the correlation analysis, set the limit of
correlation coefficient as 0.9 and eliminate the indicators
with small correlation. Taking the tax revenue data of China
Statistical Yearbook as the data sample, the correlation anal-
ysis is carried out by using statistical software. Among the
six primary indicators, the correlation with tax is 0.992,
0.991, 0.984, 0.985, 0.994, 0.997, and 0.982, respectively.
From the correlation analysis results, it can be seen that
the primary indicators have a great impact on tax, and the
correlation coefficients exceed 0.95. Continue to analyze

the correlation between primary indicators and secondary
indicators, as shown in Figure 3. The correlation coefficient
between VAT and its secondary indicators is quite different.
Except for A5 indicator, the correlation coefficient of other
indicators is more than 0.98. The correlation coefficient
between business tax and its secondary indicators exceeds
0.99, and all indicators will be analyzed in the next step.
The correlation coefficients of consumption tax, individual
income tax and their secondary indicators are relatively
high, all above 0.96. There is a certain difference in the cor-
relation coefficient between enterprise income tax and its
secondary indicators. The correlation coefficient of E4 indi-
cator is only 0.431, excluding this indicator. The correlation
coefficient between tariff and secondary indicators is 0.976.
It can be seen from the data in the figure that most indica-
tors are highly correlated with their respective tariffs, but
there are also negative correlation indicators. Eliminate the
negative correlation indicators and the secondary indicators
with correlation coefficient less than 0.9.
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Figure 4: Accuracy and error analysis.
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Through correlation analysis, excluding the indicators
with small correlation coefficient, there are still many
remaining tax indicators, so stepwise regression analysis is
also needed. Set a dependent variable, analyze the effect of
other independent variables on it, and then sort and select
the factors with great influence. The original data is collected
and processed for simulation analysis. The accuracy and
error results are shown in Figure 4. The prediction accuracy
has been improved after stepwise regression analysis.

The data dimensions of different indicators are different,
so the tax cannot be predicted directly. Therefore, the data
need to be standardized. The formula is

�xi =
xi − xmin

xmax − xmin
, ð13Þ

where xi represents the data of the indicator column, xmax
represents the maximum value of the data of the indicator
column, and xmin represents the minimum value. After this
formula, the range of data is controlled within 0~1.

When the parameters are optimized by the least square
method of particle swarm optimization, the range of parame-

ters C and δ2 is 0~100, with 100 iterations and 20 population
evolution. Through experimental simulation, the optimal
value of C is 1.032, and the optimal value of δ2 is 0.01. In order
to evaluate the effectiveness of tax forecast, the average abso-
lute percentage error and mean square percentage error are
used for analysis. The formulas are as follows:

MAPE = lim
n⟶∞

1
n
〠
n

i=1

yi − �yið Þ
yi

����
����,

MSPE = lim
n⟶∞

1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1

yi − �yið Þ
yi

� �2s
,

ð14Þ

whereMAPE represents the average absolute percentage error
and MSPE represents the mean square percentage error.

4.2. Simulation Analysis of Support Vector Machine
Optimization. In the simulation analysis, the regularization
parameter range is set to 0.1~100, kernel parameter range
is set to 0~10, the cross validation is 5 times, the maximum
population iteration is 100 times, and the population size is
20. And the results are shown in Figure 5. And the optimal
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fitness basically remains unchanged after 20 iterations, indi-
cating that the optimal value of regularization parameter is
1.184 and the optimal parameter of radial basis kernel func-
tion is 0.1.

The statistical results are shown in Figure 6. It can be
seen that the predicted value is highly consistent with the
actual value, indicating a high prediction effect.

Then genetic algorithm is used to optimize. The range of
regularization parameters is 0~100, the range of radial basis
kernel function parameters remains unchanged, the interac-
tive verification is 5 times, and the maximum iteration is 299
times. Similarly, MATLAB software is used for simulation
analysis. It is found that after 4 times, the average fitness
function remains unchanged, and the best fitness function
also tends to be stable. The best regularization parameter
value is 4.457, and the best radial basis kernel function
parameter is 0.0175. The obtained parameters are applied
to the support vector machine prediction model, and the
prediction results are shown in Figure 7.

In grid search optimization, the number of samples will
affect the simulation results. Combined with the actual situ-
ation, the parameter defaults to 1/n. Select the values around
this value for simulation analysis. The test results are shown

in Figure 8. As can be seen from the figure, when the param-
eter value is 0.1, the accuracy is relatively high.

Under the optimal parameter model, the application
effect of principal component analysis is compared and ana-
lyzed. The results are shown in Figure 9. It can be seen from
the data in the figure that after parameter optimization, the
model algorithm error decreases, and the model prediction
results of the three methods are improved. After the predic-
tion results of the principal component analysis model, the
average absolute percentage error also decreased signifi-
cantly, indicating that the tax prediction of the data after
the redundancy reduces the data dimension and improves
the prediction accuracy.

5. Conclusion

Tax revenue is closely related to people’s life. Accurate pre-
diction of tax revenue is of great significance to regulate local
policies. Considering the tax changes and influencing fac-
tors, it is difficult to accurately judge it by using linear anal-
ysis alone. Based on this, this paper constructs a support
vector machine model in tax prediction and analysis. This
machine learning algorithm has great advantages in dealing
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with nonlinear problems. Considering that the regulariza-
tion function and radial basis kernel function of support vec-
tor machine have a great impact on the tax prediction
results, other algorithms are used to optimize these two
parameters, and the application effect of principal compo-
nent analysis method and the accuracy of tax prediction
after parameter optimization are analyzed. The experimental
results show that the principal component analysis method
can reduce the redundancy and reduce the data dimension.
The model optimized by the algorithm is applied to tax pre-
diction. The predicted value has a high degree of fit with the
actual value, the prediction effect is good, and the accuracy is
significantly improved.

However, the independent variable and dependent vari-
able in the actual tax problem are linear. Taxation is affected
by many aspects, and its system is complex and uncertain.
The relationship between independent variables and depen-
dent variables is mostly nonlinear, and the prediction accu-
racy still has room for optimization. The following
contents need to be further modified in future research. Only
one kernel function is selected in this paper. There are many
kinds of kernel functions. Without analyzing other types of
kernel functions, parameter settings will also directly affect
the analysis results. When searching and optimizing param-
eters in the grid, you can also improve the parameter search
process, take tax samples as the search scope, and further
narrow the parameter search scope.
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With the continuous deepening and development of tobacco manufacturing informatization construction, tobacco manufacturing
enterprises have the characteristics of strong production capacity, high degree of production automation, and advanced
enterprise-level management information system. In order to cooperate with the market and brand strategy of the tobacco
industry, the State Tobacco Monopoly Administration has carried out serious strategic thinking on informatization and
customized the overall plan and strategic goals. In recent years, China’s informatization construction has made great progress,
and both industries and enterprises have felt various benefits from the application of information technology. In the
deployment and development of mobile services, it is often local and municipal mobile companies that, in order to meet the
different needs of the market, immediately carry out corresponding services, resulting in one service for each municipal
subsidiary in the same province or one platform for a class of services. Situation is good for quickly meeting user needs at that
time. The exchange and communication of enterprise personnel information are becoming more and more frequent, and the
collection of enterprise information through mobile has become a new way of enterprise information collection. The work
orders, process parameters, documents, notifications, and instructions generated by the planning layer are sent to the
production control layer to respond, guide, and trigger the production site events. The ultimate goal of mobile data collection
is to gather the collected data into the enterprise production data center, which plays an important role in mobile devices,
mobile performance, mobile planning, mobile balancing, mobile prediction, and so on. Based on the unified mobile application
data collection method, this paper analyzed and analyzed the design of application architecture in the tobacco enterprise
platform and further described the business functions, security performance, and system characteristics of the platform.

1. Introduction

Tobacco enterprises, as an early enterprise in informatiza-
tion construction, have carried out beneficial informatiza-
tion exploration in various fields involved in business for
many years, which has played a good role in supporting
and promoting the development of business and made
remarkable achievements. With the continuous deepening
and development of information construction of tobacco
manufacturing, tobacco manufacturing enterprises show
the characteristics of strong production capacity, high degree
of production automation, and advanced enterprise-level
management information system. To promote the moderni-
zation of the tobacco industry with information technology

is to use the most advanced information technology to fully
penetrate the production, circulation, and management pro-
cess of the tobacco industry. Change the traditional produc-
tion and operation mode, accelerate the adjustment of the
tobacco industry and product structure, and improve the
management system of the tobacco industry. Meet the needs
of the market and consumers, improve the ability to adapt to
the market, and enhance the overall competitive strength.
The development of industry informatization is closely
related to the joint reorganization of enterprises, the inte-
grated group management of assets, and the synergy of
industrial and commercial information, but it is also
dynamic. It can be said that the success of its construction
is an important symbol of the strength of the industry.
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Therefore, it is of great practical significance to study and
explore the implementation strategies of industry informati-
zation construction. The reason is that the wide range of
tobacco R&D business leads to the problems of large vol-
ume, multifarious types, and scattered storage of tobacco
R&D data. It is difficult for industry experts who are profi-
cient in tobacco R&D business to effectively mine the value
by using the abovementioned complex data [1]. In order to
cooperate with the market and brand strategy of the tobacco
industry, the State Tobacco Monopoly Bureau has made a
serious strategic thinking on informatization and custom-
ized the overall plan and strategic objectives. In order to
build a resource-saving and environment-friendly society,
earnestly do a good job of saving energy and reducing con-
sumption in tobacco production, and strive to achieve eco-
nomical, clean, and safe development, it is necessary to
build a mobile data collection system for tobacco companies.
In recent years, China’s informatization construction has
made great progress, and both industries and enterprises
have felt various benefits from the application of informa-
tion technology. The WAP business is also growing at a
rapid pace [2], in the context of the deepening of China’s
reform and opening up and the domestic and international
environment of economic globalization. Like all developing
enterprises, the problem faced by tobacco enterprise infor-
matization is a problem in development and improvement,
and all solutions point to the data center system based on
data warehouse.

According to the characteristics of business, data, and
users of the tobacco R&D system, a layered technical archi-
tecture is adopted to build a user-oriented tobacco R&D sys-
tem big data cloud platform, encapsulate data collection and
storage, and standardize data management. The most direct
function of mobile data collection is to provide complete
mobile information to relevant mobile management person-
nel, assisting mobile management personnel to quickly
query related data and perform corresponding management
operations. In the deployment and development of mobile
services, it is often the case that local and municipal mobile
companies, according to the different needs of the market,
immediately launch corresponding services in order to meet
the needs. It is beneficial to quickly meet user needs at that
time [3]. In recent years, with the market competition and
gradual opening of the domestic telecommunication indus-
try, various telecommunication services have made great
progress. The establishment of the data center brings great
convenience to the use of standard information and data of
the same caliber for all functional departments and related
personnel of the enterprise and creates conditions for the
effective use of information and data mining [4]. At the same
time, the tobacco purchasing data collection system is the
basis of MES implementation. It is mainly responsible for
the collection, analysis, processing and continuous, auto-
matic and complete transmission of data, equipment status,
personnel, events, time, and other information in the pro-
duction control layer to provide basic information support
for scheduling and commanding production. Monthly
report of consumption, tobacco leaf sales, tow purchase
and consumption, cigarette paper purchase and consump-

tion, production process industry process business data,
and cigarette sales link business data. Reducing the technical
requirements of large data analysis for users is an important
exploration and attempt for tobacco developers to make use
of data-driven tobacco R&D business.

In recent years, the tobacco industry has developed
unprecedentedly, and it has become the most advanced
tobacco production and processing base in Asia with large
production scale. Second, mobile operators have been vigor-
ously promoting the development of various value-added
services. Different from many traditional services, the devel-
opment and promotion of new services are often a process of
exploration. The exchange and communication of enterprise
information are becoming more and more frequent. Col-
lecting enterprise information through mobile mode has
become a new way of enterprise information collection.
For tobacco enterprises, data center system can realize eco-
nomic operation analysis, marketing data analysis of provin-
cial companies, marketing data analysis of branch
companies, monopoly data analysis, financial data analysis,
human resources analysis, etc. [5]. The work orders, process
parameters, documents, notices, and instructions generated
by the planning layer are sent to the production control layer
to respond, guide, and trigger the production site events.
Simplify the data analysis process. Let the “non-data expert
users” of the tobacco research and development system
focus more on the tobacco research and development busi-
ness itself and avoid users facing complex big data analysis
technologies and complex tobacco research and develop-
ment raw data. Analyze the data structure and design the
function of the data acquisition subsystem in the unified
business platform, which is responsible for the aggregation
of data resources for the scattered data. However, informati-
zation is a process of “informatization.” According to the
model of informatization construction, tobacco companies
have gone through the process of building a large number
of process-oriented software for control and have begun to
enter the stage of data value-oriented integration and analy-
sis [6]. The ultimate goal of mobile data collection is to
gather the collected data into the enterprise production data
center, which plays an important role in the work of mobile
devices, mobile performance, mobile planning, mobile bal-
ance, and mobile forecasting [7].

2. Related Work

Since the implementation of the national tobacco monopoly
system, China’s tobacco industry has made great achieve-
ments in “meeting the consumer demand, improving the
quality of tobacco products, increasing the national financial
accumulation and supporting the development of national
enterprises.” Bauer established the idea that consumers’
rationality is relatively low and plays an important role. He
believes that any action of consumers will produce results
that he cannot be completely sure of [8]. Ross put forward
arbitrage pricing theory. The western financial management
theory is coming to maturity. Financial management has
developed into a management activity that integrates financial
forecasting, financial decision-making, financial planning,
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financial control, and financial analysis, with financing man-
agement, investment management, working capital manage-
ment, and profit distribution management as its main
contents and occupies a core position in enterprise manage-
ment [9]. Miller and Mordelli Yanni put forward the famous
principle that the capital structure of a company has nothing
to do with dividend policy in an efficient securities market
[10]. Copeland Kou proposed that the classification of con-
sumer goods into convenience goods, shopping goods, and
specialized goods is based on the analysis of consumer behav-
ior in three aspects [11]. Barnes has established various infor-
mation technologies, mainly based on network technology,
provide broader and more advanced technical means and
methods for financial management of enterprises, and enter-
prises can keep the technological lead based on flexible tech-
nology [12]. Dr. E.F. Cold put forward the data model and
theory of relational database. After long-term business devel-
opment and demonstration, relational database has been
widely used. Since then, the storage and utilization of data
have entered a new era [13]. Dean published “Capital Budget,”
which changed the focus of financial management from the
emphasis on external financing to the rational allocation of
funds within the company, which made a qualitative leap in
the company’s financial management [14]. Mead published
the first book devoted to the financial management of corpo-
rate fundraising [15]. Fama and Miller published the book
“Financial Management,” which is a collection of Western
financial management theories, marking the maturity of
Western financial management theory [16]. Mr. Chares
designed what was then called an integrated data store, the
design laid the foundation for a meshed, hierarchical data
model, seen as the early days of relational databases in data-
base history [17]. Since the implementation of the national
tobacco monopoly system, China’s tobacco industry has made
great achievements in “meeting the consumer demand of res-
idents, improving the quality of tobacco products, increasing
the national financial accumulation, and supporting the devel-
opment of national enterprises.”

3. The Way of Mobile Information Collection

3.1. SMS. In recent years, short message service has pene-
trated into the daily life of the public in a variety of ways.
With this model, it is easy to store the original detailed data
from each data source. And flexible storage of historical data
is with enough flexibility classes to meet all requirements.
Due to many objective factors such as inaccurate counting
of electrical system, shift, clearing of power-off data, comple-
tion of work order, trial production, etc., the data collected
continuously has a great error [18]. Therefore, the platform
generally uses a hierarchical architecture, providing simple
data analysis applications and interface services for top-
level “non-data expert users.” It encapsulates the underlying
data aggregation, data storage, subject data services, and
other functional modules, as well as the algorithm library
and analysis services. The whole enterprise may already have
some mobile systems and centralized field control systems,
and there will be many scattered mobile meters [19] in the
above range. Although data services will occupy an increas-

ing proportion in telecommunication services, voice services
are still the most important and basic services for mobile
communication systems. The information office automation
system weaves a set of efficient and smooth information
interconnection system within enterprises and institutions,
which greatly promotes the development of productivity of
enterprises and institutions. The resulting changes in busi-
ness process, business processing rules, and business infor-
mation flow are the three major factors of data acquisition
system reconfiguration. It is also a problem that must be
considered and solved to build a new data acquisition system
[20]. Database integrity constraint is the guiding principle to
ensure the data quality in the preprocessing domain of data
warehouse. Data warehouse technology is a combination of
customer service and business processing information. The
unified framework is a data warehouse that provides a scien-
tific basis for enterprise managers to formulate strategies;
develop market analysis market; benefit evaluation, public
relations, and personal image design; and make decisions
by using analysis and mining technology. By collecting data
samples from different systems within the enterprise and
external data sources, the consistency of data is maintained,
and it is easy to be accessed by users. At the same time, these
data are organized to facilitate analysis. The specific data
quality dimensions include accuracy, uniqueness, compati-
bility, validity, integrity, and completeness. The relationship
between them is as shown in Figure 1.

The service layer includes four modules: automatic data
aggregation, data storage management, thematic data ser-
vice, and data analysis service, which can automatically col-
lect data related to tobacco R&D and realize the storage
management of complicated data. Add a new interface,
and introduce the construction concept in the system into
the middle layer, so that the process can be realized without
ignoring the interface. The specific content is shown in
Figure 2.

Engineering inspection is not only to observe the change
of the structure but also to obtain quantitative data reflecting
the structural performance. Only when reliable data are
obtained can correct conclusions be made on the structural
performance and the purpose of inspection be achieved.
Only reliable data can be used as the basis for judging struc-
tural performance or establishing calculation theory. If there
are no measuring instruments installed on mobile devices or
nodes included in the mobile accounting system, the related
data will not be available in the data collection system. As
the most basic operation unit in the whole mobile communi-
cation industry, the local and municipal mobile operators
adopt different equipment and business platforms from dif-
ferent manufacturers in the long-term business process.
Training material enterprise training information view is as
shown in Tables 1, 2, and 3.

This is reflected in the different customized interface for
user-oriented business in each municipal mobile. The differ-
ent devices lead to the different storage modes and formats
of user data and the development of value-added business
provided to operators. In the information age, in the face
of fierce competition in the market, enterprises must grasp
the pulse of the market, timely, fast, accurate, efficient, and
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low-cost in order to stand out. Obtaining effective real-time
information from the complicated mass information is also
the main problem that puzzles all departments of the enter-
prise. However, the disadvantage is that users have to edit
short messages according to the format, which is restrictive
to some extent. Seasonal variation index calculation formula:

Sk =
�xk
�x
, k = 1, 2,⋯,m: ð1Þ

Prediction model:

ŶT+1 = TT+1ST+1, ð2Þ

Tt = b0 + b1t: ð3Þ

General exponential seasonal factor adjustment model:

TT = Aer t=1ð Þ, ð4Þ

Ŷ t+1 = TT+1ST+1: ð5Þ

And its parameter test and prediction formula:

φp Bð ÞΦp B2� �
1 − Bð ÞdYt = θq Bð ÞΦQ Bt� �et , ð6Þ

Uniqueness Itegrity Categoricalness Efficiency

Data quality

Accuracy Compatiblity Consistency

Entity integrity
constraint

Referential integrity
constraint

Domain integrity
constraint

User-defined
integrity constraints

Figure 1: Data quality dimension of data warehouse preprocessing domain.
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Figure 2: Client connection structure diagram.
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TT = a × RMSE +MAPE ×D1 + c ×MaxAPE +MapAE,
ð7Þ

ŶT+1 = TT+1ST+1: ð8Þ
3.2. WAP Method. In our concept, corporate website is a
window to display corporate products and a means to use
the Internet as a mass media to publicize companies. This
allows business personnel to use some front-end display
tools to freely combine data items and customize reports
and charts according to their own needs. Enterprises and
institutions urgently need an office automation system that
can be used at anytime, anywhere, and at any time, so that
company managers and business personnel can associate

with the internal systems of enterprises and institutions as
they want, no matter where they are. The production activ-
ities of tobacco factories are always affected by shift hours,
shifts, production days, and work orders. The division of
these time periods and the events that occur at alternate time
periods are the key to statistical data. The data is sorted
when stored, the location of the file is retrieved when new
data arrives, the data of the original file is copied and inte-
grated with the new data, the filename of the new file is the
same, and the timestamp is updated to the current time.
Install the data collection computer, configure the corre-
sponding communication board card in the computer
according to the communication mode supported by the
meters, and collect the data of the meters into the computer.

Table 1: Training information view use case specification table.

Use case name: Training material enterprise training information view

Brief overview:
Training supervisors/corporate leaders and corporate employees

Training supervisors, corporate leaders, and corporate employees can view corporate training information and training
materials. Information exists in the form of news, while materials exist in the form of documents or videos.

Preconditions: The user has logged in to the management system and logged in to the interface.

Basic event slip:
After the training supervisor, enterprise leaders and enterprise employees enter the training management interface, and

they can browse the training information and materials.

Exception event
flow:

The system pops up an error message, and the system returns to the previous operation interface and gives a prompt
message

Postconditions: The system gives a prompt interface for successful operation and returns the operation record

Remark: None

Table 2: Specifications of use cases for enterprise training information release.

Brief overview:
Training supervisors and business leaders need to organize and summarize the content of the original training and

then release the training materials needed by the enterprise, as well as training notices and other information

Preconditions: The user has logged in to the management system and logged in to the interface

Basic event flow:
After the training supervisor and enterprise leaders enter the system, they can release training information or upload

training materials through the information release interface.

Exception event
flow:

The system pops up an error message, the system returns to the previous operation interface and gives a prompt
message

Postconditions: The system gives a prompt interface for successful operation and returns the operation record

Remark: None

Table 3: Rearranged material use case specification table.

Use case name: Rearrange material

User role: Training supervisor, business leader

Brief summary:

The uploading of training information and training materials cannot be uploaded by anyone. Hey, after the materials
are uploaded, they need to be approved by the leader before they can be uploaded. If the materials that do not meet the
requirements or WeChat will be returned for revision, the materials need to be uploaded here. Refresh and upload or

publish

Preconditions: The user has logged in to the management system and logged in to the interface

Basic event flow:
For the documents or information that do not meet the requirements, the training supervisor will reorganize the

materials after revising them according to the revision opinions and upload them for review.

Exception event
flow:

The system pops up an error message, the system returns to the previous operation interface and gives a prompt
message

Postconditions: The system gives a prompt interface for successful operation and returns the operation record

Remark: None
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It is clear that the overall sales volume increases over time.
As shown in Figure 3, the monthly sales forecast is shown
in Figure 4.

At present, the mobile communication market is devel-
oping rapidly, and the second generation digital communi-
cation system has basically replaced the first generation
analog communication system. And it is stepping into the
third generation broadband digital communication system,
the number of mobile users is also growing rapidly, and
the competition in the mobile communication market is
becoming increasingly fierce. By doing so, it can be con-
firmed that the business requirements are correctly under-
stood and in the next stage. Data warehouse designers get
reliable, business-driven data structure, which greatly
reduces the cost of maintaining the logical and physical
structure of data warehouse in the short, medium, and long
term. Through the fast wireless data network and terminal,
tobacco company staff can not only extend the office auto-
mation system to mobile phone terminals but also manage
orders in real time. If it is processed in the program, its run-

ning speed cannot meet the needs of users. Therefore,
encapsulating statistical operations in stored procedures
can greatly improve the efficiency of system operation. This
design can effectively reduce users’ requirements for big data
analysis technology, simplify the operation of big data anal-
ysis process, and enable “non-data expert users” to use the
service conveniently. After patrolling and observing on-site
equipment and instruments, operators manually record rel-
evant mobile data on site and then manually enter the
mobile data acquisition system. WAP enterprise website
can be like other applications, without operator restrictions,
as long as the mobile phone with WAP function. You can
log on the WAP website of the enterprise to view the infor-
mation at any time, so the WAP website of the mobile phone
is an important step in the realization of the wireless infor-
mation construction of the enterprise.

4. Platform Application and Effect

4.1. Instance Overview. The application process and results
of the large data cloud platform of tobacco R&D system in
Yunnan for users are verified by an example. All data collec-
tion points will produce millions or even tens of millions of
record values in a day, making it difficult to efficiently
process ordinary databases of records of this magnitude.
Real-time databases use a variety of optimization and com-
pression storage algorithms. However, there is bound to be
the problem of relying on virtual operator, which will restrict
the business content and service quality, making it inconve-
nient to carry out its own characteristic business, and all
information must be transferred through service providers,
so the security of enterprise information cannot be guaran-
teed. Actual and predicted sales results for a certain two
years are as shown in Figure 5.

Forecast the results in the next two years, as shown in
Figure 6.

It is a process of identifying and selecting the system to
be developed and determining the system development time
according to the industry’s best business practices based on
the enterprise’s strategic objectives, organizational structure,
business processes, and information technology. Through
the existing network environment of tobacco companies
and the existing network environment and security mea-
sures of telecommunication operators, the service guarantee
of telecommunication-level security can be fully guaranteed.
To strengthen the management’s ability to coordinate and
schedule production, tobacco companies are required to
process and analyze the collected data in the data collection
system, so as to provide direct data support for management
decisions. Through the application system, you can view all
parts of the mobile data at any time. At the same time,
information such as equipment running status, equipment
failures, mobile flow information, mobile consumption dis-
tribution and statistics, pipe network transmission, and
mobile utilization comparison can be viewed through a pre-
determined data statistical analysis system. When the loca-
tion is updated and exchange data, after receiving the
location update request, check the user’s roaming authority,
update its own location information about the user, notify
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the original to delete the user’s data, and then transfer the
user’s data to the new one. The layers are independent of
each other, interact with each other using standard interface,
and have the feature of weak coupling, which makes the sys-
tem have good scalability and stability. IVR voice platform
can collect information manually and display information
and voice to mobile phone users. Business architecture is
the current or future period of time for an enterprise. The
overall way of business management is reflected, and the
impact of business architecture on information systems is
very important. Information systems and related informa-
tion processes serve business architecture requirements.
Understanding the actual situation of tobacco quality moni-
toring, real-time analysis of the use of laboratory equipment,
use saturation, etc. to ensure the stability of tobacco product
quality and style is a typical large data analysis application
scenario.

4.2. Instance Implementation. The results of physical and
chemical experiments on tobacco and its raw materials, fla-

vors and spices, materials, etc. were obtained through the
experimental analysis process. View the wear and tear data
of moving in the production, conversion, transfer, and use
link of each part according to custom conditions. These
two processes have been monotonous in the past, but as
the demand for personalized services becomes stronger and
stronger, the number of functions required for the system
to achieve is increasing and more complex, and a relatively
independent and flexible business system and accounting
system need to be built. Database servers are the preferred
target for attackers and must be secured against internal,
external, network, and application-level attacks. The integra-
tion architecture is focused on the collaborative integration
of data, application, process, and interface of each applica-
tion system in the enterprise, ensuring a complete technical
carrier of integrated management and a perfect integration
technology method. Because the information system cur-
rently used in tobacco industry mostly uses wired network
communication and field operation mode, once people leave
the office, they cannot get or submit the corresponding real-
time information, causing delays in information and
decision-making. Second, the real-time requirement of
users, data incremental information is transmitted to the
database in seconds. The objective factors of multiequip-
ment and multi-information collection points in tobacco
factories determine that there must be a large number of
data records in the database. The system should ensure that
a large amount of data is counted, and data analysis reports
are generated within the valid time required by users. By
using directory service, all information and resources on
the network appear as an orderly and unified directory
structure in front of network administrators, users, and
applications. Databases usually contain the most sensitive
and confidential data, such as personal details, customer
details, orders, or credit card details of the human resources
department. However, in practical application, the query
access flow on the business side is very large, a single thread
will make the system inefficient, and even the query will lose
data. Therefore, how to perform multi-threaded parallel
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Figure 5: Actual and predicted results.
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queries between the server and the client to process multiple
requests has become the focus of research. In addition, you
can further check the saturation and contribution of labora-
tory equipment. At the same time, the stability of physical
index and chemical index of tobacco products can be
obtained by analyzing each test index.

5. Conclusions

With the rapid development of data technology, data analy-
sis and application are increasingly important in the daily
operations of enterprises. A resource management statistical
analysis system was established, including mobile compre-
hensive energy and water consumption statistical analysis
module, mobile consumption proportion map module, and
production and nonproduction hydropower map module.
The implementation of the data acquisition system makes
the information of the planning layer and the production
automatic control layer of the tobacco production enterprise
realize two-way circulation, and the status of the production
activities can be displayed intuitively. It effectively promotes
the management and scheduling of production by enterprises
and provides a foundation for the realization of agile
manufacturing in modern tobacco enterprises. The basics of
the overall design planning and principle introduction gradu-
ally start from the dimensions of technology use introduction,
network, hardware, software architecture, design and imple-
mentation methods, and working principles. How to sort out
the massive data generated in the R&D business and revitalize
the data assets is a topic currently faced by the industry. Com-
bining the advantages of centralized and noncentralized service
discovery mechanisms provides effective service discovery
mechanisms to ensure business continuity when individual
peripherals join or exit in groups. The two are different in
essence. Under the centralized mode, the unit combination
and generation curve are determined based on the security con-
straints, which is a transaction mode closely related to the
power grid operation and unified optimization of various
transactions. The actual user queries entered by the business
tier are broken down into subqueries for each data source,
and the results of each subquery are returned to the business
tier application in a unified view. Thus, data collection and uni-
fied view are achieved, which facilitates the development of
upper telecommunication business. With the data warehouse-
based data center system of tobacco enterprises as the research
object, the research on system background, system design, and
implementation process has great theoretical research value
and important application value.
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With the development of teacher evaluation, the main purposes of university evaluation are divided into the final purpose of
ensuring teaching quality and the formative purpose of promoting professional learning. In order to effectively help teachers
teach students according to their aptitude and realize personalized learning. This paper mainly analyzes and studies the
mathematical model of college teaching evaluation based on convolutional neural network under the background of big data.
The research analyzes the teaching evaluation under the background of big data and evaluates the teaching of big data
participants. The teaching evaluation data can promote the development of education and teaching. Data acquisition processes
and functions in the context of big data. Ensure the comprehensiveness and accuracy of data collection. At the same time, the
function of teaching evaluation results is analyzed. The evaluation and formulation of mathematical model program in this
study make full use of education big data information to provide scientific support for education decision-making.

1. Introduction

Nowadays, education has entered the stage of industrializa-
tion, and big data has become the main way, spreading in
many fields such as educational technology, distance educa-
tion, and teaching evaluation, and has become an important
research hotspot. From the evolution of textbooks, it can be
seen that new media textbooks are not simple digitization of
paper textbooks, but a redesign of teaching materials. In the
commercial field, help e-commerce to analyze customer
characteristics and realize personalized recommendation.
Higher education is the foundation of talent training in
China, and undergraduate education is the main part of
higher education. As the main position of talent training, it
undertakes the main task of talent training [1]. The evalua-
tion work must implement the national education policy
and make use of books and periodicals to educate students
in political, ideological, moral, cultural, and scientific knowl-
edge, etc. With the help of certain means and tools, such as
smart wearable devices, the characteristics of students can be
collected without the knowledge of the students, which can

effectively help teachers teach students in accordance with
their aptitude and achieve personalized learning [2]. How-
ever, the e-learning system developed to achieve this goal
of online education has lost many functions of education
itself, such as the function of personalized education and
the function of tracking learners’ emotional feedback. The
continuous improvement of the degree of informatization
has also gradually transformed the learning method from
the traditional learning method to the information-based
and digital learning method. Mathematical models are
designed to provide targeted teaching plans based on stu-
dents’ individual characteristics and to provide students with
precise and personalized educational services, thereby pro-
moting learning and improving performance. Evaluation
tools play an important role in how to effectively implement
learning process evaluation. The development of information
technology, especially the rise of smart education, big data
full sample collection, and high-efficiency data processing
capabilities are to realize the collection, storage, and analysis
of learning process resources. Then, through the personal-
ized evaluation and recommendation of the learning process,
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it provides technical support to promote the improvement of
students’ learning process evaluation. Therefore, building a
personalized and accurate evaluation model based on big
data in the smart education environment is of great signifi-
cance to promote the all-round development of students
and stimulate the vitality of classroom life.

Themathematical model in the era of big data relies on the
support of information technology and big data analysis tech-
nology and depicts the personalized characteristics of students
by analyzing and mining students’ basic information data and
learning behavior data. With the goal of promoting learning
and improving performance, a targeted mathematical model
scheme is given according to the individual characteristics of
students. With the further deepening of the construction and
application of smart campuses, changes in the teaching envi-
ronment, course content and teaching mode, the application
of various learning spaces, big data platforms, mobile learning,
blended learning, and other learning modes are carried out
[3]. It can be seen that the school teaching evaluation is an
important educational institution of the school. It is not only
the function of borrowing and repaying but also serving the
teaching and scientific research of teachers and students. It is
also possible to set up an early warning line for learning con-
ditions, conduct specific observations on different students,
and conduct timely counseling work, which can reduce the
appearance of problem students to a certain extent and pro-
mote the healthy development of students. However, the train-
ing of convolution neural network models requires large-scale
data and strong computing power. Because the CPU lacks par-
allel computing power, it is inefficient to train and run convo-
lution neural networks. Therefore, the GPU with strong
parallel computing power is the most popular general proces-
sor for training and running convolution neural networks [4].
Composite textbooks add information technology to the orig-
inal paper textbooks, so that paper textbooks and teaching
resources are connected, so that paper and digital learning
resources are all presented in the hands of students. In sum-
mary, the mathematical model in the era of big data is of great
significance for promoting teaching accuracy, learning indi-
vidualization, environmental intelligence, and management
intelligence.

To implement process management and process evalua-
tion based on big data, the collection of process data is the
first step of evaluation. Make its due contribution to improv-
ing the quality of the whole nation and the healthy growth of
the next generation. Teaching evaluation should not only
publicize and guide students to read all kinds of books and
periodicals but also provide all kinds of reference materials
for teachers’ teaching. At present, with the development of
teacher evaluation, its main purpose is divided into the sum-
mative purpose of ensuring teaching quality and the forma-
tive purpose of promoting professional learning [5]. For the
judgment of learners’ learning experience and data collec-
tion, most online education platforms get feedback from
users through questionnaires. But the results are often
incomplete answers or even misleading information. Open-
source hardware refers to the computer and electronic hard-
ware designed in the same way as open-source software. It
includes a large number of electronic devices, such as vari-

ous development boards and components with different uses
[6]. Providing support for education and teaching decision-
making through data-driven is the main feature of mathe-
matical models in the era of big data. The summative pur-
pose is to provide a certain basis for teachers’ rewards and
punishments through teacher evaluation [7]. The formative
purpose is to evaluate the improvement and progress of
teachers’ abilities in various dimensions through teachers
[8]. Based on this, developing university learning evaluation
based on educational big data is an important part of solving
teaching problems in Chinese universities, and how to build
a university evaluation system based on educational big data
has also become one of the important contents of the devel-
opment of university informatization.

2. Related Work

Intelligent education has become a new hot topic in the
research of educational informatization. According to their
own educational informatization development, many
schools gradually turn from theory to practice and imple-
ment it into curriculum teaching by using the education
cloud platform supported by big data in the context of smart
education. Further research has been carried out on the per-
sonalized learning of junior middle school students. Carry
out personalized teaching research and Taiwan application
research through accurate evaluation and personalized
learning application research under intelligent education.
In order to help students improve their academic perfor-
mance and core literacy, traditional learning evaluation
focuses on the external value of knowledge. The evaluation
is mostly based on a certain period of time during which stu-
dents participate in learning, and the evaluation dimension
is limited to the mastery of pure objective knowledge. Sci-
ence curriculum is a new curriculum with great reform
and innovation, which needs to start from improving the
scientific literacy of every student. Establish an evaluation
system that is compatible with science curriculum with
diversified evaluation, comprehensive evaluation content,
and diverse evaluation methods. With the dramatic increase
of students’ process data, learning evaluation has turned to
process-based learning evaluation based on educational big
data, which runs through the whole process of students’
learning, instead of taking a quantitative evaluation of stu-
dents as the evaluation result. Zhibin designed big data plat-
form, based on the theory of emotional computing, which
can identify six basic emotions: happiness, fear, sadness, sur-
prise, anger, and disgust [9]. Ning and Lin put forward a
neural network tree facial expression automatic classification
method with good recognition effect [10]. Oliveira et al.
explored the construction of a blended teaching quality eval-
uation system, combined with the blended teaching process,
to evaluate students’ learning activities and learning results
and to stimulate students’ learning initiative [11]. Youyin
et al. have established the learning platform that constructs
a learning evaluation index system, which reflects students’
learning situation and evaluates students’ learning effect
from four dimensions: learning goal, interaction, emotional
attitude, knowledge, and skills [12]. Chen and Nielsen put
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forward that a mathematical model based on big data is con-
structed from three dimensions: the establishment of teach-
ing objectives, the design of teaching process framework,
and teaching evaluation and prediction [13]. Gao et al. have
discussed the learning evaluation of universities under the
flipped classroom mode under the background of big data
and constructed the index system of student evaluation from
four dimensions: before, during, after, and learning results,
which mainly involves four aspects: learning resources,
learning interaction, knowledge feedback, and learning
achievement [14]. Yinzhen et al. put forward a mathematical
model supported by information technology, which includes
four links: accurate target determination, development of
materials and teaching process, counting and drawing per-
formance, and data decision [15]. Scholars such as Yangxin
et al. established the following: on the basis of facial expres-
sions, other physiological signals such as heart rate, blood
pressure changes, and skin electrical conduction were com-
bined. In this way, the emotional changes of learners are
obtained, and the full use of learners’ emotional feedback
in learning is discussed to improve the learning experience
[16]. Scholars such as Houhe et al. believed that the FILT-
WAM learning framework was proposed by combining
facial expression recognition with speech expression. In the
learning process, hardware devices such as cameras and
microphones are used to obtain learners’ facial expressions
and voice information [17]. Weibo et al. built a data-
driven learning support design model that includes two sub-
jects, four dimensions, and four links. Therefore, it is neces-
sary to systematically analyze the learning evaluation in
colleges and universities, propose a learning evaluation
index system based on educational big data, and reconstruct
the educational evaluation system [18].

3. Teaching Evaluation in the Context of
Big Data

3.1. Participants in Big Data. The application of big data in
education calls for theoretical innovation while promoting
profound changes in education. However, the traditional
thinking of the dichotomy of subject and object holds a crit-
ical attitude towards the educational application of technol-
ogy. In this regard, on the basis of clarifying the presence of
teaching evaluation in the context of big data, this paper jus-
tifies the rationality of the evaluation supported by educa-
tional big data from two aspects of method and value and
points out the direction of theoretical development. First, it
expounds the evaluation methods and principles based on
educational big data from three dimensions: the integration
of evaluation into the process of teaching activities, the data
integration teaching evaluation system, and the intelligent
evaluation of human-computer collaborative achievements;
secondly, around the value cognition of education big data
evaluation, it describes that evaluation promotes the evolu-
tion of teaching ecology and cultivates subject conscious-
ness. This promotes the continuous generation of learning
value and demonstrates the significance of intelligent assess-
ment in promoting human development in the context of
education big data. In practice, the teaching big data in col-

leges and universities is directly carried out in various educa-
tion and teaching links and activities, including the teaching
process and community activities, and the data covers a wide
range. Moreover, the period of data collection is also very
short, and the amount of data is huge. Theoretically, the
evaluation activities have two purposes. The first is to verify
the teaching effectiveness and provide a basis for the
appointment and promotion of school proofreaders, that
is, rewarding and punishing teacher evaluation [19]. There-
fore, in the autism teaching scene, teaching evaluation is an
important research data carrier of information technology.
Convolutional neural network is the mainstream algorithm
of teaching evaluation, and it is used in the scheme of iden-
tifying students’ behaviors and actions in related work [20].
Although the log is the simplest form, it is the most basic
form of user behavior and the richest form of data. For
example, if a user clicks on some information, it will be
stored in the click log. In recent years, teaching evaluation
methods based on convolutional neural networks have
achieved outstanding results in teaching evaluation-related
competitions. And it is also widely praised in the industry,
so it is based on the convolutional neural network to realize
the teaching resource integration scheme. And on this basis,
in order to improve the teaching effect, promote teaching
and learning as the goal, and provide targeted teaching guid-
ance for students. Therefore, students’ learning should
return to the real situation and solve specific practical prob-
lems; and the learning process is not only the acquisition,
processing, and storage of learning content. College students
can learn about the latest and higher-level technologies in
today’s society through teaching evaluation, and they can
connect with the times and understand the technological
development of the times. Under the influence of the long-
term “separation of teaching resources,” the difficulty of
obtaining such teaching resources by free means can be
imagined. The management mechanism of different colleges
and universities also makes the integration of teaching
resources difficult. The purpose of teacher evaluation should
be to give feedback on teachers’ work, to achieve the purpose
of improving and perfecting their own abilities, so as to
improve teachers’ abilities to promote the achievement of
future goals. The neural network simulates the neurocogni-
tive mechanism, and by learning the subfeatures of the
object, it can still recognize the object even when the object
is displaced and deformed. These are the elements that can
really help the teaching evaluation work to exert greater
value, can promote the development of college teaching
management, and can also help students learn management
more smoothly. The calculation process is as follows:

Wi =
wi′

∑n
i=1wi′

,
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ffiffiffiffiffiffiffiffiffiffiffiffiYn
i=1

aij
n

s
,

λ max = 1
n
〠
n

n=1

AWð Þi
Wi

:

ð1Þ

3Journal of Function Spaces



RE
TR
AC
TE
D

3.2. The Influence of Teaching Evaluation Data on the
Development of Education and Teaching. In the traditional
teaching mode, the teacher is the only subject of evaluation
and acts as the standard setter and judge in the evaluation.
The new curriculum requires diversified curriculum evalua-
tion, which will be a new challenge for teachers who have
worked for many years, but it does not mean giving up
teacher evaluation. On the contrary, the new curriculum
raises the evaluation standard of teachers to a new standard.
In ordinary classroom teaching, we can set questions with
different difficulties according to the level of students, so that
every student can get the opportunity to perform.

In the context of big data, many teaching evaluation data
are very diversified and multilayered, which means that the
data that can be collected in the context of big data is rela-
tively more comprehensive and accurate. It has helped
teachers and students in different degrees. By consistency
detection, the consistency of the judgement matrix can be
accepted, and the relative index weights of the secondary
indicators can be trusted, as shown in Tables 1–3.

For example, the method based on logic, but in reality, it
is considered that the possibility of using this method to
realize artificial intelligence is almost zero, because so far,
no good algorithm has been found to learn and calculate log-
ical symbols. Different from other types of neural networks,
convolutional neural networks greatly reduce the overall
complexity of the network by sharing weights and connect-
ing locally and avoid the complex preprocessing of input
data required by the traditional network. Only when learners
actively participate can they get more positive emotional
behaviors, thus promoting learning efficiency. Therefore,
online education is also increasingly focused on the learning
process. However, some of the troubles that humans can
solve with instinct are difficult for computers, and this has
become a problem that artificial intelligence needs to solve,

including image recognition, natural language processing,
and speech recognition. Because the teaching scheme has
certain after-effects, it takes a certain period of time for a
teaching scheme to have an impact on the teaching effect,
and it is not immediate. The output of the convolutional
layer is as follows:

Featureij = ϕ 〠
i∈Mi

ωl
ij ⊗

l=1
xi

+ blj

 !
: ð2Þ

Sigmoid expression:

sigmoid xð Þ = 1
1 + e

: ð3Þ

Expression for tanh function:

tanh xð Þ = ex − e−x

ex + e−x
: ð4Þ

Guidelines are defined as follows:

BIC = −2 ln g θ̂k yj
� �

+ k log ns,

Cp = RSSk
σ̂2 n2kð Þ

ð5Þ

Therefore, learning includes network nodes and connec-
tions. Nodes are external entities used to form cognitive net-
works and are all kinds of available information sources. The
purpose of students passing through this position is very
strong. One is to go to teaching evaluation, and the other
is to go in and out of the school gate, so this position cannot
well intercept a group of people. However, the classification

Table 1: Second-level indicator judgement matrix under learning attitude after aggregation.

Learning attitude Necessary activity initiative Self-directed learning initiative Explore initiative

Necessary activity initiative 1 0.7030 0.5375

Self-directed learning initiative 1.4225 1 1.7000

Explore initiative 1.8601 0.5883 1

Table 2: Content after aggregation master the judgment matrix of next level indicators.

Content control Knowledge learning situation Deep processing feedback

Knowledge learning situation 1.0001 1.0623

Deep processing feedback 0.9413 1.0000

Table 3: Judgment matrix of secondary indicators under professional competence after aggregation.

Professional ability Problem solved Innovative practice Innovative practice

Problem solved 1 0.4793 0.3114

Innovative practice 2.0855 1 0.5564

Collaborative interaction 0.2640 0.3160 0.1223
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of teaching resources in some colleges and universities is
unscientific, and related types of teaching resources websites
generally only aim at teaching courseware and teaching
materials, which cannot provide students and teachers with
the resources they need to learn. Although the concept of
artificial neural network was put forward by scientists when
the computer was first born, it was considered unrealistic
due to the limitation of computer hardware at that time.
The loss curve and training accuracy curve base on convolu-
tional neural network are shown in Figure 1.

At present, all colleges and universities have built campus
networks and accumulated a large amount of online behavior
data. Making full and effective use of these data can provide
certain decision-making for the education and teaching of
colleges and universities. In order to achieve this goal, some
decision-making information related to education and teach-
ing can be obtained by analyzing the characteristics of data
mining and big data technology, so as to provide powerful
decision support for school leaders and teachers in education
and teaching management. With the rapid development of
science and technology, the deep integration of big data and
education will become an inevitable trend. Educational big
data will promote the reform and development of traditional
education. Big data technology can help people analyze edu-
cation and teaching from different angles and levels and
explore new laws of education and teaching. In the future,
big data will set off a new educational revolution, such as
innovating the ways and methods of students’ learning,
teachers’ teaching, and educational policy-making.

4. Data Acquisition Process and Function in the
Context of Big Data

4.1. Data Collection Should Pay Attention to
Comprehensiveness and Accuracy. Only when the data of
teaching evaluation are valid and accurate can teaching eval-
uation play its due role and effect. Therefore, it is necessary
to change the result of linear calculation into the result of
nonlinear function that fits the probability theory. In the
classroom scene, teachers and students have one-on-one
classroom teaching during the course, and cameras are used
to record the whole classroom teaching process. After class,
teachers can evaluate students’ learning status in the course
and adjust the teaching activities after class by watching
the recorded videos. In the traditional classroom, teachers
can communicate emotionally with students in many ways,
such as one-on-one classroom questioning, interactive dis-
cussion, and eye contact between teachers and students.
Teachers obtain students’ emotional information in all
directions, and emotional feedback is real-time and diversi-
fied. Especially in the face of some comprehensive problems
that need to be solved manually, in addition to spending a
lot of energy, it may take researchers decades to complete.
Specifically, combined with the characteristics of mathemat-
ical models in the era of big data, indicators that reflect stu-
dents’ characteristics and behavioral performance are
extracted from the data. Observe the correlation coefficient
of the trained model and the relationship between the true
and predicted values, as shown in Figure 2.

Establish a model to describe the relationship between
these indicators and teaching effect, and then complete the
evaluation of mathematical model scheme. In the informa-
tion age, learning evaluation takes promoting students’
development as the core concept of evaluation and takes stu-
dents’ learning process and learning results as the evaluation
object. Taking the investigation of students’ ability as the
core content of evaluation, it emphasizes the diversified eval-
uation subject of the combination of teacher evaluation, peer
evaluation, and self-evaluation. And show them the latest
scientific and technological knowledge achievements of this
era, expand college students’ knowledge, and improve col-
lege students’ professional quality and professional skills.
These universities and related majors are increasingly unable
to meet the development requirements of information tech-
nology. Static data and dynamic data are complementary to
each other. Either data alone is not comprehensive enough.
Only the combination of these two data can be considered
accurate and comprehensive. It is a method to make deci-
sions for complex systems that are difficult to quantitatively
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Figure 2: Comparison of teacher ability prediction results.
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analyze. Originally, the analytic hierarchy process (AHP) is
to decompose a problem into various components according
to the goal it wants to achieve. The method of controlling the
particle size of loop unrolling can completely expand the
inner circulation without expanding the outer circulation,
because the deeper the loop, the more times it will be exe-
cuted when the system is running. Expanding the inner loop
can significantly improve the running speed of the system.
For example, if the examination result of a certain course
is not satisfactory, it may be a teaching problem, and these
problems will be reflected in the data.

4.2. The Role of the Results of Teaching Evaluation. Because
teaching evaluation can timely understand and adjust the
learning situation of students and teachers’ teaching situa-
tion, the importance of teaching evaluation is unquestion-
able, and the results of teaching evaluation can help
teachers to adjust the teaching content. The difference
between the convolutional neural network accelerators
implemented by the two is that the slice granularity of loop
unrolling is different, resulting in different hardware con-
sumption and final performance of the convolutional neural
network accelerator. This kind of space isolation can easily
lead to the lack of students’ emotions. An open English
learning study shows that in the process of big data, learners’
self-control is easily shaken, their adaptability to new learn-
ing methods is relatively weak, and their emotions fluctuate
greatly. According to the existing activity data of students,
the scores of students’ various learning activities are dis-
played, and the final scores of students can be obtained by
weighting the scores of various activities. Some students’
activities are shown in Figures 3–6.

The main problem that deep learning is eager to solve is
to organically combine the extracted simple features through
automated methods to make them more complex features

and use these combined features to solve problems. In addi-
tion, the more variables the model contains, the higher its
complexity will be. If irrelevant variables are introduced into
the model, it will unnecessarily increase the complexity of
the model and is not conducive to a good interpretation of
the model. The “process” of process evaluation is oriented
relative to the “result.” Process evaluation is not an evalua-
tion that only pays attention to the process but not the
result, let alone simply observing the performance of stu-
dents. The self-study classroom is for students to borrow
and read. Students can read, extract, and mark without tak-
ing out the teaching evaluation, which provides convenience
for students to read. At the same time, the teaching manage-
ment department can use the results of teaching evaluation
to solve hidden problems in teaching activities. At the same
time, the teaching evaluation can also find out the situation
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Figure 4: Visualization results of students’ learning attitude and
self-directed learning activity initiative.
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Figure 5: Visualization results of students’ learning attitudes and
necessary learning activities initiative.
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Figure 3: Visualization results of students’ learning attitudes and
necessary learning activities initiative.
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in the evaluation indicators and can also understand and
investigate this and put forward some suggestions for
improvement. Promoting teaching is mainly in the transfor-
mation of hardware and investment in order to build a plat-
form suitable for the development of students’ basic skills of
English majors, so as to meet the training of students’ basic
skills of English majors. In terms of the construction con-
cept of language laboratory, the college has changed from
the traditional construction of training places to the con-
struction of modern independent learning center integrat-
ing teaching, self-study, and examination. Create an
atmosphere in the environment and promote the construc-
tion of campus culture.

5. Conclusions

In the context of big data, Chinese colleges and universities
can use information technology and big data ideas to carry
out teaching evaluation and comprehensively use a variety
of data mining and analysis techniques to mine and analyze
teaching evaluation data and provide timely feedback. For
example, through a large amount of data, the overall learn-
ing status of students can be monitored more comprehen-
sively, to fully grasp the students’ learning situation and to
achieve a balanced and personalized teaching. The current
online education system does not have the function of
learners’ emotion recognition, resulting in the phenomenon
of “emotional lack” in online classrooms, which causes many
learners to have no interest in learning and lack of concen-
tration. When the learner uses the recognition program to
carry out learning, the learning task can be completed in a
shorter time, and the learning efficiency is higher. Mathe-
matical models for building mathematical models in the
era of big data are designed. Research the evaluation and for-
mulation of mathematical model programs, make full use of
educational big data information, and provide scientific sup-

port for educational decision-making. At the same time, it
also helps teachers improve teaching and enhance teaching
quality, so that students can better understand their learning
level, and promote the reform of teaching evaluation in col-
leges and universities.
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Online learning is an important way for college students to learn English independently. The evaluation information provided by
the previous online teaching platform is more summative evaluation, which cannot make students have a more intuitive and
comprehensive understanding of their English learning status and lack of personalized guiding suggestions. Therefore, this
paper combines data mining technology with machine learning to build an English diagnostic exercise model that can analyze
students’ learning status, the correlation between knowledge points and question types, and predict English achievement, so as
to provide students with more comprehensive analysis data information. The experimental results show that the evaluation
model of college English diagnostic practice based on machine learning has the classification results of learning state with finer
granularity, effectively analyzes the association rules of knowledge points and question types, and has high prediction
performance. It can help students fully understand their English learning status, provide students with personalized analysis
data and effective guiding suggestions, and enhance students’ English application ability, improving CET-4.

1. Introduction

Since the reform and opening up, China has made quite
gratifying achievements in English teaching. However, there
are still some problems and deficiencies in our teaching
mode and teaching methods. China does not pay enough
attention to English teaching, especially the cultivation of
English application ability of higher vocational students.
There are phenomena such as “unable to understand and
speak clearly,” and the students’ English level is very low.
The application ability of English in daily communication
is seriously insufficient, and the basic function of English
as a tool of interpersonal communication cannot be fully
played. At present, the English teaching of higher vocational
students in China focuses on exam-oriented education.
Students spend a lot of time in memorizing words and recit-
ing grammar but have little training in English listening and
speaking. For a long time, it has developed into “deaf
English” and “dumb English.” English proficiency and appli-
cation ability is one of the necessary basic conditions for

many enterprises to recruit fresh college students. CET-4
and CET-6 are also one of the important examinations that
college students need to pass before graduation. The results
of CET-4 and CET-6 can largely reflect the English founda-
tion and application ability of college students, as well as the
effect and level of college English teaching [1]. College teach-
ing and middle school teaching have different emphases.
English teaching and examination pay more attention to
the comprehensive application ability after mastering basic
knowledge and skills, which is like a mountain in front of
the door for students with poor English foundation [2].
English self-study and practice in spare time is particularly
important for college students. The rise of online education
and learning has opened up a new way of self-study for col-
lege students [3]. Compared with traditional college English
teaching, online teaching and learning methods have many
choices and wide resources. Students can arrange learning
time and content according to their actual situation to meet
students’ personalized English practice requirements [4]. In
addition, online teaching teachers can realize one-to-one or
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one to a few students’ teaching and have relatively sufficient
time to solve and correct the problems and deviations
existing in students’ English learning [5]. E-learning has
relatively high requirements for learners. Students need to
clarify their learning objectives, fully understand their cur-
rent learning status, and clearly plan their learning plans
and contents [6]. Although many e-learning platforms can
provide students with English performance tests, the whole
e-learning framework process is different from the tradi-
tional teaching mode in essence.In most cases, only the
status of obtaining scores, question type answers and the
analysis of question gains and losses [7, 8]. Based on this,
students can only understand their own gains and losses in
a certain type of English questions but cannot master their
own deficiencies in knowledge points and English skills
and lack of targeted and guiding data information. The
application of big data technology and machine learning
technology can carry out data mining for the massive
information data of online English learning system,
enhance the analysis of English learners’ personalized
information and question type relevance information, pro-
vide English diagnostic evaluation and guiding suggestions,
reduce detours in students’ learning process, reduce learn-
ing effect deviation, and improve learning efficiency and
effect [9].

The innovative contribution of this paper is to establish
a diagnostic evaluation model of English in online English
learning system by combining data mining, association rules,
and random forest model. The model includes student learn-
ing state evaluation module, English information correlation
analysis module, and English performance prediction mod-
ule. The corresponding performance experiments, teaching
application comparative experiments, and experimental
results are analyzed. The evaluation model of college English
diagnosis practice based on machine learning has a finer
granularity of learning state classification results, effectively
analyzes the association rules of knowledge points and prob-
lem types, and has high prediction performance. It can help
students fully understand their English learning situation,
provide students with personalized analysis data and effective
guidance and suggestions, improve students’ English applica-
tion ability, and improve college English level.

2. Development and Research Status of
Diagnostic Exercise Evaluation Model

The educational process is a circular process. Both educators
and learners need to obtain evaluation information in the
teaching process as the evaluation standard for the current
teaching and learning effect [10]. Educational evaluation is
phased and summative. Suggestions that can help students
find and solve problems in the process of students’ learning
play the role of phased evaluation, and the evaluation of stu-
dents’ final achievements and achievements is summative
evaluation [11]. There are differences between the two kinds
of evaluation for students’ learning guidance. The combi-
nation of the two can provide students with systematic
evaluation information and help students comprehensively
understand their own learning situation. Diagnostic evalu-

ation is to provide students with learning status analysis,
learning effect feedback, problem analysis, supervision, and
early warning of students’ learning status and assist students
in formulating effective learning plans [12, 13].

The development of network education has changed
people’s learning methods and ideas. Many learners who
are not satisfied with the current situation continue to
improve their abilities and expand their knowledge base
through network teaching, which also makes the network
education platform pay more and more attention to the data
information services provided for learners. Diagnostic
practice system has become the focus and hotspot of the
research of network autonomous learning platform [14].
Some scholars proposed an adaptive learning system based
on diagnostic evaluation, hoping that the system can evalu-
ate the learning ability level and learning status of different
learners [15]. Based on this, some scholars have carried out
system optimization and established a learning system that
can recommend exercises according to learners’ current
learning state. Learners can more truly show the learning
effect through exercises with appropriate difficulty [16, 17].
Some companies have introduced the concept of diagnostic
evaluation into teaching to form a new teaching model.
Through the application experiment of teaching model, it
is found that students are easier to show the advantages
and disadvantages of their learning and mastery in this
model. Educators provide personalized guidance according
to students’ specific conditions and strengthen students’
weak links [18]. Other scholars have studied the computer
adaptive test system according to the English learning situa-
tion of college students to provide diagnostic evaluation for
college students [19]. With the diversified development of
college students’ needs for English evaluation, some scholars
have studied the English learning system facing mobile
devices to break the restrictions of learning conditions and
realize personalized learning [20]. Other scholars have pro-
posed that English learning is a gradual process, and leapfrog
learning has poor effect on most students. Therefore, they
classify English reading according to different difficulty
levels and provide reading content with corresponding diffi-
culty according to the specific situation of students [21]. At
present, the research on English learning system with diag-
nostic evaluation function is still in the development stage,
and the realization of many functions is not ideal. Personal-
ized data analysis and targeted test paper generation module
need to be further improved.

3. Construction of College English Diagnostic
Practice Evaluation Model Based on
Machine Learning

3.1. Overall Framework of Diagnostic Exercise Model. In the
current college English evaluation system, there is often a
phenomenon that students are only evaluated by their
examination results. The evaluation of English teachers’
teaching mainly focuses on the completion of the syllabus
and students’ examination results. This is not conducive to
the improvement of students’ comprehensive ability and
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teachers’ innovative teaching methods. In view of this phe-
nomenon, we should build a diversified diagnostic system
of college English, which is of great significance for reform-
ing this unscientific and unfair teaching method. CET-4 and
CET-6 are examinations to evaluate college students’ English
ability from many aspects, paying attention to students’
basic English and comprehensive application ability [22].
However, different students have individual differences in
learning ability, understanding ability, reading ability, and
application ability; that is, each college student has different
problems in English learning status, mastery level of knowl-
edge points, exercise practice status, and so on. Therefore,
the evaluation model of college English diagnostic practice
should provide targeted, effective, and diversified English
practice modes and guidance according to the actual situa-
tion of college students. However, the early diagnostic eval-
uation system still maintains the traditional teaching
evaluation mode and ignores the actual state of college stu-
dents, students can obtain less learning evaluation informa-
tion and single guidance suggestions, and the direction of
learning improvement is not clear [23]. Therefore, this paper
introduces the evaluation factors of students’ learning status
into the model to help students understand their actual situ-
ation on the basis of evaluating the current learning ability of
college students. The model also analyzes the correlation
between English knowledge points and question types to
predict students’ scores in college English tests. According
to students’ practice data and feedback data information,
focus on adjusting students’ English learning arrangements,
and pay attention to students’ personalized factors. In addi-
tion, predict and compare the students’ performance,

dynamically show the changes of students’ state, analyze
the negative factors, and achieve the purpose of supervision
and early warning. Figure 1 shows the block diagram of col-
lege English diagnostic practice evaluation model based on
machine learning.

As can be seen from the above figure, the workflow of
the model mainly includes four stages. The first stage is to
extract, process, analyze, and calculate the data related to
college students’ English tests and exercises. The second
stage takes students as the core of data information analysis,
makes a relatively fair and overall learning state judgment
from the test score and students’ learning stability, and sends
early warning information to students with poor stability
and slow overall learning process. In the third stage, ana-
lyze the knowledge points and question types of students’
possible problems through data correlation and relevant
algorithms, effectively find the shortcomings of students,
and practice and improve their corresponding abilities.
The fourth stage is to predict the score of CET-4 and
CET-6 according to the existing student test and practice
data. Based on this, students can comprehensively and
intuitively understand their current mastery of CET-4
and CET-6.

3.2. Student Learning State Evaluation Module. Generally,
the S-P table analysis method will be selected to evaluate
students’ learning status. The two-dimensional indicators
for analyzing students’ learning status are the scores of
English knowledge points and question types and the classi-
fication status evaluation of students’ attention coefficient.
Let the probability that the n student gets a score be m and

Evaluate learners’
learning status

Diagnose learners’
knowledge points and
question type barriers

Predict learners’ CET-
4 and CET-6 scores

Recommend test
questions to learners

Data mining
machine learning

Learner’s practice
information

Figure 1: Block diagram of college English diagnostic practice evaluation model based on machine learning.
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write ynm, and the calculation of attention coefficient is as
shown in

CSn = 1 − ∑a
m=1 ynmð Þ ymð Þ − ynð Þ ηð Þ
∑yn

m=1ym − ynð Þ ηð Þ , ð1Þ

where the total score obtained by students is yn, the number
of correct answers to knowledge points is ym, the average
value of correct answers is η, and the attention coefficient
is CSn.

The mastery status of knowledge points and question
types is calculated according to

Smaster =
Nk

Nt
, ð2Þ

where students’ mastery status is recorded as Smaster, Nk
represents the number of knowledge point question types
whose score rate is higher than the average, and Nt repre-
sents all knowledge point question types.

There are three evaluation results of S-P table analysis
method, but such evaluation granularity is relatively large.
In practical application, the classification of students’ status
is a little rough and inaccurate. Therefore, this paper refines
the classification of students’ learning state on its basis, as
shown in Figure 2. The scoring results of refined learning
state are divided into five types, each of which is divided into
two cases. The first category of the level is when the students’
learning state and attention coefficient remain stable at the
current level. The second category is when the students’
learning state is unstable, but the attention coefficient

remains at the current level. In this way, students’ learning
state can be divided into ten levels to increase the accuracy
and personalized effect of evaluation.

The model stores the information of students’ knowl-
edge points and question type scores as matrix data and
processes the data into a data form that can be used by the
evaluation algorithm. Set the threshold value as the average
score rate of knowledge points and question types. The data
not less than this value is 1; otherwise, it is 0. Judge accord-
ing to formula (3),

Line xnmð Þ =
0, x < ∑a

n=1xnm
a

,

1, x ≥ ∑a
n=1xnm
a

:

8>><>>: ð3Þ

3.3. Knowledge Point Type Relevance Analysis Module. CET-
4 and CET-6 test the comprehensive application of students’
English knowledge and ability. There is correlation between
English words, sentences, grammar, and other knowledge
points, as well as between the test questions, which cannot
be analyzed according to the independent situation. There-
fore, this paper integrates data mining technology and
association analysis technology into the analysis module
for association analysis. Firstly, the massive original data is
processed into effective analysis data; that is, the data due
to invalid operation, lack of information, and abnormal
errors are excluded, and the repetitive English practice
results are screened out. The difficulty of English exercises
in the model is different. The average score rate of a certain
question type is taken as the judgment standard; that is, the

A1: Excellent A2: Sometimes careless

B1: Good B2: Careless

C1: General C2: Very careless

D1: Poor D2: Poor mastery

E1: Very bad E2: Abnormal learning
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Figure 2: Results of students’ English learning status score differentiation.
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students’ scores are divided into two types according to the
standard, as shown in

rcorrect nmð Þ =
F, rcorrect nmð Þ < rcorrect nmð Þ,
T , rcorrect nmð Þ ≥ rcorrect nmð Þ,

(
ð4Þ

where the probability of students’ question type score is
recorded as rcorrectðnmÞ and its average value is expressed as
rcorrectðnmÞ.

The form and content of CET-4 and CET-6 in colleges
and universities are not invariable. It is adjusted according
to the actual needs and the overall quality of modern college
students. Figure 3 shows the comparison of the number of
learners of each English test type before the update of the
English test type. The number in the figure shows that before
the adjustment of the test type, some students were relatively
weak in information matching and short news practice. The
real English questions before adjustment are still of great
help to students’ practice. Therefore, it is necessary to deal
with the English question type data in layers and analyze
the data relevance, respectively.

There are two rule evaluation indicators for data associ-
ation analysis. One is support, as described in

S X⟶ Yð Þ = P X ∪ Yð Þ
P Ið Þ : ð5Þ

Another confidence is shown in

C X⟶ Yð Þ = P Y Xjð Þ = P X ∪ Yð Þ
P Xð Þ : ð6Þ

3.4. Students’ English Score Prediction Module of CET-4 and
CET-6. Hidden data may lead to the deviation of mining
results, so data cleaning is particularly important. After the
completion of data cleaning, a series of processes such as
data integration, transformation, and specification are car-
ried out at the same time. This process is data preprocessing.
Statistically speaking, the hidden data may produce biased
estimates, so that the sample data cannot well represent the
population, and most of the data in the implementation con-
tain missing values, so how to deal with missing values is
very important. The processing includes two steps, namely,
the identification of hidden data and the processing of hid-
den values. Commonly used methods include deletion
method, replacement method, and interpolation method.
After the preprocessing of the original data, the module
needs to further mine the hidden features between the data,
that is, the score of students’ English questions and their
gender. Students of different genders have different thinking
performance, which has a great impact on their grades. The
scoring rate is calculated as shown in

rscore =
Nr

Nt
: ð7Þ

The number of correct questions answered by students
is Nr .

The prediction model of this paper selects the random
forest model and combines it with multiple linear regres-
sion model to optimize the performance. Decision tree is
the basic unit of random forest model. Its construction
process includes decision tree generation and pruning.
The information gain rate of decision tree is the factor

Read and fill in the blanks

Short news

Information matching

Cloze test

Reading choice questions

Long dialogue listening

Short dialogue listening

Fast reading

Proportion in total population
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comprehension

Figure 3: Comparison of the number of learners of each English test type before the update of English test type.
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to be considered when selecting attribute division, and its
formula is shown in

rGain Að Þ = Gain Að Þ
S Að Þ , ð8Þ

where the information gain is represented by GainðAÞ and
the split information value is represented by SðAÞ, as
shown in

Gain Að Þ = SInfo Dð Þ − SInfo Að Þ Dð Þ, ð9Þ

SA Dð Þ = − 〠
U

m=1

Dmj j
Dj j × log2

Dmj j
Dj j

� �
: ð10Þ

Random forest model adds the algorithm of random
selection of attributes to the training of unit decision tree
and completes the construction of unit decision tree with
bagging integration. It shows the advantages of relatively
easy implementation conditions and strong performance
in practical application. The best classification index of
random forest is selected according to the principle of
Gini coefficient. The calculation formula is shown in

Gini tnð Þ = 1 − 〠
2

m=1
P Ym tnjð Þ½ �2, ð11Þ

where the probability of dividing node tn is expressed as
PðYmjtnÞ.

Bagging algorithm is derived from autonomous sam-
pling method, which is used to enhance the generalization
ability of unit decision tree and improve the prediction
accuracy of random forest model. The random forest model
completes the prediction and estimation through out of bag
data, and its accuracy prediction is shown in

Qn x, yð Þ = ∑p
n=1I hn xð Þ = y, x, yð Þ ∈On xð Þð Þ
∑p

n=1I hn xð Þ, x, yð Þ ∈On xð Þð Þ
, ð12Þ

where the denominator represents the number of unselected
samples and the numerator represents the number of cor-
rectly divided unselected samples.

The prediction results are shown in

Y f = arg max
y

〠
ntree

p=1
δ h x, θp

À Á
= y

À Á
, ð13Þ

where ntree is the number of decision trees and δð•Þ is the
indicative function.

The model generalization error formula and interval
function are shown in

PE∗ = Px,y mg x, yð Þ < 0ð Þ, ð14Þ

mg x, yð Þ = avpδ hp xð Þ = y
À Á

−max
m≠y

avpδ hp xð Þ =m
À Á
m≠y

:

ð15Þ
In the formula, the average value of the correctly pre-

dicted sample is recorded as avpδðhpðxÞ = yÞ, the maximum
value is recorded as max

m≠y
avpδðhpðxÞ =mÞ

m≠y

, and the generali-

zation error is represented as PE∗.
The expression of multiple linear regression equation is

shown in

y = α0 + α1x1 + α2x2+⋯+αpxp + v: ð16Þ

In the formula, the target variable is y, the variable is
x1, x2,⋯, xp, the parameter to be solved is αm,m = 0, 1, 2,
⋯, p, and the random error is v. The parameters of the
demand solution are estimated through the observation
matrix vectors of the target variable and the variable, i.e.,
yn and x1n, x2n,⋯, xpn. If the estimated parameter value is
recorded as bαm,m = 0, 1, 2,⋯, p, the multivariate linear
sample regression equation is shown in

ŷn = bα0 + bα1x1n + bα2x2n+⋯+bαpxpn, ð17Þ

where ŷn is the estimated value.
The difference equation between the estimated value and

the actual value of the target variable is shown in

en = yn − ŷn = yn − bα0 + bα1x1n + bα2x2n+⋯+bαpxpn
À Á

: ð18Þ

RMSE and RMSLE are the verification indicators of
the prediction module, and their calculation formulas are
shown in

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑a

n=1 xobs,n − xmdl,nð Þ
i

r
, ð19Þ

RMSLE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
i
〠
a

n=1
log xobs,n + 1ð Þ − log xmdl,n + 1ð Þ2Às

:

ð20Þ
In the formula, the predicted value represents xobs,n

and the actual value represents xmdl,n.

4. Experimental Results of College English
Diagnostic Practice Evaluation Model Based
on Machine Learning

There are some differences between machine learning and
deep learning. First, the application scenarios are different.
The application of machine learning in fingerprint recog-
nition, feature object detection, and other fields has basi-
cally met the requirements of commercialization. Deep
learning is mainly used in word recognition, face technol-
ogy, semantic analysis, intelligent monitoring, and other
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fields. At present, it is also rapidly deployed in intelligent
hardware, education, medical, and other industries. Sec-
ondly, the required amount of data machine learning can
adapt to a variety of data, especially in scenarios with a
small amount of data. If the amount of data increases rap-
idly, the effect of deep learning will be more prominent,
because deep learning algorithms require a lot of data to
be perfectly understood. The execution time is different.
The execution time refers to the amount of time required
by the training algorithm. Generally speaking, deep learn-
ing algorithm requires a lot of time to train. This is
because the algorithm contains many parameters, so it
takes longer time to train them than usual. Relatively
speaking, machine learning algorithms take less time to
execute.

The application of the evaluation model of college
English diagnostic practice based on machine learning was
aimed at evaluating students’ current English ability, provid-
ing targeted and personalized suggestions for students, and
improving their English test scores. Therefore, this paper
selects two classes of unified major in a university for a com-
parative experiment of English performance. Class one is an
experimental class; that is, the model of this paper is intro-
duced into English teaching. The second class is the control

class, whose English scores before the experiment are similar
to those of the experimental class, and both classes are CET-
4-nonassessed classes. Before the comparative experiment,
the performance of the three modules of the college English
diagnostic practice evaluation model based on machine
learning is tested to ensure the stability and reliability of
the comparative experiment. Take the exercises or home-
work that students usually do as the training data and the
examination organized by the teacher as the verification
data, and the final exam we take is called the test data. These
three parts of module data are all existing data, in which the
training data is only used for training. The goal of students
(learning algorithms) is to continuously improve perfor-
mance on this part of data. The teacher will use verification
data to monitor students’ learning and then adjust students’
learning methods. When the teacher thinks that the student
can no longer improve, he uses the test data to simulate the
unknown data to conduct the final performance test on the
student.

As shown in Figure 4, it is the average result of the score
rate of English knowledge points and question types of all
students participating in the experiment before the experi-
ment. The data results show that the distribution range of
the score rate of students participating in the experiment is

Information matching
Cloze

Reading choice questions
Read and fill in the blanks

Passage listening comprehension
Long dialogue listening
Short dialogue listening

Short news
Fast reading

Other applications
Part of speech judgment

Related words
Non finite form of verb

Tense and voice of verbs
Understanding of word meaning

Fixed phrase
Relationship understanding

Adjective collocation
Verb collocation

Noun collocation
Parallel structure

Pronoun application
Prepositional phrase

Implied meaning inference
Information induction
Synonymous reporting

Explicit information

0.00 10.00 20.00 30.00 40.00 50.00 60.00 70.0

Average score rate (%)

Figure 4: The average score of all students participating in the experiment before the experiment.
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relatively concentrated, mainly between 30% and 59%. If
students are classified according to the traditional S-P table
analysis method, the results obtained are too concentrated,
which is not conducive to the further analysis of students’
learning state. The refined classification table can more
refine the classification of students and better show the
differences of student groups.

Ten students are randomly selected from the experimen-
tal class, and the binary Boolean result of the score rate of
level 4 question type is shown in Figure 5. The results
showed that before the comparative experiment, most of
the ten students did not reach the average value, and even
some students scored lower than the average value.

Further analyze the relevance of the judgment data in
Figure 5, and analyze the relevance of the question types
with high and low scoring rate under the same setting
conditions. The analysis results are shown in Figure 6. Two
layers are included in T and F analyses, and the minimum
reliability is 90%, excluding the data with low probability.

Select the one with the highest confidence and support of
association rules in the four analysis layers of T and F, as
shown in Figure 7. The support degree of association rules
reflects the probability that the front and back association
items, i.e., item a and item b exist at the same time, and
the confidence degree indicates the possibility that item a
also exists within the existence time of item b. It can be seen
from this that in T analysis, when the three question types of
information matching, rapid reading and reading compre-
hension all reach the average standard at the same time;
the probability is 41.89%. When the first two question types
are not less than the average value, the probability of reading
comprehension score rate not less than the average value is

96.52%. By further analyzing the relationship between read-
ing comprehension and information matching, the probabil-
ity that the scores of the two types are not less than the
average at the same time is 46.85%. When the score of infor-
mation matching question type is greater than or equal to
the average, the possibility of reading comprehension also
reaching this condition is 96.04%. In the F analysis, the first
level analyzes the correlation among short passage, long dia-
logue, and short dialogue listening questions. The probabil-
ity that the scores of the three questions are lower than the
average score standard is 45.97%. When the scores of the
first two types of questions are lower than the average stan-
dard at the same time, the probability of short dialogue
listening comprehension is also lower than the average stan-
dard, up to 99.57%. In the second layer, the probability that
the scores of reading selection, word filling, and information
matching cannot meet the average standard at the same
time is 32.89%. When the scores of the first two types
do not meet the average standard, the probability that
the scores of information matching cannot meet the con-
dition is 95.81%. To sum up, among the CET-4 and
CET-6 question types, the question types belonging to
the same category have high internal relevance. When stu-
dents have low accuracy of some question types in the
same category, the probability of low accuracy of other
question types in this category is very high. In addition,
the relevance of the same type of questions is high, which
reflects that no matter how the CET-4 and CET-6 ques-
tion types are updated, students can be familiar with the
changes of new questions and enhance their English appli-
cation ability through the practice of changing the former
question types.
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Figure 5: The result of binary Boolean of the score rate of ten students’ CET-4 questions.
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Figure 7: The association rule results of question types with the highest confidence and support among all analysis levels.
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Figure 8 shows the comparison results of RMSE and
RMSLE evaluation indicators of the three models. The com-
parison results show that the prediction module is only
established based on random forest model or multiple linear
regression model, and there is little difference between the
evaluation index results of the two. After the fusion of the
two models, the evaluation index values of the model change
obviously, which shows that the model in this paper has a
great improvement in the two indexes and enhances the
prediction accuracy of the model.

According to the above experimental results, the evalua-
tion model of college English diagnostic practice based on
machine learning can divide students’ current English learn-
ing state in a fine granularity, better realize the correlation
analysis between knowledge points and question types, and
provide more accurate English performance prediction
results for the comparative experiment. In the comparative
experiment, the experimental class and the control class will
be tested on CET-4 before the experiment, that is, before
school and after the experiment, that is, at the end of the
semester. In addition to the zero CET-4 test in the experi-
mental class, the college English diagnostic practice evalua-
tion model based on machine learning also predicts the
students’ English test scores before the second test. The
results are shown in Figure 9. The results in the figure show
that before the experiment, the English scores of the two
classes are basically the same, and most of them are between
280 and 390, which shows that the application ability of
CET-4 of the students in the two classes is weak, and most
of them still fail to meet the passing standard. After the
experiment, the results of the students in the experimental
class have greatly improved the results of the students in

the control class, the number of students with low scores
has been significantly reduced, and the number of students
with up to standard scores is also higher than that in the
control class. In addition, there is a close relationship
between the actual score of CET-4 in the experimental class
and the predicted score of college English diagnostic practice
evaluation model based on machine learning, and there is a
relatively large error between the actual score and the
predicted score of only a few students. This shows that the
model can effectively help students analyze the current
English learning state, provide effective suggestions and help
for students according to the analysis data, enhance stu-
dents’ weak English application ability, systematically prac-
tice English question types, and quickly improve students’
learning efficiency and adaptability to different question
types. The results of the prediction model fit the actual
results, more intuitively reflect the students’ English learning
progress and overall level, promote the students to check
and make up the deficiencies, strengthen the students’ self-
awareness, and achieve the purpose of improving their
English performance.

Figure 10 shows the evaluation results of the experimen-
tal class students on the evaluation model of college English
diagnostic exercises based on machine learning. The evalua-
tion content includes the students’ satisfaction with model
diagnostics, learning state analysis, knowledge point diagno-
sis, and question type diagnosis, with a full score of five. The
evaluation results show that the average performance scores
of the model are more than 3.5 points, indicating that most
students are satisfied with the application performance of
the model, which indirectly reflects that the diagnostic effect
of the model can meet the needs of most students and

RMSE

24.265

0.155

25.436

RMSLE

0.147

20.74

0.119

Stochastic forest model
Multiple linear regression model
Fusion model in this paper

Figure 8: Comparison results of RMSE and RMSLE evaluation indexes of the three models.
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achieve the purpose of the experiment in practical
application.

5. Conclusion

This paper combines data mining, association rules, and
random forest model to build an English diagnostic exercise
model to analyze students’ English learning status, knowl-
edge mastery, problem type correlation, and English perfor-
mance prediction. The experimental results show that the
evaluation model of college English diagnosis practice based
on machine learning can refine the classification of students’
learning status and show the differences of different stu-
dents’ English learning status. The evaluation index of
machine learning based college English diagnostic practice
evaluation model performs well and has high accuracy.
The results of teaching comparison experiments show that
the model can help students understand their English learn-
ing as a whole, better plan their learning plans, and improve
their learning efficiency. Correlation analysis found that the
problem types and knowledge points belonging to the same
category have strong correlation, and the gain and loss
points have a greater impact. The research provides students
with intuitive learning state feedback information through
English score prediction close to the actual value and realizes
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China’s real estate market is developing rapidly, but the house price is abnormal. The nonlinear relationship between housing
characteristics and real estate value is difficult to calculate, resulting in the difficulty of house price prediction. Based on this,
the relationship model between characteristic variables and house prices is constructed by using the machine learning method.
At the same time, genetic algorithm is used to screen the specific values. The experimental results show that the optimized
model converges in 56 iterations; in the application test, the research model found that in 90% of the test samples, the error
between the predicted value and the actual measured value shall not exceed 10%. Experiments show that the genetic algorithm
is effective in optimizing the BP house price valuation model and improves the calculation efficiency and valuation accuracy of
the valuation model.

1. Introduction

Real estate economic activities consist of real estate produc-
tion, real estate circulation, and real estate consumption.
Among them, real estate production is the direct production
process of real estate, and real estate circulation is the repro-
duction and realization process of real estate. Real estate
consumption is the realization of the purpose of real estate
production and the continuation of some direct production
processes in the consumption link. The circulation of real
estate production, circulation, and consumption needs cor-
responding economic operation mechanism and economic
system conditions. The real estate economy can be investi-
gated from three aspects: microeconomics, meso-economy,
and macro-economy. All economic behaviors taking real
estate enterprises as economic units and the operation of real
estate development and management projects belong to the
micro-level. The real estate sector economy and the real
estate regional economy basically belong to the meso-
economy. As a kind of industrial economy, the real estate
sector economy has many characteristics and special laws
beyond its commonness. Real estate regional economy
mainly refers to the real estate economy of each province,

city, and district, which belongs to a department of regional
industrial structure. Considering the whole national economy
as an object belongs to the macro level. The real estate econ-
omy is not only the object of national macro-control but also
an important part of the macro-economy. Real estate not only
includes the material form of buildings and land but also has
legal and economic characteristics due to the real rights gener-
ated by entities and economic activities generated by transac-
tions. Real estate value is generally the sum of building value
and land value, but due to its legal and economic characteris-
tics, region, population, consumption psychology, policy, and
even buyer gender have also become important factors affect-
ing the change of real estate value [1]. At the same time, real
estate transactions often drive the development of other
investment and trading markets, increasing the risk of market
professional portfolio, especially when purchasing investment
real estate and using extensive leverage. Therefore, maintain-
ing the healthy and stable market is an important measure
for China’s economy and people’s livelihood [2]. The value
of real estate is ultimately reflected in the price paid by the real
estate demander to the supplier. Therefore, building a valua-
tion model based on predicting the transaction price of real
estate is a common evaluation method in the trading market.
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Traditional asset appraisal has objective disadvantages in
terms of data volume and appraisal funds. Asset appraisers
have limited ways to obtain information and data and can
only consult and learn through field investigations or cases
filed by their own companies. Moreover, the traditional asset
evaluation methods inevitably have a lot of subjectivity,
which has a certain impact on the objectivity and fairness
of the evaluation results. How to eliminate the subjectivity
in the evaluation process to the greatest extent and establish
an objective evaluation system to the greatest extent is also a
major requirement of the economic and social development
in the new era. The research method of this paper is to use a
specific algorithm to confirm the predicted value. Finally, the
algorithm value after the selection is obtained, design the fit-
ness function to specify the iteration scale of the algorithm,
and finally classify and input various indicators affecting
house prices. Through the above optimization, the real estate
valuation model is constructed.

The innovation of the research is that it not only con-
siders the use of genetic algorithm to improve the fitness
function design of valuation model and the parameters of
neural network threshold but also inputs the characteristic
variables affecting real estate value. Before the experiment,
the research classifies various characteristic factors into loca-
tion indicators and building indicators and quantifies and
normalizes these variables, so as to avoid the negative impact
on the model caused by the non-uniform unit and large dif-
ference of numerical magnitude between variables.

The second part briefly describes the theoretical achieve-
ments of domestic and foreign researchers on real estate
market valuation and investment in recent years, as well as
the application experience of genetic algorithm and neural
network in different industries. In the third part, based on
the characteristic variables of real estate transactions, a neu-
ral network model for valuation is proposed, and the optimi-
zation process of genetic algorithm for neural network is
studied. The last part is the training and testing experiment
of the model. The effectiveness of the experimental results
is analyzed by using algorithm tools. In terms of measure-
ment accuracy of experimental results, different models are
judged differently, and different results are obtained.

2. Related Works

In recent years, although the real estate market is in the
development trend of continuous expansion, the real estate
price has been in an unstable state due to the influence of
real estate speculation, investment, and other factors. There-
fore, more and more people begin to pay attention to the real
estate market, and professional scholars have put forward
different views on the prediction of real estate and house
prices, and studied buyers’ expectations and investment
potential for sustainable residential real estate by capturing
four variables: economy, society, environment, and system.
The results show that countries adhere to the sustainable
development goal (SDG) as the economic strategy. Due to
the changing market environment, this paper makes a highly
sensitive detection of the powerful environment [3]. Dobro-
volskien et al. constructed an evaluation model of real estate

sustainability index (resi) at the technical level based on the
multi-criteria decision-making method. Experiments show
that the model can promote the consideration of sustainable
investment in new technologies [4]. Hodoshima et al. ana-
lyzed the real estate investment trust market in Tokyo based
on four performance indicators: internal risk aversion rate
(Irra), sharp ratio, Sotino et al. found that Irra is more sen-
sitive to potential risks and more relevant to risk averse
investors [5]. It is found that the total income rate of return
initially fluctuated around 5%, but it showed a downward
(upward) trend. The results show that the annualized actual
total return after deducting costs ranges from about 2.3% of
residential real estate to 4.5% of agricultural real estate [6].
D’acci quantifies regional characteristics based on market
comparison method. The relationship between factors in dif-
ferent positions was studied. After calculation, the results
show that there is a great relationship between the increase
of land price and distance [7]. Ulbl et al. constructed the
batch valuation model of apartment market based on the
generalized additive model method. Experiments show that
the model can accurately analyze the impact of apartment
market heterogeneity on apartment transaction price [8].
Wang et al. introduced the application trend and classifica-
tion of batch evaluation according to the group evaluation
models and methods from 2000 to 2018 and emphasized
the 3I trend. Many experiments in the past have shown that
different spatial expressions are very different based on dif-
ferent Internet environments [9]. He et al. designed and
described a method of generating finite difference (rbf-fd)
based on multi quadratic radial basis function of local RBF
format. The results show that rbf-fd method is effective
and stable in terms of pre-real estate valuation accuracy
[10]. Sabina et al. applied fuzzy logic theory to estimate the
land value of agricultural land market. The results show that
the real estate is in the process of initial development. The
research method of this paper has certain utility. This
increases the opacity of the market [11].

Chen et al. prove the accurate prediction effect and stable
operation performance of the model [12]. Wang et al. mea-
sured the relationship between pupil response and objective
pain based on the artificial neural network machine learning
method optimized by genetic algorithm. The results show
that pupil response and machine learning algorithm are a
promising objective pain level evaluation method, which
can improve the patient’s experience of measuring pain in
long-range medical care [13]. Xie et al. believe that genetic
algorithm does not guarantee that you can obtain the opti-
mal solution of the problem, but the biggest advantage of
using genetic algorithm is that you do not have to under-
stand and worry about how to “find” the optimal solution.
As long as you simply “deny” some individuals who perform
poorly. This is the essence of genetic algorithm [14]. Jiang
et al. taking the gearbox of a tractor as the engineering back-
ground, the BP neural network based on genetic algorithm is
used to diagnose the gearbox fault. Statistics show that about
60% of gearbox faults are caused by gearbox faults, so only
gear faults are studied here. Here, several characteristic
quantities in the frequency domain are selected. Gear faults
in the frequency domain are more obvious in the edge band
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at the meshing frequency [15]. Combined with the analysis
of the corresponding training results, using genetic algo-
rithm to optimize the connection weight of BP neural net-
work is more effective than the traditional algorithm, but it
also needs to try the network structure. In other words, it
is to select the appropriate number of hidden layer neurons
[16]. Moreover, using genetic algorithm to optimize the
weight and structure of neural network at the same time is
more intelligent. It is possible to find the appropriate initial
weight and excellent network structure. However, if the data
is cumbersome, the search speed will slow down [17].

To sum up, relevant scholars have a variety of research
methods on real estate valuation and housing market invest-
ment. Based on the different development of real estate market
in different regions, the valuation methods adopted also change
accordingly. In some foreign regions, the real estate transaction
information is not transparent on the Internet or the network
transaction is not developed. Therefore, the methods of some
foreign scholars are still in the market comparison method of
collecting offline transaction information, while China’s trans-
action market has tended to be offline and online parallel.
Therefore, the evaluation method also needs to be improved.
The model of genetic algorithm optimized neural network has
been shown in medicine, geological survey, engineering, and
so on. In view of this, this paper studies the nonlinear machine
learning method based on BP neural network optimized by
genetic algorithm and discusses the impact of location variables
and construction variables on house prices, hoping to provide a
stable valuation idea for China’s real estate trading market.

3. BP Neural Network House Price Valuation
Model Based on Genetic Algorithm

3.1. Establishment of BP Neural Network Algorithm Model.
There are three traditional real estate valuation methods:
Among them, market comparison method is the most widely
used because of the frequent transactions. The marketing mode
of the real estate industry has also changed from offline domi-
nance to online and offline combination. The traditionalmarket
comparison method also has too large deviation in valuation
results due to personnel interference and scattered transaction
information. Therefore, genetic algorithm (GA) is introduced
to optimize the back propagation (BP) neural network thresh-
old. The nonlinear machine learning method of BP neural net-
work is used to replace the traditional calculation to establish
the general model of real estate value evaluation [18]. The basic
topology of BP neural network is shown in the figure below.

As shown in Figure 1, the weight optimization among
the three depends on machine learning adjustment and is
not affected by personal experience [19]. At the same time,
the nonlinear mapping functions so BP neural network is
used to construct house price evaluation model. Firstly,
describe the forward propagation model in the network
structure. Set the hidden layer nodes as n, and the calcula-
tion formula of hidden layer output is shown in formula (1).

zb = f1 〠
m

a=0
vba ⋅ xa

 !
: ð1Þ

In formula (1), xa represents the a input layer parameter,
zb is its corresponding hidden layer parameter, f1 is the hid-
den layer transfer function, indicating the transfer after
mapping the input layer variables of weighted x, and vab
indicates the weight between input layer xa and hidden layer
zb. Similarly, the output formula of the output layer node is
shown in equation (2).

yc = f2 〠
n

b=0
wcb ⋅ zb

 !
: ð2Þ

In equation (2), yc is the calculated output layer signal,
c = 1, 2, 3⋯ o and f2 are the output layer transfer function,
and wcb is the weight between the hidden layer zb which is
defined by mean square error, which is defined as the follow-
ing equation (3).

Eg =
1
2〠

o

c=1
tgc − ygcð Þ2: ð3Þ

In equation (3), Eg indicates the error between the
trained output of the g learning sample and the expected
output t. According to the error function, the global error
formula is equation (4).

E = 〠
G

g=1
Eg =

1
2〠

G

g=1
〠
o

c=1
tgc − ygcð Þ2: ð4Þ

In equation (4), E represents the global error of all G
learning samples, and the weight is adjusted according to
the obtained error. The model of weight adjustment of
hidden layer is described in equation (5) below.

Δv = 〠
G

g=1
〠
o

c=1
η tgc − ygcð Þf 2′ Scð Þwbc f 1′ Sbð Þxa: ð5Þ

In equation (5), Δv represents the adjusted value of the
hidden layer weight, η represents the learning efficiency con-
stant, f 1′ , f 2′ represents the initial transfer, Sc represents the
net input of the c node of the output layer, and its calculation

x1 z1

xa zb

xm zn

Hidden
layer 

v w

Input
layer

Output
layer

y1

yc

yo

Figure 1: Structure and parameter of BP neural network.

3Journal of Function Spaces



RE
TR
AC
TE
D

formula is Sc =∑n
b=0wcb ⋅ zb; Sb represents the net input of the

b, and its calculation formula is Sb =∑m
a=0vba ⋅ xa. Finally, the

neuron weight adjustment formula of the output layer is
shown in equation (6).

Δw = 〠
G

g=1
〠
o

c=1
η tgc − ygcð Þf 2′ Scð Þzb: ð6Þ

3.2. Construction of GA-BP Real Estate Valuation Model.
This model’s advantage is the treatment of the nonlinear rela-
tionship between influencing factors and results, but its disad-
vantage is that it is easy to fall into local minimization and the
calculation convergence speed is slow. The former problem
comes from the randomized initial weight of machine learn-
ing, and the second problem is the sawtooth phenomenon
common to gradient descent method [20]. The genetic algo-
rithm and genetic algorithm are introduced to optimize the
structure of the two BP networks, as shown in Figure 2.

As shown in Figure 2, encode all individuals of the popula-
tion in the initial solution space, set the definition domain of
variable x as ½j, k�, and the accuracy requirement is 10-5, then
the definition domain ½j, k� can be divided into ðk − jÞ × 105
equal length intervals, all intervals are represented by binary
strings, and the length of the string is set as l, then each point
in the definition domain can be represented by hkl−1kl−2 ⋯
k0i. After the conversion from the above real variable space
to binary bit string is completed, convert binary string into
decimal system, and its formula is shown in formula (7).

x′ = 〠
l−1

i=0
ki × 2i

x = j + x′ k − jð Þ
2l − 1
À Á

8>>>><
>>>>:

: ð7Þ

The first line of equation (7) is the decimal formula for
binary string conversion, and the second line is the calculation
formula for the value of the variable. Based on binary coding
and supplemented by gray coding, the mathematical expres-
sion of its transformation is shown in equation (8).

ji
ki, i = 1
ki−1 ⊕ ki, i > 1

(
: ð8Þ

In equation (8), ji represents gray string corresponding to
binary string ki, and ⊕ symbol represents modulo two addition
operation. Because the individual’s adaptability to the environ-
ment determines whether the individual can be retained in the
new group, the fitness is the basis for forming optimization.

Fun = 〠
N

i=1
ai ⋅ Eg + a ⋅ E: ð9Þ

In equation (9), Fun is the fitness function constructed by
the weight coefficient method, a is the proportion of all sample
errors in the fitness function, and ai is the proportion of each

sample in the fitness function. The third step of genetic algo-
rithm optimizing neural network depends on the operation
of selection, and the individuals with the best performance
form a new population. The selection operation is repeated
until the size of the population reaches the specified size.
The mathematical model is shown in equation (10).

p = f i
∑N

i=1 f i
: ð10Þ

The function of crossover behavior is to maintain the
nature of excellent individuals and obtain new excellent indi-
viduals through hybridization. The offspring production of
single point crossover can be expressed as formula (11).

x′ = x1, x2,⋯, xk, yk+1, yk+2,⋯yn½ �
y′ = y1, y2,⋯, yk, xk+1, xk+2,⋯xn½ �

(
: ð11Þ

In equation (11), the gray strings of the two parents are
x = ½x1, x2,⋯, xn� and y = ½y1, y2,⋯, yn�, respectively, the
intersection point of the two is k, and there is only one chro-
mosome breakpoint for single point crossing. When the string
length of the parent is n, there are n − 1 kinds of crossing
results. In the two-point crossover, if the parent string length
is n, there are ððn − 1Þ × ðn − 2ÞÞ/2 kinds of crossover results,
and the mathematical description of the two-point crossover
is equation (12).

x′ = x1, x2,⋯, xi, yj+1, yj+2,⋯yj, xj+1, xj+2,⋯, xn
h i

y′ = y1, y2,⋯, yi, xj+1, xj+2,⋯xj, yj+1, yj+2,⋯, yn
h i

8><
>: :

ð12Þ

In equation (12), the gray string of the parent is x = ½x1,
x2,⋯, xn� and y = ½y1, y2,⋯, yn�, and the two intersections
are set to i, j and 1 < i < j at the same time. The introduction
of cross behavior can not only retain the advantages of devel-
oping individual groups but also reduce the number of itera-
tions of the model and accelerate the convergence. Finally,
the mutation behavior is introduced to expand the diversity
of the population. Its specific operation is to randomly select
individuals, give the mutation probability, and change their
chromosome coding. At the same time, the structure of BP
neural network is optimized based on empirical formula (13).

n =
ffiffiffiffiffiffiffiffiffiffiffi
m + o

p
+ c: ð13Þ

Finally, the characteristic variables required for the con-
struction of neural network model include location factors
and architectural characteristic factors. After quantification,
the difference of characteristic variables will affect the training
results of the model, so the maximum and minimum method
of normalization function is used to process the characteristic
variables, so that the distribution trend of variable data is
transformed into a conventional function, and its formula is
shown in formula (14).
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Xnorm = 1 − X − Xmin
Xmax − Xmin

: ð14Þ

In equation (14), X is the characteristic variable data,
and Xmax, Xmin is the maximum and minimum value of
the data. After the model is constructed, the mean square

error is used to evaluate the performance of the model,
and its formula is shown in formula (15).

MSEt =
∑n

i=1 yi − ŷið Þ2
n

MSEp =
∑m

j=1 yj − ŷ j
� �2
m

8>>>><
>>>>:

: ð15Þ
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Figure 2: Optimization of weight flow of BP network by genetic algorithm.

Table 1: Characteristic variables affecting house price and variables’ input processing.

Index Independent variable Input process Quantification or unit

Azimuth index

Position Distance from the city center Km

Traffic Convenience grading evaluation ([1–5]) /

Greening rate No process

Plot ratio No process

Number of households No process (Num)

Property fee No process Yuan/m2.month

Supporting facilities Convenience grading evaluation ([1–5]) /

Building index

House type Type number ([1–5]) /

Measure of area No process m2

Orientation Number by direction ([1, 2]) /

Residential type Type number ([1, 2]) /

Renovation Type number ([1–3]) /

Building scale Number by size ([1–5]) /
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In equation (15), MSEt and MSEp represent the training

mean square error and test mean square error of the model,
respectively, m, n represents the number of samples tested
and the number of samples trained, yi, ŷi represents the real
value and predicted value of the dependent variable data in
the training set, and yj, ŷ j represents the real value and pre-

dicted value of the dependent variable data in the test set.

4. Training and Application Experiment of GA-
BP Real Estate Valuation Model

4.1. GA-BP Model Training and Algorithm Optimization
Verification. GA-BP algorithm is an iterative algorithm for
symmetric diagonally dominant linear equations. It is a prob-
abilistic reasoning algorithm based on recursive update, which
has low computational complexity and high parallelism.
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Figure 3: Prediction accuracy of nodes in different hidden layers.

Table 2: Accuracy of different fitness functions.

Fitness function 1 2 3 4 5 6 7 8 9 10 Average

Genetic algorithm optimization 0.985 0.996 0.975 0.790 0.756 0.706 0.952 0.963 0.728 0.986 0.884

Maximum objective function 0.881 0.742 0.889 0.767 0.985 0.723 0.910 0.870 0.899 0.778 0.844
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Figure 4: Comparison diagram of iteration times of algorithm model.
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Because of these two properties, GA-BP algorithm is very suit-
able for dealing with large-scale sparse linear equations. GA-
BP algorithm is different from classical iterative algorithm
and Krylov subspace algorithm. GA-BP algorithm has good
convergence for solving symmetric diagonally dominant lin-
ear equations. Based on the current market information, this
paper makes assumptions on the relevant model market.
The study randomly selected some samples and sets up many
new samples, of which the number of test samples is 80. At the
same time, 13 characteristic variables that have the greatest
impact on house prices are extracted. The details of character-
istic variables are shown in Table 1.

As shown in Table 1, the house type in the characteristic
variable will be numbered from 1 to 5 in turn from one room
and one living room, one room and two living rooms, and
two living rooms, three rooms and two living rooms, four
rooms and two living rooms; The residential types are divided
into large flat (1) and ordinary residential (2). The decoration
variables number the blank, simple decoration and hard deco-
ration as 1-3 in turn. According to the above 13 characteristic
variables, different numbers of hidden layer nodes are brought
into the model. After 10 repeated training, the different accu-
racy of the model is shown in Figure 3.

The accuracy in Figure 3 is the proportion of the number
of samples within 10% of the prediction error in the total
number of training samples. It can be seen from the figure
that after ten training for the same sample, when the number
of hidden layer nodes is 5, the accuracy of the model is the
highest, and the average accuracy and 10 repeated training
accuracy are 0.901 and 0.992, respectively. At the same time,
the effects of the maximum objective fitness function and the
optimized fun function on the training model are compared,
and the results are shown in Table 2.

It can be seen from Table 2 that after taking the tradi-
tional maximum objective function as the fitness function
of the real estate valuation model, the average accuracy of
10 repeated training is 0.844, while the average accuracy of
the optimized fitness function is 0.884. The experiment
shows that after the optimization of the fitness function,
through the above model, we can combine all the projects
of real estate enterprises as one project. The land acquired
in that year was also merged into a project. In this way, we
can simulate the appropriate sales progress and construct a
similar cash flow to estimate their net asset value (NAV)
after the year. Then, get the net present value or valuation
through an appropriate discount rate.

4.2. Research on Application Performance of GA-BP Real
Estate Valuation Model. In order to calculate the perfor-
mance of the real estate model, 100 samples were selected
as the test target. The BP neural network optimized by
GA-BP neural network model and particle swarm optimiza-
tion algorithm is trained and tested. The maximum number
of iterations is 400, the learning rate is 0.1, the hidden layer
transfer function is logsig function, and the target accuracy is
0.0001. The error accuracy comparison of the three algo-
rithm models is shown in Figure 4.

As shown in Figure 4, when the training samples are the
same, the first to achieve the target error is the neural net-

work model after genetic optimization. The GA-BP curve
tends to be stable when it is close to 50 iterations, and the
convergence is completed only in 56 iterations; at the 84th
iteration, it reaches the target value of 0.0001; finally, when
the traditional BP neural network completes the maximum
number of iterations of 400 times, it still fails to achieve con-
vergence and falls into the result of local extremum. Experi-
ments show that after the optimization, the anti-interference
of BP neural network is improved, separated from the local
extreme value, and the estimation efficiency of the model is
also improved. However, the convergence times of GA-BP
model are 28 times less than that of PSO-BP model, which
proves that the calculation efficiency of Y genetic algorithm
is higher. In the iterative training process of the three algo-
rithms, 10 groups of data are randomly selected for compar-
ison, as shown in Figure 5.

0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0

1 2 3 4 5 6 7 8 9 10

A
cc

ur
ac

y

Training sample number

 

GA-BP
PSO-BP
BP

Figure 5: Training output error of different models.

0

10000

20000

30000

40000

50000

60000

70000

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

H
ou

sin
g 

pr
ic

e (
Yu

an
/m

2)

Sample number

Real house price
Forecast house price

Figure 6: The error between the predicted house price and the
actual value of the model.

7Journal of Function Spaces



RE
TR
AC
TE
D

The accuracy calculation formula in Figure 5 is the pre-
dicted house price/actual house price output by the model.
The maximum ratio is 1.75 and the minimum ratio is 0.3;
the training result of PSO-BP model is small, with the max-
imum ratio of 1.36 and the minimum ratio of 0.76. The pre-
dicted house price is closest to the actual house price, with
the maximum ratio of 1.32 and the minimum ratio of 0.78.
Experiments show that the accuracy of genetic algorithm is
higher and higher than that of traditional BP model. After
completing the training of the model and extracting the opti-
mal initial value and threshold, number 20 test samples
bring them into the trained GA-BP neural network system
for simulation experiments to compare the actual house
price with the error of the estimated house price of the
model, as shown in Figure 6.

In Figure 6, the broken line graph of the actual house
price is basically consistent with the broken line graph of
the predicted house price. Among the 20 test samples, the
sample No. 18 has the largest estimation error. The actual
house price is 9517 yuan/m2 and the estimated house price
is 11034 yuan/m2. Calculated according to the formula
(actual house price - estimated house price)/actual house
price, the prediction error is 16%. The actual house price
of sample No. 6 is 13988 yuan/m2, the model predicts that
the house price is 12449 yuan/m2, and the prediction error
is 11%. The prediction error of other samples is less than
10%. The test sample No. 11 has the smallest error. The
actual house price of the sample is 49969 yuan/m2, and
the model predicts that the house price is 50012 yuan/m2,
with an error of only 0.08%. If the prediction error of 10%
is qualified, the prediction accuracy of the model is 90%.
At the same time, the same 20 groups of test sample data
are brought into the PSO-BP model, and the prediction
errors of the two models are compared. The specific results
are shown in Figure 7.

As can be seen from Figure 7, the overall error of particle
swarm optimization model is greater than that of genetic

algorithm optimization model. Most of the prediction errors
of GA-BP are in the range of 2%-8%, and the overall error of
PSO-BP model is in the range of 6%-15%. The average error
of GA-BP model is 6.27%. Compared with 8.12% of the
average error of PSO-BP model, the relative error optimized
by genetic algorithm is reduced by 1.85%. If the prediction
error is less than 10% as the qualified accuracy, the predic-
tion accuracy of GA-BP model is 90%, while the prediction
error of PSO-BP model is more than 10% in four places,
so the prediction accuracy is only 80%. From the experimen-
tal data, it can be concluded that the BP neural network
model optimized by genetic algorithm is more neutral in real
estate valuation. The advantages of the algorithm are not
only reflected in higher prediction accuracy and stable pre-
diction qualified rate but also reflected in less iterative train-
ing times of the model. Through MATLAB programming,
the accuracy of GA-BP neural network, PSO-BP neural net-
work, and traditional BP neural network is compared. In
addition, through calculation, it is found that although the
prediction accuracy of PSO-BP neural network has been
improved, the mean square deviation of multiple runs is lower
than that of GA-BP neural network, which can be considered
that the model optimization has achieved good results.

5. Conclusion

This paper uses machine learning method to establish the
relationship model between characteristic variables and
house prices. From the perspective of hidden layer node
optimization and fitness function optimization, the calcula-
tion results show that when the number of hidden layer
nodes is 5, the prediction accuracy of the model is the high-
est. The model training experiment and model performance
test simulation experiment are carried out successively by
using MATLAB tools. The former is 4 percentage points
higher than the latter, which proves the accuracy and perfor-
mance of the real estate appraisal model. In the part of
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Based on virtual reality technology, landscape 3D modeling provides users with the possibility to construct a simulated garden
landscape environment design effect online, so it has high requirements for accuracy. With the continuous improvement of
precision requirements, the number of people involved in the construction of 3D models is also increasing, which puts forward
higher requirements for modeling. Based on this, this paper studies the optimization strategy of landscape space 3D model
based on big data analysis. Based on the analysis of the establishment of the 3D model and the related algorithm research, this
paper analyzes the optimal design of the 3D model under the background of big data. In the 3D modeling of the edge folded
area, it is based on the traditional quadratic error measurement grid simplification algorithm, combined with the vertex error
matrix to simplify, so as to shorten the modeling time. Based on an efficient search algorithm, an adaptive nonsearch fractal
image compression and decoding method is proposed in the image compression and decoding stage of 3D modeling. The
search is performed by specifying the defined area block. Finally, an experiment is designed to analyze the performance of the
optimization algorithm. The results show that the improved edge folding region algorithm can reduce errors on the basis of
ensuring image quality, and the adaptive search algorithm can shorten the search time and improve the compression rate. This
method provides a technical reference for the visualization experience and simulation system of garden landscape design and
improves the presentation quality of virtual garden landscape design scenes.

1. Introduction

The construction of 3D landscape model is a comprehensive
discipline, which not only covers computer graphics tech-
nology, visualization technology, and remote sensing tech-
nology but also involves virtual reality technology, spatial
data structure technology, etc. [1]. Based on computer tech-
nology, virtual reality technology creates a nearly real three-
dimensional virtual environment and realizes interactive
functions [2, 3]. The current virtual environment has been
able to realize the modeling of scenes and models. In this
process, large-scale data is involved and the operation speed
is slow [4, 5]. Therefore, in the three-dimensional model
design of landscape based on big data analysis, it is necessary
to optimize the design, focusing on improving the com-
pressed model and improving the operation efficiency.

Based on this background, this paper studies the three-
dimensional modeling and optimization of landscape space

based on big data analysis, which is mainly divided into four
chapters. The first chapter briefly summarizes the construc-
tion of 3D landscape model and introduces and analyzes the
chapter arrangement of this study. Chapter 2 introduces the
algorithms of 3D modeling at home and abroad and
summarizes the shortcomings of the current research. In
Chapter 3, the optimization model of landscape 3Dmodeling
based on big data analysis is constructed. The edge folding
algorithm is used to optimize the folding area in 3Dmodeling.
In the compression design of 3D modeling, the traditional
algorithm is optimized and improved, and the nonsearch
fractal algorithm is used to shorten the compression time.
Chapter 4 simulates and analyzes the landscape 3Dmodeling
optimization algorithm constructed in this paper and evalu-
ates the performance of the algorithm through indicators
such as error rate and compression ratio. The simulation
results show that compared with the standard algorithm
and quadtree fractal algorithm, the algorithm proposed in
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this paper can improve the image compression ratio and
reduce the coding error on the basis of ensuring the
image quality.

The innovation of this paper is to propose a self-
realization nonsearch fractal algorithm. In the image com-
pression of 3D modeling, in addition to the distance factor,
the geometric characteristics of sharp edges and corners in
the original model are also considered. Taking the product
of absolute curvature and quadratic error matrix as the error
matrix, more data information is retained on the basis of
ensuring the optimization model. The algorithm uses a fast
nonsearch matching method between the range block and
the defined region to decompose and combine and uses an
adaptive decomposition method to improve the image qual-
ity. Secondly, in the model optimization design, in order to
optimize the folding area, the edge folding algorithm is used.
The algorithm is based on quadratic error measurement.
The improved edge folding region algorithm can reduce
the error on the basis of ensuring the image quality, while
the adaptive search algorithm can shorten the search time
and improve the compression rate. This method provides a
technical reference for the visual experience and simulation
system of landscape design and improves the presentation
quality of virtual landscape design scenes.

2. State of the Art

In recent years, with the development of computer technol-
ogy, virtual display technology, graphics, and remote sensing
technology have also made a lot of research results. 3D
model construction and visualization have been developed
in an all-round way. Many scholars improve the fidelity of
3D modeling and shorten the modeling time from the
perspective of modeling technology. For example, Shan
and Sun and Yang et al. designed a new landscape planning
effect simulation system based on virtual reality technology
to preprocess 3D landscape images, remove noise informa-
tion and redundant information, and adopt the parametric
description rules of plant spatial layout [6, 7]. Zheng et al.
used the spatial simulation of settlement distribution driven
by random forest to conduct three-dimensional simulation
in order to improve landscape visibility [8]. Tastan et al.
compared and studied the availability and constraints of
two modeling methods for 3D modeling in immersive
virtual reality (IVR). They collected data through the screen
capture video of the modeling screen and the video record-
ing of user gestures during the modeling session. Through
the analysis of qualitative coding method, they believed that
DM modeling can be digitally input through a new keyboard
[9, 10]. In their research, Li et al. used real-time computer
graphics technology, three-dimensional modeling technol-
ogy and binocular stereo vision technology to study multivi-
sion animated character objects in virtual reality technology,
designed binocular stereo vision animation system and 3D
graphics algorithm for three-dimensional geometric trans-
formation of computer graphics, and studied image output
processes such as basic texture technology and basic lighting
model used in fragment processing stage [11]. In the
research and analysis, Roy et al. proposed a new method to

calculate the affine parameters of fractal coding to reduce
its computational complexity and derive a simple but effec-
tive approximate value of scaling parameters [12].
Hernandez-Lopez and Muiz-Pérez proposed the fractal
compression of Kelley table in their research and developed
a parallel implementation of fractal image compression
using quadtree partition [13].

To sum up, up to now, there are many researches on 3D
modeling, and many scholars have improved the model
from a technical point of view. The image data itself has a
certain redundancy. The existence of these data not only
wastes modeling time but also affects the image quality. In
the research of eliminating redundancy, most of them rely
on distance parameters for optimization. However, this kind
of algorithm plays a very limited role in optimizing time and
model. It only focuses on the simulation of individual
geometric features and ignores other geometric features.
On the other hand, there is little analysis on the modeling
and optimization of overlapping areas. Most of them are
optimized for a terrain simulation, which is not scalable.
Therefore, the research on the optimization of three-
dimensional model of garden space based on big data analy-
sis has important practical significance.

3. Methodology

3.1. 3D Modeling Data of Landscape Space. The three-
dimensional modeling of garden landscape space needs to
cover all space substances. According to the existing point
of view, the space should include terrain, buildings, trans-
portation, vegetation, and public facilities. The specific data
sources can come from satellite data, aerial photography
data, scanning data, photographing data, manual measure-
ment data, etc.; the content and form of different data
sources will be different.

In the three-dimensional modeling of landscape space,
many terrains will be involved. In the terrain simulation,
underground pipelines, bridges, and buildings are difficult
parts. The above ground part only considers independent
space in the modeling, which is convenient to determine
the spatial location, but the carrier needs to be determined
and the specific location needs to be marked in the model-
ing. Once the spatial position of these terrain is determined,
the spatial changes of terrain surface can be analyzed [14].
The terrain surface itself is a continuous space, and the
buildings are built on this plane. Therefore, without any
treatment, the buildings will overlap with other terrain in
space to form gaps, and similar problems will occur in other
terrain modeling. At present, the popular GIS modeling
methods and terrain simulation are very necessary and basic
tools, which play a vital role in other carrier modeling [15].
Therefore, in the three-dimensional modeling and calcula-
tion, this paper sets that all vertices are displayed in four-
dimensional coordinates. When transforming the space,
the coordinate system can be changed by using mathemati-
cal transformation methods, such as translation, rotation,
and scaling. After the landscape 3D modeling is displayed,
the transformed results can be expressed as follows:
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x/, y/, z/, 1
Â Ã

= x, y, z, 1½ � × T , ð1Þ

where T represents the transformation matrix, which is
the result of transformation. At present, there are mainly
two kinds of model projection: parallel projection and per-
spective projection. Among them, parallel projection is
mainly positive parallel and oblique parallel, and perspective
projection is mainly applied to quadrangular platform. No
matter what projection method is adopted, after determining
the projection window and size, only the objects in the pro-
jection will be displayed, and all other objects will be cut off.

The parallel projection direction refers to the projection
vector of the center point of the window, and the oblique
parallel projection is that the equation in the projection
space is not standardized, so it is necessary to use some stag-
gered transformation to convert the oblique plane projection
into orthogonally parallel projection [16]. The process of
converting face coordinates into plane coordinates is called
projection. The essence of projection coordinate system is
plane coordinate system. The projection coordinate system
is defined in a two-dimensional plane. Different from
geographical coordinate system, the length, angle, and area
of projection coordinate system are constant in two-
dimensional space. When defining the projection volume,
it is necessary to define the projection vector and convert it
into the observation coordinate system. The transformation
of the projection matrix can be expressed as follows:

M =

1, 0,−px/pz , 0
0, 1,−py/pz , 0
0, 0, 1, 0
0, 0, 0, 1

2
666664

3
777775: ð2Þ

In the three-dimensional landscape modeling, the reality
of the object surface feels the influence of lighting condi-
tions, so it is necessary to analyze the lighting model in the
modeling. Considering the reflection of the object caused
by the light source, the local illumination model can be
expressed as follows:

I = KaIpa + Kd〠
JpdNoLo
r + c

, ð3Þ

where V represents the observed object, Ka represents
the brightness of the ambient reflected light, Kd represents
the diffuse reflection intensity, No represents the light vector,
c represents the constant, and I represents the brightness.

3.2. Optimization of 3D Scene Simulation in Folded Area. In
terrain modeling, folding area is a problem that must be
faced. If there are relatively small objects in modeling or they
are far away from each other, LOD model can be used to
draw objects directly [17]. Node LOD model: itself is a reso-
lution structure. Different resolution models are connected
by nodes, and the corresponding components are operated
by activating the nodes. When all nodes are activated, it is
essentially a full resolution structure. Its advantages are

simple structure, convenient operation, and suitable for
expressing complex discontinuous volume model objects. If
the object is large and close to the eye, the model needs to
be refined. In the current detailed description of spatial
modeling, LOD model is a common model. This algorithm
is based on the triangular network algorithm. First locate dif-
ferent vertices and classify them, then sort the importance,
delete the unimportant vertex coordinates, and complete
the design [18].

It is inevitable to encounter model construction with
boundary in landscape 3D modeling. In simplified design,
it is necessary to maintain the clarity and information of
the boundary model. Generally, a virtual plane will be
formed to maintain the triangular vertical space angle with
the edge interface, and the weight of the quadratic error
matrix is set through the plane, and then, the matrix at the
end point is added to the virtual plane. This method can well
maintain the information integrity of the folded area [19].
The specific process is shown in Figure 1. In the analysis,
all folding costs need to be calculated first and sorted accord-
ing to the size; delete the folding operation with the lowest
cost, calculate the new vertex folding cost, and reorder until
the requirements are met.

In the three-dimensional construction of the model with
boundary, it is necessary to keep the boundary information
as much as possible. The quadratic error measurement sim-
plification algorithm has great advantages in both quality
and complexity in the model simplification information,
but this algorithm itself also has some shortcomings [20].
The distance parameter is considered in the design of
quadratic error measurement, so the grid distribution is
uniform, especially in large-scale model construction, this
uniform distribution will lose a lot of typical edge informa-
tion. During model construction, some unimportant
features will be deleted first. For example, in platform area
model construction, it will be directly combined and simpli-
fied. Therefore, it is necessary to optimize the quadratic
error algorithm. In describing the characteristics of the
object, the curvature reflects the surface details of the model,
which is an important feature. The curvature of the sharp
area is large, and the value of the flat area is very small.
Therefore, in the simplification, it is considered to establish
a new matrix by using the product of quadratic error
matrix and absolute curvature. In the quadratic error mea-
surement algorithm, multiplying the quadratic error matrix
by the adaptive weight will not affect the basic form of the
matrix. The bending degree of adjacent patches is expressed
by the average curvature, and the formula can be expressed
as follows:

H = ∑M eið Þð Þ
A

, ð4Þ

where A represents the sum of triangle areas associated
with vertices and m represents the included angle of nor-
mal vectors of adjacent triangular patches. The included
angle of two adjacent triangular patches can be expressed
as follows:
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cos φ = cos < n1, n2 > = n1n2
n1j j n2j j : ð5Þ

The degree of curvature of a surface is Gaussian curva-
ture, and its absolute value is of great significance. Assum-
ing that the small surface on the surface is Δδ, translate
the normal vectors of all points on the small surface to
the origin, and you can get the unit spherical area cen-
tered on the origin, with the area unchanged. The absolute
value of Gaussian curvature of a surface is the limit value
of the shrinkage of a small surface. The bending degree of
the grid surface needs to be calculated by discrete differen-
tiation, and the formula is as follows:

K =
2π −∑k

i=1θi
� �

A
, ð6Þ

where θi represents the vertex angle related to the ver-
tex. Assuming that the edge is folded to a new vertex, the
improved folding cost can be expressed as follows:

Δ// �vð Þ = ViV j

 �vT KiabsQ
/
i + KjabsQ

/
i

À Á
�v, ð7Þ

where kViV jk represents the distance of the vertex, K
represents the absolute curvature, and Q represents the
error matrix.

3.3. Model Compression Optimization Algorithm. From the
gardens of Ming and Qing Dynasties to the modern land-
scape of natural harmony, great changes have taken place
in people’s life and recreational space, which are inseparable
from the artistic design of landscape architecture. Garden
landscape renderings are composed of garden sketches,
including rockeries, garden pavilions, flower racks, garden
bridges, plant landscaping, and garden sculptures. Because
3DS max modeling is more complex, compared with the
SketchUp software, especially in complex garden sketch
modeling, such as garden pavilion, although the garden
sketch is exquisite, the complex structure makes modeling

extremely difficult. Generally speaking, the software
involved in the process of making landscape renderings
includes 3DS max. Generally, the size of this file will directly
affect the superiority of 3D model. Excessive volume will
affect storage and reduce rendering speed. Certain technol-
ogies need to be used to reduce complexity and compress
the volume of 3D model [21]. Fractal algorithm is a com-
mon algorithm for optimizing model at present, such as
multiple linear subdivision method and random midpoint
iteration method, which can meet the requirements of
landscape 3D modeling. This paper improves the fractal
algorithm in the research and analysis.

Among fractal image compression algorithms, full
search coding algorithm is the most basic algorithm, and
other improved algorithms are basically based on this algo-
rithm [22]. This algorithm assumes that there is scale redun-
dancy in different regions of natural image and then uses
different redundancy to realize compression. First, image
segmentation is an important step that affects the compres-
sion ratio and the quality of the model. At present, the
commonly used segmentation strategies are quadtree seg-
mentation, fixed block segmentation, and so on [23]. Then,
form the codebook, set the step size, and slide the original
image according to the step size. This step allows overlap.
Each block adopts the average value of four adjacent pixels
and compress the word block to obtain the initial codebook.
The process of calculating fractal code is to find the best
matching block in each codebook, adjust brightness and
contrast, minimize regional block differences, and find the
best matching block. The formula is as follows:

di =
1
n
〠
n

i=1
ckjbi + hk,l − ai
À Á2, ð8Þ

when the value range block is mapped to the corre-
sponding defined area block position, it needs to be searched
continuously. The error is minimized through continuous
isometric transformation. The derivation of this formula
is obtained:

Initialization process

Initial model
Quadratic

error
matrix

Calculate
the folding

cost

Cost result
ordering

Minimum
side fold

Recalculate
the folding

cost

Meet
simplification
requirements

Simplified
model

Simplify the process

No

Yes

Figure 1: The flow of the edge folding algorithm.
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ckj =
m∑m

i=1aibi − ∑m
i=1ai∑

m
i=1bi

m∑m
i=1b

2
i − ∑m

i=1bið Þ2
, ð9Þ

hkj =
1
m

〠
m

i=1
ai − ckj 〠

m

i=1
bi

 !
, ð10Þ

where m represents the number of pixels, hki repre-
sents the contrast coefficient, bi represents the pixel value
of the definition domain, k represents the abscissa of the
best matching block, and j represents the ordinate of the
best matching block. When the following conditions are
met ckj = 0,

m〠
m

i=1
b2i − 〠

m

i=1
bi

 !2

= 0: ð11Þ

When the mean square error reaches the minimum,
the area block position is stored, and the contrast factor
and brightness parameters are obtained at the same time
to complete the coding of the value range block. Fractal
coding has some disadvantages, that is, the coding speed
is slow. For each range block, it is necessary to search
the matching range block, which takes time [24]. At pres-
ent, fractal algorithms generally take reducing search time
as an improvement idea, such as classification method and
neighborhood search method. These algorithms still need
search and matching to be realized [24].

No search fractal image algorithm means that it does not
need to search each matching optimal region block, but to
specify a specific defined region block, which can reduce a
lot of search time. In the research and analysis of this paper,
an adaptive search free fractal algorithm is proposed. In
addition, the algorithm does not need to record the informa-
tion of each defined area block, and it can reduce the typing
code. There is no need to search, and the search time can be
shortened on the basis of ensuring the quality. Compared
with the traditional algorithm, the nonsearch algorithm
reduces the search process when matching the best fixed
block. Directly calculate according to the set threshold,
which not only ensures the quality but also compresses the
fractal time.

The core problem of no search algorithm is to determine
the position relationship between the specially defined area
block and the value range block and then carry out the cor-
responding mapping transformation to calculate the coding
error. In the analysis, it is assumed that the value range block
size is B1 × B2, the coordinate of the center point is
(rowR, colR), and the specified optimal area block size is 2
B1 × 2B2. When performing search free coding, first divide
the original image into nonoverlapping area blocks,
expressed as follows:

T =URi,
Ri ∪ Rj = φ i ≠ jð Þ,

(
ð12Þ

where Ri represents a value range block, and a definition
area block is specified for each value range block. No search
algorithm can greatly reduce the coding time, but this algo-
rithm needs to determine the best matching area block. How
to define the best matching block is a key problem, which is
also one of the key indicators to determine the performance
of no search algorithm. In this paper, the matching error
between the value range block and the specified area block
is described by mean square deviation. The smaller the error
is, the closer the value range block is to the specified area
block. The formula is expressed as follows:

di =
1
n
〠
n

i=1
stbi + oti − aið Þ2, ð13Þ

where n refers to the number of pixels in the value range
block, st represents the contrast parameter of the value range
block, ot represents the brightness parameter of the defined
area block, b represents the pixel gray value of the defined
area block, and a represents the pixel gray value of the value
range block. From the analysis, we can see that the definition
area block of nonsearch fractal image coding is not the cause
of coding error, but the error existing in advance. Therefore,
there is bound to be a mismatch between the definition area
block and the value area block, that is, the mean square error
is very large, which shows that they are not similar.

When the nonsearch fractal compression ratio is not
high, the adaptive combination method is adopted to solve
it. For the value range blocks that meet the error matching
conditions, they are combined with the surrounding area
blocks that cannot meet the error requirements to form large
area blocks, reduce the number of storage and transmission,
and improve the compression ratio. This combination
method needs to calculate the basic value range blocks that
meet the error matching conditions. In this paper, the
matrix composed of basic value range blocks is coded in
the design, and the abscissa and ordinate of the matrix where
the value range block is located are defined. Multiple value
range blocks are combined to form a new value range block,
and the initial value is the basic value range block. Continue
to carry out adaptive combination, as shown in Figure 2.

The optimization of model compression algorithm needs
to be evaluated to see the difference between the decoding
model and the original image and explain the compression
quality of the model. At present, there are two evaluation
criteria for model compression. One is subjective evaluation,
which evaluates the modeling status through the eyes. The
other is the objective standard, which compares and analyzes
the data error between images. The objective evaluation is
simple and more persuasive. Therefore, in the evaluation
model compression algorithm, the objective evaluation
method is used. The objective evaluation index is required
to reflect the change of gray level as a whole [25]. At present,
the coding algorithm is generally evaluated by coding time,
compression ratio, and peak signal-to-noise ratio. Model
compression algorithm can effectively reduce parameter
redundancy, thereby reducing storage occupation, commu-
nication bandwidth, and computational complexity. The
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more the quantization level is, the richer the image level is,
the higher the gray resolution is, the better the image quality
is, but the amount of data is large. The less the quantization
level is, the less the image level is, the lower the gray resolu-
tion is, the false contour phenomenon will appear, and the
image quality will become worse, but the amount of data
is small.

Peak signal-to-noise ratio refers to the ratio of the
maximum possible power of a signal to the noise function
affecting accuracy, expressed in logarithm decibels. The
formula can be expressed as follows:

MSE = 1
mn

〠
m

i=1
〠
n

j=1
f i, jð Þ − f̂ i, jð ÞÞ2
�

ð14Þ

MSE is the mean square error, f ði, jÞ represents the
mean square of the compressed image, and f̂ ði, jÞ represents
the mean square of the original image. The gray image has a
precision of 8 bits, the maximum value is 255, and the peak
signal-to-noise ratio can be expressed as follows:

PSNR = 10 × log 2552
MSE

� �
, ð15Þ

where PSNR represents the peak signal-to-noise ratio, in
decibels. The larger the value, the clearer the image. This
index does not need human participation, can be evaluated
directly, and has stronger stability. Compression ratio refers
to the ratio of the ratio of the data occupied by the image
after compression to that before compression. It is generally
believed that the larger the compression ratio, the smaller
the storage quantity and the higher the application value.
The reciprocal of the compression ratio is the compression
efficiency. Coding time refers to the time spent from the
beginning to the end of coding. The shorter the time, the
better the performance of the algorithm.

4. Result Analysis and Discussion

4.1. Simulation of Folding Region Model Optimization
Algorithm. In the simulation analysis, Visual Studio develop-
ment platform and OpenGL are used for graphic rendering,
and different simplified models are compared and analyzed,
including geometric error, intuitive quality, and grid distri-
bution. In the graphic simulation, the vehicle pictures and
animal pictures are used for simulation analysis. The origi-
nal model covers 10544 and 5804 triangular pictures, respec-
tively. When the model is simplified to 1200 triangular
patches, the geometric features of the animal can be saved
successfully, which is very close to the original model. When
it continues to be simplified to 5%, the overall contour can
still be seen. However, the algorithm used in this paper can
well retain all kinds of sharp features of the animal, and
the original algorithm loses these effective features. The
same conclusion can be obtained in the simplification of
vehicle simulation. When the simplification is 15%, many
feature information in the traditional algorithm disappears.
It shows that the algorithm used in this paper can retain
more geometric features on the basis of maintaining the
shape of the whole model after large-scale simplification;
especially in the case of large curvature, the geometric fea-
tures of the picture will not be lost. The traditional algorithm
is easy to lose the characteristics of sharp areas after simpli-
fication, because it adopts uniform grid distribution. The
algorithm used in this paper is more reasonable in the distri-
bution. It distributes according to the change of curvature.
The distribution with large curvature has more meshes. In
addition, the time quadratic error measurement algorithm
used in the analysis of traditional algorithms only considers
the distance factor and has no other surface features.

Compare and analyze the error variation characteristics
under different models, as shown in Figures 3 and 4. From
the data in the figure, it can be seen that the average error
of the algorithm used in this paper is significantly reduced.
Although QEM algorithm has certain advantages, the error
is almost the same. Moreover, in terms of geometric error,
the algorithm proposed in this paper has higher advantages
and can meet the needs of large-scale 3D modeling.
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Figure 2: Adaptive combination process of range blocks.
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4.2. Model Compression Simulation Analysis. In 3D model
compression, the coding quality is affected by the coding
error. Only by controlling the error can we ensure the simi-
larity of block simulation and the quality of the model.
Therefore, the nonsearch fractal compression coding
designed in this paper needs to set a threshold. Only when
the error value is less than this threshold can the model
matching be guaranteed. If the error is greater than the
threshold, the model is considered to be mismatched and
the image needs to be re divided.

The threshold is not a fixed value and varies within a
range. Generally speaking, the smaller the threshold, the
more details can be retained. A large threshold is more suit-
able for flat image compression and improves the compres-
sion ratio. Combined with the previous data, the threshold
range is set at 80~200 to achieve a balance, which will not
reduce the image quality or have a great impact on the com-

pression ratio. In the application, the threshold also needs
to be adjusted. If the quality requirements are relatively
high, the value can be 80 to ensure that the value range
block is decomposed into small modules for rematching
and improve the coding quality. If the compression ratio
is required, and the value is 200, more value range blocks
must be required to realize decomposition and improve
the compression ratio. As shown in Figure 5, combined
with the actual requirement of threshold 130, the com-
pression ratio is improved on the basis of meeting the
image quality.

The threshold value is selected in combination with the
demand in the adaptive nonsearch image compression
coding of the image. Figure 6 shows the proportion of com-
bined range blocks under different threshold values, taking
into account the image quality and compression ratio, and
the threshold range is located at 120~150.
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Figure 3: Comparative analysis of vehicle model errors.
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In order to facilitate the experimental analysis, four images
are selected for fractal compression analysis. The algorithm,
standard algorithm, and quadtree fractal image coding algo-
rithm are used for analysis, respectively. The coding compres-
sion ratio results are shown in Figure 7. From the data in the
figure, it can be seen that the compression ratio of value
domain block of the algorithm used in this paper is greatly
improved, because the adaptive decomposition and combina-
tion of value domain block reduces the classification code.

Comparing and analyzing the coding time, the measure-
ment results are shown in Figure 8. From the data in the
figure, it can be seen that the algorithm used in this paper
saves a lot of time, because each value range block does
not need to be matched.

The comparative analysis results of coding peak signal-
to-noise ratio are shown in Figure 9. From the data in the

figure, it can be seen that the peak signal-to-noise ratio of
this algorithm is significantly lower than that of the other
two algorithms.

In the optimization and improvement design of the
folded region, the product of the quadratic error matrix of
the vertex and the absolute curvature of the vertex is used
as a new error matrix to improve the modeling quality and
retain more geometric features. Based on the basic value
range block, the value range block that does not meet the
threshold adopts the improved adaptive decomposition
and combination algorithm and directly adopts the adaptive
combination method to meet the threshold. Simulation
results show that compared with standard algorithm and
quadtree algorithm, this algorithm can not only improve
the compression ratio but also reduce the peak signal-to-
noise ratio and save search time.
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Figure 5: Changes of peak signal-to-noise ratio and compression ratio under different thresholds.
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5. Conclusion

The construction of three-dimensional landscape is the
expression form of map. It is one of the important research
contents of geographic information to bring three-
dimensional feeling to people with the help of computer-
aided technology. Big data virtual landscape design can not
only display the objects of landscape in a full range but also
bring new challenges. Based on this, this paper studies the
optimization of landscape 3D model based on big data anal-
ysis. In the optimization and improvement design of edge
folding area, the quadratic error matrix of vertex and the
product of absolute curvature of vertex are used as a new
error matrix to improve the modeling quality while retaining
more geometric features. Based on the basic value range
block, the value range block that does not meet the threshold
adopts an improved adaptive decomposition and combina-
tion algorithm. The method of adaptive combination is
directly used to meet the threshold. The simulation results
show that compared with the standard algorithm and quad-
tree algorithm, the proposed algorithm can not only
improve the compression ratio but also reduce the peak
signal-to-noise ratio and save the search time. It should be
pointed out that although the geometric features are retained
in the improvement of the quadratic error algorithm, the
factor of viewpoint is not considered in the examination,
which needs to be further studied.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The author declares no known competing financial interests
or personal relationships that could have appeared to influ-
ence the work reported in this paper.

References

[1] B. Gan, C. Zhang, Y. Chen, and Y. C. Chen, “Research on role
modeling and behavior control of virtual reality animation
interactive system in Internet of Things,” Journal of Real-
Time Image Processing, vol. 1, pp. 1–15, 2020.

[2] Z. Liang, D. Qiao, and T. Sung, “Research on 3D virtual simu-
lation of geology based on GIS,” Arabian Journal of Geos-
ciences, vol. 14, no. 5, 2021.

[3] H. Chen, J. Zhao, Z. Wang, J. Dong, and T. Yu, “Modeling vir-
tual abrasive grain based on random ellipsoid tangent plane,”
The International Journal of Advanced Manufacturing Tech-
nology, vol. 113, no. 7-8, pp. 2049–2064, 2021.

[4] Y. Deng, S. Y. Han, J. Li, J. Rong, W. Fan, and T. Sun, “The
design of tourism product CAD three-dimensional modeling
system using VR technology,” PLoS One, vol. 15, no. 12,
pp. 205–244, 2020.

[5] L. Luo, X. Yang, and X. Yang, “A 3-D scene management
method based on the triangular mesh for large-scale Web3D
scenes,” IEEE Multimedia, vol. 26, no. 3, pp. 69–78, 2019.

[6] P. Shan and W. Sun, “Research on landscape design system
based on 3D virtual reality and image processing technology,”
Ecological Informatics, vol. 63, article 101287, 2021.

[7] J. Yang, F. Wu, E. Lai, M. Liu, B. Liu, and Y. Zhao, “Analysis of
visualization technology of 3D spatial geographic information
system,” Mobile Information Systems, vol. 2021, no. 2, Article
ID 9173281, 9 pages, 2021.

[8] M. Zheng, W. Tang, A. Ogundiran, and J. Yang, “Spatial sim-
ulation modeling of settlement distribution driven by random
forest: consideration of landscape visibility,” Sustainability,
vol. 12, no. 11, p. 4748, 2020.

[9] H. Tastan, T. Tong, and C. Tuker, “Using handheld user inter-
face and direct manipulation for architectural modeling in
immersive virtual reality: an exploratory study,” Computer
Applications in Engineering Education, vol. 30, no. 2,
pp. 415–434, 2022.

[10] L. Guo and P. Wang, “Art product design and VR user experi-
ence based on IoT technology and visualization system,” Jour-
nal of Sensors, vol. 2021, no. 5, Article ID 6412703, 10 pages,
2021.

[11] L. Li, W. Zhu, and H. Hu, “Multivisual animation character 3D
model design method based on VR technology,” Complexity,
vol. 2021, no. 4, Article ID 9988803, 12 pages, 2021.

[12] S. K. Roy, S. Kumar, B. Chanda, B. B. Chaudhuri, and
S. Banerjee, “Fractal image compression using upper bound
on scaling parameter,” Chaos, Solitons & Fractals, vol. 106,
pp. 16–22, 2018.

[13] F. J. Hernandez-Lopez and O. Muiz-Pérez, “Parallel fractal
image compression using quadtree partition with task and
dynamic parallelism,” Journal of Real-Time Image Processing,
vol. 19, no. 2, pp. 391–402, 2022.

[14] N. Li, X. Song, K. Xiao, S. Li, C. Li, and K. Wang, “Part II: a
demonstration of integrating multiple-scale 3D modelling into
GIS-based prospectivity analysis: a case study of the Huayuan-
Malichang district, China - ScienceDirect,” Ore Geology
Reviews, vol. 95, pp. 292–305, 2018.

[15] P. C. Lee, L. L. Zheng, T. P. Lo, and D. B. Long, “A risk man-
agement system for deep excavation based on BIM-3DGIS
framework and optimized grey Verhulst model,” KSCE Jour-
nal of Civil Engineering, vol. 24, no. 3, pp. 715–726, 2020.

[16] W. Y. Lin and P. Lin, “Intelligent generation of indoor topol-
ogy (i-GIT) for human indoor pathfinding based on IFC
models and 3D GIS technology,” Automation in Construction,
vol. 94, no. 10, pp. 340–359, 2018.

[17] D. Černá, “Postprocessing Galerkin method using quadratic
spline wavelets and its efficiency,” Computers & Mathematics
with Applications, vol. 75, no. 9, pp. 3186–3200, 2018.

[18] P. Mutunge and D. Haugland, “Minimizing the tracking error
of cardinality constrained portfolios,” Computers & Opera-
tions Research, vol. 90, pp. 33–41, 2018.

[19] S. H. Huo, Y. S. Li, S. Y. Duan, X. Han, and G. R. Liu, “Novel
quadtree algorithm for adaptive analysis based on cell-based
smoothed finite element method,” Engineering Analysis with
Boundary Elements, vol. 106, no. 9, pp. 541–554, 2019.

[20] L. Zhao, X. Zhao, S. Zhu, and R. Fu, A Multi-Level Adjacent
Searching Algorithm of Degenerate Quadtree Grid on Spherical
Facet, vol. 43, no. 4, 2018Wuhan Daxue Xuebao (Xinxi Kexue
Ban)/Geomatics and Information Science of Wuhan Univer-
sity, 2018.

[21] Z. Wang and X. Lü, “Terrain rendering LOD algorithm based
on improved restrictive quadtree segmentation and variation

10 Journal of Function Spaces



Retraction
Retracted: Multiview Fusion 3D Target Information Perception
Model in Nighttime Unmanned Intelligent Vehicles

Journal of Function Spaces

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Journal of Function Spaces. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Xu and Z. Liang, “Multiview Fusion 3D Target Information
Perception Model in Nighttime Unmanned Intelligent Vehi-
cles,” Journal of Function Spaces, vol. 2022, Article ID
9295395, 10 pages, 2022.

Hindawi
Journal of Function Spaces
Volume 2023, Article ID 9830952, 1 page
https://doi.org/10.1155/2023/9830952

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9830952


RE
TR
AC
TE
DResearch Article

Multiview Fusion 3D Target Information Perception Model in
Nighttime Unmanned Intelligent Vehicles

Jijin Xu and Zhen Liang

Fujian Key Laboratory of Agricultural Information Sensoring Technology, College of Mechanical and Electrical Engineering,
Fujian Agriculture and Forestry University, Fuzhou 350100, China

Correspondence should be addressed to Jijin Xu; michaelxu@fafu.edu.cn

Received 16 May 2022; Revised 21 July 2022; Accepted 26 July 2022; Published 17 August 2022

Academic Editor: Miaochao Chen

Copyright © 2022 Jijin Xu and Zhen Liang. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Unmanned technology is an important development project of today’s cutting-edge science and technology, which has a
significant impact on social and economic development, national defense construction, and scientific and technological
development. The rapid development of industrial information technology has driven the unmanned intelligent vehicle system
to innovate and gradually enter the public’s view, and at the same time, the driving safety of unmanned intelligent vehicles is
also widely concerned. Target information perception system is the foundation of unmanned system and the fundamental
guarantee of safety and intelligence of unmanned vehicles. There are three key problems of target recognition in unmanned
driving, namely, target classification, localization, and attitude determination. In the implementation of a networked virtual
environment system, a flexible and complete perception model is needed as the guiding model of the system. Since 3D point
cloud data can provide more spatial information than 2D RGB image data, it is more beneficial to determine the target
category, position, and pose in 3D. In this paper, based on the existing research of unmanned intelligent vehicle perception
system, we combine the application of fusion of 3D target information perception model and develop a nighttime unmanned
system based on multiview fusion of 3D target information perception model. This system can simultaneously perform the
detection of multiple categories of objects and predict the center point, length, width, height, and orientation of the objects, so
that the unmanned car can sense the location of the surrounding objects when driving in the actual scene.

1. Introduction

As a class of intelligent robots, the development of
unmanned vehicles has a significant impact on social and
economic development, national defense construction, and
science and technology, and has become a strategic target
for research in high-tech fields in various countries around
the world [1]. Unmanned driving technology includes key
technologies such as target information perception, path
planning, vehicle control, and intelligent decision-making
[2]. The multiview channels used in unmanned intelligent
driving vehicles are visible light cameras, but ordinary visible
light cameras cannot accurately obtain specific information
in road scenes at night in dim and low-light environments

[3]. In the field of 3D spatial perception research, it is an
important capability for robots to acquire 3D information
through relevant sensors and to be able to understand the
scene and interact with the surrounding environment
through this data [4]. Among them, target information per-
ception technology is the underlying module of unmanned
technology and the basic guarantee for safe vehicle driving
[5]. Through unmanned driving technology based on 3D
target information perception model with multiview fusion,
we can effectively control many unstable human factors,
such as drunk driving and fatigue driving [6].

Unmanned vehicles traveling on the road at night need
to sense the surrounding environment of vehicles, pedes-
trians, etc., and although the infrared camera-based
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perception scheme can sense the obstacles in front of the
vehicle, it cannot accurately obtain the location informa-
tion of the obstacles and has limited accuracy [7]. Target
information perception for unmanned vehicles is a unique
machine-like human-like understanding of the vehicle’s
surroundings through some multiview channels, such as
LIDAR and cameras [8]. 2D target detection is unable to
obtain real-world target parameters such as physical
dimensions and 3D coordinates due to the use of image
information only and to identify target classes and locate
targets in the image plane [9]. The basic requirement for
3D target recognition in a typical unmanned scenario is
accurate classification, localization, and pose recognition
of the target to be detected [10]. According to the differ-
ences in the acquired data, the existing 3D target detection
algorithms can be divided into two categories: visual and
laser point cloud.

Target detection and localization in three-dimensional
space is an important basis for people to perceive the envi-
ronment and has important applications in robotics, auton-
omous driving, security monitoring, industrial production,
intelligent agriculture, and many other fields [11]. And
because such sensors as cameras are vulnerable to external
factors such as light and weather, and it is too difficult to
infer three-dimensional information of the target from
two-dimensional images, these algorithms are difficult to
achieve satisfactory results in obtaining three-dimensional
detection frames of the target [12]. In most of the night
vision related research generally uses infrared camera
instead of visible camera, the imaging principle of infrared
camera is different from visible camera, which is able to
transform the temperature distribution of the object in the
surrounding scene into an image by detecting the object’s
own infrared radiation, and then through photoelectric
transformation [13]. For safety reasons, autonomous driving
is a scenario that requires extra precision as well as stability.
In order to improve the performance of the algorithm, most
of the current 3D target detection algorithms in autonomous
driving scenarios use LiDAR as the main sensor. The chance
of traffic accidents is much higher at night than during day-
time; therefore, the 3D target information perception model
using multiview fusion is important to study how unmanned
intelligent vehicles can better perceive the surrounding envi-
ronment information in the night scenario.

In this paper, a 3D target detection algorithm is proposed
by fusing 3D target perception with LIDAR point cloud. The
algorithm effectively improves the target detection accuracy
of the unmanned intelligent vehicle in the night scene and
makes the unmanned intelligent vehicle have better night tar-
get information perception ability. The innovative contribu-
tion lies in the research of driving behavior planning based
on multiview fusion of three-dimensional target information
perception model. It enables the driverless intelligent vehicle
to make correct driving behavior planning in real time after
acquiring the surrounding environment information at night.
The basic data format of 3D target recognition algorithm is
point cloud, which is relatively stable and not affected by illu-
mination. It can truly reflect the position of objects in the
scene and is very suitable for target recognition.

2. Application of Three-Dimensional Target
Information Perception Model in Unmanned
Intelligent Vehicle at Night

2.1. Construction Method of Three-Dimensional Target
Perception Model Based on Multiview Fusion. The 3D target
detection model with multiview fusion consists of a feature
extraction module, a candidate region generation module,
and a channel fusion module. Unmanned vehicle is a
comprehensive technology, and if we look at the functions
of its parts, we can divide it into 3 parts: target informa-
tion sensing, decision planning, and vehicle control [14].
However, the point cloud data is very sparse and uneven
compared with image data and the data volume is large,
which makes the data application and storage calculation
face new problems. The 3D target recognition algorithm
focuses on the design of algorithms for the above two
problems, including various forms of reprocessing of the
point cloud and clever design of the network structure to
understand the geometric information in the point cloud
[15]. The prediction-tracking relationship between the
front and back frames of lane line detection is then estab-
lished to further improve the accuracy and efficiency of
lane line detection. The function of general tracking is to
predict the location of road features in the next frame
image, detect road features in a small range, and improve
efficiency. If no road feature is detected within the predic-
tion range, the position of the estimated or previous frame
feature is used. If no road feature is detected for several
consecutive frames, the full image road feature detection
is started. The flow chart of the entire lane line detection
algorithm is shown in Figure 1.

First, the feature extraction module acts on the encoded
bird’s eye view form and the front view form of the infrared
image data and the LiDAR point cloud data, respectively.
Each LiDAR scan is processed independently instead of cre-
ating a two-dimensional point cloud map. This reduces the
complexity of the algorithm by analyzing only a single
dimension of laser data, thus reducing the complexity of
the algorithm. The target information sensing system
acquires real-time and accurate information about the road
environment through a multiview channel device. The
threshold value T of the method is calculated by averaging
E, squared difference between pixels P, and root mean
square value Q between pixels for this window together,
and the parametric equation for performing the threshold
calculation is as follows:

T = a ∗ E + b ∗ p + c ∗Q: ð1Þ

The multiview channel data fusion discovers the exist-
ing and possible risk factors in the environment and
reports them to the decision-making module in time. In
the urban road environment, the main road types are tar-
mac, concrete, grass, and gravel roads, and the vehicles
will have different characteristics when driving on different
road types due to different friction coefficients and side
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slip angles. The equations to calculate the position transla-
tion based on the unmanned vehicle speed and angular
velocity are as follows:

E = B +VΔt cos wΔtð Þ, ð2Þ

E–end position
B–starting position
V–speed of a motor vehicle
w–angular velocity
Δt–camera sampling period
Therefore, for the linear discrete system, it is required to

satisfy the process model as a linear system with superimposed
process excitation noise, the measurement model as a linear
system with superimposed measurement noise, and the noise
both obey normal distribution. Using the end-to-end convolu-
tional neural network, the image obtained from the color cam-
era is used as the input, and the steering wheel angle signal is
output directly after the network decision, and themodel sche-
matic is shown in Figure 2.

Second, the candidate region generation module is
highly effective in 3D target detection algorithms. The net-
work draws on the ideas of the 3D target detection algorithm
and uses a network instead of manual extraction to generate
candidate regions of objects, using a bird’s eye view form of
LiDAR data as the input to the candidate region generation
module. The input 3D image is given to the 3D detector for
target detection. Using preprocessed dense/sparse labels, the
nonroad labels in the sparse part are moved from the sparse
points to the dense points closest to the vehicle perimeter. If
a stochastic process is a Markov decision process, then for
that stochastic process there must be a strategy that yields

better results than the other strategies in all cases, which is
also called the optimal strategy, then.

π∗ sð Þ = arg max Q s, að Þ, ð3Þ

s–time
π∗ðsÞ–optimal strategy
a–action
Then, the optimal value return function can be obtained:

Q∗ s, að Þ = 〠
x∗∈s

T s, að Þ R s, að Þ + γV∗ s∗ð Þð Þ, ð4Þ

γ–influence factor
LIDAR emits tens or hundreds of thousands of laser

pulses per second to the environment, and by measuring
the return time of the pulses, information such as target dis-
tance and orientation can be calculated. Therefore, the per-
ception model design of the network virtual environment
must take into account the user requirements and the envi-
ronment of the system, to be able to dynamically adjust the
display and network transmission data according to the
implementation conditions and to maintain the user’s sense
of reality. Instead of sticking to the optimization of the
global model, the approach we have chosen is a transition
from the local optimum to the global optimum. It can be
used to describe, understand, analyze, and evaluate people’s
perception of information security, and can quantitatively
analyze and compare the characteristics of different infor-
mation security threats, thus establishing a theoretical basis
for research in the field of information security and
human-computer interaction. It requires loading some
binary code into each client and then converting the JDBC
calls from the loaded client API to Oracle, Sybase, Informix,

Algorithm
initialization

Read in inertial
navigation sensor

information

Read in a frame of
image Image segmentation Inverse projection

change

Feature information
fusion

Clustering search

Curve fitting

Output

Figure 1: Flow chart of lane detection algorithm.
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DB2, or other DBMS transfers. Thus, given by two point
sets:

A = A1,w A1ð Þ, A2,w A2ð Þð Þ,⋯, Am,w Amð Þð Þð Þf g,
B = B1,w B1ð Þ, B2,w B2ð Þð Þ,⋯, Bm,w Bmð Þð Þð Þf g,

ð5Þ

wðAiÞ,wðBiÞ–weight
Finally, the channel fusion module uses a channel fusion

network based on regional unification. This network effec-
tively combines the features of each viewpoint, jointly clas-
sifies the targets on each viewpoint, and performs
directional regression for the 3D candidate regions. Thus,
road edge point detection is performed, and after processing
such as filtering and fusion, a travelable area optimal selec-
tion algorithm is then designed to obtain the most passable
area. Before filtering and fusion, the point cloud in the
KITTI dataset is projected onto the RGB image plane to per-
form a matching verification operation with RGB. The pur-
pose is to ensure the data match and to exclude the effect of
bias caused by the data itself in the subsequent algorithm.
The view cone of point cloud data is passed to the image-
point cloud fusion segmentation network for front and back-
ground segmentation and to determine whether there is
valid point cloud data, i.e., the scanned point cloud is
obtained with the target object returned. Then, sparse points
are removed from the classification list, and the final result
list represents the location of possible road areas and sur-
rounding geometric features.

2.2. Working Process of 3D Target Perception Model in
Unmanned Driving. The application of 3D target perception

model in unmanned driving is divided into two parts: front-
end data acquisition and data processing, with data trans-
mission between the two parts via wireless communication.
Using feature-centered Euclidean distance for target detec-
tion is the first method to use sparse convolutional layers
and L1 regularization for processing large-scale 3D data.
When the Euclidean distance is greater than a threshold,
the point is considered a feature point; otherwise, it is a non-
feature point, and the screening formula is as follows:

pi =
True, dm > σh

False, dm < σh

(
, ð6Þ

σh–threshold value
Pi–a point in the set of points P
It is very necessary and important to study how to use

3D target perception model to process point cloud data effi-
ciently and obtain accurate 3D target detection results for
autonomous driving. The unmanned system generates many
conditional branches for the information perceived by the
multiview channels, and each conditional branch is divided
into modules, making the whole system respond quickly to
different information inputs. The unmanned behavior plan-
ning system is shown in Figure 3.

First, the data from the network and the terminal are
passed through a parameter conversion processor to com-
plete the data separation. The acceleration data is prepro-
cessed by means of a low-pass filter with a frequency of up
to 100Hz to process the raw acceleration data for non-true
values and high-frequency noise. The same point clouds
undergo certain rigid changes in space (rotation or transla-
tion) and their coordinate values change. However, we
expect that the network’s recognition of the point cloud
should remain unchanged regardless of the rotation and
translation of the point cloud. Then, the residuals squared
at each point are summed as the total residuals for the whole
fitted plane. The residuals from a point to a plane aX + bY
+ cZ = 1 are calculated as shown in the following equation.

δi =
axi + byi + czi + 1j j
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2 + c2

p , i = 1, 2,⋯, nð Þ: ð7Þ

It is then necessary to pre-set thresholds to determine the
properties of the grid, and the size of the threshold selection
reflects the ability of obstacle detection. It is assumed that
the average distance calculated from all points conforms to
the Gaussian distribution, and the mean and standard devia-
tion can be obtained, and the points whose average distance
is outside certain criteria are eliminated. A multilayer point
deconvolution is built as the main structure of the segmenta-
tion network, and feature fusion with the corresponding point
convolution layer of the feature network is added. By adding a
classification loss function for each point, the final target seg-
mentation network can predict a category for each point, thus
achieving the effect of target segmentation. And after trans-
forming into the form of bird’s eye view data, the amount of
data can be largely reduced, while the information is arranged
in pixel form with a uniform and regular pattern. Suppose the

Le� camera Right camera

Central camera

Adjust with displacement and
rotation

Adjust with displacement and
rotation

Steering wheel
angle information

�e network calculates and outputs the
steering wheel angle signal

Backward propagation
error adjustment

Figure 2: 3D target perception model.
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system uses nmultiview channels to measure a physical quan-
tity, the ith multiview channel measurement is Xiði = 1, 2,⋯
, nÞ, and the weighting factor of each multiview channel is wi
, then the final fusion result is:

�X = 〠
n

i=1
wiXi: ð8Þ

Secondly, the separation is based on the data such as
model position state obtained from the static model, separated
into two parts, one part is used as parameters of the model
data converter, and the other part modifies the dynamic data
area in the model. The network structure of the auxiliary path
is the same as the number of intermediate layers of the original
network structure, and each intermediate layer in the auxiliary
path shares the weights of the corresponding intermediate
layers of the original network. In the backpropagation process,
each auxiliary path also performs loss calculation, and the cal-
culated loss on the auxiliary path is called the auxiliary loss,
and the weights are also updated on the auxiliary path after
calculating the auxiliary loss. Radius filtering is to define the
points lacking enough nearest neighbors as isolated noise
points. It is necessary to set the search radius and the threshold
of the number of nearest neighbors, and if the set conditions
are not satisfied, the corresponding points are removed. This
part performs a convolution operation on the image block
and the view cone point cloud data in parallel, where the
image is convolved using a dimensionally invariant multiset
convolution and the point cloud is convolved using a point
convolution network and the features of the image are fused
at each layer of the point convolution network. For this pur-
pose, candidate point sets need to be constructed separately
for the points in the point set P, and the candidate point sets
in Q are constructed as follows.

C = ci ci = pi, qi1, qi2, qi3,⋯, qik, 1 ≤ i ≤ 4h ijf g, ð9Þ

ci–the ith point
pi–candidate point set
k–number of candidate points

Finally, after adjustment, getting the adjustment and
data acquisition strategy, the model conversion processor
obtains the model data of the display from the static model
data, then merges the dynamic model data, and finally sends
the data to the display or network device. Point cloud noise
refers to the existence of a certain probability that a point lies
in a threshold radius around its original position. Compared
with other similarity measures, the use of rank function is
not so sensitive to image noise and luminance differences
and is good in real time, and its calculation formula is:

CRank u, v, dð Þ = g1 u, vð Þ − gr u + d, vð Þ
g1 u, vð Þ = 〠

i,jð Þ
g1 u + i, v + ið Þ < g1 u, vð Þ

8><
>: : ð10Þ

Also, there are outliers, i.e., random distributions of
coordinates, in point clouds. Radar data are in the form of
point clouds with varying amounts of data, but they all con-
tain a large amount of noise, so the noise needs to be filtered
out by a filtering algorithm. However, the sampling fre-
quency of the horizontal axis of the road contour is no lon-
ger uniform due to the changing vehicle speed, and the
sample interval of the road contour is small when the driving
speed is slow and large when the driving speed is fast. So
after data acquisition with noise removed, the system will
fuse LiDAR features and image features and a priori knowl-
edge of the road model to perform drivable area detection.
For the occluded objects with different attributes, the size
and arrangement of the objects described in the high-
precision scene environment as well as are different. To
make the acceleration data and velocity data sampled at
the same frequency, the velocity data are interpolated.

3. Application Analysis of 3D Target Detection
Algorithm in Unmanned Driving

3.1. Analysis of 3D Target Detection Algorithm. The 3D tar-
get detection algorithm can obtain the classification result
of the target object and the coordinate information in 3D
space by processing the 3D data. Due to the binary output
characteristics, the cross-entropy function is more suitable

Waiting for the
intersection to

be free

�rough the
crossroads Drive forward Wait before

stop sign

End task

�rough the U-bendParking before U-
bend

Figure 3: Unmanned driving behavior planning system.
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for pavement type classification than the squared error cost
function, and the cross-entropy function is closer to the cri-
teria of real classification. The 3D target detection algorithm
separates the point clouds in space according to the fore-
ground background based on the class prediction of each
point by the target segmentation network. And the activa-
tion function is used to extract the points of the foreground
object category out of them, so as to complete the extraction
of the target object. The activation function must be nonlin-
ear, and the activation function must be derivable every-
where to ensure computability in gradient calculation. The
comparison of the gradients generated by different activa-
tion functions is shown in Figure 4.

First, after the depth information of each pixel on the
image is determined by monocular or binocular vision, each
coordinate is assigned to the corresponding depth informa-
tion. The corresponding depth map is obtained and then
transformed into a point cloud by geometric principles.
The input point cloud data needs to be gridded, and the res-
olution of the gridding will determine the operation effi-
ciency and detection accuracy of the algorithm later, too
large may lead to slow operation and overfitting of the algo-
rithm, too small will not be able to accurately detect the tar-
get location. Reasonable grid node distribution plays an
important role in the calculation of nonlinear hyperbolic
conservation law equations. The numerical solution of hyper-
bolic conservation law equations has always been one of the
important research topics in computational fluid dynamics.
In the numerical solution of nonlinear hyperbolic conserva-
tion law equations, if the mesh is uniformly divided, in the
region where the properties of the solution change little, the
sparse mesh distribution can obtain more accurate results.
When there is a vehicle signal, the sampled signal will have
greater fluctuation, and the median filtering method can effec-
tively remove the impulse interference signal, so as to get a

smooth waveform signal; Figure 5 shows the comparison of
the signal after AMR-X and AMR-Y filtering.

Due to the limitation of the working principle of LiDAR,
the point clouds collected have the characteristics of near-
dense and far-sparse, and the high density of near points
easily leads to the slow operation of the clustering algorithm.
Therefore, voxel filtering of the point cloud data is needed
first to improve the real-time performance of the algorithm.
Compared with the basic detection network architecture
such as VGG, Darknet53 has a residual module that allows
the network to be optimized more easily at the same depth.
Therefore, the residual module allows to increase the net-
work depth to improve the network performance without
degradation. After the channel fusion network fuses the fea-
tures of each viewpoint channel, the fusion results are used
to perform regression correction on the 3D candidate
regions generated by the candidate region module.

Next, the pseudo point cloud data corresponding to
these target objects are found based on the pixel mapping
of the target objects segmented on the image to the pseudo
point cloud. After meshing the point cloud data, the features
of each mesh need to be specified, which can be set artifi-
cially or extracted using deep learning. The front-end data
acquisition part collects data from each lane of the traffic
intersection and packages the data for transmission to the
upper computer data processing host for calculation and
processing via wireless sensor network according to the
developed transmission protocol. The upper computer data
processing host displays traffic information such as current
traffic flow, speed, and time of obtaining vehicle informa-
tion, and saves the traffic data. The decomposition of image
basis functions with ICA is limited to the spatial domain
only, and if temporal variations are considered, such as con-
tinuous horizontal motion, vertical motion, and rotational
motion, image sequences in the time domain can be
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composed. The classification and regression of regions are
performed by two branches of the region recommendation
network, and then feature extraction is performed on the
feature map according to the size scaling of the filtered rec-
ommended regions and sent to the classification and regres-
sion branches to obtain the class and location of the target.
In order to detect low-speed vehicles in congested lanes,
the waveform change of a moving vehicle before and after
using the 3D target detection algorithm based on the multi-
state machine vehicle detection algorithm is shown in
Figure 6.

Finally, the pseudo point cloud in the candidate frame
and the corresponding labeled frame of the candidate frame
are fed into the second stage of the Point RCNN network for

candidate frame correction training. The 3D convolution of
the gridded data is performed to extract the necessary fea-
tures. Based on the point cloud data, the laser beam to which
the point belongs and the distance from the radar center can
be calculated. If the distance is less than the set distance of
the laser beam to which it belongs, then the point is a non-
ground point; if the distance is not much different from
the set distance of the laser beam to which it belongs, then
the point is a ground point. The distance between the data
points near the vehicle is still much smaller than the distance
far away from the vehicle. If we simply use the same radius
threshold for point cloud clustering, we will not be able to
achieve good clustering effect in both near and far away. If
the threshold is too large, the objects in the near area and
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the environment will be grouped into the same cluster, while if
the threshold is too small, the targets in the far area of the vehi-
cle will not be clustered correctly. Therefore, one dimension
can be reduced by setting the height span of the 3D convolu-
tion, fusing the dimension of height into the information of
the channel, and then regressing the position and size of the
target using the anchor frame and the final feature map as in
the image detection algorithm.

3.2. Target Detection and Location Analysis. Different sen-
sors output different forms of data, and the corresponding
data processing processes are different. Before radar data
can be processed, target detection and localization must be
analyzed according to the radar protocol. After multiview
channel calibration and data acquisition, the algorithm
incorporates laser features, image features, and the necessary
a priori knowledge to achieve driving area detection. Since
the acquisition frequency of IR camera and LIDAR is not
the same, this paper matches the IR image according to the
LIDAR frame number, sets the threshold value to 20 frames,
and looks for the image with the radar frame number less
than the threshold value and closest to it as the correspond-
ing image. After acquiring the parameters, the various data
provided by the system implementation layer should be inte-
grated, and the scheduling and adjustment should be carried
out. The variance is multiplied as a weight factor by the orig-
inal signal as the feature signal, so that the characteristics of
the magnetic field strength signal can be maintained and the
drift of the signal can be suppressed by the characteristics of
the variance. The vehicle recognition results are shown in
Figure 7.

First, a pseudo point cloud is generated and the data with
height more than 2m above the observation origin is
removed, and the point cloud is centered on the ground.
Since most of the information of the point cloud target is
gathered at its edges, the features at the edges can be

extracted effectively by using deformable convolution to
achieve the same effective accuracy, so the setting of the
anchor frame is not necessary, and the target frame is re-
clustered for each new scene. A multilayer point convolu-
tional network is built using point convolutional layers as
the main structure of the localization network, and several
branching networks are added after the main body of the
network according to the prediction task as the head struc-
ture of the prediction network. When the vehicle passes
above, the AMR sensor detects the information of the vehi-
cle’s perturbation to the earth’s magnetic field in real time,
and the subsequent processing circuit amplifies and filters
this perturbation signal and then converts it into a digital
signal by the controller’s A/D sampling channel processing
to analyze the sampled time series signal. The time synchro-
nization algorithm is used to time synchronize the two sen-
sor nodes, and the vehicle detection algorithm mentioned in
this paper can be used to obtain the moment when the vehi-
cle passes the sensor node, and the waveform perturbation
schematic of the dual sensor node speed measurement pro-
cess is shown in Figure 8.

Next, the left-eye images are put through Mask RCNN
model and inference is performed. Then, the minimum
enclosing box algorithm is used to calculate the minimum
enclosing box of the point cloud to get the position, size,
and direction of each target in the LIDAR column coordi-
nate system. All the 3D radar data falling into the grid are
calculated to get their maximum-minimum quotient differ-
ence, and if the difference is greater than the set idle value,
the grid is an obstacle point, and vice versa; it is a ground
point. The main concern is whether the three-dimensional
detector has missed detection, because if it misses detection,
the three-dimensional target location network is unable to
retrieve the lost object again. By analyzing and processing
the geomagnetic vehicle characteristic information collected
by the receiving station, the real-time data waveform of each
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lane is displayed. By calculating and obtaining traffic infor-
mation such as road traffic flow, vehicle speed, single vehicle
length, vehicle running direction and vehicle type, reliable
data are provided for the traffic information center. And
for different scene obstacles, the final multipath effect is dif-
ferent because of their material, shape, and other property
differences, and the reflected wave characteristics are also
different.

Finally, the mask generated by Mask RCNN is combined
with the pseudo point cloud to delineate the point cloud
foreground and background and filter out the background
information. In the process of updating the network param-
eters using stochastic gradient descent and chained deriva-
tives, the gradient descent algorithm must accurately
calculate the error of each layer before updating the param-
eters. The comparison of the target detection results of Fast
RCNN, Mask RCNN, and SSD is shown in Table 1.

The average precision mean result of Mask RCNN is
13.26 higher than SSD on the PASCAL VOC test set and
19.45 better than Fast RCNN.

If the selected training data does not fully contain all the
feature information that the test data has, it can seriously
affect the classification results. Therefore, a sampling win-
dow of size 5× 5 pixels is randomly placed at a pixel location

in a large image. It is important to note that the entire sam-
pling window boundary should be within the boundary of
the large image, cropping a small piece of the same image
size. The real regions of the three categories of vehicles and
pedestrians and cyclists are also marked on each copy of
data by manual annotation. A bottom-up candidate region
search network is used to extract the candidate regions from
the point cloud. The detection results of each 3D target
detection algorithm MV3D, AVOD, and VoxelNet are
shown in Table 2.

The foreground points are marked in green in the whole
point cloud scene to observe the performance of the 3D seg-
mentation network. And the results of the 3D prediction
module are represented by 3D boxes to observe whether
the network predicts the 3D pose correctly. The purpose is
to increase the nonlinear representation capability of the
network to obtain more refined image features. Also, the
design of filtering the reflected waves by means of antenna
polarization, etc., in order to eliminate the negative impact
of the localization process due to multipath effect is applied
in many receivers.

4. Conclusions

Unmanned self-driving vehicle is also known as intelligent
vehicle. It uses on-board multiview channels to sense the
vehicle’s surroundings and controls the vehicle’s steering
and speed based on the road, vehicle attitude, and obstacle
information obtained from the sensing, thus enabling the
vehicle to travel safely and reliably on the road. If RGB data
is used, although the 2D recognition network is more
mature, it will face the problems of dark light failure and
the presence of strong occlusion. In addition, the method
of classifying different road types using acceleration multi-
view channels alone is relatively ineffective for classifying
and recognizing tarmac and concrete roads with similar
vibration characteristics. In contrast, using a 3D target infor-
mation perception model with multiview fusion, after
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Figure 8: Schematic diagram of magnetic field waveform disturbance when a vehicle passes through a dual sensor node.

Table 1: Comparison of target test results.

Fast RCNN SSD Mask RCNN

Voc index (mAP) 67.26 73.45 86.71

COCO (AP50) index 34.99 45.62 57.38

Table 2: Comparison of three-dimensional target detection results.

VoxelNet AVOD MV3D

Model LiDAR RGB+ LiDAR RGB+LiDAR

Difficulty index 52.99 76.17 56.32
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Perceiving the movement track of aerobics is a key element of learning aerobics, but the current aerobics movement is not very
professional, the ability to identify the movement track is weak, and improper movement in the movement process is easy to
cause physical injury. In order to improve the safety of athletes in bodybuilding training, this paper uses Kinect to hold the
coach’s body contour, determine the standard level of coaches’ sports, and combine the characteristics for aerobics training, so
as to improve the sports level of coaches, through data acquisition, data processing, and feature extraction to assist sports
learning, as well as human posture recognition. The calculation and recognition of human skeleton joints are completed by
two algorithms, which improve the human motion recognition algorithm. The aerobics data collected by Kinect device is
specified and digitized, which enhances the robustness of the system and improves the performance of the algorithm and the
accuracy of the motion data.

1. Introduction

The quality of our national physical fitness is gradually
becoming a topic that requires attention. And enhancing
the national physical fitness will need a certain degree of
physical exercise, and the public learning aerobics program
movements, the need for repeated practice of the action,
and aerobics training will inevitably encounter high costs,
risks, and other difficulties, which inspired us to design a
set of techniques or equipment that can simplify the daily
physical exercise. Perceiving the track of aerobics is the key
element of learning aerobics, but the current way of aerobics
is not professional, and the recognition of track movement is
weak. Improper actions during exercise are easy to cause
physical damage. The cost of employing professional aero-
bics coaches is higher and the audience is smaller. And the
judgment of human motion trajectory is not accurate, which
affects the actual motion effect. [1].

At present, there are many devices for virtual simulation
experiments. These devices can carry out different virtual
somatosensory analysis and simulation for human body.

By analyzing the movement state of the human body, the
organization recognizes the wearing sports suits of different
movements. So athletes can carry out synchronous data
tracking in the process of sports [2]. And virtual training will
need an animation that can show the characteristics of hot
dance to assist training, and 3D animation technology can
solve this problem well; it can simulate human movement
[3], natural and smooth display of human posture, due to
its high accuracy and operability and other characteristics,
which is widely used in all aspects of life, including medical
detection of human health status game character model
design. It is increasingly accepted and used by the general
public. The algorithm applied to 3D animation technology
is also born and developed rapidly: from the very first frame
animation, such as “matchmaker,” to the skinning technol-
ogy which this system focuses on, combining the advantages
of both linear skinning algorithm and quaternion linear
skinning algorithm [4], removing the dross and taking the
essence, better applying to the present day 3D animation
technology. The Kinect depth data stream sensor can pro-
vide 3D depth data [5]. This paper analyzes the problems
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in aerobics training. An innovative aerobics track recogni-
tion system based on device motion capture technology is
designed, and the corresponding solutions are proposed.

This paper is divided into five structural parts. The first
part explains the research background of this system. The
research of aerobics track recognition system based on
device motion capture technology is analyzed. The second
part compares the current research status and references in
related fields. The third part introduces the proposed human
motion recognition algorithm using Kinect to optimize bone
joints. This paper clusters these features based on static k
-means algorithm and analyzes the improved hidden Markov
model and artificial neural network algorithm, which focus on
extracting joint distance features. The fourth chapter tests and
analyzes the scheme proposed in this paper. The experiment
analyzed 400 different aerobic posture sequences. Finally, this
paper is summarized. The aerobics data collected by Kinect
device is designated and digitized, which enhances the robust-
ness of the system and improves the performance of the algo-
rithm and the accuracy of sports data.

2. The Related Works

The launch of Microsoft Kinect device has injected fresh
blood into the field of artificial intelligence, and with it, the
problem of collecting human skeletal joint positions has
been solved, and more and more researchers have set out
to develop many systems that can be applied to life. Through
Kinect recognition of palm bones, for the study of gestural
skeletal movements [6–8], through Kinect device accessing,
through the design and analysis of a synchronous motion
diagnosis and rehabilitation system, some scholars have
explored the intelligent home style by developing some
learning tools to simplify the lifestyle. Assist athletes in daily
medical diagnosis [9]; Xu et al. designed and researched a
somatosensory educational game in response to the trend
of the times and combined it with contemporary preferences
[10]. Mao et al. used Kinect to get a better application in
swimming events to guide athletes in stroke contact [11].

The characteristics of the system are as follows. (1)
Kinect is a camera used with XBOX360. It is like a camera,
which can be connected to the game console through USB
interface. (2) Use infrared positioning: Kinect is more intel-
ligent than ordinary cameras. First of all, it can emit infrared
rays, so as to carry out stereo positioning of the whole room,
and the camera can recognize the movement of the human
body with the help of infrared rays. (3) Multiple additional
functions: this product can not only recognize the human
body through infrared ray but also recognize the complete
RGB color and automatically log in for users with the help
of face recognition technology. (4) Equipped with its own
interface: when Kinect is installed, users must use an inde-
pendent menu system instead of the original interface of
XBOX360. You can also pause the game directly through
voice or put your hand in the air and hold the virtual pause
button. (5) Built in chat software videokinect.

Many studies have conducted in-depth data collection
on some motion data by using human body markers.
Through the use of artificial intelligence and retrograde

analysis of movement characteristics under different sports
modes, the movement of athletes under video monitoring
is disassembled and marked. Recognize the best barrier free
movement mode under the condition of human vision.
From it, the movement position tracking simulation is car-
ried out to pave the way for future training. Xue et al. solved
the problem of body behavior recognition and description,
thus making good use of the device to capture the pose
and action with inertia and developed the corresponding
system [12].

In the choice of human modeling for Kinect, both HMM
and ANN algorithms are widely used in the field of model-
ing due to the ability of HMM algorithm to optimize the
computational process using its own dynamic modeling
characteristics and ANN algorithm to classify and integrate
the modules and resources of the system with its powerful
classification capabilities [13]. As a result, techniques as well
as devices designed for action recognition using HMM and
ANN algorithms are being developed [14]. If the HMM
and ANN algorithms are combined to optimize the system
model, then the system’s ability to collapse, i.e., its stability,
is greatly improved and the performance aspect is superior
to that of the HMM algorithm alone [15].

The previously mentioned 3D animation technology in
the construction of human models needs to take into
account the degree of smoothness of limb movements, that
is, the coherence of the movement as well as the variability,
the system in the calculation not only to consider the
trainer’s movement data for smooth improvement, but also
the robustness of the system, smoothness cannot be dis-
counted, so the requirements of the modeling algorithm is
very high. As the difficult problems of the modeling algo-
rithm are not well solved, the development and application
of the human model making are limited to some extent.
These difficult problems mainly include mannequin model-
ing techniques, motion data capture, and bone exclusion
skinning [16]. Among them, the algorithm of the virtual
human modeling technology is not mature enough to
achieve the algorithm changes with the action, and the strain
is poor, which leads to the trainer to take into account the
smoothness of the algorithm but give up the system
resources when making the action [17], and the process is
slow [18] or can reflect the data changes in real time while
ignoring the filtering effect [19], which has a negative impact
on the smoothness of the system and the trainer’s. There-
fore, designing an algorithm that optimizes the human
motion detection technique has become a high priority [20].

Inspired by the above idea, this system combines the first
estimated static initial center of mass outperform the ran-
dom center of mass initially estimated using the K-means
method [21].

3. Improved Static Aerobics Movement
Recognition Algorithm

3.1. Aerobics Movement Recognition Model. Moving target
detection and tracking is one of the core topics of computer
vision. It integrates the research results of image processing,
pattern recognition, artificial intelligence, automatic control,
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and other related fields. For different monitoring scenes, the
moving target detection and tracking algorithms are also dif-
ferent. This paper mainly studies the detection of moving
objects in static scenes and constructs an aerobics action rec-
ognition model. The motion node monitoring and identifi-
cation diagram is described in Figure 1. This system
mainly analyzes human joints through different aerobic
exercises.

In this paper, the static mean value is collected by using
the analysis results of moving nodes of different bones and
joints. Using the recognition and analysis of three-
dimensional key points, the distance feature is controlled
in the psychological degree. Feature extraction is carried
out through the initial state of different positions. Estimation
of K centers of mass the performance of human aerobics
gesture selection and are always random centers of mass
for K centers of mass. The category labeling of each aerobics
stance is determined by using ANN. Finally, aerobics moves
are identified aerobics moves gestures using HMM. The first
is to train each movement. Let us assume that the first move-
ment is trained first. Secondly, we cluster 64 groups of data
of each same action together. For discrete measurements,
that is, the measurements can be exhaustive. At this time,
the emission probability is matrix, but for continuous mea-
surements, it is generally GMM model. At this time, the
emission probability is generally the value of Gaussian
model parameters. These data can be used for action recog-
nition based on gmm-hmm.

The human aerobics posture in each frame is repre-
sented by the position of 20 skeletal joints:

Ht = p1t , p2t ,⋯, p20t
È É

: ð1Þ

The transformed joint coordinates are as follows.

pkit = pit − phipcentert , 1 ≤ i ≤N: ð2Þ

The feature vector f for each skeleton frame of the aero-
bics gesture sequence is defined as follows:

f = pk1t , pk2t ,⋯, pkNt
n o

,

F = f1, f2,⋯, f mf g:
ð3Þ

The aerobics gesture selection module by using subframe
representations of gestures instead of using all similar aero-
bics gestures. The aerobics gesture similarity is reduced
using a well-known K-means-based clustering algorithm
with a squared Euclidean distance metric for aerobics ges-
ture selection techniques.

The conventional (nonstatic) K-means algorithm
obtains randomized center of masses in the initial step stan-
dalone each time, and these centers of masses are sometimes
different. Using these cluster identifiers, all actions can be
correctly classified.

After reducing the repetitions of the aerobics gesture
sequences using each aerobics gesture separately, the com-
mon aerobics action figure is shown in Figure 2.

In this paper, different neural discrimination of joint
points is used for locking. Through the three-dimensional
analysis of bones, gesture analysis feature extraction of posi-
tion matching pattern is carried out. Because the hidden
layer of each key node needs and retrograde intelligent
matching analysis, it still needs to be further deepened.

The Markov model can correctly identify many instances
of aerobics gesture sequences, which are instances of aero-
bics gestures by using labeled artificial neural networks.
Dynamic gesture recognition based on the hidden Markov
model is generally based on the temporal characteristics of
gestures. A single gesture can be considered as a sequence
of different hand shapes, and multiple gestures can be distin-
guished by hand shapes and their motion trajectories.

λ = π, A, Bð Þ,
πi = P Si = qt½ �, 1 ≤ i, t ≤N ,
aij = P Sj = qt+1 Si = qtjÂ Ã

, 1 ≤ i, j, t ≤N ,

bj kð Þ = P uk at t Sj = qt
��Â Ã

, 1 ≤ j, t ≤N , 1 ≤ k ≤ R:

ð4Þ

3.2. Design of Aerobics Track Recognition Method. For the
traditional aerobics action recognition, it is necessary to
decompose the aerobics action into multiple static actions
in advance, because the data computation complexity of
multi-image action sequences is high and difficult to imple-
ment, so the features of skeletal data are extracted by Kinect

Start

Kinect collects bone and joint
data

Joint distance feature extraction

Use static K-Means to select
correct aerobics stance

Aerobics pose marking using
ANN algorithm

Aerobics action recognition
using HMM algorithm

Aerobics action model

End

No

Yes

Figure 1: Flowchart of aerobics movement recognition system.
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capture, and about 30 frames per second are collected to rep-
resent the coherence of aerobics action with continuous
human skeletal frame data [22]. The continuous aerobics
gesture sequence over a period of time is preset here to rep-
resent the change of aerobics. For an aerobics gesture
sequence M, Gi denotes the distance feature corresponding
to the i-th frame of the aerobics gesture sequence, i.e., the
feature quantity, which is N in total, so Gi is the set of dis-
tance features extracted from the skeletal data of a human
body while performing aerobics gestures.

M = G1,G2,⋯,Gi,⋯,Gnð Þ: ð5Þ

To compare whether two sets of body movements belong
to the same aerobics action, which needs to be judged by
waveform similarity, and the dynamic time regularization
method can stretch the aerobics action sequences of different
lengths of the same aerobics action in the time axis accord-

ingly, so the two aerobics action sequences are of the same
length. This means that the two sequences are similar. How-
ever, for the processing of time series, the two aerobic move-
ments comparing the length of time series may not be equal,
even though the similarity of two aerobic movements is high
and the lengths of the sequences are equal, the values of the
aerobic movement features at the same time points may be
deviated. To solve the above problem, the dynamic time
planning idea of DTW algorithm is introduced here to
reduce the gap between the action sequences by finding the

Figure 2: Common aerobics movement diagram.
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point-to-point mapping relationship between the two aero-
bics action sequences, i.e., the matching path with the smal-
lest distance.

The method of extracting motion feature vectors itself
may have the problem of time series time point alignment,
and DTW can solve this problem very well. The principle
of dynamic time regularization is mainly to solve for the
minimum distance between two sequences. Suppose T and
S are the reference and test aerobics sequences, respectively,
and there are two motion sequences of lengths n and m,
respectively.

T = T1, T2,⋯, Tnð Þ,
S = S1, S2,⋯, Smð Þ:

ð6Þ

Each sequence contains n and m with different aerobics
postures, and their values are the feature vectors of one
frame at a time.

However, because linear scaling ignores the possibility
that the sequence may be extended or shortened due to the
overload of different phases, the recognition efficiency is
affected. In order to overcome this effect, this paper proposes

a new dynamic scaling technology. If there are sequences
with unequal and, align the two aerobic sequences by linear
scaling, shortening the longer sequence or lengthening the
shorter sequence. When each sequence contains an equal
sum, the minimum distance between the two sequences is
obtained by numerically summing the eigenvectors of the
corresponding poses of the two aerobic sequences.

In this paper, we construct a matrix grid matrix i and j is
expressed as similarity by dðTi, SjÞ, and the distance and
similarity are inversely proportional.

d Ti, Sj
À Á

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
N

ω=1
Tiω − Sjω
À Á2s

, 1 ≤ ω ≤N , N = 24: ð7Þ

Equation (7) represents the Euclidean distance formula
for the corresponding points of two different aerobics pos-
ture sequences at a 24-dimensional posture feature vector
at a point in time, where N denotes the dimension of the dis-
tance feature of the aerobic gesture and Tiω and Sjω denote
the distance feature values corresponding to frame i and
frame j of the sequences of different aerobic gestures T and
aerobic gestures S. The matrix grid coordinates of ði, jÞ
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represent the correspondence between the points of the aer-
obic gesture sequence Ti and Sj.

The line through which each point of two different aero-
bics sequences are aligned is called the planning path, and
this line is the optimal ð1, 1Þ to the point ðn,mÞ. This algo-
rithm is called the regularized path algorithm. Equation (8)
defines the mapping relationship between different aerobics
sequences T and S, where W represents the planning path
and k represents the k point in the planning path

W = w1,w2,⋯,wk,⋯wKf g  max m, nð Þ ≤ K <m + n − 1:
ð8Þ

There are three selection conditions for the planning
path, namely, boundary constraint, continuity constraint,
and monotonicity constraint:

Boundary constraint: the regularization of two different
aerobics posture sequences is always at the two endpoints.
To facilitate the study of the skeletal data of aerobic move-
ments, the starting point of the path is w1ð1, 1Þ, the ending
point is wKðm, nÞ, the length of the aerobic movement
sequence is set to 30 frames every second, the duration of
the aerobic movement is set to 2 seconds, and the output
rate of the human skeletal data frames is 30 fps.

Continuity constraint: in order to ensure that the plan-
ning path covers each point in the aerobic gesture
sequence T and S, the adjacent frames are aligned; assum-
ing that there is a point wk−1ða′, b′Þ in the path, the next
point a in wkða, bÞ needs to satisfy a − a′ ≤ 1 and b needs
to satisfy b − b′ ≤ 1.

Monotonicity constraint: suppose there is a point wk−1
ða′, b′Þ in the path, the next point wkða, bÞ in a needs to sat-
isfy a − a′ ≤ 0 and b needs to satisfy b − b′ ≤ 0. So the frames
in the regularized path are monotonic at the point in time.

After three selection constraints, the point ði, jÞ can be
passed in only three directions, ði + 1, jÞ, ði, j + 1Þ, and ði +
1, j + 1Þ.

Set Yði, jÞYði, jÞ as the sum of the Euclidean distances of
the points Ti and Sj. The distances of the nearest elements
that can reach the point, which is called the cumulative dis-
tance. Under the constraint of the selection condition, we
find the path that satisfies the condition from the starting
point ð1, 1Þ to the end point ðn,mÞ, which is the optimal
path to find the point with the minimum cumulative dis-
tance corresponding to two different aerobics sequences.
The cumulative distance formula is

Y i, jð Þ = d Ti, Sj
À Á

+min Y i − 1, j − 1ð Þ, Y i − 1, jð Þ, Y i, j − 1ð Þf g:
ð9Þ

In order to calculate the similarity of two aerobic gesture
sequences, a dynamic time regularization algorithm is used
to match them, and the similarity is obtained by inputting
the aerobic gesture sequence to be tested and comparing it
with the gesture sequence in the standard template. Set the
set of action sequences M = fS1, S2,⋯, Si,⋯, SMg, and solve
the class labelðTÞ of the test aerobic action sequences T by
the formula

label Tð Þ = label Scð Þ, c = argminγ T , Sið Þ, i = 1, 2,⋯,M,
ð10Þ

where i and c are the serial numbers of the action sequence
of i in the template database and the sample with the smal-
lest distance in the template database, γðT , SiÞ indicates the
similarity between T and the action sequence of i, and
labelðScÞ is the class of the action sequence corresponding
to c.

In τ the process of testing the sample by the above
method, the sample to be tested may not be entered into
the template database beforehand. To avoid this error, we
set a threshold value τ, which represents the similarity of
two aerobic sequences, and mark the aerobic sequences out-
side the template database as nonidentified objects:
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τ =max dtw Si, Sj
À Á

, i = 1, 2,⋯,M, j = 1, 2,⋯,M, i ≠ j:

ð11Þ

4. Analysis of Simulation Results

The experiment was evaluated on 400 different sequences of
aerobic gestures (4 movements, 10 objects, different
sequences of aerobic gestures) (4 movements, 3 objects, 2
instances, and 5 classes).

First, the experiments are using nonstationary. Based on
this method, the training set will be tested and the process
will be repeated three times. The average accuracy is shown
in Figure 3.

After analysis, the accuracy of all proposed walking
actions is high. Each of these measures has high limitations.
After the first formal analysis and static simulation, the accu-
racy of the action studied is high. After the definition analy-
sis, the formal centroid analysis shows a high value. Figure 4
compares and analyzes all training sets. The analysis of dif-
ferent results shows that the method in this paper is higher
than other methods in the past.

In this paper, the mean experimental set analysis under
different states is carried out. Through the simulation of dif-
ferent action results, it shows that the action accuracy of
doing and standing is very high. The significance is strong.
Because the analysis repetition of this action is large, the
value of stable analysis is high. The accuracy is shown in
Figure 5.

The results of the test set show that the nonlinear rela-
tionship of the experiment shows good results. The action
recognition nodes of each joint are very accurate. Through
the static set simulation experiment analysis of the adopted
method, the static performance in the mean state is dis-
played. Figures 6–9 show this process well.

The recognition rates for the case where the training set
has a nonstatic K-means confusion matrix are shown in
Figure 7.

The recognition rates for the case where the training set
has a static K-means confusion matrix are shown in
Figure 8.

The recognition rates for the case with a nonstationary K
-means confusion matrix on the test set are shown in
Figure 9.

The recognition rates on the test set with a static K
-means confusion matrix are shown in Figure 10.

From the results of the above simulation comparison
experiments, it can be clearly seen that, compared with the
nonstatic K-means scheme, the static K-means with static
initial centroids has a better effect in correctly identifying
the sequence of aerobics motion trajectories.

5. Summary and Outlook

This paper analyzes the problems existing in aerobics train-
ing. An aerobics motion trajectory recognition system based
on device motion capture technology is designed, and the
corresponding solutions are proposed. This scheme
improves the performance of traditional human motion rec-

ognition algorithm. Compared with the traditional human
motion recognition algorithm, the accuracy of pose selection
is improved by using the bone characteristics of Kinect sen-
sor to distinguish motion. Through the simulation and anal-
ysis of bone movements in different positions, this paper
expounds the posture level of the action model in detail. It
not only improves the simulation accuracy of the system
but also evaluates it on the public dataset. Compared with
the Markov model of neural network, this paper has high
reference value. However, the research has certain limita-
tions. In the process of human bone modeling, although
the standard data of aerobics items and coach data are com-
pared in real time, each limb movement exceeds a certain
range threshold, and the connection of bone joint models
will lead to overlapping and unevenness, which is undoubt-
edly the loss of modeling effect. The next step should focus
on the envelope in the process of 3D human modeling. Sup-
porting the envelope will make the action of the model more
crash resistant.
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The adjustment method of the fast active reflector of “Chinese heavenly eye” is studied. Firstly, this paper studies the offset
characteristics of fast main cable node position, combined with the position of the celestial body to be measured, the follow-up
coordinate system is established, and the optimal fitting model of active reflector adjustment based on discrete main cable
node is established by using the idea of optimal fitting of the ideal surface. Secondly, the genetic algorithm is used to solve the
minimum root mean square error (RMSE). The offset of the triangular reflector is driven by the offset of the main cable node,
so that the working area is closer to the ideal paraboloid, and the maximum electromagnetic wave signal receiving ratio is
achieved. Finally, rotate the coordinate data of each main cable node according to the known celestial body angle and use the
Lagrange operator method to obtain the shortest distance from the actual offset point to the ideal paraboloid as the objective
function, with the radial expansion range of the actuator and the variation range of the distance between adjacent points as
constraints, and the size of the electromagnetic wave contact area is the basis for judging the amount of information, and a
reflector adjustment model for the optimal displacement strategy of discrete main cable nodes is established. Through the test,
concluded that the optimal fitting strategy is ideal, the model can accurately obtain the fast active reflector adjustment method
under the constraint conditions. Through the test, the conclusion that the optimal fitting strategy is ideal is obtained, and the
fast active reflector adjustment method that the model can accurately obtain under the constraints is verified.

1. Introduction

In the early 1990s, since the existing radio telescopes in the
world can no longer meet the needs of existing scientific
and technological development, the international astronom-
ical community proposed the construction of large-scale
radio telescopes to promote further human exploration of
the universe (Wu, 1995) [1]. The five-hundred-meter Aper-
ture Spherical radio Telescope (FAST) is a major scientific
and technological innovation achievement with independent
intellectual property rights in China. As one of the countries
with the earliest start and fastest development of celestial lit-
erature in the world, many scientists have focused on many
cutting-edge and hot topics of astrophysics and creatively
proposed to independently develop a new type of large aper-
ture antenna, namely, China’s celestial eye (hereinafter
referred to as “fast”), which is a major scientific and techno-
logical innovation achievement with independent intellec-

tual property rights in China [2]. The “FAST” telescope is
a 500m-aperture spherical reflector radio telescope with
extremely high sensitivity in the world, covering a wide
range of astronomical contents, and is engaged in the initial
turbidity of the universe, dark matter, dark energy and large-
scale structure, the evolution of galaxies and the Milky Way,
stellar objects, and even observational research on solar sys-
tem planets and adjacent space events (Nan and Jiang, 2017)
[3]. The “FAST” telescope mainly observes celestial objects
through the adjustment of its active reflector, and the active
reflector adjustment technology is an important technical
means to improve the observation accuracy of radio tele-
scopes (Wang et al., 2022) [4]. Therefore, the active surface
adjustment method used in this study drives the offset of
the triangular reflection panel and the offset of the main
cable node, so that the working area is closer to the ideal
paraboloid, so as to achieve the maximum electromagnetic
wave signal reception ratio and ensure the safe and efficient
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operation of the fast telescope, which is of great significance
to improve the level of scientific research in China, and also
provides a good reference for the research in the same field
of the international community.

At present, there are many studies on the “FAST” active
reflector [5–8]. As early as 2006, some scholars theoretically
and empirically studied the motion of the paraboloid of each
unit spherical block during the telescope tracking process
[9]. After that, some scholars have analyzed the surface
shape accuracy of FAST based on the structure and working
principle of FAST active reflector and on the basis of reflec-
tor unit dynamics. Also, the fitting accuracy of FAST instan-
taneous paraboloid was studied [10–12]. Wu and Zhang
(2008) fit a paraboloid based on the least squares method
and calculated the fitting accuracy of the paraboloid in the
FAST reflection surface and found that the surface accuracy
is the highest when the paraboloid vertex is at the center of
the circle [13]. There are also some scholars who have veri-
fied, analyzed, and optimized the FAST project’s active
reflector measurement control scheme on the scaled-down
radio astronomical telescope model [14–17]. Luo et al.
(2011) proposed an integrated astronomical trajectory plan-
ning model and carried out the corresponding derivation
and analysis to obtain the relationship between the observa-
tion trajectory of FAST and the corresponding coordinate of
the center point of the cable-net paraboloid with time [18].
Li and Zhu (2012) analyzed the pros and cons of the para-
bolic deformation strategy based on the premise of the min-
imum difference between the parabolic arc length and the
spherical arc length during the deformation process of the
reflecting surface and through the smooth transition
between the parabolic edge and the spherical surface [19].
Wang et al. (2022) used the azimuth and elevation angles
to determine the positional relationship between the
observed object, the origin, the curved surface where the feed
cabin is located, and the reference sphere, and based on the
limitation of the adjustment range of the reflective panel, the
particle swarm algorithm was used to determine the equa-
tion of the paraboloid [20]. Based on the research on the
“FAST” active reflector, some scholars have established a
model to adjust the paraboloid to determine the receiving
ratio of the feed cabin to improve the observation accu-
racy of radio telescopes [21–24]. Li et al. (2020) combined
with the joint simulation of kinematics and control, hard-
ware in the loop simulation test and other methods, real-
ized the accurate positioning of the feed source in the
feed cabin in the 100m large-scale space and overcome
the effects of high-altitude wind disturbance, steel cable
vibration, and its own motion coupling [25]. Li et al.
(2022) combined Fermat’s principle to simulate the elec-
tromagnetic wave reflection in three-dimensional space,
calculate the receiving ratio of the feed cabin, and test
the data results, indicating that FAST can freely adjust
the autonomous surface in a certain radio frequency band
and obtain a higher acceptance ratio [26].

To sum up, the existing extensive research on the
“FAST” active reflector, the fitting accuracy of fast instanta-
neous paraboloid, adjusting paraboloid to determine the
receiving ratio of feed cabin, and other aspects has laid a

solid theoretical and practical foundation for this paper.
However, the existing research also needs to be further deep-
ened, such as the distance between the actual offset point of
the main cable node and the ideal paraboloid can still be fur-
ther reduced, and the electromagnetic wave receiving ratio of
the paraboloid reflector still needs to be further improved
[27]. By studying the offset characteristics of FAST’s main
cable node position, establishing the follow-up coordinate
system combined with the position of the celestial body to
be measured, and adopting the idea of optimal fitting of
the main cable node to the ideal surface, this paper estab-
lishes the optimal fitting model of active reflector adjustment
based on discrete main cable nodes [28, 29]. On this basis,
the genetic algorithm is used to solve the minimum root
mean square error, and the offset of the main cable node is
used to drive the offset of the triangular reflector. Thus, the
working area is better close to the ideal paraboloid to achieve
the maximum electromagnetic wave signal reception ratio.

In the following innovation of this paper, the following
coordinate system is introduced, which effectively simplifies
the geometric operation process, reduces the calculation and
model complexity, and adopts the idea of overall deviation
distribution, which can make the main cable nodes approach
the ideal paraboloid more accurately. At the same time, the
optimization model is established by using the known con-
straints and solved by the genetic algorithm. In the process
of solving, the global control variables are added to screen
out the bad values.

Firstly, the following coordinate system with the direc-
tion of the observed celestial body as the reference is
introduced to find the optimal approximation model for
the distribution of the mean square deviation of the radial
direction. In order to make the expansion distance of the
actuator within the adjustable range, take h as the variable
to investigate the overall deviation distribution vector and
find the h value with the minimum overall offset, that is,
the minimum overall RMSE, so as to determine the trajec-
tory equation of the ideal paraboloid. Using the traversal
algorithm to search the h value under the restriction of
radial expansion, it is obtained that the h value with the
smallest RMSE is 300.817 5, and the trajectory equation
of the ideal paraboloid is

x2 + y2 = 562:47 z + 300:8175ð Þ: ð1Þ

The global optimal solution of the offset of each main
cable node in the working area is obtained by a genetic
algorithm, and the final optimal solution is h = 300:8169,
f = 140:6192. The paraboloid trajectory equation (1) of
the actual offset in the follow-up coordinate system and
the coordinates of the main cable node after the offset
are obtained. The coordinates of the main cable node after
the offset in the reference coordinate system are obtained
through the inverse transformation of the rotation matrix.
The mean value of the distance change between adjacent
nodes is 0.0633%, and the average length of the radial
shrinkage of the main cable node is 0.20343.
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2. Basic Assumptions and Index Selection

2.1. Basic Assumptions. In order to facilitate the study of the
problem, the following hypotheses are put forward: (i) elec-
tromagnetic wave signal and reflected signal are regarded as
linear propagation. (ii) The reflecting panel is smooth, and
the electromagnetic beam is completely reflected after pass-
ing through the reflecting surface. (iii) The electromagnetic
beam from the measured celestial body is parallel incidence.
(iv) All components of the active reflecting surface are rigid
bodies. (v) All data sources involved in this study are true,
accurate and scientific.

2.2. Symbol Description. In combination with modeling
theory and method, there are 6 variables involved, as shown
in Table 1.

3. Trajectory Equation of Ideal
Paraboloid under Nonworking State of
Active Reflector of Radio Telescope Based on
Ergodic Algorithm

3.1. Research Approach. According to the measurement
requirements of the radio telescope, the focus of the ideal
paraboloid is in the feed cabin; that is, the coordinates are
(0, 0, -0.534R). When the object is directly above the refer-
ence sphere, the main cable node of the ideal paraboloid ver-
tex is the easiest to study the offset direction of all nodes; so,
the paraboloid trajectory equation can be transformed into a
function related to the radial expansion distance h of the ver-
tex. For the convenience of calculation, the following coordi-
nate system with the direction of the observed celestial body
as the reference is introduced, and the unit vector outward
along the spherical normal direction at the main cable node
is introduced to study the radial displacement deviation d.
The component of the deviation in the coordinate system
forms a functional relationship with the original coordinates
of the main cable node, and the objective function only
related to the radial expansion distance h can be obtained
by substituting the assumed ideal paraboloid equation. The
method of RMSE of overall deviation distribution is used
to find the most ideal radial displacement of all displaced
main cable nodes in the working area. Combined with the
constraints of radial shrinkage range, the optimization
model of the ideal paraboloid trajectory equation is estab-
lished. Using the traversal algorithm to calculate the devia-
tion of each node, the h of the optimal solution can be
found, and the trajectory equation can be solved [30].

3.2. Displacement Model of Active Reflector. When the active
reflector of the radio telescope is in the nonworking state,
that is, in the reference state, each main cable node falls on
the reference sphere with a radius of 300 meters and a diam-
eter of 500 meters. When observing the celestial body, it is in
the working state, and the area of the illumination part of the
feed is adjusted to an approximate ideal paraboloid with an
aperture of 300 meters. To determine the ideal paraboloid,
the benchmark space rectangular coordinate system OXYZ
is established with the spherical center of the reference

sphere as the origin and the vertical direction as the z-axis,
and the spherical trajectory equation of the feed cabin can
be obtained as follows:

x2 + y2 + z2 = R − 0:466Rð Þ2 = 0:534Rð Þ2: ð2Þ

Benchmark spherical trajectory equation is as follows:

x2 + y2 + z2 = R2: ð3Þ

At the same time, taking the spherical center of the ref-
erence sphere as the origin and the direction pointing to
the observed celestial body as the z-axis, we establish the
spatial follow-up coordinate systemOX′Y′Z′, as shown in
Figure 1. The models in the subsequent articles are estab-
lished and solved based on this follow-up coordinate system
OX′Y′Z′.

Assumed that the trajectory equation of the ideal parab-
oloid in the OX′Y′Z′ coordinate system is as follows:

x2 + y2 = 4f z + hð Þ, ð4Þ

Where variablef is the focal length of the ideal parabo-
loid, and h is the offset of the paraboloid vertex along the
Z ′ axis relative to the reference sphere. Obviously, under
the working state, the point with the maximum offset of each
main cable node in the working area is the vertex.

Since only each main cable node can be used for parab-
oloid fitting, the optimal approximation model is found by
fitting the distribution of the mean square deviation from
the reference sphere center to each point, that is, the radial
direction deviation. To make the expansion distance of the
actuator within the adjustable range, we take h as the vari-
able to find the h value with the smallest overall offset, that
is, the smallest overall RMSE, so as to determine the ideal
paraboloid.

3.3. Establishment and Solution of Overall Offset Model. Take
a point Aðx0, y0, z0Þ in the above follow-up coordinate sys-
tem and set it as any main cable node in the lighting area
on the ball.

After being pulled by the actuator, point A is offset to
point A′ on the paraboloid. The radial expansion of the
actuator is known; so, we can think that the displacement
of main cable node A only moves along the normal direction
of the sphere, while the displacement along the tangential
direction of the sphere is ignored. According to the actual
situation, the paraboloid is close to the spherical surface;
so, here we think that the vector AA′ is approximately along
the normal direction of the spherical surface, then the line
segment AA′ is parallel to the Z′ axis A, and its value is
set as d. When the point is located on the inner side of the
ideal paraboloid, the deviation value d is positive; otherwise,
it is negative.

Introduce the unit vector q = ðqx, qy, qzÞ outward along
the spherical normal direction at the main cable node A,
whereA are their projections on the OX′, OY′, and OZ ′
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axes, respectively, and then point A′ about point a has para-
metric equation as follows:

x = x0 + qxd,
y = y0 + qyd,
z = z0 + qzd:

8>><
>>: ð5Þ

Then, the coordinates of point A′ can be obtained as fol-
lows:

x0 + qxd, y0 + qyd, z0 + qzd
� �

: ð6Þ

Then, we can set the direction for the deviation d of
point A. at this time, d is transformed into a deviation

vector:

d
!
= dx, dy , dz
À ÁT = qxd, qyd, qzd

� �T
: ð7Þ

Known conditions indicated that point A′ is a point
on the ideal paraboloid and satisfies the paraboloid equa-
tion. Therefore, substitute it into the coordinate solution
equation to obtain the function of deviation d with respect
to h:

d = −
x2 + y2 − 4f z

2qxx + 2qyy − 4qz f
+ h · 4f

2qxx + 2qyy − 4qz f
: ð8Þ

Remember γ = −x2 + y2 − 4f z/2qxx + 2qyy − 4qz f , η = 4f
/2qxx + 2qyy − 4qz f . Then, d

!
can be simplified as

d
*

= γ + hηð Þ · q* : ð9Þ

Table 1: Symbol description.

Serial number Symbol Description

1 R Reference spherical radius

2 f Focal length of ideal paraboloid

3 h Vertex offset

4 d Deviation value of main cable node

5 D Overall deviation distribution vector of working area

6 q The unit vector outward along the normal direction of the sphere at the main cable node

z z′
3

2

1

O
1 2

3
4

x

x′

1 2 3

y

y′

𝛽

D

(a)

z

z′

E D

D′

𝛽

A

I

(b)

Figure 1: Rotation diagram of spatial follow-up coordinate system (a) and surface rotation diagram (b).
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Let D = ðd!
T

1 , d
!T

2 ,⋯,d
!T

n Þ
T

be the overall deviation distri-
bution vector of each main cable node in the working

area, where d
!T

i is the deviation vector of the i − th main
cable node. Transformed into a vector formula about h:

D = q*1γ1, q
*

2γ2,⋯,q*nγn

� �T
+ q*1η1, q

*
2η2,⋯,q*nηn

� �T
h:

ð10Þ

Then, we can get the RMSE calculation formula of the
overall deviation distribution D with respect to h:

δ =
ffiffiffiffiffiffiffiffiffiffi
DTD

p

n
: ð11Þ

where n is the total number of offset main cable nodes.
Then, the objective function of the overall offset optimiza-
tion model is

min δ =
ffiffiffiffiffiffiffiffiffiffi
DTD

p

n
: ð12Þ

If the celestial body to be observed is directly above
the reference sphere, the follow-up coordinate system OX
′Y ′Z ′coincides with the reference coordinate system, and
the deviation vector is as follows:

D
!
= dx, dy , dz
À ÁT = 0, 0, qzdð ÞT = 0, 0, dð ÞT , ð13Þ

which is downward along the Z − axis. Then, the trajectory
equation of the ideal paraboloid in the reference coordi-
nate system is

x2 + y2 = 4f z + hð Þ, ð14Þ

and the functional expression of the deviation d with
respect to h is obtained:

d = x2 + y2 − 4f z
4qz f

+ h · f
qz f

: ð15Þ

Then, the optimization model is

min δ =
ffiffiffiffiffiffiffiffiffiffi
DTD

p

n
,

s:t:

−0:6 ≤ d ≤ 0:6,

γ = x2 + y2 − 4fz
4qz f

,

η = fz
qz f

,

D = q*1γ1, q
*

2γ2,⋯,q*nγn

� �T
+ q*1η1, q

*
2η2,⋯,q*nηn

� �T
h:

8>>>>>>>>>><
>>>>>>>>>>:

ð16Þ

3.4. Result Analysis. In the case of an ideal paraboloid, the
electromagnetic waves reflected by the paraboloid can con-
verge on the feed cabin, then the coordinates of the feed
cabin are the focal coordinates of the paraboloid, and the
relationship between f and h can be determined according
to the formula as follows:

f − h = − 1 − 0:466ð ÞR: ð17Þ

Since the relationship formula between f and h is
determined, the objective function of the optimization
model is the univariate variable function about h. Based
on the idea of piecewise step size and using the ergodic
algorithm, the final optimal solution of h is 300.8175, and
the RMSE is 0.19791. Substitute h to obtain the trajectory
equation of the ideal paraboloid as follows:

x2 + y2 = 2 × 281:235 × z + 300:8175ð Þ⇒ x2 + y2

= 562:47 z + 300:8175ð Þ: ð18Þ

4. Problem Two Model Establishment
and Solution

4.1. Research Approach. A follow-up coordinate system has
been established according to the direction of the measured
celestial body. When the angle of the celestial body is known,
the ideal paraboloid in the reference coordinate system can
be transformed into an ideal paraboloid with the vertex on
the z-axis in the follow-up coordinate system. To study the
coordinate changes of each main cable node, the Lagrange
operator method is used to solve the shortest distance from
the point to the parabola, which is used as the objective func-
tion and added constraints to make the actual offset point
approach the ideal paraboloid. The constraint conditions
include the expansion amount of radial actuator and the var-
iation range of node spacing. According to this condition,
the optimization model is established, and the global vari-
ables are defined for the variation range of node spacing.5.1
coordinate rotation and solution of ideal paraboloid trajec-
tory equation.

4.2. Theoretical Derivation. If the object to be observed is
located at α = 36:795°, β = 78:169°, then in the rotating
follow-up coordinate system, the observed object rotates
directly above the spherical center, that is, α = 0°, β = 790°.
We need to discuss the rotation of the coordinate system.
The trajectory equation of the ideal paraboloid in the
follow-up coordinate system OX ′Y ′Z ′ is solved by
MATLAB software as follows:

x2 + y2 = 2 × 281:235 × z + 300:8175ð Þ⇒ x2 + y2

= 562:47 z + 300:8175ð Þ: ð19Þ

The rotation transformation between the reference coor-
dinate system and the follow-up coordinate system is dis-
cussed below.

We also choose the follow-up coordinate system to dis-
cuss the coordinate offset of each main cable node. Process
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the coordinates of the main cable node transform it from the
reference coordinate system OXYZ to the follow-up coordi-
nate system OX′Y′Z′.

Let the base vector under the reference coordinate sys-
tem be ð e!1, e

!
2, e

!
3Þ and the base vector under the follow-

up coordinate system be ð e!1′ , e
!
2′ , e

!
3′Þ. Let the original coor-

dinate of e!1′ in the reference coordinate system be e!1′ = ðx1
, y1, z1Þ, and there are

x21 + y21 + z21 = 0, ð20Þ

where e!3′ can be expressed as e!3′ = ðcos β cos α, cos β
sin α, sin βÞ by the original basis vector. Since e!1′ is perpen-
dicular to e!3′, there is an angular relationship:

x1 cos β cos α + y1 cos β sin α + z1 sin β = 0: ð21Þ

Take the projection line of the OZ′ axis on the xOy
plane and its unit vector OD�! and use the above formula to

obtain the vector OD�! = ðsin β cos α, sin β sin α,− cos βÞ
after the rotation of point D. According to the geometric
angle relationship, it is known that the rotation angle is the

same, that is, cos < e!1, OD
�! ≥ cos ð e!1′ , OD

�!′Þ; so, the angle
relationship is obtained:

x1 sin β cos α + y1 sin β sin α − z1 cos β = cos α: ð22Þ

According to equations (15), (20), and (21), replace the
known angle α = 36:795°, β = 78:169° to obtain the solution

x1 = 0:9864, y1 = −0:01019, z1 = 0:1642: ð23Þ

The variation of the basis vector is obtained:

e1′ = 0:9864e1 − 0:01019e2 − 0:1642e3,
e2′ = −0:01019e1 + 0:9924e2 − 0:1228e3
e3′ = 0:1642e1 + 0:12882 + 0, 9788e3:

8>><
>>: , ð24Þ

Then, the final coordinate transformation formula is as
follows:

x′

y′

z′

2
664

3
775 =

0:9864 −0:01019 −0:1642
−0:01019 0:9924 −0:1228
0:1642 0:1228 0:9788

2
664

3
775 ·

x

y

z

2
664

3
775:

ð25Þ

The processed part of the coordinate data is shown in
Table 2.

Use the rotation coordinate transformation formula of
formula (25) to rotate the coordinates of formula (4), that
is, the equation of the ideal paraboloid in the follow-up coor-
dinate system, and get the trajectory equation of the ideal
paraboloid when the celestial body is at the position of angle

α = 36:795°, β = 78:169° in the reference coordinate system:

0:9738302955942003 · x2 + 0:9849199553123014 · y2

+ 0:039679480346832406 · z2 − 0:0403312962919332 · xy
− 0:32151881303998514 · xz − 0:32151881303998514 · yz
− 92:34698831460001 · x − 63:447065976000005 · y
− 550:521224802 · z = 169200:819225:

ð26Þ

4.3. Reflector Pane Adjustment Model Based on Discrete
Main Cable Node Displacement. To make the main cable
node approach the ideal paraboloid as much as possible, a
reflector panel adjustment model based on discrete main
cable node displacement is established. The first mock exam
is the best one in the problem, and the ideal paraboloid is
also for the main cable node. The actual paraboloid with tri-
angular panels should have a larger radius of curvature, as
shown in Figure 2. Therefore, discrete points to approximate
the ideal paraboloid are adopted [31].

In the follow-up coordinate system, the distance between
the actual offset point of the main cable node and the ideal
paraboloid is discussed, and the coordinate of the actual off-
set point closest to the ideal paraboloid under the limiting
conditions (i.e., the radial expansion is -0.6 and 0.6, and
the change of the distance between adjacent nodes is no
more than 0.07%) is found. Therefore, the optimization
model is established to find out the adjustment model of
the reflection panel based on the displacement of discrete
main cable nodes.

In practice, when the actuator pulls the triangular reflec-
tor for displacement, there will be a small change in the dis-
tance between adjacent nodes, which deviates from the
theoretical offset point calculated above, so that the main
cable node is not on the ground anchor point and the con-
necting line of the ball center; that is, the three points cannot
be strictly collinear. Therefore, the main cable node and
ground anchor point do not move completely along the
radial direction in the actual deformation [32, 33].

We take any main cable node Aðx0, y0, z0Þ on the work-
ing area of the reference sphere, set the ideal offset point ofA
point as A′ðx′, y′, z′Þ point, and the A′ point is located on
the ideal paraboloid x2 + y2 = 4f ðz + hÞ2. Due to the exis-
tence of deviation, we set the actual offset point of A point
as A′′ðx′′, y′′, z′′Þ point. Figure 3 shows the geometric rela-
tionship between theoretical displacement and actual dis-
placement of main cable node.

The Euclidean distance between point A′ and point A′′ is

dA′A″ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x′ − x″

� �2
+ y′ − y″
� �2

+ z′ − z″
� �2

r
: ð27Þ

To establish the adjustment model of the main cable node
approaching the ideal paraboloid, we use the shortest distance
from the actual offset point to the ideal paraboloid as the
objective function to establish the optimization model.
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The Lagrange operator method is used to calculate the
minimum distance between the actual offset point and the
ideal paraboloid. For the actual offset point A′ðx′, y′, z′Þ, take
the square of Euclidean distance as the objective function, i.e.,

min D = x − x″
� �2

+ x − y″
� �2

+ x − z″
� �2

,

s:t: x2 + y2 − 4f z + hð Þ = 0:
ð28Þ

Lagrangian operator λ with λ ≥ 0 is introduced to con-
struct Lagrangian as follows:

Q =D + λ x2 + y2 − 4f z + hð ÞÂ Ã
= 0: ð29Þ

Calculate the partial derivative of the Lagrangian on x, y,
z, λ, respectively, and make it zero, including

∂Q
∂x

= 2 x − x″
� �

+ 2λx = 0,

∂Q
∂y

= 2 y − y″
� �

+ 2λy = 0,

∂Q
∂z

= 2 z − z″
� �

− 4λfz = 0,

∂Q
∂λ

= x2 + y2 − 4f z + hð Þ = 0:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

⇒

x = x″
1 + λ

,

y = y″
1 + λ

,

z = z″ + 2λf ,
x″2 + y″2
1 + λð Þ2 − 4f z″‘ + 2f + h

� �
= 0:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð30Þ

Table 2: Coordinates of each main cable node after rotation.

Node X Y Z Thea X Thea Y Thea Z

A0 49.320 026 47 36.889 381 35 -294.018 482 6 -0.164 181 18 -0.122 800 87 0.978 756 6

B1 55.229 444 59 45.147 999 76 -291.807 329 5 -0.183 874 204 -0.150 286 726 0.971 392 903

C1 59.071 297 35 33.580 077 66 -292.614 262 4 -0.196 623 253 -0.111 766 87 0.974 088 014

D1 49.396 380 8 26.555 491 25 -295.118 526 -0.164 435 398 -0.088 394 798 0.982 419 134

E1 39.575 149 93 33.781 467 71 -295.859 369 1 -0.131 760 932 -0.112 436 88 0.984 884 257

A1 43.180 250 62 45.272 464 75 -293.812 901 1 -0.143 721 369 -0.150 701 494 0.978 076 287

A3 49.071 321 78 53.521 360 38 -291.492 125 4 -0.163 353 742 -0.178 141 503 0.970 351 048

…… …… …… …… …… …… ……

E428 -152.060 690 4 187.429 294 9 -178.852 558 8 0.506 172 8 -0.623 929 324 0.595 400 116

E429 -146.547 628 5 195.355 187 4 -174.930 084 6 0.487 849 82 -0.650 329 634 0.582 300 544

E430 -140.771 871 8 203.086 310 4 -170.820 626 6 0.468 615 102 -0.676 066 534 0.568 624 596

Reflector inner cut ball

Main cable node
Reflective panel

Ideal paraboloid

Reflective panel

Benchmark panel

R

Figure 2: Schematic diagram of ideal paraboloid, benchmark sphere, and inscribed sphere of reflector.
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Figure 3: Displacement of main cable node.
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The solution of the equations is obtained

λ = −
z″ + h
2f , x = −

2f x″
z″ + h − 2f

, y = −
2f y″

z″ + h − 2f
, z = −h,

ð31Þ

Replace the x, y, z solved into the original objective func-
tion D to obtain

Dmin = x − x″
� �2

+ y − y″
� �2

+ z − z″
� �2

=
z″ + h

� �
x″

z″ + h − 2f

2
4

3
5
2

+
z″ + h

� �
y″

z″ + h − 2f

2
4

3
5
2

+ z″ + h
� �2

:

ð32Þ

The objective function gives the minimum value of the
distance between any point in space (take the actual offset
point here) and the ideal paraboloid. In order to make the
objective function reach the minimum value, that is, the actual
offset point can best approach the ideal paraboloid, it is neces-
sary to add constraints to it. Obviously, in order to make the
actual offset point closer to the ideal paraboloid, the actuator,
the main cable node, and the transformed point should be on
the same straight line and perpendicular to the reference
sphere. The direction vector of the straight line is obtained
by using the coordinates:

xo′ − x′
x″ − x0

= yo′ − y′
y″ − y0

= zo′ − z′
z″ − z0

: ð33Þ

The expansion and contraction amount of the actuator
tends to the direction of the center of the ball along the radial
direction of the reference sphere, and its radial expansion and
contraction range are -0.6~+0.6m. Then, we can solve the
radial deviation according to this condition:

x′ − x″
� �2

+ y′ − y″
� �2

+ z′ − z″
� �2

≤ 0:62 = 0:36: ð34Þ

According to the above constraints, we establish the
adjustment optimization model of reflective panel based on
the displacement of discrete main cable nodes:

min D =
z″ + h

� �
x″

z″ + h − 2f

2
4

3
5
2

+
z″ + h

� �
y″

z″ + h − 2f

2
4

3
5
2

+ z″ + h
� �2

,

s:t:

xo′ − x′
x″ − x0

= yo′ − y′
y″ − y0

= zo′ − z′
z″ − z0

,

x′ − x″
� �2

+ y′ − y″
� �2

+ z′ − z″
� �2

≤ 0:36:

8>>><
>>>:

ð35Þ

At the same time, the topic shows that the small change
range of the spacing between adjacent nodes does not

exceed 0.07%. Therefore, we add constraints in the process
of solving the optimization model, judge in the global situ-
ation, and discard the coordinate sequence with the change
range exceeding 0.07%.

4.4. Result Analysis. By changing h and f , the objective func-
tion value is minimized. Since this problem is a multivariable
optimization function, the ordinary traversal method
requires a large amount of computation and is affected by
the accuracy of the traversal step size; so, the local optimal
solution is often obtained. Therefore, the genetic algorithm
is used to find the global optimal solution in this problem,
and the specific flow chart is shown in Figure 4.

The genetic algorithm steps are roughly as follows:

Step 1. Firstly, the variables are binarized to generate a ran-
dom initial population, and the fitness value of each individ-
ual in the population is calculated.

Step 2. Sort the population individuals according to their fit-
ness and then perform gene recombination and gene muta-
tion in turn to obtain a new population of progeny.

Step 3. Insert the offspring group into the parent group and
screen out individuals with excellent fitness values.

Step 4. Enter the next evolution and stop and output the
optimal solution when the evolution reaches the formulation
of algebra.

Using the above genetic algorithm and substituting the data
in the attachment to solve the optimal offset coordinates of
each main cable node, the final optimal solution is h =
300:8169 and f = 140:6192. Substitute h and f into the calcula-
tion formula (4) of the deviation d. Since the length does not
change with the change of the coordinate system, the value of
d is the same as the value in the reference coordinate system.
Therefore, it can be obtained that the parabolic trajectory equa-
tion of the actual migration is x2 + y2 = 562:4768ðz +
300:8169Þ, the average length of the adjacent nodes is
0.0633%, and the average length of the radial shrinkage of the
main cable node is 0.20343. According to the solvedmain cable
node coordinates, perform inverse transformation according to
the rotationmatrix, solve the transformation coordinates in the
reference coordinate system, and adjust the main cable node
number, position coordinates, and the expansion and contrac-
tion amount of each actuator within the 300-meter diameter of
the rear reflection surface. The resulting genetic iterative evolu-
tion diagram is shown in Figure 5.

5. Receiving Ratio of Feed Cabin Based on
Reflector Adjustment Scheme

5.1. Research Approach. According to the active reflector
mediation scheme obtained, in order to calculate the effective
amount of information received by the feed cabin, the area con-
tacted by the electromagnetic wave can be used as the basis for
judging its amount of information. For each triangular reflec-
tor, the projection triangle formed when the electromagnetic
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wave propagates to the plane of the feed cabin through reflec-
tion is considered. Since the effective receiving area of the feed
cabin is small, about 0:7854m2, it is necessary to judge the area
of the projected area. By meshing the plane where the feed
cabin is located and decomposing it into a set of points, the
effective coverage area of the projection to the feed cabin can
be judged according to the distribution of points [34].

5.2. Determination of Receiving Ratio of Feed Cabin after
Adjusting Paraboloid. The topic has given that electromagnetic
wave signals and reflected signals are regarded as linear propa-
gation; so, their propagation can be considered to obey the opti-
cal principle. Since we have rotated the coordinate system, the
electromagnetic wave from the observed celestial body can be
regarded as a parallel electromagnetic beam of vertical inci-
dence, and its direction vector is set as e* = ð0, 0, 1Þ. We use
the size of the area touched by the electromagnetic wave as

the basis for judging the amount of information. For each
triangular reflecting surface, consider the projection on its
plane when the electromagnetic wave received and reflected
by its three vertices propagates to the feed cabin located at
the ideal parabolic focus. The projection triangle formed by
these three projections is the projection area of the electro-
magnetic wave reflected by the triangular reflective panel,
as shown in Figure 6.

Among them, n* is the unit normal vector of the triangu-

lar panel, and p
*
is the direction vector of the outgoing light

after the incident electromagnetic wave is reflected by the

reflective panel. Let p
* ðx, y, zÞ be used to calculate the two

side length vectors AB�!ðxAB, yAB, zABÞ and AC�!ðxAC, yAC,
zACÞ of the triangular panel using the known vertex coordi-
nates of the triangular panel, and then the coordinate
expression of the normal vector can be calculated as follows:

Start

Randomly generate the initial
population hi = (h1 h2.... hn)

For each individual h the mean square deviation rems of
the radial displacement caused by it is calculated

The populations are arranged from small to large according to their
respective REMs, and the ones with small REMS value are arranged first.

Environment selection:

When there is a
specific h to make the
absolute displacement
of the radial direction
is greater than 0.6, the
rems is set to a large
number, and the H is
naturally eliminated
by the environment of
the next process.

Gene recombination:
Genetic mutation:

Produce a new group of offspring population hi = (h1′ h2′ hm′)

Whether evolving to the nth generation

Output results

No

The genes of
offspring enter the
population and a
part of the parent

Figure 4: Schematic diagram of the rotation of the space follow-up coordinate system.

n* = AB�! × AC�! = yABzAC − zAByAC, xABzAC − zABxAC, xAByAC − yABxACð Þ: ð36Þ
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According to the optical principle, the incident ray, the
normal line, and the reflected ray are in the same plane; that

is, the reflected ray direction vector p
*
satisfies the condition:

p
* · n* × e*

� �
= 0:* ð37Þ

At the same time, the normal is the angle bisector of the
incident ray and the reflected ray; that is, the angle between

n* and p
*
is equal to the angle between n* and e*. The specific

formula is as follows:

cos < p
* , n* > = cos < n* ,

e* >⇒ p
* · n*

pj j · nj j =
n* · e*

nj j · ej j : ð38Þ
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Figure 5: Iterative evolution diagram of the genetic algorithm.
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Figure 6: Projection diagram of the triangular reflection panel.
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Since p
*

is only used to represent the direction of the
reflected light, for the convenience of calculation, we set its
component in the x direction to be 1. Combining the above
conditions, we get the system of equations:

p
* · n* × e*

� �
,

p
* · n*

pj j · nj j =
n* · e*

nj j · ej j :

8>><
>>: ð39Þ

If the normal vector of the triangular unit panel is n* ða
, b, cÞ, then the coordinate expression of p

*
is obtained by

solving the system of equations as ð1, ðb/aÞ, ða4 + 2a2b2 +
b4 − a2c2 − b2c2/2a3c + 2ab2cÞÞ.

Combining the reflected light direction vector p
*
and the

vertex coordinates of the reflective panel, we can obtain the
trajectory equation of the reflected electromagnetic wave
projected to the reflective panel as

x − xA
px

= y − yA
py

= z − zA
pz

: ð40Þ

Among them, px = 1, py = b/a, pz = a4 + 2a2b2 + b4 − a2c2

− b2c2/2a3c + 2ab2c. The intersection of the trajectory and
the electromagnetic wave receiving plane where the feed
cabin is located is the projection point, and the triangle
formed by the projection points of the three vertices of the
reflective panel is the projected triangle on the plane of the
feed cabin. In the follow-up coordinate system, the x-coor-
dinate of the plane where the feed cabin is located is always
-0.534R, and using this conditional formula (39), the coordi-
nates of the projection point are solved as follows:

−
0:534R + zA

pz
+ xA,−

b
a
0:534R + zA

pz
+ yA,−0:534R

� �
:

ð41Þ

Similarly, the coordinates of B and C can also be
obtained similarly.

Based on the adjustment scheme of the main cable nodes
obtained in the second 4, we can find out the projection of
the main cable nodes on the plane of the feed cabin accord-
ing to the position coordinates of each main cable node in
the working area, so that the amount of electromagnetic
wave information received by the feed cabin can be calcu-
lated, as shown in Figure 7.

5.3. Result Analysis

5.3.1. Determination of the Effective Receiving Area of the
Circular Surface of the Feed Cabin. It is known that the effec-
tive receiving surface of the feed cabin is a central disk with a
diameter of 1m; that is, the effective receiving area of the
feed cabin is small, about 0.7854m2; so, we need to judge
the area of the projected area. If the projected area
completely covers the central disk, the effective receiving
area is 0.7854m2; if the projected area does not completely

cover the central disk, the effective receiving area is the over-
lapped area; if the projected area does not cover the center
disk, the effective receiving area is 0.

Using the finite difference method to decompose the
plane where the feed cabin is located into a set of points,
for the discretization of the f−1 < x < 1;−1 < y < 1g region
on the plane where the feed cabin is located, taking Δ =
0:001 as the step length, use two sets of straight line families
parallel to the OX′ axis and the OY′ axis to mesh the circu-
lar surface and divide it into a square grid, then any point on
the circular surface falls on the node of the square grid, and
its coordinates are as follows:

x = iΔ, i = 0, 1, 2,⋯,m,
z = kΔ, k = 0, 1, 2,⋯, n:

(
ð42Þ

For each point on the circular surface, it is discussed
whether it falls inside the projected triangle or on the bound-
ary, and then the problem turns into the problem of whether
the point falls inside the triangle. Take any discrete point P
as the following discussion [35].

Whether the point P is inside the triangle A′B′C′, the
positional relationship between the triangle and the disk
can be judged by the barycentric method. The two sides of
the projected triangle are used as the direction of a set of
two-dimensional basis vectors, and then any point on the
plane can be represented by this pair of basis vectors, that

is, A′P
��!

= uA′B′
��!

+ vA′C′
��!

, Among them, u and v are real
numbers, and the positional relationship between point P
and triangle A′B′C′ is judged by the values of u and v.
The result is shown in Figure 8.

When the value of u and v falls in the shaded part, that
is, when the condition is satisfied, the point P falls inside
the triangle A′B′C′; otherwise, it is not inside the triangle.

When the point P is inside the triangle A′B′C′, then we
think that the point P receives the electromagnetic wave of
the panel triangle ABC. It can be seen that N ðN = 1290Þ
panels participate in the reflection on the paraboloid with a
diameter of 300 meters. Traverse the N panels. Whenever
a transmitting panel is mapped to a triangle containing a
point on the plane where the feed cabin is located, the num-
ber of electromagnetic waves Q received by it increases by 1.
When the traversal is completed, the electromagnetic wave
reception ratio of this point is λ =Q/N . Then, traverse other
discrete points according to the above process. Each discrete
point stores the electromagnetic wave reception ratio and
draws an image, as shown in Figures 9 and 10.

Then, the total amount of electromagnetic wave radia-
tion received by the feed cabin is λ:

λ = 〠
N

i

λ ⋅ Δ2: ð43Þ

Among them, λi is the reception ratio of discrete points
in the circular surface of the feed cabin, and Δ = 0:001 is
the step size. According to this principle, the feed cabin
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Figure 7: Schematic diagram of the projection of parabolic reflected electromagnetic wave.
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Figure 8: Schematic diagram of geometric relationship of landing point judged by the gravity center method.
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can receive the information of 61.628% of the total number
of panels before adjustment and 87.752% of the total num-
ber of panels after adjustment.

5.3.2. Calculation of Receiving Area Ratio of Feed Cabin. It is
known that the effective receiving surface of the feed cabin is
a central disk with a diameter of 1m; that is, the effective
receiving area of electromagnetic wave is small, about
0.7854m2. From the idea of discrete instead of continuous,
the formula of the average total electromagnetic wave radia-
tion area of the feed cabin is as follows:

Sk = λNπr2: ð44Þ

The formula of the total electromagnetic radiation area
provided by the reflection panel is as follows:

Stotal = 〠
N

i

si − scabin: ð45Þ

Among them, scabin is the shielding area of the feed cabin,
and si is the area of each reflection panel participating in the

reflection within a diameter of 300 meters. The complete
data can be found in the supporting material, and some data
are shown in Table 3.

When the reference sphere is not adjusted, the feed cabin
can receive the electromagnetic wave signal reflected by
about 61.628% of the total panels. The ratio of the area of
electromagnetic waves received by the feed cabin to the area
of electromagnetic waves received and reflected by the
reflector is about 0.636%. After the base sphere is adjusted
to a paraboloid, the feed cabin can receive the electromag-
netic wave signals reflected by about 87.75% of the total
panels. The ratio of the area of electromagnetic waves
received by the feed cabin to the area of electromagnetic
waves received and reflected by the reflector is about 0.906%.

6. Conclusion and Prospect

In this paper, the following coordinate system is introduced,
which effectively simplifies the geometric operation process,
reduces the calculation and model complexity, and adopts
the idea of overall deviation distribution, which can make
the main cable nodes approach the ideal paraboloid more
accurately. The optimization model is established with
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Figure 10: Distribution of electromagnetic wave reception ratio of parabolic reflector.

Table 3: Area of each reflective panel participating in reflection within 300m aperture.

Main index node 1 Main index node 2 Main index node 3 Reflector area

A0 B1 C1 51.359 744 99

A0 B1 A1 51.360 016 64

A0 C1 D1 51.357 310 45

A0 D1 E1 51.357 310 45

…… …… …… ……

D245 D267 D268 65.874 906 28

D246 D247 D269 62.299 899 98

D246 D268 D269 65.594 604 13
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known constraints and solved by genetic algorithm. In the
process of solving, global control variables are added to
screen out bad values. However, due to the complexity of
the optimization algorithm, the large amount of data, the
impact of various data, and the long optimization time, the
specific details of the change of the distance between the
main cable nodes cannot be solved and can only be screened
according to the global control variables. The displacement
model of the main cable node in the follow-up coordinate
system established in this paper can be applied to any angle
of the observed celestial body. The active reflector adjust-
ment optimization model can add constraints to it; so, it
can be extended to more conventional cases, such as consid-
ering the length change after the pull-down force. The spe-
cific research conclusions are as follows:

(1) A follow-up coordinate system with the direction of
the observed celestial body as the reference is intro-
duced to find the optimal approximation model for
the distribution of the mean square deviation of the
radial direction. In order to make the telescopic dis-
tance of the actuator within the adjustable range, the
overall deviation distribution vector is investigated
with h as a variable to find the H value with the min-
imum overall offset, that is, the minimum overall
root mean square error, and the trajectory equation
of the ideal paraboloid is determined by the ergodic
algorithm

(2) The coordinate data of each main cable node are
rotated according to the known angle of the celestial
body, and the shortest distance from the actual offset
point to the ideal paraboloid is obtained by using the
Lagrange operator method. Taking this as the objec-
tive function, the reflective panel adjustment model
of the optimal displacement strategy of discrete main
cable nodes is established. The global optimal solu-
tion of the offset of each main cable node in the
working area is obtained by using genetic algorithm.
The mean value of the distance variation between
adjacent nodes is 0.0633%, and the average length
of the radial contraction of the main cable node is
0.20343

(3) The area contacted by the electromagnetic wave is
taken as the basis for judging its information con-
tent. For each triangular reflecting surface, consider-
ing the projection triangle formed when the
electromagnetic wave is reflected and propagated to
the plane where the feed cabin is located, the effec-
tive coverage area of the projection to the feed cabin
is judged by using the finite difference method and
the center of gravity method. When the reference
sphere is not adjusted, the feed cabin can receive
the electromagnetic wave signal reflected by about
61.628% of the total number of panels, and the ratio
of the electromagnetic wave area received by the feed
cabin to the electromagnetic wave surface product
received and reflected by the reflector is about

0.636%. After being adjusted to a paraboloid, the
feed cabin can receive about 87.75% of the total
number of panels, and the ratio of the electromag-
netic wave area received by the feed cabin to the elec-
tromagnetic wave area received and reflected by the
reflector is about 0.906%

However, there are still some shortcomings, mainly
including the following: first, the optimization algorithm is
complex, the amount of data is large, there are impacts
between various data, and the optimization time is long. Sec-
ondly, the change of the distance between the main cable
nodes cannot be solved in detail and can only be filtered
out according to the global control variables. In order to
obtain more accurate results, future research will focus on
increasing the constraints of the dynamic reflector adjust-
ment optimization model, so as to extend it to more conven-
tional cases.
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Contemporary Undergraduate Mathematical Contest in
Modeling.
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In China, enterprises participating in targeted poverty alleviation can be provided with a strategic resource to enhance their
ultimate value creation ability and directly win reputation and obtain sustainable competitive advantages, thus enhancing their
innovation ability. In this study, the influence and mechanism of the participation in targeted poverty alleviation on enterprise
innovation investment are empirically examined based on financing constraints with the data of nonfinancial listed companies
in Shanghai and Shenzhen from 2012 to 2019 as the object. The research suggests that enterprises taking the initiative to
participate in targeted poverty alleviation can first have increased innovation investment and especially enhanced exploratory
innovation ability. Second, enterprises’ participation in targeted poverty alleviation can reduce financing constraints of
enterprises’ innovation, improve their resource allocation efficiency, and stimulate their innovation vitality primarily through
the influence of resource, reputation, and information. This study enriches the theoretical research on the economic
consequences of targeted poverty alleviation and provides a reference for guiding enterprises in practice to fulfill social
responsibilities to promote enterprises’ innovation vigor and boost their high-quality development.

1. The Introduction

Poverty has always been a major obstacle hindering the
progress of human society. Poverty eradication has been a
strategic event in governance since ancient times, a basic
mission of the CPC, and an important task for China to
build a moderately prosperous society in an all-round way
and realize the great rejuvenation of the Chinese nation.
“The world of chaos is not in the rise and fall of a surname,
but in the people’s happiness.” In 2013, President Xi Jinping
proposed the idea of targeted poverty alleviation and
sounded the charge of the battle against poverty. In 2014,
the targeted poverty alleviation policy was officially imple-
mented and made aid accessible to all households. In 2015,
the policy of targeted poverty alleviation was promoted as
a national strategy. In the above context, the whole Party
and the people of all ethnic groups in China have taken
out the spirit of “dare to teach the sun and the moon to

change the sky,” summoned up the momentum of “Our
men wouldn’t come back till they beat the Loulans,” and
launched a general attack on poverty. After five years of pov-
erty alleviation and seven years of targeted poverty allevia-
tion, China has achieved accomplishments in extreme
poverty eradication and achieved decisive progress in build-
ing up a well-off society in an all-round manner, creating
another human miracle that will go down in history.

In China, enterprises serve as the critical important mar-
ket players and the direct undertakers of social production
and circulation, showing unique advantages in achieving tar-
geted poverty alleviation. Notably, since the targeted poverty
alleviation action of “ten thousand enterprises helping ten
thousand villages” was carried out nationwide, numerous
enterprises have made an active response to the call of the
central government, fulfilled social responsibility, partici-
pated in actions relating to poverty alleviation, and contrib-
uted to winning the battle against poverty. The participation
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in targeted poverty alleviation takes on a strategic signifi-
cance for enterprises in fully exploiting the advantages of
the industrial chain. To be specific, enterprises can leverage
and integrate social resources and their capital strength for
alleviating poverty [1], assume actively social responsibilities,
and return their corporate value [2, 3]. Despite the possible
consumption of human, material, and financial resources,
enterprises participating in targeted poverty alleviation will
also gain strategic resources to optimize their value chain,
industrial chain, and supply chain; build a good social image
and brand image; and take advantage of the government’s tax
relief and other support policies, which is considered a win-
win strategic project [4, 5]. On the one hand, enterprises in
poor areas that participate in targeted poverty alleviation
can be directly beneficial to develop industries in the poor
areas, expand markets and build brands, and help industrial
projects relating to poverty alleviation connect to the market
and generate benefits quickly via their sales channels, pro-
curement channels, and ecosystems [6]. As a result, the coor-
dinated development of local economy will be stimulated; the
employment of poor people will be promoted; the conditions
of education, medical care, and public facilities will be
improved; and the living standards of poor areas will be
improved through the overall allocation of resources [7].
On the other hand, enterprises taking the initiative to partic-
ipate in targeted poverty alleviation can convey the spirit of
dedication to the outside world, help them build a good social
image, improve their corporate reputation, develop solid
social relations with stakeholders, and further acquire more
strategic resources (e.g., capital, talent, and technology) [8],
thus contributing to the profit-making of enterprises and
the combination of economic and social benefits [9].

Moreover, innovation continues to be the primary driver
of China’s economic and social development and strategi-
cally supports the building of a modernized economy. With
the stress on the need to unswervingly advance supply-side
structural reform, foster new growth points, and achieve
high-quality development in a down-to-earth manner, the
19th National Congress of the Communist Party of China
(CPC) clearly declared that China will become one of the
leading innovative countries by 2035. China’s science and
technology has been leaping forward, the innovation system
has been progressively optimized, the innovation environ-
ment has been constantly optimized, and the innovation
capacity has been significantly enhanced during the 13th
Five-Year Plan period. China’s innovation governance has
formed a novel pattern, whose scientific and technological
strength has also reached a new level. China’s R&D invest-
ment has increased from 1.42 trillion yuan in 2015 to 2.21
trillion yuan in 2019, with the intensity of R&D investment
reaching 2.23 percent in 2019. China has moved up the
GII ranks consistently and steadily since 2013, as suggested
by the Global Innovation Index released by the World Intel-
lectual Property Organization (WIPO), which has led to
continuous progress from ranking 14th in 2020 to 12th in
2021. Furthermore, China has been a global innovation
leader, knocking at the door of the GII top 10. China has
become the world’s second largest R&D investment country
and second largest knowledge output country.

Innovation has become an enduring research topic in
economic management and finance, giving birth to several
theoretical and practical achievements on innovation. In
the context that China has committed to becoming an inno-
vative country and the system design of innovation has
driven its development, innovation has become an enduring
research topic in economic management and finance, giving
birth to several theoretical and practical achievements on
innovation. Moreover, based on the continuous improve-
ment of talent training level and the rapid change of higher
education, “enterprise innovation” has served as a solid force
at intermediate level to optimize the functions of the capital
market and adjust and change the industrial structure, which
is also a significant cornerstone for the healthy development
and competitiveness improvement of microenterprises.
Despite the existing literature, comprehensive studies have
been conducted on the factors for enterprise innovation,
including industrial policy at the macrolevel [10], such as
governance system [11, 12] and financial environment
[13], and at the microlevel, corporate governance [14], inter-
nal control [15], and accounting conservatism [16, 17]. How
to play the role of corporate social responsibility in corporate
innovation through targeted poverty alleviation has been
rarely investigated.

In China’s emerging and transforming market, the main
force to facilitate innovation and development in China is
R&D; although R&D is of critical significance for enterprises
in improving their core competitiveness and achieving sus-
tainable development [18], enterprises’ innovation projects
are commonly faced with a high degree of information
asymmetry and financing constraints due to high risk, sub-
stantial capital requirements, and long cycle of innovation,
thus restricting enterprises’ R&D innovation activities. With
the continuous promotion of “the rule of China,” China’s
enterprises have been more extensively involved in social
governance activities and play an increasingly vital role in
the process of improving national governance capacity. Sub-
sequently, a question is raised whether the participation of
enterprises in targeted poverty alleviation will help ease
financing constraints and thus affect the innovation input
of enterprises.

Under the above policy background and the current
enterprises’ financing difficulties and lack of innovation, this
study is aimed at exploring whether enterprises’ participation
in industrial targeted poverty alleviation, besides creating
value for the society, will reduce their financing constraints,
increase their innovation investment, and achieve a win-
win situation between social value and enterprise value in
terms of corporate social responsibility under the policy
guidance. The marginal contribution is embodied in two
aspects. First, the innovative behavior of enterprises through
poverty governance is investigated in this study based on
China’s actual situation. Thus, this study enriches the rele-
vant literature on the development of targeted poverty allevi-
ation based on China’s social governance while providing
more insights for enterprises to play the governance role in
consolidating the achievements of poverty alleviation and
implementing the Rural Revitalization Strategy. Second, in
terms of financing constraints, the theoretical analysis and
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empirical test of the influence of targeted poverty alleviation
on enterprises’ innovation investment, and financing con-
straints in deep insight into the relationship between the
function mechanism, the study can promote the motivation
of enterprises to fulfill social responsibility and lead to the
economic consequences of a rich China’s enterprises to be
involved in targeted poverty alleviation. As a result, empirical
evidence can be provided for enterprises to carry out targeted
poverty alleviation and reduce financing constraints, help
enterprises actively launch and disclose targeted poverty alle-
viation projects, and provide novel ways for enterprises to
reduce financing constraints. Third, enterprises’ participa-
tion in targeted poverty alleviation is a specific behavior to
roll out national strategic policies. The study on the eco-
nomic consequences of enterprises’ participation in targeted
poverty alleviation is beneficial to provide more insights into
the influence of national macropolicies on corporate behav-
ior, and it can guide enterprises to promote their high-
quality development by actively engaging in public welfare
undertakings, thus helping regulators further optimize the
social responsibility disclosure system and regulatory mecha-
nism and actively encouraging enterprises to launch invest-
ment projects in underdeveloped areas to contribute to
rural revitalization.

2. Theoretical Analysis and Hypothesis

2.1. Participation in Targeted Poverty Alleviation and
Innovation Investment of Enterprises. Innovation is a vital
factor for an enterprise to enhance its value creation ability
and maintain its competitive edge. Innovation largely deter-
mines the success or failure of an enterprise, especially in the
increasingly competitive international market environment
at present [19]. The participation in targeted poverty allevi-
ation is a vital measure for enterprises to assume social
responsibility and practice socialist core values, and it takes
on a strategic significance for enterprises in enhancing their
innovation ability. On the one hand, the participation in tar-
geted poverty alleviation can facilitate product optimization
and upgrading of enterprises and increase innovation efforts.
Accuracy is essential to the essence of poverty alleviation
“accurate,” requiring accurate objects for poverty alleviation
and placing more emphasis on project scheduling precision
and poverty results accuracy. Accordingly, enterprises par-
ticipating in targeted poverty alleviation are no longer sim-
ply making donations for charity, but to “foster” object for
poverty alleviation, help poor areas develop characteristic
industry, stimulate the endogenous power of poverty allevi-
ation, and fundamentally achieve poverty alleviation and
prosperity. In accordance with the poverty area, human
resources, environment, and others, an enterprise can com-
bine its development strategy, market position, product pro-
cess, and others to retrofit existing technologies, develop
novel products, optimize the industrial structure, and break
through the geographical position, the consumption struc-
ture, the limitation of the natural environment, etc. The
above process requires the enterprise to enhance its innova-
tion ability and increase the intensity of innovation, so the
enterprise can develop emerging industries adapting to poor

areas under local conditions, form novel business models,
and design advanced production technologies capable of
facilitating the common development of enterprises and
poor areas. As a result, the participation of enterprises in
poverty alleviation activities refers to a process of continuous
innovation and development [20, 21].

On the other hand, the participation in targeted poverty
alleviation can improve employees’ sense of identity with the
organization and stimulate enterprise innovation vitality.
Human capital, the carrier of knowledge, is the vital factor
of productivity to boost the development of enterprises and
the basic unit of enterprise innovation activities, thus taking
on a critical significance in enterprise innovation. The
enhancement of human capital quality can enhance the abil-
ity of enterprises to absorb new knowledge and develop
novel products and help enterprises acquire and share
knowledge, form innovation culture, and transform innova-
tion achievements [22]. Enterprises participating in targeted
poverty alleviation, assuming their social responsibilities
with high quality, and gaining considerable government
recognition and high social recognition will increase the
company’s visibility and external governance efficiency.
Moreover, employees will enhance their sense of ownership
and sense of pride and belonging to the organization
through the external honor of the enterprise [23]. In accor-
dance with social exchange theory, the stakeholders of an
enterprise allocate resources in the balance between the
reward and the cost. If one gets a large reward through
the transaction, it will voluntarily repay others through
material and emotional behaviors. Employees’ sense of iden-
tity to the organization will improve their work enthusiasm,
strengthen the cohesion of the enterprise, deepen communi-
cation and team cooperation, further integrate innovative
ideas, stimulate the innovation vitality of the enterprise,
and enhance the innovation ability [24]. Furthermore,
enterprises can establish a good image, enhance social repu-
tation, transmit favorable signals, make stakeholders have
full confidence in the business status and development
potential of the enterprise, and improve their investment
desire and strength by actively assuming their social respon-
sibilities to reduce the financing constraints of enterprises,
increase innovation investment, and contribute to R&D
and innovation activities.

Exploratory innovation and exploitative innovation are
two types of innovation ways with different logics and
tracks. To achieve breakthrough change and high-quality
development, enhance the competitive ability, and achieve
the transformation and upgrading in accordance with the
development of new problems, new economic mode, and
new consumption demand, enterprises should investigate
novel technologies, develop novel products, create new
markets, develop new industry innovation behavior, which
is high-risk, large-scale, high-return, and radical exploratory
innovation [25]. Exploitative innovation is more related to
the updating, transformation, and improvement of products
and technologies based on the original and the reuse of orig-
inal knowledge and resources [26, 27]. Compared with
exploitative innovation, exploratory innovation will acquire,
integrate, digest, and absorb new knowledge, resources, and
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technologies. With participating in targeted poverty allevia-
tion, enterprises often develop emerging industries based
on the resource advantages of poor areas and their own
development needs, which requires considerable capital to
update technology, research, and development of novel
products and innovation of business models and stimulate
the economic vitality of poor areas. Thus, targeted poverty
alleviation itself is an exploratory innovation, and enter-
prises’ participation in targeted poverty alleviation will be
more conducive to promoting their investment in explor-
atory innovation.

Based on the above analysis, this study proposes the
following hypotheses:

(i) H1a: the participation in targeted poverty alleviation
is conducive to promoting enterprise innovation
investment

(ii) H1b: compared with development innovation, the
participation in targeted poverty alleviation is more
conducive to increasing investment in exploratory
innovation

2.2. Participation in Targeted Poverty Alleviation and
Corporate Financing Constraints. In accordance with the
MM theory, the market is a perfect market, where there is
no difference in the cost of obtaining funds from internal
and external sources. However, the information asymmetry
theory suggests the existence of agency problems and the
fact that there is no perfect world market, causing friction
between the supply and demand sides of funds in transac-
tions. Moreover, internal and external financing cannot be
completely replaced by each other due to the problems of
risk and quantity. As a result, the cost of external financing
is significantly higher than the cost of internal financing
and finally affects the relevant decisions of investment and
financing. Due to the limited self-owned funds, enterprises
will always face financing activities from external markets
or financial institutions in the process of operation and
financial management. The R&D and innovation activities
of enterprises require considerable continuous capital
investment as support. Internal funds are often difficult to
meet the needs of R&D and innovation activities, so enter-
prises consider external sources. When obtaining funds
from the outside, the fund supplier should often spend
more costs to acquire the information of the fund
demander and prevent moral hazard and other problems.
Enterprises should pay the above costs when obtaining
funds from the external market, so the cost of external
financing is significantly higher than the cost of internal
financing, thus limiting the financing channels of listed
companies.

The development of enterprises is inseparable from
R&D and innovation activities. R&D and innovation
require considerable continuous capital investment as a
guarantee. The lack of financing and capital support hin-
ders the investment of numerous enterprises in innovation.
When constrained by financing, R&D innovation is gener-
ally forced to be interrupted or stopped due to insufficient

funds. Due to the imperfection of China’s capital market,
financing constraints (e.g., financing difficulty and high cost
of capital) have been a main factor hindering the develop-
ment of China’s enterprises. If enterprises can assume
social responsibility actively, it will reduce financing con-
straints through the influence of resource, reputation, and
information [5].

First, the participation in targeted poverty alleviation can
obtain strategic resources and promote resource integration.
Resource-based theory holds that an enterprise is an aggre-
gate of various resources, and the enterprise with unique
resources has “resource positioning barrier” and can obtain
unique competitive advantages. The participation in targeted
poverty alleviation can help enterprises improve their social
influence and bring positive economic benefits, which are
differentiated resources for enterprises to participate in mar-
ket competition [28]. On the one hand, although poor areas
lack social resources, they are often rich in natural and
economic resources, thus leading to a good public opinion
environment for enterprises. Enterprises participating in tar-
geted poverty alleviation can effectively exploit the resource
endowment advantages of poor areas; obtain the support
of local land, labor, and other characteristic resource factors;
organically combine enterprise capital, technology, and
management; and boost the efficient allocation of a variety
of resources, industries, and production factors. As a result,
a material basis is laid for enterprises to develop local char-
acteristic industries in poor areas; superior brands are built;
the added value of products is increased; local characteristic
industry chains are established accurately and effectively; the
innovation and transformation of the original technology,
products, and business model are achieved; and innovation
activities are promoted. On the other hand, under the back-
ground that philanthropy, a new “soft competitiveness” of
enterprises, will play a radiating role in the economy, tar-
geted poverty alleviation is a national strategic deployment,
and enterprises’ participation in it can help them be more
recognized from the government and obtain core technolo-
gies and resources required for innovation with the help of
the government [1]. The government will provide policy,
information, and financing support to encourage and sup-
port enterprises to carry out targeted poverty alleviation.
Accordingly, the participation in targeted poverty alleviation
will ease corporate financing constraints through the acqui-
sition and integration of strategic resources.

Second, the participation in targeted poverty alleviation
can respond to stakeholder expectations and improve social
reputation. Stakeholder theory suggests that enterprise oper-
ation is aimed at maximizing the value of the company on
the premise of protecting the interests of stakeholders.
Enterprises and society are a type of symbiotic relationship.
The development of enterprises should be balanced with
economy, environment, and society. Enterprises should
assume corresponding social responsibilities and create
certain social value by realizing self-value [29]. As a social
and economic organization, enterprises should not exist for
the purpose of shareholder value, whereas they should
effectively assume corresponding social responsibilities to
the society, community, relevant individuals, and other
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stakeholders. An enterprise refers to a collection of contracts
of stakeholders who are the source of creating value for the
enterprise. The business activities of the enterprise will have
an effect on the interests of stakeholders, and stakeholders
also take on a critical significance in the formulation and
implementation of the enterprise strategy [30].

Participating in targeted poverty alleviation refers to the
natural responsibility of enterprises and the need to create a
responsible image. Besides, it is a strategic social responsi-
bility of shared value [31]. Enterprises’ participation in tar-
geted poverty alleviation can improve their social image;
accumulate good reputation capital; gain recognition, sup-
port, and trust from stakeholders; and bring strategic com-
petitive advantages to enterprises. Social reputation is a
critical intangible asset for the survival and development
of enterprises. It is the basic standard for enterprises to
enhance business communication, expand market share,
and obtain credit support. First, the enterprise participating
in targeted poverty alleviation sets up a good image, which
will help the upstream and downstream enterprises of the
supply chain develop a stable relation of cooperation and
get more market share and investors to attract more capital.
The enterprise can also improve the core position in the
value chain of enterprises and market share, enhance the
value creation ability and profitability of the enterprise,
and increase the cash flow and capital accumulation of
business activities, so as to reduce its internal financing
constraints. Second, in China’s current economic system,
banks are still the main channel of enterprise financing,
and social reputation lays a basis for banks and other finan-
cial institutions to measure whether enterprises can obtain
credit. The good reputation capital of enterprises makes it
easier for them to obtain more loans and credit support,
which solves the problem of difficult and expensive financ-
ing to some extent. Samet and Jarboui suggested that enter-
prises that actively fulfill their social responsibilities are
more likely to obtain bank loans with lower interest rates
and longer terms [32].

Third, participating in targeted poverty alleviation can
reduce the degree of internal and external information
asymmetry of enterprises and enhance their financing abil-
ity. Information asymmetry is the root cause of enterprise
financing constraint. The key to reduce the degree of enter-
prise financing constraint is to decrease the degree of inter-
nal and external information asymmetry. Enterprises’
participation in targeted poverty alleviation information
has incremental information, which may increase the confi-
dence of information demand of capital providers. Enter-
prises consume considerable resources to participate in
targeted poverty alleviation activities and assume the social
responsibility of poverty alleviation and prosperity, suggest-
ing that enterprises are in good operating condition and
have certain financial capacity to launch public welfare
activities. Enterprises that disclose accurate information for
poverty alleviation can improve enterprise information
transparency; reduce the degree of information asymmetry;
make potential investors or creditors more objectively fore-
cast the future of the enterprise to the financial situation,
to enhance the accuracy of its assessment of the value of

the company; eliminate the fear of the market; and reduce
the transaction costs in the corporate finance activities, thus
easing financing constraints [33]. Gao et al. [34] confirmed
that CSR fulfillment by enterprises can reduce financing
constraints; the higher the quality of CSR information dis-
closure, the stronger the mitigation effect will be.

Based on the above analysis, this study proposes the fol-
lowing hypothesis:

(i) H2: the participation in targeted poverty alleviation
will help ease financing constraints of enterprises

2.3. Targeted Poverty Alleviation, Financing Constraints, and
Investment in Innovation. An enterprise’s innovation project
is characterized a long cycle, a great capital demand, and
high risks. The research and development of project success
are directly related to the increase of enterprise competitive-
ness, so enterprises will adopt a series of measures to strictly
protect an important commercial secret. As a result, the
enterprise innovation activities often face serious informa-
tion asymmetry and high degree of innovative financing
constraints, thus threatening the implementation of innova-
tion strategy. Enterprises facing higher financing constraints
expect increased operational risks and increased investment
difficulty, as well as reduced returns. Thus, enterprises are
more inclined to adopt sound investment strategies, reduce
innovation input with greater uncertainty, and reduce the
possibility of failure of investment projects [35]. When
enterprises can raise the funds needed for investment more
easily and at a lower cost, they will have higher profitability,
and they often have sufficient cash flow and working capi-
tal, thus weakening the information asymmetry between
enterprises and investors. In addition, the enterprise financ-
ing environment can be optimized, which can further allevi-
ate financing constraints, enhance enterprise innovation
confidence, and improve enterprise innovation ability.
Thus, the participation in targeted poverty alleviation will
promote innovation investment by alleviating corporate
financing constraints.

In addition, exploratory innovation has a longer return
cycle and higher uncertainty than development innovation,
which is more related to the improvement of the competi-
tiveness level of enterprises, and its information asymmetry
is more serious, and underinvestment is more common.
Accordingly, this type of innovation is more restricted by
financing constraints. Moreover, participation in targeted
poverty alleviation is more conducive to the strategic devel-
opment of enterprises, exploratory innovation is also more
focused on the realization of long-term interests of enter-
prises, and enterprises often carry out the two activities for
the same purpose. Thus, strategic resources brought by par-
ticipating in targeted poverty alleviation will play a greater
role in facilitating exploratory innovation.

Based on the above analysis, this study proposes the
following hypotheses:

(i) H3a: the participation in targeted poverty allevia-
tion will promote the increase of enterprise inno-
vation input through the alleviation of financing
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constraints; that is, financing constraints play a par-
tial intermediary role between the participation in
targeted poverty alleviation and innovation input

(ii) H3b: compared with developmental innovation, the
participation in targeted poverty alleviation can pro-
mote the increase of exploratory innovation input by
alleviating financing constraints; that is, financing
constraints play a greater mediating role between
the participation in targeted poverty alleviation and
exploratory innovation input than between develop-
mental innovation input

3. Research Design

3.1. Sample Design and Data Sources. Due to the disclosure
of the listed company accurate data for poverty alleviation,
which began in 2016, to compare the company involved in
precise changes before and after the innovation investment
for poverty alleviation, the symmetry of guarantee during
the study period, the Shanghai and Shenzhen A-share nonfi-
nancial listed companies between 2012 and 2019 are selected
as the research samples, and the observation and related var-
iables for ST and ∗ST company samples after missing value
are excluded in each year. All continuous variables in 1%
and 99% quartile are Winsorized. A total of 15,464 observa-
tions of 3084 listed companies are obtained.

Excel 2007 and Stata15 software are adopted to process
and verify the data. Targeted poverty alleviation data are col-
lected and classified manually from the annual corporate
social responsibility report, and other data are collected from
the CSMAR database.

3.2. Model Design and Variable Definition. Listed compa-
nies’ participation in targeted poverty alleviation is an
active charity behavior, and there may be significant differ-
ences between participating enterprises and nonparticipat-
ing enterprises in advance. In this study, a multiperiod
differential model is adopted by referring to the study by
Zhang and Dong [8] to test the net impact of participating
in targeted poverty alleviation on the level of innovation
investment of enterprises, avoid the interference of prior
differences, and reduce the estimation error. The model
design is expressed as

RDi,t = β0 + β1TPAi,t + Controlsi,t + Year + Industry + Firm + εi,t:

ð1Þ

The explained variable RD in model 1 represents the
company’s innovation investment level, which is measured
by the ratio of R&D expenditure to operating income. Fur-
thermore, in accordance with the different nature of inno-
vation, the measurement indexes of exploratory innovation
(RD1) and developmental innovation (RD2) are con-
structed, which are measured by the ratio of expenditure
to operating revenue in the research stage and develop-
ment stage to test hypotheses H1a and H1b.

The explanatory variable TPA is the dummy variable of
listed companies’ participation in targeted poverty allevia-

tion. Targeted poverty alleviation information disclosed by
listed companies comprises general information and item-
ized input information, whereas the two are inconsistent or
lack of information. Considering the information disclosure
of listed companies of the inconsistency problem, to increase
the accuracy of the measure, this study refers to Deng et al.
[5], only to have a combination of the overall situation and
the samples as to participate in the precision of the sectional
input information samples for poverty alleviation. The TPA
value is set to 1; otherwise, it is considered to be not involved
in an accurate sample for poverty alleviation, with TPA
value of 0. To control other factors that affect enterprise
innovation input, this study also selects a series of indicators
including financial characteristics and corporate governance
characteristics and controls annual, industry, and firm indi-
vidual fixed effects. Specific variable definitions are listed in
Table 1.

To test whether financing constraints play an interme-
diary role in the relationship between targeted poverty
alleviation and innovation input, the following model is
constructed to test hypothesis H2 and hypotheses H3a
and H3b:

KZi,t = β0 + β1TPAi,t + Controlsi,t + Year + Industry + Firm + εi,t ,

ð2Þ

RDi,t = β0 + β1TPAi,t + β2KZi,t + Controlsi,t
+ Year + Industry + Firm + εi,t:

ð3Þ

The explained variable KZ index in model 2 represents
the financing constraints of the company. The larger the
value of KZ index is, the more serious the financing con-
straints the company faces. The calculation method refers
to Kaplan and Zingales [36] and Wei et al. [37] in accor-
dance with five indicators (including operating cash flow,
cash dividends, cash holdings, asset-liability ratio, and
Tobin’s Q). The KZ index, measuring the financing con-
straint degree of listed companies, is fitted and estimated.
In model 3, the KZ index is introduced into the test model
of innovation input and combined with model 2; the
mediating effect of enterprises participating in targeted
poverty alleviation improving innovation input by alleviat-
ing financing constraints is verified.

4. Empirical Analysis

4.1. Descriptive Statistical Results and Analysis. The descrip-
tive statistical results of the main variables are listed in
Table 2. To improve the visibility of regression coefficient,
the innovation input indicators applied in this study are all
percentages. The average value of (RD) is 4.707, suggesting
that the average proportion of R&D expenditure to revenue
of the sample enterprises is nearly 4.707%, in which the level
of exploratory innovation investment (RD1) is about
4.222%, and the level of development innovation investment
(RD2) is 0.410%, suggesting that the overall innovation abil-
ity of China’s enterprises is not high, and most enterprises’
innovation is concentrated in the exploratory activities
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Table 1: Variable definition table.

Variable categories The variable name Variable code Variable definitions

Explained variable

The innovation RD T period R&D expenses/T period operating revenue

Exploratory innovation RD1
T phase research phase expenditure/T phase

operating income

Development innovation RD2
T phase development phase expenditure/T phase

operating income

Explanatory variables Targeted poverty alleviation TPA

Dummy variable: when the company discloses
the investment amount of at least one specific targeted
poverty alleviation project in the current year, the

value is 1; otherwise, the value is 0.

Intervening variable Financing constraints KZ It is estimated by reference to relevant research

Control variables

The company size Size Ln (total assets in phase T)

Establishment year of company Age Ln (company establishment year of period T)

Return on assets ROA Net profit of period T/total assets at the end of period T

Company growth Growth Growth rate of operating income in period T

Financial leverage Lev
Total liabilities at the end of period T/total assets

at the end of period T

Debt paying ability Pay Ebit for period T/total liabilities at the end of period T

The cash flow CFO
Net cash flow from operating activities/total assets

of the company

Proportion of fixed assets PPE Net fixed assets/total assets of the company

Ownership concentration Top1 The shareholding ratio of the largest shareholder

The joining together of two jobs Dual
The value is 1 if the chairman and the general

manager are concurrent; otherwise, the value is 0

Board size Bsize The number of board members

Proportion of independent directors Indep
Ratio of number of independent directors to

number of directors

The annual Year Annual dummy variable

Industry Ind Industry dummy variable

Table 2: Descriptive statistical results.

Variable Observations Mean Standard Minimum The median Maximum

RD 15464 4.707 4.544 0.030 3.650 26.100

RD1 15464 4.222 3.903 0.014 3.439 22.519

RD2 15464 0.410 1.247 0.000 0.000 7.827

TPA 15464 0.216 0.418 0.000 0.000 1.000

KZ 15464 0.418 2.043 −9.667 0.649 9.167

Size 15464 22.113 1.221 19.847 21.941 25.984

Age 15464 2.835 0.333 1.792 2.890 3.466

ROA 15464 0.040 0.069 −0.290 0.039 0.214

Growth 15464 0.169 0.379 −0.518 0.110 2.445

Lev 15464 0.404 0.200 0.050 0.391 0.907

Pay 15464 0.216 0.349 −0.646 0.129 2.053

CFO 15464 0.046 0.065 −0.148 0.044 0.230

PPE 15464 0.208 0.143 0.004 0.182 0.649

Top1 15464 0.337 0.143 0.088 0.318 0.736

Dual 15464 0.301 0.459 0.000 0.000 1.000

Bsize 15464 8.473 1.598 5.000 9.000 14.000

Indep 15464 0.376 0.053 0.333 0.353 0.571
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rather than in the development stage. In the research sample,
the proportion of enterprises participating in targeted
poverty alleviation (TPA) is nearly 21.6%, suggesting that
the intensity of China’s enterprises’ participation in poverty
alleviation needs to be improved. The mean value and stan-
dard deviation of financing constraint (KZ) are 0.418 and
2.043, respectively, suggesting that all listed companies have
financing constraint to a certain extent, and there are signif-
icant differences in financing constraint degree among dif-
ferent enterprises. The descriptive statistics of other control
variables are basically consistent with the general statistical
results and roughly consistent with the actual situation.

4.2. Correlation Analysis. To preliminarily test the influence
of the participation in targeted poverty alleviation on enter-
prise innovation input and judge whether the proposed
research hypothesis is reasonable, this study conducted
Pearson correlation test on the participation in targeted pov-
erty alleviation and innovation input, and the results are
listed in Table 3. The correlation coefficient between innova-
tion input (RD) and the participation in targeted poverty
alleviation (TPA) is 0.09, but is not significant, which cannot
verify H1a. The possible reason is that enterprises participat-
ing in targeted poverty alleviation have large individual het-
erogeneity, and the net impact of targeted poverty alleviation
on company innovation needs to be observed based on con-
trolling various factors and company characteristics. The
correlation between other explanatory variables and innova-
tion input remains significant, suggesting that the explana-
tory variables selected in this study are reasonable. The
correlation coefficients between all variables are less than
0.5, and the VIF test value is far less than 10, suggesting that
there is no multidiscipline in the research model.

4.3. Multiple Regression Results and Analysis. Table 4 lists the
basic regression results of the influence of targeted poverty
alleviation on the company’s innovation investment. In col-
umn 1, considering the fixed effects in control of the year,
the industry, company, and other factors which affect inno-
vation input levels, the regression coefficient of TPA was
0.138, which is significant at the 5% level, suggesting that
businesses participate in precision while consuming a certain
amount of resources for poverty alleviation, but will ensure
accurate poverty alleviation policy implementation to pro-
mote the development of the enterprise innovation activities,
and will increase investment in innovation by enterprises.
Further, to test the heterogeneous influence of the participa-
tion in targeted poverty alleviation on enterprise innovation
activities, columns 2 and 3 also test the influence of the par-
ticipation in targeted poverty alleviation on exploratory
innovation and developmental innovation. There is a signif-
icant positive correlation between TPA and RD1 at the 1%
level, but the correlation between TPA and RD1 is not sig-
nificant. Accordingly, the significant positive influence of
the participation in targeted poverty alleviation on innova-
tion input only exists in exploratory innovation, and there
is no significant influence on development innovation. This
indicates that compared with development-oriented innova-
tion, the participation in targeted poverty alleviation is more

conducive to improving the investment level of exploratory
innovation, thus verifying hypothesis 1B.

Because the viscosity of the firm’s innovation investment
exists for a certain period, the innovation investment may be
the heterogeneity of the early decision or individual differ-
ence. Thus, if the absolute value of innovation input index
is adopted, it is not reliable, objective, and scientific to accu-
rately reflect the influence of poverty alleviation on the real
influence of innovation activities. Accordingly, this study
further uses the variable increment index of innovation
input (△RD) to reexamine model 1. The regression results
of columns 4 to 6 show that TPA is significantly positive
with △RD and △RD1 at the level of 1% and 5%, respec-
tively, but the correlation coefficient with △RD2 is not sig-
nificant, which verifies H1a and H1b again, suggesting that
the participation in targeted poverty alleviation can not only
promote the level of innovation input but also improve the
growth level of innovation input. Meanwhile, enterprises
participating in targeted poverty alleviation pay more atten-
tion to long-term development benefits. To deepen indus-
trial transformation and achieve high-quality development,
enterprises will actively absorb new knowledge and skills,
develop novel products, expand new markets, and carry
out exploratory innovation activities according to the needs
of market development.

Corporate social responsibility can be considered a strat-
egy to obtain resources required for development, and stra-
tegic resources are the vital mechanism to affect corporate
financial decisions. Table 5 lists the test results of financing
constraint as an influencing mechanism. Columns 1 and 2
represent the regression results for the model. The regres-
sion coefficient of the TPA with KZ -0.953, significant at
1% level, suggests that through the integration of resources
and superior resources, the poor areas receive recognition
and financial support from the government to help enter-
prises to participate in targeted poverty alleviation. These
enterprises can also gain social recognition through reputa-
tion effect and improve profitability. In addition, these enter-
prises can reduce the degree of information asymmetry
between investors and bondholders and obtain the required
credit resources at a lower cost, thus easing the level of
financing constraints of enterprises.

Columns 2–7 represent the regression results of model 3.
After joining the financing constraint index, TPA and inno-
vation investment (RD, delta RD) still show a significant
positive relationship. TPA and KZ are negatively related at
the 1% significance level. Based on model 1, the regression
result suggests that as the enterprises participating in tar-
geted poverty alleviation have obtained more funds for pov-
erty alleviation resources, they have reduced the financing
constraints on innovation and become more innovative.
The level of innovation input has significantly increased.
Thus, financing constraints play a partial intermediary role
in the relationship between the participation in targeted pov-
erty alleviation and enterprise innovation input. The partic-
ipation in targeted poverty alleviation can significantly
facilitate the R&D and innovation investment intensity of
enterprises by alleviating financing constraints, consistent
with the theoretical analysis results above and supporting
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the hypothesis H3a. Furthermore, TPA has a significant pos-
itive relationship to exploratory innovation (RD1, △RD1),
while TPA is not significantly related to developmental
innovation (RD2, △RD2), suggesting that the participation
in targeted poverty alleviation can promote exploratory
development investment by alleviating financing constraints,
but has little impact on developmental innovation invest-
ment. The results also confirmed H3b.

4.4. Endogenous Test. There may be an endogenous problem
of reverse causality between targeted poverty alleviation and
innovation poverty alleviation, i.e., the innovation ability of
listed companies. Listed companies with the innovation abil-

ity may be more competitive, have more ability and
resources to undertake social responsibility, or have strong
incentives to obtain the required resources for innovation
activities. These companies can use targeted poverty allevia-
tion to release positive signals from the capital market and
build a positive image of the companies. To alleviate the
endogenous problem of reverse causality, the proportion of
listed companies participating in targeted poverty alleviation
in the same industry and region (IndReg_TPA) is adopted as
an instrumental variable to conduct an endogenous test in
accordance with the study of Deng et al. [5]. There are sig-
nificant copies following effects and geographical differences
in companies’ social responsibility assuming behaviors [38].

Table 4: Participation in targeted poverty alleviation and company innovation investment.

Variable
(1) (2) (3) (4) (5) (6)
RD RD1 RD2 △RD △RD1 △RD2

TPA 0.138∗∗ 0.158∗∗∗ 0.004 0.211∗∗∗ 0.156∗∗ 0.045

(2.10) (2.67) (0.13) (3.05) (2.39) (1.44)

Size 0.046 −0.124∗∗ 0.170∗∗∗ 0.367∗∗∗ 0.312∗∗∗ 0.029

(0.84) (−2.54) (7.15) (6.41) (5.78) (1.11)

Age −2.087∗∗∗ −1.346∗∗∗ −0.297∗ 0.390 0.601 −0.322∗

(−5.48) (−3.93) (−1.79) (0.97) (1.59) (−1.78)
ROA −4.580∗∗∗ −4.494∗∗∗ 0.239 −3.172∗∗∗ −3.756∗∗∗ 1.063∗∗∗

(−9.72) (−10.60) (1.16) (−6.39) (−8.03) (4.74)

Growth −0.809∗∗∗ −0.610∗∗∗ −0.164∗∗∗ −1.594∗∗∗ −1.323∗∗∗ −0.230∗∗∗

(−16.67) (−13.99) (−7.74) (−31.21) (−27.50) (−9.95)
Lev −2.500∗∗∗ −2.271∗∗∗ −0.262∗∗∗ −0.805∗∗∗ −0.821∗∗∗ −0.037

(−12.12) (−12.25) (−2.91) (−3.71) (−4.02) (−0.37)
Pay −0.568∗∗∗ −0.425∗∗∗ −0.155∗∗∗ 0.150 0.028 0.003

(−5.28) (−4.39) (−3.28) (1.33) (0.26) (0.06)

CFO −0.226 −0.092 −0.085 0.348 0.454 −0.089
(−0.67) (−0.30) (−0.58) (0.98) (1.35) (−0.55)

PPE 0.375 0.130 0.271∗∗ −0.825∗∗∗ −0.609∗∗ −0.078
(1.29) (0.50) (2.13) (−2.69) (−2.11) (−0.56)

Top1 −0.157 0.006 −0.260∗ 0.270 0.204 −0.016
(−0.45) (0.02) (−1.70) (0.74) (0.59) (−0.09)

Dual 0.135∗∗ 0.101∗ 0.048∗ 0.211∗∗∗ 0.131∗∗ 0.047

(2.21) (1.84) (1.78) (3.28) (2.16) (1.62)

Bsize 0.002 −0.034 0.019∗ 0.022 −0.008 0.017

(0.07) (−1.50) (1.70) (0.83) (−0.30) (1.43)

Indep −1.079∗ −1.409∗∗ 0.015 −0.600 −0.660 −0.263
(−1.70) (−2.47) (0.06) (−0.90) (−1.05) (−0.87)

Constant 12.237∗∗∗ 15.589∗∗∗ −2.100∗∗∗ −9.140∗∗∗ −5.955∗∗∗ 0.346

(6.85) (9.71) (−2.69) (−4.86) (−3.36) (0.41)

Year Yes Yes Yes Yes Yes Yes

Industry Yes Yes Yes Yes Yes Yes

Firm Yes Yes Yes Yes Yes Yes

N 15464 15464 15464 15464 15464 15464

R2 0.103 0.098 0.043 0.101 0.093 0.022

Note:∗∗∗ , ∗∗ , and ∗ represent significant at the level of 1%, 5%, and 10%, respectively, and are reported asT values in brackets, the same as in the following table.
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Whether a company participates in targeted poverty allevia-
tion may be affected by enterprises in the same industry and
region, while the participation of enterprises in targeted
poverty alleviation in the same industry and region does
not directly affect the company’s innovation investment.
Accordingly, the two-stage instrumental variable method is
adopted in this study to retest the main research questions,
and the regression results are listed in Table 6.

The first-stage regression results suggest that the regres-
sion coefficient of IndReg_TPA is significantly positive, and
the partial F weak instrumental variable test can reject the

original hypothesis, consistent with the theoretical expecta-
tion. At the second stage, after the endogenous problems
are controlled, TPA still shows a significant positive relation-
ship to RD and △RD, thus again verifying the basic conclu-
sion of this study. Thus, it is indicated that the promotion
effect of the participation in targeted poverty alleviation on
enterprise innovation is not affected by reverse causality
problems.

4.5. Robustness Test. The positive relationship between tar-
geted poverty alleviation and innovation input may be the

Table 5: Test of mediating effect based on financing constraints.

Variable
(1) (2) (3) (4) (5) (6) (7)
KZ RD RD1 RD2 △RD △RD1 △RD2

TPA
-0.953∗∗∗ 0.136∗∗ 0.156∗∗∗ 0.004 0.208∗∗∗ 0.154∗∗ 0.044

(-2.62) (2.08) (2.64) (0.15) (3.02) (2.36) (1.43)

KZ
-0.059∗∗∗ -0.068∗∗∗ 0.021∗∗∗ -0.079∗∗∗ -0.063∗∗∗ -0.011

(-3.15) (-4.06) (2.59) (-4.02) (-3.39) (-1.20)

Size
-2.946∗∗∗ 0.010 -0.167∗∗∗ 0.183∗∗∗ 0.319∗∗∗ 0.273∗∗∗ 0.022

(-9.75) (0.17) (-3.33) (7.53) (5.44) (4.95) (0.84)

Age
2.462 -2.083∗∗∗ -1.341∗∗∗ -0.299∗ 0.395 0.605 -0.322∗

(1.17) (-5.47) (-3.92) (-1.80) (0.99) (1.60) (-1.78)

ROA
-7.802∗∗∗ -4.706∗∗∗ -4.639∗∗∗ 0.284 -3.341∗∗∗ -3.890∗∗∗ 1.040∗∗∗

(-2.98) (-9.95) (-10.92) (1.37) (-6.71) (-8.30) (4.62)

Growth
-1.459∗∗∗ -0.841∗∗∗ -0.648∗∗∗ -0.153∗∗∗ -1.637∗∗∗ -1.358∗∗∗ -0.236∗∗∗

(-5.42) (-16.96) (-14.54) (-7.05) (-31.39) (-27.62) (-9.98)

Lev
9.361∗∗∗ -2.194∗∗∗ -1.917∗∗∗ -0.372∗∗∗ -0.394 -0.495∗∗ 0.018

(8.18) (-9.63) (-9.36) (-3.73) (-1.64) (-2.19) (0.17)

Pay
-4.510∗∗∗ -0.571∗∗∗ -0.428∗∗∗ -0.154∗∗∗ 0.147 0.025 0.003

(-7.53) (-5.31) (-4.43) (-3.26) (1.30) (0.24) (0.05)

CFO
-22.834∗∗∗ -1.036∗∗ -1.030∗∗∗ 0.206 -0.742∗ -0.411 -0.235

(-12.19) (-2.44) (-2.70) (1.11) (-1.66) (-0.98) (-1.16)

PPE
20.016∗∗∗ 0.509∗ 0.286 0.222∗ -0.644∗∗ -0.466 -0.054

(12.37) (1.73) (1.08) (1.73) (-2.08) (-1.60) (-0.38)

Top1
0.005 -0.170 -0.009 -0.255∗ 0.252 0.190 -0.018

(0.00) (-0.49) (-0.03) (-1.67) (0.69) (0.55) (-0.11)

Dual
-0.526 0.132∗∗ 0.098∗ 0.048∗ 0.208∗∗∗ 0.128∗∗ 0.047

(-1.55) (2.17) (1.79) (1.81) (3.24) (2.12) (1.60)

Bsize
0.048 0.004 -0.031 0.018 0.026 -0.005 0.018

(0.34) (0.17) (-1.37) (1.62) (0.95) (-0.20) (1.47)

Indep
-1.165 -1.018 -1.339∗∗ -0.007 -0.518 -0.595 -0.252

(-0.33) (-1.60) (-2.34) (-0.02) (-0.77) (-0.94) (-0.83)

Constant
45.084∗∗∗ 12.914∗∗∗ 16.373∗∗∗ -2.344∗∗∗ -8.229∗∗∗ -5.232∗∗∗ 0.469

(4.55) (7.18) (10.13) (-2.98) (-4.35) (-2.93) (0.55)

Year Yes Yes Yes Yes Yes Yes Yes

Industry Yes Yes Yes Yes Yes Yes Yes

Firm Yes Yes Yes Yes Yes Yes Yes

N 15,464 15,464 15,464 15,464 15,464 15,464 15,464

R2 0.112 0.104 0.099 0.044 0.102 0.094 0.022
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result of mechanical correlation rather than causality. Com-
pared with nonparticipating enterprises, enterprises partici-
pating in targeted poverty alleviation may show significant
advantages in terms of resource base, business capability,
and corporate governance, while having better innovation
foundation and stronger innovation capability. As a result,
the conclusions of this study are affected by the endogenous
influence of the omission of important explanatory variables.

To eliminate the individual differences between the two
types of enterprises, this study uses the propensity score
matching (PSM) method to match the samples that have
participated in targeted poverty alleviation according to the
nearest neighbor 1 : 1. The regression results after matching
are listed in Table 7. The mediating effect of targeted poverty
alleviation on enterprise innovation investment and financ-
ing constraint still exists significantly, suggesting that the
conclusion of this study is not affected by the omission of
important explanatory variables and remains robust after
eliminating individual differences of enterprises.

Since there may be measurement bias in the research
conclusions of this study, this study builds a new financing
constraint measurement index (DKZ) by referring to the
research of Wang [39]. Moreover, the SA index is adopted
as a substitute variable of financing constraints for the
robustness test in accordance with the study by Wu and
Huang [40]. Columns 1–4 of Table 8 present the regression
results of alternative financing constraint measures. Since
the information disclosure of targeted poverty alleviation
began in 2016, the test of samples from 2016 to 2019 can
be adopted to directly compare the difference in innovation
input between enterprises participating in targeted poverty
alleviation and those that do not. Regression results of
replacement samples are shown in columns 5–7 of
Table 8. Robustness test results also support the hypothesis
of this study.

5. Research Conclusions and Implications

The participation in targeted poverty alleviation is the main
performance of enterprises in rolling out national poverty
alleviation policies, feeding back poverty, actively assuming
social responsibilities, and realizing corporate value regres-
sion. It is also a strategy for enterprises to obtain social
and economic resources and improve social identity. In the
context of “mass entrepreneurship and innovation” and tar-
geted poverty alleviation, the influence of the participation
in targeted poverty alleviation on enterprise innovation is
discussed with China’s Shenzhen and Shanghai A-share
listed companies from 2016 to 2019 as the research sample.
The KZ index is constructed to measure financing con-
straints, and it is suggested that the promotion of targeted
poverty alleviation on the R&D investment intensity of
enterprises is through the channel of alleviating financing
constraints.

This study suggests that first enterprises’ participation in
targeted poverty alleviation can increase the efficiency of
social resource allocation, achieve Pareto optimization,
reduce the financing constraints of enterprises, and thus
increase the investment in innovation of enterprises and
especially enhance exploratory innovation ability of the
enterprise. Compared with development innovation, explor-
atory innovation is characterized by greater uncertainty,
greater exploitation, and higher returns. It requires acquir-
ing, integrating, digesting, and absorbing new knowledge,
new resources, and new technologies, and it is more depen-
dent on the integration of strategic resources. Thus, the par-
ticipation in targeted poverty alleviation more significantly

Table 6: Endogeneity test.

Variable
The first stage The second stage

(1) (2) (3)
TPA RD △RD

IndReg_TPA
0.911∗∗∗

(39.81)

TPA
1.807∗∗ 0.211∗∗

(2.03) (1.96)

Size
0.053∗∗∗ -0.180∗∗∗ 0.026

(19.87) (-4.75) (1.56)

Age
0.039∗∗∗ -1.016∗∗∗ 0.007

(4.74) (-10.03) (0.15)

ROA
0.379∗∗∗ -7.003∗∗∗ -2.168∗∗∗

(6.66) (-9.81) (-3.77)

Growth
-0.010 -0.531∗∗∗ -1.398∗∗∗

(-1.51) (-6.31) (-16.14)

Lev
-0.063∗∗∗ -4.915∗∗∗ -0.293∗∗

(-3.62) (-22.79) (-2.24)

Pay
-0.040∗∗∗ 0.223 0.231∗∗

(-3.51) (1.59) (2.55)

CFO
0.038 1.452∗∗∗ 0.099

(0.87) (2.71) (0.37)

PPE
0.110∗∗∗ -3.614∗∗∗ -0.741∗∗∗

(5.38) (-14.25) (-5.92)

Top1
0.050∗∗∗ -2.239∗∗∗ -0.087

(2.79) (-10.21) (-0.99)

Dual
-0.001 0.505∗∗∗ 0.109∗∗∗

(-0.15) (7.51) (3.43)

Bsize
0.005∗∗ 0.018 0.008

(2.57) (0.76) (0.83)

Indep
0.026 3.438∗∗∗ 0.052

(0.47) (5.11) (0.17)

Constant
-1.483∗∗∗ 12.794∗∗∗ -0.198

(-13.56) (13.36) (-0.51)

Year Yes Yes Yes

Industry Yes Yes Yes

Firm Yes Yes Yes

N 15,464 15,464 15,464

R2 0.255 0.340 0.086

Partial F-test of IVs
439.117

[0.000]
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affects exploratory innovation. Second, the participation in
targeted poverty alleviation can reduce financing constraints
of innovation, improve resource allocation efficiency, and
stimulate innovation vitality of enterprises mainly through
resource effect, reputation effect, and information effect.
Accordingly, the participation in targeted poverty alleviation
more significantly affects exploratory innovation. The above
analysis suggests that enterprises’ participation in targeted
poverty alleviation is not a simple social welfare payment
but a mutually beneficial behavior that facilitates high-
quality development of enterprises while assuming their
social responsibilities.

Based on the above conclusions, this study draws the
following points of enlightenment:

First, from the perspective of the Chinese government,
the goals of the Party and the country consist of targeted
poverty alleviation, building a moderately prosperous society
in all respects, and fulfilling the “Chinese Dream” of the
great rejuvenation of the Chinese nation, which requires
the joint efforts of the people of all ethnic groups in China.
Enterprises as the backbone of the development of high-
quality fuel economy in the market, technology, information
organization, capital, human resources, and management
show a unique advantage and a strong ability of resource

Table 7: Robustness test of model transformation.

Variable
(1) (2) (3) (4) (5) (6)
RD RD1 RD2 RD RD1 RD2

TPA
0.166∗∗∗ 0.147∗∗∗ 0.029 0.165∗∗ 0.146∗∗∗ 0.029

(2.58) (2.70) (0.99) (2.57) (2.68) (1.00)

KZ
-0.065∗∗∗ -0.081∗∗∗ 0.023∗∗

(-2.67) (-3.93) (2.04)

Size
0.036 0.000 0.126∗∗∗ -0.000 -0.045 0.138∗∗∗

(0.50) (0.00) (3.81) (-0.00) (-0.73) (4.12)

Age
-1.438∗∗∗ -0.992∗∗ -0.087 -1.459∗∗∗ -1.018∗∗ -0.080

(-2.83) (-2.31) (-0.37) (-2.88) (-2.37) (-0.34)

ROA
-4.818∗∗∗ -4.464∗∗∗ 0.055 -5.015∗∗∗ -4.709∗∗∗ 0.124

(-6.97) (-7.62) (0.17) (-7.21) (-8.00) (0.39)

Growth
-0.638∗∗∗ -0.477∗∗∗ -0.141∗∗∗ -0.680∗∗∗ -0.529∗∗∗ -0.126∗∗∗

(-10.31) (-9.10) (-4.95) (-10.66) (-9.79) (-4.30)

Lev
-2.871∗∗∗ -2.803∗∗∗ -0.284∗∗ -2.537∗∗∗ -2.386∗∗∗ -0.401∗∗∗

(-10.34) (-11.91) (-2.22) (-8.33) (-9.26) (-2.87)

Pay
-0.640∗∗∗ -0.467∗∗∗ -0.267∗∗∗ -0.648∗∗∗ -0.477∗∗∗ -0.264∗∗∗

(-4.05) (-3.49) (-3.69) (-4.11) (-3.57) (-3.65)

CFO
-0.073 0.161 -0.182 -0.954∗ -0.937∗∗ 0.127

(-0.17) (0.43) (-0.90) (-1.73) (-2.01) (0.50)

PPE
1.143∗∗∗ 0.604∗ 0.470∗∗∗ 1.284∗∗∗ 0.780∗∗ 0.420∗∗

(3.04) (1.90) (2.72) (3.38) (2.43) (2.41)

Top1
0.432 0.588 -0.150 0.415 0.567 -0.144

(1.00) (1.60) (-0.75) (0.96) (1.55) (-0.72)

Dual
0.074 0.070 0.018 0.072 0.067 0.019

(0.91) (1.01) (0.49) (0.88) (0.97) (0.51)

Bsize
-0.047 -0.076∗∗∗ 0.024∗ -0.044 -0.073∗∗∗ 0.023∗

(-1.56) (-3.00) (1.77) (-1.46) (-2.85) (1.69)

Indep
-1.379∗ -1.706∗∗∗ 0.076 -1.305∗ -1.614∗∗ 0.050

(-1.80) (-2.63) (0.21) (-1.70) (-2.49) (0.14)

Constant
10.032∗∗∗ 9.310∗∗∗ -2.210∗∗ 10.743∗∗∗ 10.197∗∗∗ -2.460∗∗

(4.25) (4.66) (-2.04) (4.53) (5.07) (-2.26)

Year Yes Yes Yes Yes Yes Yes

Industry Yes Yes Yes Yes Yes Yes

Firm Yes Yes Yes Yes Yes Yes

N 8500 8500 8500 8500 8500 8500

R2 0.110 0.112 0.043 0.111 0.115 0.044
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integration, which can be consistent with the specific envi-
ronment in poor areas, adjust measures to local conditions,
and vary from person to person to create production and
employment opportunities for poor people. Thus, to guide
enterprises to actively participate in targeted poverty allevia-
tion, the government should give targeted support to enter-
prises participating in industrial poverty alleviation. First,
the position of enterprises in targeted poverty alleviation

should be clarified, and the huge role of enterprises in tar-
geted poverty alleviation should be confirmed. Second, the
government should fully exploit the advantages of the plat-
form, formulate preferential policies for enterprise poverty
alleviation, provide more financial support for poverty alle-
viation enterprises, do a good job in supporting services for
poverty alleviation enterprises, and call on enterprises to
think about the source of wealth, think about progress when

Table 8: Robustness test of substitution variables.

Variable
Substitution variables Replace the sample

(1) (2) (3) (4) (5) (6) (7)
DKZ SA RD RD △RD △RD1 △RD2

TPA
-0.162∗∗ -0.019∗∗∗ 0.139∗∗ 0.140∗∗ 0.205∗∗ 0.158∗ 0.027

(-2.00) (-14.61) (2.12) (2.11) (2.13) (1.84) (0.75)

DKZ
-0.026∗∗

(-2.46)

SA
-0.098∗∗

(-2.21)

Size
-0.420∗∗∗ 0.019∗∗∗ 0.048 0.044 0.628∗∗∗ 0.552∗∗∗ 0.054

(-14.22) (17.90) (0.88) (0.80) (5.61) (5.50) (1.26)

Age
-0.034 0.007 -2.086∗∗∗ -2.088∗∗∗ 0.974 0.039 1.014∗∗∗

(-0.39) (0.97) (-5.48) (-5.48) (0.95) (0.04) (2.61)

ROA
-17.186∗∗∗ 0.056∗∗∗ -4.549∗∗∗ -4.586∗∗∗ -2.843∗∗∗ -4.170∗∗∗ 1.279∗∗∗

(-18.09) (6.11) (-9.55) (-9.71) (-4.06) (-6.64) (4.80)

Growth
-0.328∗∗∗ 0.004∗∗∗ -0.807∗∗∗ -0.809∗∗∗ -1.671∗∗∗ -1.450∗∗∗ -0.190∗∗∗

(-4.29) (3.83) (-16.60) (-16.66) (-23.62) (-22.89) (-7.05)

Lev
7.497∗∗∗ 0.021∗∗∗ -2.521∗∗∗ -2.502∗∗∗ -0.746∗∗ -0.944∗∗∗ 0.188

(35.16) (5.17) (-11.93) (-12.11) (-2.03) (-2.88) (1.35)

Pay
0.616∗∗ -0.018∗∗∗ -0.571∗∗∗ -0.567∗∗∗ -0.332∗ -0.256 -0.040

(2.48) (-8.62) (-5.30) (-5.25) (-1.77) (-1.52) (-0.56)

CFO
-14.693∗∗∗ 0.016∗∗ -0.195 -0.228 0.651 0.535 -0.027

(-28.08) (2.48) (-0.57) (-0.67) (1.31) (1.21) (-0.14)

PPE
11.579∗∗∗ -0.024∗∗∗ 0.353 0.377 -0.205 -0.374 0.195

(44.07) (-4.20) (1.20) (1.29) (-0.39) (-0.79) (0.97)

Top1
-0.202 -0.083∗∗∗ -0.157 -0.149 0.790 0.704 0.287

(-1.06) (-12.19) (-0.45) (-0.42) (1.10) (1.10) (1.06)

Dual
-0.073 -0.002 0.135∗∗ 0.135∗∗ 0.231∗∗ 0.153∗ 0.019

(-1.22) (-1.51) (2.21) (2.21) (2.34) (1.73) (0.49)

Bsize
-0.044∗∗ 0.002∗∗∗ 0.002 0.002 0.025 -0.001 0.035∗∗

(-2.13) (3.09) (0.07) (0.06) (0.56) (-0.03) (2.05)

Indep
0.045 0.006 -1.080∗ -1.079∗ 0.648 0.189 0.413

(0.08) (0.50) (-1.70) (-1.70) (0.59) (0.19) (1.00)

Constant
4.455∗∗∗ 3.437∗∗∗ 12.189∗∗∗ 11.899∗∗∗ -17.720∗∗∗ -11.960∗∗∗ -4.820∗∗∗

(5.91) (98.29) (6.81) (4.99) (-4.37) (-3.29) (-3.13)

Year Yes Yes Yes Yes Yes Yes Yes

Industry Yes Yes Yes Yes Yes Yes Yes

Firm Yes Yes Yes Yes Yes Yes Yes

N 15,462 15,464 15,464 15,464 9725 9725 9725

R2 0.490 0.869 0.103 0.103 0.115 0.122 0.019
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becoming rich, and assume social responsibilities on their
initiative. Lastly, an enterprise incentive mechanism for pov-
erty alleviation should be established, to give enterprise
resource, technology, and human help, and to promote the
integration of enterprises and take advantage of all aspects
of the resources and scientific strengths for the reasonable
selection and implementation of poverty alleviation projects,
stimulating entrepreneurs as a crucial contributor to tar-
geted poverty alleviation of practitioners and the leader of
the social fashion, so as to win the battle against poverty
for the enthusiasm of enterprises to mobilize the great
potential of targeted poverty alleviation.

Second, enterprises, an important force in the capital mar-
ket, should actively participate in targeted poverty alleviation
projects and fulfill their social responsibilities under the call
of the state. Targeted poverty alleviation exhibits a unique pol-
icy nature. Enterprises’ participation in targeted poverty allevi-
ation can obtain corresponding preferential and favorable
development conditions, while improving their social image,
establishing and maintaining ties with the government, and
conveying confidence to the outside world. It needs multilat-
eral cooperation and complementary advantages to win the
battle against poverty. Enterprises should be aware of their
important role in people's livelihood projects, and their partic-
ipation in targeted poverty alleviation will bring economic and
social benefits to them. Therefore, enterprises should seize the
opportunity and use their own advantages. To be specific, they
should set up poverty alleviation projects in poor areas,
develop resources, cultivate industries, and revitalize local nat-
ural and human resources. Enterprises should optimize their
own industrial chain, strengthen the construction of enterprise
brands, enhance the visibility and competitiveness of enter-
prise products, and achieve sustainable development of enter-
prises and society.

Third, the financing environment of enterprises should
be improved in depth. The trend of China’s economic devel-
opment has been very good over the past few years, and the
mixed system reform is also in full swing. However, the
state-owned economy still takes on a critical significance,
and the development space for private enterprises remains
insufficient. As revealed by the existing data statistics and
research, private enterprises have a higher level of innova-
tion investment and innovation power, thus contributing
to the improvement of the innovation ability of the whole
society, and the performance of social responsibility by pri-
vate enterprises is more conducive to enterprise innovation
than state-owned enterprises. However, affected by the pol-
icy system and financing capacity, the private economy
and development lag behind the state-owned economy,
which indirectly has an adverse effect on the technological
innovation and development of the whole society. To vigor-
ously facilitate R&D innovation in China and fully use the
positive role of enterprises, it is particularly important to
improve the financing environment of enterprises, not only
the operation of enterprises but also the competitiveness
and long-term development. To solve the above problem,
the assessment and supervision of financial institutions
should be improved, a multilevel capital market should be
developed, and a favorable environment should be created.

This study also has some limitations. Impacted by the
single form of data disclosure on R&D innovation, only
quantitative indicators of R&D investment and patent vol-
ume, and the short observation year of targeted poverty alle-
viation data, this study only selects R&D investment to
measure enterprise innovation in a single manner, which is
insufficiently comprehensive to reflect the reality. It is
expected that future research can have increasingly appro-
priate ways to measure innovation. Moreover, this study
only studies the influence of the participation in targeted
poverty alleviation on enterprise innovation and does not
involve other aspects of corporate governance and enterprise
development. Furthermore, a question is raised whether
there is any way other than financing constraints for the
influence of the participation in targeted poverty alleviation
on enterprise investment activities, which will be investi-
gated in depth in the future.
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With the support of big data technology, the field of education is also facing new problems and opportunities. Network teaching
has become the mainstream means of higher education. In order to explore the changes of students’ learning effect in the process
of online teaching, this paper proposes to build an online teaching effect evaluation model with the support of data mining
technology and decision tree algorithm. This paper records the factors and objects that reflect the teaching effect in network
teaching and traditional teaching, respectively. A decision tree algorithm is used to divide the attributes of influencing factors
from relevant rules. Using the Kirschner model to build the evaluation system, add two attribute elements: students’ teaching
evaluation and teachers’ self-evaluation. Data mining technology is used to preprocess and clean up the sample set, which
improves the accuracy of the calculation results. In the evaluation model, the association rule algorithm is also constructed to
classify the data of the same element type and delete the data of different elements after marking. Through this evaluation
model, teachers can accurately judge students’ learning interests and improve students’ academic performance. The results
show that compared with the traditional data mining algorithm, the decision tree algorithm has obvious advantages in
computing speed and accuracy.

1. Introduction

There is an obvious gap between online teaching and tradi-
tional teaching methods. It has the characteristics of diver-
sity, flexibility, and interaction [1]. According to different
disciplines, choosing various forms of teaching can achieve
the purpose of solving students’ after-school problems any-
time and anywhere. Teachers’ choice of teaching methods
also needs to refer to teaching needs, teaching objectives,
online platform stability, and other factors [2]. Compared
with traditional classroom, online classroom also includes
check-in, in-class test, live broadcast time, homework
release, and other forms. The main elements of network
teaching mode are teachers, students, teaching content,
teaching media, supporting platform for teaching and learn-
ing, etc. Teachers choose the teaching content according to
the requirements of the syllabus, the characteristics of stu-
dents, and the cognitive basis of students. Then, design
and compile into multimedia teaching software and network
courseware or design and develop into network courses and

publish them to the course center [3]. The corresponding
data generated during students’ online learning can also be
collected through the teaching platform. How teachers use
behavior data to form accurate and effective effect evaluation
is the main content of our exploration [4]. At present, online
teaching modes include Tencent conference, Mu class live
broadcast, and nail class; this kind of video and audio live
broadcast can enable students to acquire and share knowl-
edge in the family environment. Due to the full implementa-
tion of the network education model in colleges and
universities, teaching resources also have richer choices [5].
The popularization and development of online teaching
mode is one of the ways for colleges and universities to dis-
play modern educational technology means. It also brings
new ideas for the improvement of classroom environment
and teaching quality management. Teaching effect evalua-
tion is one of the links of teaching quality management
and supervision, which can ensure the effectiveness of teach-
ing methods [6]. Whether the teaching effect is perfect needs
to be further reflected in the evaluation indicators [7].
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How to evaluate and test the effect of online teaching
objectively and fairly is the main concern of college educa-
tors all over the world [8]. The various attributes of evalua-
tion indicators can directly affect teachers’ planning of
teaching mode and the way of carrying out teaching activi-
ties. Although a relatively complete teaching effect evalua-
tion system has been established in the traditional teaching
classroom, due to the unique form of online teaching, it is
necessary to reconstruct an online teaching effect evaluation
system [9]. According to the survey, the acquisition process
of online teaching effect evaluation has the following prob-
lems: first, there are many online teaching modes, resulting
in different judgment standards for teaching effect [10].
Many colleges and universities do not have a deep under-
standing of the online teaching mode and still use the tradi-
tional classroom evaluation indicators, resulting in the
evaluation coefficient which cannot be objective and fair.
Second, online teaching has distinct characteristics, and the
evaluation of teaching effect must meet the elements of
online teaching [11]. Third, the concept of teaching effect
evaluation is vague, the evaluation angle is single, and the
evaluation standard is single. There are still one-sided levels
of teachers’ evaluation views, ignoring the main function of
students in teaching effect evaluation [12]. According to
the above situation, this paper studies the online teaching
effect by using the mathematical methods such as decision
tree algorithm and Coriolis model in data mining technol-
ogy, so as to realize the construction of teaching effect eval-
uation model.

2. Application Status of Data Mining
Technology at Home and Abroad

With the development of educational modernization, the
field of education has updated teaching aids and teaching
means in combination with computer intelligence technol-
ogy [13]. The development speed of artificial intelligence
technology in the field of education will be significantly
improved in the future. I believe that with the landing and
application of 5 g communication technology, the applica-
tion scenarios of artificial intelligence technology will be
gradually improved, and a large number of products based
on artificial intelligence technology will be gradually imple-
mented, such as the application of AR and VR products,
which will open up a huge value space for artificial intelli-
gence technology. People’s understanding of the way of
education has gradually changed. Modern information
technologies such as Internet, big data, and artificial intelli-
gence are changing people’s living habits and learning styles
[14]. The data generated in the teaching process of colleges
and universities will be stored in the information database.
These data can provide teachers with students’ learning sta-
tus and performance change trend [15]. However, how to
quickly query information and calculate and count data
sources is the primary problem perplexing educators. As a
multidisciplinary research technology, data mining was offi-
cially proposed at the first academic conference in Canada
[16]. Subsequently, this technology has been widely used in
the fields of medicine, pedagogy, and economics and

achieved good results. They began to pay attention to the
application of data mining technology in the field of e-
learning. According to data mining technology, the real-
time path of computer software in application is analyzed
to mine system vulnerabilities and execution records [17].

Japan’s modern industry needs to deal with massive data
information in the big data environment [18]. In order to
improve the retrieval speed and accuracy, they use data min-
ing technology to improve the analysis quality in the eco-
nomic field and make a scientific transformation of
enterprise finance [19]. The application of this technology
in financial management is highly feasible, and some
research results have been obtained. The German construc-
tion team is characterized by complexity in its work. This
kind of specialized work has great difficulty and error in
practical operation [20]. In order to improve the quality of
construction projects, they use big data mining technology
to detect the construction quality. Data collection and pre-
treatment shall be carried out in the project development
stage, and a certain logical process shall be adopted to ana-
lyze whether the construction quality meets the standard.
Finally, the purpose of optimizing building quality and
building process structure is realized [21].

As a common method in data mining, a decision tree
algorithm has been widely used in the field of education in
China [22]. The decision tree algorithm has been used in
student grade point analysis, behavior data analysis, and so
on. Through the data feedback information, we can judge
the enrollment proportion and predict the employment situ-
ation of students. The decision tree algorithm can also get
the following results in the process of analyzing the changes
of students’ grades: students’ age, gender, learning time, and
discipline basic ability [23]. According to the main factors
affecting students’ performance, the corresponding perfor-
mance prediction model is generated. Through the improve-
ment from generation to generation, the decision tree
algorithm can also realize the early warning processing of
students’ performance from the specific factors affecting stu-
dents’ learning behavior in the relationship rules and classi-
fication rules [24]. In the field of education, foreign countries
have also taken a series of research on decision tree algo-
rithm. They not only applied this algorithm to student per-
formance monitoring but also analyzed the investment of
education funds and student information management
[25]. Obtain students’ favorite subject data from the big data
environment, and then cultivate students’ learning habits.
Using the association rules in the decision tree algorithm
can also accurately judge the enrollment rate, enrollment
rate, and transfer rate of students in different regions, so as
to realize the allocation and planning of educational
resources. Based on the above research status, this paper also
uses the decision tree algorithm to build and study the
model of online teaching effect evaluation.

3. Analysis of Evaluation Model Construction

3.1. Research on the Construction of Online Teaching Effect
Simulation Model Based on Decision Tree Algorithm. In
today’s college education process, students’ learning effect
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and teachers’ teaching effect have become important indica-
tors affecting students’ performance. One can directly reflect
teachers’ teaching level, and the other can objectively reflect
students’ learning ability. It has a guiding function for
teachers to choose teaching methods and schools to plan
teaching plans. At present, online education platforms
emerge one after another, and online teaching has become
a widely used way in teaching mode. With the support of
data mining technology, this paper uses decision tree associ-
ation rule algorithm to build its simulation model and form
an evaluation system for online teaching. So as to realize the
detection and improvement of students’ learning effect.
According to various influencing factors, this paper analyzes
the change trend of students’ performance and then puts
forward reasonable targeted suggestions to improve the
teaching quality. As a widely used classification algorithm
in data mining technology, the decision tree algorithm can
get the hidden information contained in the data through
data analysis and preprocessing. These information can be
divided into effective and ineffective functions. Further pro-
cessing can summarize the factors affecting the calculation
results. For the teaching effect, the use of data mining and
classification is helpful to understand the shortcomings of
the teaching model, improve their own advantages, and clar-
ify the defects in the teaching methods. For college teachers,
it can help teachers adjust teaching methods, change teach-
ing plans, and formulate educational plans for students’
learning effects. At the same time, it can also improve their
own teaching level and optimize teachers’ teaching skills in
the teaching effect. The focus of higher education is to
improve teaching quality and cultivate compound talents
with high quality and strong comprehensive ability for the
society. As an important basis to measure the quality of
teaching, students’ performance is also an important symbol
to evaluate students’mastery of knowledge and learning atti-
tude. Therefore, the prediction and analysis of students’
scores can provide an important basis for teaching managers
to deepen teaching reform, reasonably arrange teaching
plans, and improve teaching quality. With the rapid growth
of student performance data, it is difficult for teachers to find
rules directly according to the distribution of student perfor-
mance and make decisions according to this rule. The tradi-
tional analysis and treatment of students’ performance by
teachers are generally only to count the number of students
whose performance is at the level of excellent, good, average,
and poor. However, it is impossible to understand the rea-
sons for the distribution of students’ achievements. If
teachers can fully understand the reasons for students’
achievements, they will be able to better “suit the remedy
to the case” and improve the teaching quality. For the mas-
sive data generated in the teaching process, in the past, only
the primary data backup, query, and simple statistical stages
were used, so these data were not fully utilized. Now, we can
use data mining classification technology to transform a
large amount of data into classification rules, so as to better
analyze these data and obtain useful information.

Firstly, this paper refers to a large number of literature
and analyzes the difference between traditional teaching
effect and online teaching effect. It is found that the final

score and process detection of students’ learning can reflect
the effect of online teaching. Because the student achieve-
ment information belongs to discrete data, the classification
rule algorithm in the decision tree algorithm is selected as
the technical support. This paper analyzes the main factors
affecting teaching effect and students’ achievement from var-
ious angles. The whole research idea is shown in Figure 1.

It can be seen from Figure 1 that after determining the
research object and method, it is also necessary to sort out
and collect the data. We mainly collect objective factors such
as online teaching platform, students’ age, gender, teachers’
teaching level, and teachers’ rank. Among the research
objects, a university was randomly selected for online teach-
ing, and a questionnaire survey was conducted on students
and teachers. A total of 8000 valid survey results were recov-
ered. According to the survey results, there are obvious dif-
ferences in teachers’ choice of online platforms and
teaching methods. We show the way of online teaching in
terms of data and proportion, as shown in Figure 2.

As can be seen from Figure 2, more than half of college
teachers have overlapping and mixed behaviors in choosing
online teaching methods. More than 20% of teachers use the
three teaching methods. Most teachers make their own
teaching contents and resources, and a small number of
teachers choose the teaching resources provided by the Mu
class platform. According to the above survey results, we will
calculate the collected data by decision tree algorithm to
judge the impact of the above factors on the effect of online
teaching. The decision tree algorithm can classify and sort
the irregular events to form the corresponding mathematical
model and use the classification rules to predict and analyze
the hidden data. The decision tree algorithm can solve both
classification problems (the corresponding target values are
classified data) and regression problems (the output results
can also be continuous values). Compared with other algo-
rithms, decision tree has a very obvious advantage; that is,
it can be visualized intuitively. Each leaf node under the tree
structure is given a flag to record the tree conditions con-
tained therein separately. This arrangement from top to bot-
tom can achieve the purpose of classification after data
preprocessing in practical research. Three classes of modern
education technology are randomly selected as the represen-
tative objects of this paper. There are one professor and
three lecturers among the teachers, and a total of 5423 data
are generated. Establish a data summary table for the basic
information of students from the perspectives of name, gen-
der, student number, and major. In the judgment of teaching
effect, the change of students’ academic performance is
selected as a reference. Compare the performance changes
of students in the three classes, as shown in Figure 3.

As can be seen from Figure 3, the number of students in
the first class is large, and the average academic performance
is relatively uniform. The number of students in the third
class is small, of which the number of male students
accounts for two-thirds, and the academic performance is
high. Before establishing the decision tree model, the data
needs to be discretized and split. Discrete processing is for
data induction to form a small range of characterization
attributes. Remove the data irrelevant to the influencing
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factors, and retain the effective information. Suppose a sam-
ple set has different representation values in training, which
can be distinguished according to discrete values and ordi-
nary values. The outputs corresponding to these calculation
results can form multiple subsets. At this time, the data quo-
tient measurement is calculated according to the subset
information:

InfoA Dð Þ = 〠
v

j=1

Dj j
Dj j × Info Dj

À Á
: ð1Þ

The weight changes in each partition can be divided
according to the category. When the effective expected data
in the tuple is smaller and smaller, the accuracy of the whole
partition is higher. The definition of data quotient value

should also be combined with the difference of information
demand:

Gain Að Þ = Info Dð Þ − InfoA Dð Þ: ð2Þ

The classification data used in the decision tree algo-
rithm is similar to the variable InfoðDÞ, and its operation
formula is

SplitInfoA Dð Þ = −〠
v

j=1

Dj

�� ��
Dj j × log2

Dj

�� ��
Dj j

 !
: ð3Þ

The calculated data values are divided into correspond-
ing attribute areas by the set. At the same time, the output

Determine the research object Determine research methods

Coriolis model

SPSS statistical so�ware

Decision tree algorithmOnline course of information
technology in a university

Excel tableCollect and organize data

Ask questions and assumptions Class and usual grades Teacher

Discussion and summary of research resultsBuilding decision tree model

Figure 1: Flow chart of research ideas.

500

Q
ua

nt
ity

425

300

275

210

250

190

450

400

350

300

250

200

150

100

80.00%

Pr
op

or
tio

n

70.00%

60.00%

50.00%

40.00%

30.00%

20.00%

10.00%

0.00%
Live teaching MOOC Online

discussion
Recording and
broadcasting

Autonomous
learning

Other

Figure 2: Display diagram of data change and proportion change of online teaching mode.

4 Journal of Function Spaces



RE
TR
AC
TE
D

variables of the calculation results are compared. The whole
comparison formula is as follows:

Gainratio Að Þ = GainA
SplitInfoA Dð Þ : ð4Þ

According to the above formula, students’ usual test
scores and final test scores are constructed. To determine
whether the students are qualified or not, they need to be
sorted into two grades, and the data quotient value is calcu-
lated by using the classification formula:

Info Dð Þ = −
534
1096

× log2
534
1096

−
562
1096

× log2 = 0:9995: ð5Þ

The above formula includes sample quantity and effec-
tive data quantity. Students’ grades are divided into three
grades: excellent, good, and average. Among the three
grades, there are 527 excellent samples above the average
coefficient, 58 good samples, and only 3 general samples.
We define the usual score formula:

info pð Þ = 858
1096

× −
527
858

× log2
527
858

−
282
858

× log2
282
858

� �

= 0:9623:
ð6Þ

Classify the data of usual performance:

Split info pð Þ = −
858
1096

× log2
858
1096

+
282
1096

× log2
282
1096

� �

= 0:8631:
ð7Þ

We take the test results of students’ online teaching as
test data and maximize the selection of each attribute
according to the decision tree model. The test score is the
root node of the decision tree model, so as to further deter-
mine each child node. The final decision tree model is as
follows:

As can be seen from Figure 4, three branches are gener-
ated under the root node, which are the summary results of
usual grades in online teaching. Excellent, good, and general
are used as the data sources of the three branch nodes.
Finally, the decision tree model needs to be further simpli-
fied. This pruning method adopts the operation of deleting
after a long time. Eliminate the data without research value
to make the model calculation more simple and convenient.
From the above research, it is concluded that the online
teaching effect has obvious advantages over the traditional
teaching effect. With the increase of the number of students,
the range of excellent students is gradually expanded, and
ordinary students account for the vast majority of the sam-
ple set. Next, we need to build an evaluation model for the
effect of online teaching.

3.2. Application Analysis of Network Teaching Effect
Evaluation Model. With the more and more frequent
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application of data mining technology in college teaching
activities, we should rejudge the impact of teaching effect
on students’ learning activities in the face of online teaching
mode. The new teaching mode brings new challenges to the
evaluation of teaching effect. Teachers’ analysis of teaching
effect is the main means to ensure teaching quality and
improve teaching efficiency. Whether the evaluation mecha-
nism is reasonable and the evaluation index is accurate is
one of the various factors affecting the effect evaluation. At
present, most colleges and universities do not fully under-
stand the online teaching methods, and the evaluation angle
is relatively single, which is quite different from the actual
teaching process. Data mining technology records the learn-
ing situation and learning trajectory of different users in the
database. The sequential pattern mining method of data
mining is used to classify documents. Improve the speed of
students’ information retrieval. Teachers can conduct min-
ing and analysis based on the data accessed by students.
Cluster analysis of the access data, understand the contents
of students’ interest and the relationship between access
sites, and analyze students’ access habits and interests.
Actively push some interesting content to them, and set up
hyperlinks between related pages to improve the structure
of the website. Make the links between pages more in line
with students’ visiting habits. Facing the shortcomings of
online teaching effect evaluation, this paper constructs and
studies the online teaching effect evaluation index by using
the decision tree algorithm and Coriolis model structure.
The whole evaluation process is shown in Figure 5.

As can be seen from Figure 5, the evaluation system has
two parts: process and summary. After many online teaching
environment simulations, record the generated student data.
Classify and summarize the data set to reflect the teaching
effect and operation. It can reflect the actual learning effect
of students from the aspects of class rate, learning time,
and performance change. Traditional evaluation methods
generally use numerical calculation, including equal differ-
ence calculation method, similar estimation method, and
weighted average method. However, in the face of a large

amount of data generated by the online platform, the above
methods cannot guarantee the accuracy of the calculation
results. Before building the decision tree model, this paper
needs to traverse the two variables of quotient value. The
feature of numerical maximization is selected as the best tree
node. After importing the data, conduct digital conversion
to convert the characteristic information into dictionary
form. The code formula is as follows:

x = x:to dict orient = }records}
� �

,

transfer = DictVectorizerð Þ,
x = transfer:fit transform xð Þ:

ð8Þ

When designing the decision tree model, first define the
number of node layers:

estimator = DecisionTreeClass = max depth = 3: ð9Þ

Call the compound function to the training model, input
the characteristic variables and mark them as the best child
nodes. Finally, it is combined with the output characteristics
to form tree parameters:

estimator:fit x, yð Þ: ð10Þ

There are no regular and repeated paths for the above
operations, and users cannot find the regular characteristics
of data processing. This can greatly ensure the security and
effectiveness of data. It can be seen from the decision tree
node that the data on the left side of the object represents
the samples with high trust and the data on the right side
represents the samples with low trust. Starting from the sec-
ond level, the subnode with a value of indicates the state of
low teaching evaluation. We apply the same data to the tra-
ditional data processing methods and compare the results
from the accuracy, as shown in Figure 6:

Examination results

Excellent

ecnamrofreplausUecnamrofreplausUecnamrofreplausU

Good Commonly

Excellent Good CommonlyExcellent

Yes Yes (0.66)
No (0.33)

Yes (0.15)
No (0.32)

Yes (0.32)
No (0.67)
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No (0.23)

Yes (0.09)
No (0.99)

No

No

No

Good
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Commonly Excellent Commonly

Figure 4: Decision tree model.
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It can be seen from Figure 6 that there is little difference
between the traditional method and the decision tree algo-
rithm in the initial stage. With the gradual increase of the
number of samples, the accuracy of the traditional method
shows a cliff decline, while the decision tree algorithm can
still maintain high accuracy. Finally, we use Coriolis model
to evaluate the prediction effect. This model is mainly com-
posed of reaction group, behavior group, learning group,
and result group. The response group includes students’ feel-
ings about online teaching, which is mainly used to collect
students’ feedback on the teaching mode. The behavior
group is to judge the status and behavior characteristics of
students’ online learning, as well as the mastery of each sub-
ject’s knowledge and skills. The learning group is a compre-
hensive collection of learning effects, which can represent
the effect of online teaching to a certain extent. The final
result group can judge whether students fully master knowl-
edge and skills and whether they can use online course con-
tent to solve problems in daily life. Teachers need to
strengthen interaction. Online teaching must focus on inter-
action. In the process of interaction, teachers can also have a
general understanding of students’ learning, so as to deter-
mine the next teaching plan. At the same time, pay attention
to online assessment. Online assessment is often one of the
most important ways for teachers to grasp students’ learn-
ing. Investigate the student data, respectively, to form the
teaching effect evaluation index, and use the analysis and
calculation ability to obtain the proportion of each index.
Assuming that the coefficient gain of each index can be
determined, the attribute of maximum coefficient increment
can be obtained by comparing their size in the overall struc-
ture. Assuming that the sample set has unknown values,
define similar sets as expected information:

I S1, S2,⋯, Smð Þ = −〠
m

i=1
pi log2 pið Þ ð11Þ

Among them, the similar set is Cði = 1, 2,⋯,mÞ. The
probability formula of any sample belonging to the set is

pi =
si
s
: ð12Þ

It is assumed that subsets with different values of attri-
butes can be represented by similar variables. The data in
Sj is divided into output variables by the total set:

E Að Þ = 〠
v

j=1

s1j + s2j+⋯+smj

À Á
s × I s1j, s2j,⋯, smj

À Á : ð13Þ

The smaller the calculated value, the higher the informa-
tion purity in the representative model. This highly accurate
subset data can reflect that the evaluation index of teaching
effect is dynamic and effective. According to the calculation
results, the online teaching mode is evaluated from the per-
spective of students. The whole student group has a high
acceptance of online teaching methods, and the mastery of
learning knowledge in the survey has also achieved the
expected results. In order to more comprehensively evaluate
the effect of online teaching, we need to supplement the eval-
uation and suggestions obtained from the perspective of
teachers.

4. Research Results of Evaluation Model and
Analysis of Influencing Factors

This paper randomly selects a university to conduct a simu-
lation experiment on its online teaching courses. A large
number of sample data were obtained in the study, including
the main characteristics of students’ gender, age, teacher
education, and teacher age. In order to explore the effective-
ness of online teaching effect evaluation model, we need to
analyze the influencing factors from multiple angles. The
collected student evaluation forms basically reflecting that

Online teaching effect
evaluation system

Process evaluation

Summative evaluation

Teacher

Student

Teacher

Platform Disconnection rate Delay

Number of online check-in

Teaching materials Playback

Be late and leave early

Teaching method

Teaching attitude

Number of interactions

Content of courses

Learning activities

Operation completion

Teaching management

Student

Figure 5: Flow chart of the whole evaluation.
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the teaching methods are generally welcomed. In the follow-
up, we should improve the whole effect evaluation model in
combination with teachers’ teaching evaluation and sugges-
tions. The decision tree algorithm is used to preprocess the
sample data. In the face of incomplete data and invalid data,
the reference index needs to be set in advance. This way of
setting indicators can improve the quality of data processing
and finally achieve the purpose of improving the evaluation
quality. The data we selected is from the 2020 student eval-
uation information table, which is stored in the database.
After sorting the information table, it is expressed as follows.

As can be seen from Table 1, each student’s evaluation of
teachers is summarized. The table also includes teachers’
names, ages, professional titles, and grades. Cleaning the
above data can fill in the missing attributes and eliminate
useless information. In the summary table, some teachers’
professional title grade attribute is empty, so we use cleaning
to delete the record. Finally, the online teaching effect evalu-
ation system is constructed. The main functional blocks and
system pages are shown in Figure 7:

As can be seen from Figure 7, the system functions
include query, management of student files, management
of teacher files, class opening, course schedule viewing,
after-school homework management, course evaluation,
and other modules. And randomly display a student’s evalu-
ation page of the course. After the simulation forms the eval-
uation system, it is also necessary to analyze the factors
affecting the teaching effect.

The discrete data attributes processed by decision tree
algorithm include peacetime score, final score, and class. In
addition to combining students’ evaluation of teaching, we
also make a statistical analysis of students’ learning effect.
The lowest score is 50, and the highest score is 100. We plan
15 points into one stage, and the number of middle school
students in each stage is not fixed. From 50 to 65 points
are the general stage, from 65 to 80 points are the good stage,
and above 80 points are the excellent stage. Combined with
the research object, the students’ usual performance data
includes two characteristics: continuous and discrete. In
the calculation, due to the difference of data types, it is easy
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Figure 6: Accuracy comparison between traditional method and decision tree algorithm.

Table 1: Student evaluation information form.

Full name Number of participants Average Total score Teacher age Teacher education Teacher gender

Baizhuohua 197 4.03 795.6 24 Undergraduate Male

Wanghaifeng 165 5.42 895.9 26 Undergraduate Female

Wangqianqian 35 2.92 102.3 28 Master Male

Dongdaming 95 1.64 156.3 30 Master Female

Zhangguoqiang 78 7.20 562.2 35 Doctor Male

Lihua 40 12.12 485.6 37 Doctor Female
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to take a higher value. Based on this situation, we choose to use
the decision tree algorithm to improve the calculation. In the
improved algorithm, the function of association rules is used
to find out the object relationship in the data set, and the pre-
diction model can be verified when using student data to pre-
dict the evaluation of teaching effect. Compare the speed range
changes of the decision tree model before and after improve-
ment in data processing, as shown in Figure 8.

As can be seen from Figure 8, the data set traversed by
the correlation algorithm can eliminate the interference of
miscellaneous data, and each predictable sequence can be
automatically classified according to the set threshold in
the search for simultaneous cases. Therefore, the improved
decision tree algorithm improves the speed and processing
range of the prediction model.

Finally, in the teaching evaluation and prediction system,
we automatically generate each student’s usual score report,

and the score index is displayed as a normal distribution
according to the data uploaded in the above three stages.
Among them, the length of learning, online teaching plat-
form, and teachers’ education are the main influencing fac-
tors. Students in three stages are investigated, as shown in
Figure 9.

As can be seen from Figure 9, most of the students who
have studied for a long time are in the excellent stage, and a
few are in the general stage. When the online teaching plat-
form is mu class network and learning link platform, stu-
dents’ learning effect is good. When the teacher’s degree is
a master’s degree, the student’s performance rises rapidly.
According to the analysis of the above research results, the
online teaching effect is finally presented as the usual score
and the ultimate test score. The professional grade, educa-
tional background, age, and other factors of subject teachers
have the second largest impact on students’ learning effect.

Figure 7: Main functional blocks and system page diagram.
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When the professional grade of teachers is higher, the effect
of students’ online learning is better. At this time, the more
important influencing factors of students’ attributes are
sorted according to age, discipline nature, and class collec-
tive. Students in the excellent stage provide more data in
the teaching effect evaluation form. They actively cooperate
with teachers in teaching research according to their own
learning state. Teachers need to understand the actual needs
of teaching and students’ learning needs, improve teaching
interaction, and promote the transformation of curriculum
knowledge. Colleagues who strengthen teaching skills should
also enrich their professional abilities, timely cater to mod-
ern teaching ideas and improve teaching methods.

5. Conclusion

Under the background of big data environment and com-
puter, modern technology has a greater and greater impact
on people’s life. Big data technology has achieved effective
combination and application in various fields. Among them,

the field of education is also facing new problems and
opportunities with the support of big data technology.
Online teaching mode is one of the topics frequently studied
and investigated by scholars all over the world in recent
years. Compared with traditional teaching, online teaching
has the advantages of convenience, simplicity, and high
interactivity. In order to explore the changes of students’
learning effect in the process of online teaching, this paper
proposes to build a model for online teaching effect evalua-
tion with the support of data mining technology and deci-
sion tree algorithm. Firstly, the decision tree algorithm is
used to divide the attributes of influencing factors from rel-
evant rules. Record the factors and objects that reflect the
teaching effect in online teaching and traditional teaching,
respectively. Secondly, data mining technology is used to
preprocess and clear the sample set to improve the accuracy
of calculation results. Finally, the Kirschner model is used to
construct the evaluation system, adding two attribute ele-
ments: students’ evaluation of teaching and teachers’ self-
evaluation. In the evaluation model, the association rule
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Figure 9: The impact of learning time, online teaching platform, and teachers’ academic qualifications on students’ evaluation.

10 Journal of Function Spaces



Retraction
Retracted: Application of Optimized BP Neural Network In
Financial Alert System

Journal of Function Spaces

Received 12 December 2023; Accepted 12 December 2023; Published 13 December 2023

Copyright © 2023 Journal of Function Spaces. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

This article has been retracted by Hindawi, as publisher,
following an investigation undertaken by the publisher [1].
This investigation has uncovered evidence of systematic
manipulation of the publication and peer-review process.
We cannot, therefore, vouch for the reliability or integrity
of this article.

Please note that this notice is intended solely to alert
readers that the peer-review process of this article has been
compromised.

Wiley and Hindawi regret that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing
to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Q. Gao, “Application of Optimized BP Neural Network In
Financial Alert System,” Journal of Function Spaces, vol. 2022,
Article ID 1816315, 10 pages, 2022.

Hindawi
Journal of Function Spaces
Volume 2023, Article ID 9804696, 1 page
https://doi.org/10.1155/2023/9804696

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9804696


RE
TR
AC
TE
DResearch Article

Application of Optimized BP Neural Network In Financial
Alert System

Qiaoyi Gao

Business School, Zhejiang Wanli University, Ningbo 315100, China

Correspondence should be addressed to Qiaoyi Gao; gaoqiaoyi@zwu.edu.cn

Received 7 June 2022; Revised 19 July 2022; Accepted 23 July 2022; Published 8 August 2022

Academic Editor: Miaochao Chen

Copyright © 2022 Qiaoyi Gao. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The development of economic globalization not only brings development opportunities for enterprise development but also
causes the rapid changes of economic environment. Global enterprises are facing many development challenges. It is very
significant to implement financial alert. However, most of the existing financial alert systems are based on traditional
quantitative analysis and cannot face the demand of big data growth. Based on this, main body of a book studies and analyzes
the request of optimized BP neural network in financial alert system. Based on the financial early warning and a brief analysis
of the development requirements of BP neural network, this paper establishes a financial early warning model for BP neural
network. Considering the shortcomings of BP neural network, genetic algorithm is used to optimize the specification. Finally, a
new reference scheme is provided for economic early warning. And use the following steps to create a list, taking into account
the volume analysis in the conceptual design. The emulation results indicates that the optimized BP neural network can
accelerate the convergence, has strong stability, and has higher accuracy in financial alert.

1. Introduction

The concept of financial alert first appeared in western coun-
tries. At present, the theory of financial crisis is constantly
improving, and there are many research results in the research
and analysis of financial distress [1]. From the perspective of
fiscal forewarning, early research mainly depends on personal
development experience, and there will always be some devia-
tion in financial alert [2]. With the development of financial
alert theory and the introduction of statistical theory, develop-
ment of big data technology provides new research methods
for risk warning in various fields [3, 4]. Although there are
many researches on enterprise financial alert at home and
abroad at this stage, there are still no good migration request
research results. Many methods immediately refer to a certain
early warning model for analysis, which is not reliable [5].
Therefore, it is required to optimize the request of BP neural
network in financial alert system.

Under this background, the main body of a book studies
the request of BP neural network in financial alert system.
The first chapter briefly introduces the situation of financial
alert, the commonly used pattern, and the chapter arrange-

ment of this study. Chapter 2 introduces the request and
improved algorithm of financial alert algorithm and BP neural
network at home and abroad and summarizes the shortcom-
ings of the current research. In Chapter 3, the disadvantages
of BP neural network research are combined, and a BP neural
network model is established. A new network structure is pro-
posed to optimize the stability and learning of BP neural net-
work by using real coding method on initial gravities and
thresholds. In Chapter 4, financial alert model is in view of
BP neural network. The performance of optimized BP neural
network is judged by analyzing the convergence speed, stabil-
ity, and early warning accuracy under different algorithms.
The experimental results indicate that compared with the tra-
ditional BP neural network, the optimized BP neural network
proposed in main body of a book has faster convergence speed
and shorter running time and has better request attributes in
financial alert.

The innovation of this paper is to establish the maxi-
mum number of hidden layer nodes in BP neural network
optimization. The application requirements of optimized
BP neural network in financial early warning system are
studied and analyzed. Considering the shortcomings of BP
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neural network, genetic algorithm is used to optimize the
specification and finally provides a new reference for eco-
nomic early warning, using the nonuniform characteristics
of the initial population space randomly generated by GA.
Using equidistant sampling method, it is easier to find indi-
viduals and accelerate the convergence speed. The simula-
tion results show that the optimized BP neural network
can accelerate the convergence speed, has strong stability,
and has high accuracy in financial early warning.

2. State of the Art

With the development of enterprises, the harm caused by
financial risks is also deepening, which has a significant
impact on the survival and development of enterprises. Con-
sidering the prevention of the losses caused by financial
risks, it is very indispensable to take financial alert analysis.
At present, there are many researches in financial alert anal-
ysis, which have completely shifted from qualitative research
to quantitative research. For example, Huang and Guo
established a new financial risk evaluation system in the
research. In the research, fuzzy analysis method is adopted.
For noise data and contour graph, virtual set processing
method is adopted to analyze the unstable factors in the
market and form fuzzy matrix, which helps fuzzy method
to obtain more valuable fuzzy membership degree and fur-
ther improve the request performance of risk assessment
system [6]. In their research, in financial risk assessment,
Tang et al. measured report data, introduced decision tree
C4.0 algorithm for research and mining data rules, and built
report detection system to find fraud. Through this model,
the error information in finance could either be found in
time and the potential knowledge could either be mined
[7]. Wang and Xie used BP neural network to implement
early warning analysis on the financial affairs of enterprises
in coastal areas [8]. In the design of the early warning sys-
tem, Sun and Lei chose textile enterprises being the study
subject to sort out the data characteristics of textile enter-
prises. Leading textile companies in the A-share textile sec-
tor have listed mining companies being their research
targets [9]. Deng et al. proposed the kpca-mpso-bp model
in the financial alert analysis of e-commerce, constructed it
using KPCA, IPSO, and BP neural network and Credit Risk
Index of cross-border e-commerce in view of KCA, used
MPSO to search the inertia gravity and threshold of BP neu-
ral network, and used BP neural network to train the credit
risk data of 13 cross-border e-commerce enterprises [10].
Zhao used ARMA model, two types of neural networks
(back propagation), and MLP to quantitatively analyze the
portfolio in his research [11]. In gas detection, Zhou et al.
used BP neural network to optimize the specifications of
KF, introduced differences reimbursement to track the sys-
tem state, and eliminate the changes of dynamic system
specifications. The do-akf algorithm indicated the best per-
formance [12]. On the basis of the 2 π periodicity of angle
measurement under static temperature and the complexity
of the influence of ambient temperature change, Jia et al.
proposed a method to improve the angle measurement accu-
racy of rotary encoder in view of Fourier expansion BP neu-

ral network (fe-gabpnn) optimized by GA, which has good
fitting performance [13].

To sum up, it could either be seen that in the relevant
research of financial alert, in addition to qualitative research,
quantitative research is widely used, but there are many fac-
tors causing enterprises to get caught up in financial crisis,
and some indicators are difficult to be analyzed quantita-
tively by traditional quantitative research methods. In the
request of data mining algorithms in financial alert, most
of them are analyzed on the basis of foreign pattern. There
are many requests of BP neural network, but they are not
localized and lack of practical request. In the request
research of BP neural network, in addition to traditional
algorithms, BP neural network optimization algorithms con-
tinue to emerge, but they are rarely applied to financial alert
analysis. Therefore, it is of great practical significance to
implement the request research of optimized BP neural net-
work in financial alert.

3. Methodology

3.1. Design of Financial Alert Model. Mature enterprises are
relatively mature in the management and development sys-
tem, especially in the financial alert system. The daily oper-
ation and management of enterprises must be disturbed by
many factors, but these factors could either be divided into
external factors and internal factors in essence. Enterprise
operation management is the key element of enterprise sur-
vival and profit and the logical relationship between the ele-
ments. It determines the market operation results of an
enterprise. In the long run, whether an enterprise can find
an enterprise operation mode suitable for its business needs
and continuously improve it determines whether an enter-
prise can have a future. The causes of problems in manage-
ment are nothing more than organizational structure
problems; for example, the structure is chaotic. The enter-
prise goal is not clear, and the enterprise must first have clear
goals and plans to make steady progress. We must make
clear what the problem is and then find a solution. Through
the calculation and analysis of financial alert data, we can
realize the supervision of finance and find problems in time.
From the perspective of investment, financial alert can pro-
vide more information on enterprise operation and manage-
ment and realize the rationalization of investment. For the
regulatory authorities, the use of financial alert model can
analyze the potential risks in the market and implement risk
control in time. Considering that financial early warning
needs to adopt more scientific and accurate evaluation
methods. Because of its self-learning, recognition, and judg-
ment ability, BP neural network can process large-scale data
in parallel and has the ability of logical thinking emulation.
Compared with the early system, BP neural network has
great advantages [14].

BP neural network has great advantages in financial alert
and has the characteristics of information processing paral-
lelism. Each neuron can calculate on the basis of the
obtained information and then output the results, which
improves the information processing ability of financial alert
[15]. BP neural network has the characteristics of high fault
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tolerance and inaccurate calculation. In the financial alert
indicators, it does not strictly require the enterprise sample
data, nor does it need to assume the data situation inde-
pendently. It can deal with discontinuous and incomplete
information and improve the ability of using financial alert
data [16]. New model has strong adaptive ability. It can
not rely on external coercive forces but also achieve bal-
ance on the basis of information exchange and feedback.
It can improve the time variability of financial alert and
meet the needs of different enterprises [17]. With the
accumulation of sample size, financial alert can continu-
ously update knowledge and realize dynamic financial
alert. In view of the advantages of new model in financial
alert, new model is used to realize financial alert. The
basic structure is indicated in Figure 1.

In the financial alert analysis, the selection of financial
indicators is very significant. Financial indicators should be
sensitive, have timely warning information, and can reflect
the real situation of the enterprise. The financial indicators
should be comparable and able to conduct comparative
analysis among industries and enterprises. Financial indica-
tors should be easy to obtain and highly operable, which can
systematically reflect the financial situation of the enterprise
and avoid one-sided amplification of the partial financial sit-
uation of the enterprise. Therefore, in the financial alert
analysis, the financial indicators select the data closely
related to finance, including market sales rate, net interest
rate, cash sales rate, average return on net assets, amount
of accounts receivable, asset cash rate, asset return, current
ratio, quick ratio, asset liability ratio, asset turnover rate,
accounts receivable collection and transfer rate, current asset
turnover rate, operating income growth rate, tangible asset
liability ratio Growth rate of total assets, price to book ratio,
cash flow liability ratio, and inventory turnover rate.

As an artificial neural network model, new model simu-
lates human neural network, which is divided into input,
output, and implicit layers. It has strong nonlinear mapping
ability, but new model also has its own shortcomings in
request [18]. BP neural network requires little learning effi-

ciency, but it is not fast enough in practical request, so it
can only use incremental exercise. The emulation of any
function is close to and can deal with all kinds of network
problems, but in fact, BP neural network does not always
have a solution [19]. In nonlinear systems, it is difficult to
choose a good learning rate, and the lack of parameter attri-
butes impacts the exercise performance. Therefore, BP neu-
ral network needs to be optimized.

3.2. BP Neural Network Optimized by Genetic Algorithm. In
this paper, GA is used to optimize BP neural network. Sup-
pose that the input layer of new model is represented by M
and the output layer is represented by P. The linking gravity
between the implicit layer and the input layer isWij, and the
linking gravity between the implicit layer and the output
layer is Wjp. The sigmoid function is selected as the excita-
tion function, and the input sample is represented by X,
the output sample is represented by Y , and the expected
attributes is represented by d. Forward propagation could
either be expressed as

uJ
j = 〠

m

m=1
wmjxm,

vJj = f 〠
m

m=1
wmjxm, j = 1, 2,⋯, J:

ð1Þ

The total error of the network output layer could either
be expressed as

E = 1
2〠

p

p=1
e2p nð Þ, ð2Þ

where epðnÞ represents the single error of the node. When
the output layer propagates forward, the error signal will
be transmitted. After modifying the linking gravity layer by
layer, the error back propagation will change. New model
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Figure 1: Basic structure of BP neural network.
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uses the gradient descent method to modify the network
gravity. The selection of excitation function is

f xð Þ = 1
1 + exp −axð Þ : ð3Þ

Then, the n gravity adjustment amount could either be
expressed as

Δwjp nð Þ = η yp nð Þ 1 − yp nð Þ
� �h i

dp nð Þ − yp nð Þ
� �

: ð4Þ

Using the same reasoning and assuming that the gradi-
ent is expressed as δ/jðnÞ = −δEðnÞ/δuJ

j ðnÞ, we can get

Δwmj nð Þ = ηδJ
j nð ÞxMm nð Þ: ð5Þ

Determine the quantities of network input layer nodes,
implicit layer nodes and output nodes on the basis of the
set input and output sequences, and initialize the linking
gravities of the input layer and implicit layer, and a is for ini-
tial threshold of implicit layer, and b is for the threshold
attributes of the output layer. Calculate the output of the
implicit layer on the basis of the input vector, and the given
threshold of the initial gravity, the formula is

Hj = f 〠
n

j=1
wijxi − aj

 !
, ð6Þ

where H is for calculation result of implicit layer, and the
attribute range of j is 1~l. The expected results are calculated
on the basis of the actual output of the new model. The for-
mula is

Ok = f 〠
l

i=1
wjkHf − bk

 !
, ð7Þ

where k is a natural quantities, with an attribute of 1~m. Cal-
culate the error result on the basis of the formula.

BP neural network is widely used, in which the quanti-
ties of implicit layer nodes need to be reasonably selected.
In the selection, the main body of a book takes an implicit
layer as the study subject, determines the input layer and
output layer in combination with the actual demand, and
selects the optimal quantities of implicit layer nodes on the
basis of the formula

l = logn2 ≤
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ a, ð8Þ

where l represents the quantities of implicit layers, m repre-
sents the quantities of access nodes, n represents the quanti-
ties of output nodes, and a ranges from 0 to 10.

The introduction of GA can give full play to the advan-
tages of the two algorithms. The exercise of new model is
in view of the principle of gradient descent, and the thresh-
old attributes of gravity are constantly revised to avoid fall-
ing into local minimum attributes. GA can realize global

search [20]. Through global search, the gravity and thresh-
old of new model could either be redetermined without
impacting the nodes, implicit layers, and other specifications
of new model [21]. In the optimization, the GA encodes the
linking gravities to form the initial population and then cal-
culates and screens each individual through crossover and
mutation until the optimal gravity and threshold are
obtained [22]. Then, adjust the adaptability on the basis of
the output error results to ensure the minimum error attri-
butes. The specific process is indicated in Figure 2.

When using GA, we first need to solve the problem of
coding. The encoding operation does not impact the conver-
gence performance. In the operation, the individual is
encoded, and the individual is composed of input layer,
implicit layer, linking gravity, and output threshold [23]. In
new model, the most significant feature is the sum of squares
of the error between the output attributes and the expected
attributes. The more the error is, the smaller the perfor-
mance of new model is. In the process of sample propaga-
tion, if the error attributes are large, the BP network needs
to be corrected [24]. The introduction of GA can search
the network gravity, introduce the gravity and threshold of
chromosome into it, and reduce the error function. The
objective function could either be expressed as

min E ξð Þ = 1
2〠

U

i=1
y∗ − yð Þ2, ð9Þ

where E represents the error. Considering the improvement
of the adaptability of chromosome, adaptability function is
introduced. Adaptability function is not only an significant
standard to distinguish individuals but also a standard of
natural selection. Use the degree function to check whether
the individual has reached the optimal solution in the calcu-
lation [25]. If the adaptability function is not selected prop-
erly, abnormal individuals may be produced in the early
stage of genetic evolution. These individual experiences
impact the performance of the algorithm because they are
too prominent. In the later stage of genetic evolution, when
the algorithm converges, due to the small difference between
individuals, there may be a local optimal solution. Even
improper adaptability function will lead to genetic stop. In
the selection of adaptability function, the function cannot
be negative, and it should be as simple as possible to reduce
the computational complexity. The adaptability should have
strong universality, and there is no need to revise the speci-
fications of the adaptability function. Fitness of an individual
refers to the measure of the degree of dominance of an indi-
vidual in the survival of a population, which is used to dis-
tinguish the “good” and “bad” of an individual. Fitness is
calculated using fitness function. Fitness function is also
called evaluation function, which mainly judges individual
fitness through individual characteristics. The general pro-
cess of evaluating the fitness of an individual. After decoding
the individual coding string, the individual phenotype 2 can
be obtained. The objective function value of the correspond-
ing individual can be calculated from the individual’s pheno-
type. According to the type of optimization problem, the
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individual fitness is calculated from the value of the objective
function according to certain conversion rules. In this paper,
the selection of adaptability function is in view of the total
error of new model, so the selection of individual adaptabil-
ity function is

f = 2

2 +∑k
k=1∑

n
j=1 Tk

j − Yk
j

� �2 , ð10Þ

where k represents the quantities of sample sets, T repre-
sents the ideal output, and Y represents the real output
result.

GA is used to optimize BP neural network. When select-
ing, the best individual is saved, and the proportion of adapt-
ability is used at the same time. Select the individual with the
highest adaptability attributes in the population and imme-
diately enter the next generation without crossover and
mutation. This method can ensure that the optimal solution
is not impacted by crossover and mutation, but the quanti-
ties of optimal individuals may increase sharply and get
caught up in local optimal solution. Therefore, it is also
indispensable to combine the adaptability ratio method to
save the best individual. Assuming that the population size
is n, the likelihood of individual selection is expressed as

Psi
= f i
∑n

j=1 f i
, ð11Þ

where f i represents the adaptability function attributes and
psi represents the likelihood of being selected, which reflects
the proportion of individual adaptability in the sum of indi-
vidual adaptability. The combination of these two methods
can select individuals with large adaptability function attri-

butes to enter the next generation with the greatest likeli-
hood and also provide a certain likelihood for individuals
with small adaptability attributes to prevent the problem of
local optimal solution.

In GA, compared with other algorithms, the most obvi-
ous feature is crossover operation, which is the most com-
mon method to generate new individuals. Using GA to
optimize BP neural network also needs to go through chro-
mosome cross mutation. Different ways are used in coding
connecting genes and parameter genes, and the two parts
need to be cross operated, respectively. Among them, the
coding of connecting genes adopts one-point crossover
operation, and the parameter genes adopt arithmetic cross-
over. The linear combination of two individuals belongs to
arithmetic crossing. Assuming that the individual is repre-
sented by x and the crossed individual is represented by x/,
the formula could either be expressed as

x/1 = ax1 + 1 − að Þx2,
x/2 = ax2 + 1 − að Þx1:

(
ð12Þ

In the formula, the attributes of a ranges from 0 to 1. The
mutation operation of the algorithm adopts different compi-
lation methods to adjust the connecting genes and specifica-
tions. The basic mutation method is used to change the
gravity que gene of the connecting gene, and the nonuni-
form mutation method is used to change the rate gene. Spe-
cifically, the likelihood of the individual is specified as the
variation point, and then, the genetic attributes of the varia-
tion point is inversely calculated to generate a new individ-
ual. The mean variation operation can ensure the free
movement of individuals, but it is difficult to search the
key areas. Therefore, in the nonuniform variation, the ran-
dom attributes with uniform distribution are not used for
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conditions

Weight and
threshold

update

Error
calculation

Achieve the
optimal goal

Mutation
operation

Yes

YesWeight and
threshold

initialization

No

No

Figure 2: GA optimization neural network.
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attributes selection, and the random disturbance results are
used as new gene attributes. Each gene is mutated with the
same likelihood, and the whole solution vector will change
slightly.

Pc =

fmax − f
fmax − f v

,  f / ≥ f v
� �

,

1, 0,  f / < f v
� �

,

8>><
>>:

Pm =
0:5 × fmax − f

fmax − f v

� �
,  f ≥ f vð Þm

f v − f
f v − fmin

,  f < f vð Þ,

8>>><
>>>:

ð13Þ

where Pc is for represents the intersection likelihood, Pm is
for represents the sudden change likelihood, fmax and f min
represent the maximum and minimum adaptability attri-
butes, respectively, f v represents the average adaptability
attributes, and f / represents the larger adaptability attributes
of the two crossed chromosomes. When the individual
adaptability tends to be the same, the intersection likelihood
and sudden change likelihood could either be the largest,
and the adaptability is relatively scattered; the likelihood is
the smallest. For individuals whose adaptability attributes are
higher than the average attributes, they can enter the next gen-
eration, and individuals whose adaptability attributes are
lower than the average attributes will be eliminated. The adap-
tive likelihood can provide the individual optimal attributes
and ensure the convergence of the algorithm on the basis of
ensuring the diversity of the population.

4. Result Analysis and Discussion

4.1. Emulation Analysis of Optimized BP Neural Network.
Establish BP neural network, including 5 input neurons, 4
output neurons, and 6 implicit layer neurons. Optimize the
neural network model in view of GA for network learning,

store the result gravities, and establish the neural subnet-
work knowledge base. The algorithm can only be realized
by using MATLAB changes.

Using the real quantity coding method, the population
size is set to 100, the initial attribute of variation likelihood
is set to 0.05, the initial attribute of intersection likelihood
is set to 0.6, and the initial attribute of B is set to 0.01. Then,
the test function is optimized, and the same transformation
rules are used to translate the test function upward to obtain
the evolutionary adaptability function. The measurement
results are indicated in Figures 3 and 4.

The data in figure indicates that, compared with the
unimproved algorithm, in terms of optimizing the test func-
tion, the new model can achieve faster convergence and per-
form well, can reduce the quantities of iterations, and has
high accuracy. The average running time of the traditional
algorithm is 0.704 s, and the running time of the optimized
new model algorithm is 0.604 s, which indicates that the
optimized new model algorithm can shorten the running
time at the same time. The improved algorithm can imple-
ment genetic optimization on many points at the same time
and then search on the basis of the direction of negative gra-
dient, so as to avoid the problems of local minimum points
and slow convergence speed.

The algorithm of optimizing new model is used to opti-
mize the maximum upper bound network. Considering the
reduction of computational complexity, the amount of net-
work exercise is 30, and the mean square error function is
used as the adaptability function. The optimal quantities of
implicit layer nodes are 12. The change of adaptability func-
tion in the optimization process is indicated in Figure 5. It
could either be seen from the figure that after 60 iterations,
the optimal individual adaptability will not change, and the
average adaptability is still changing.

After determining the optimal quantities of implicit
layers, the input layer node is 24 and the output layer node
is 4. GA is used to optimize the gravity and threshold of
new model. The quantities of network exercise are still 30.
The mean square error function is used as the adaptability
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Figure 3: Relationship between test function 1 and evolution times.
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function. After 65 times of evolution, the optimal individual
adaptability is gradually stable.

The GA is used to find the maximum attributes of the
nonlinear function globally, as indicated in Figure 6. After
the maximum attributes is obtained, the objective function
and binary transcoding are calculated through initialization
coding, and then, the maximum adaptability attributes and
the optimal individual are found through genetic variation.
The results are indicated in Figure 7. The learning error rate
of nonlinear function in view of GA is within 3%.

4.2. Financial Alert Analysis. The optimized BP neural net-
work model is used to analyze the financial alert of enterprises.
Under the environment of MATLAB, the programming lan-
guage and the collected data samples are input into the model
for analysis. Although the optimized BP neural network has
no high requirements for the original data, the amount of data
selected is too large. SPSS software is used to analyze the sam-
ple factors, and all sample data are input to obtain the signifi-
cance likelihood, which is 0~1 If the ratio reaches 0.9, it is
considered that the factor has great influence, and if it is lower
than 0.6, it is considered that it is not indispensable to analyze.
Implement correlation analysis on the selected financial index

data to select the factors with great influence. The selected
indicators include quick ratio, turnover rate of current assets,
asset cash ratio, growth rate of total assets, return on net assets,
sales expense ratio, and price to book ratio. The current ratio,
the turnover rate of current assets, and the cash ratio of assets
all reflect the solvency of the enterprise. The growth rate of
total assets reflects the growth ability of the enterprise, the
return on net assets reflects the profitability, the proportion
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of sales expenses reflects the market sales ability, and the price
to book ratio reflects the stock attributes of the enterprise.

The input layer reflects the neurons of the data, and the
financial indicators included are enterprises. Therefore, the
input layer sets seven nodes, and the data of nearly five years
is brought into the optimized new model for experimental
analysis. 60% of the data is used as sample data and 40%
of the data is used as test data, which is compared with the
real crisis situation of the enterprise to calculate the accu-
racy. In the optimization design of new model, GA is used
to search through adaptability. Therefore, the best adaptabil-
ity and adaptability function will be inconsistent in request.
Considering the analysis results, continuous iteration is
required until the requirements are met. Figure 8 is the
adaptability evolution curve of experimental data. St refers
to special treatment. The stock represented by ST Company
is st stock, which has relatively large investment risks.

The accuracy of financial alert before and after new
model optimization is indicated in Figure 9. From the figure,
it could either be seen that the early warning accuracy of
optimized new model has been significantly improved,
which proves the superiority of the algorithm.

5. Conclusion

This paper studies the requirements of optimizing BP neural
network in financial early warning and constructs a financial
early warning analysis model. The stability of the algorithm
is improved, and the maximum upper bound model of the
number of hidden layer nodes is proposed. GA is used to
optimize the design of the new model, and roulette selection
is carried out on the basis of population grouping to maintain
population diversity. The running time of the algorithm is
mainly used to calculate the adaptability function. The simula-
tion results show that compared with the traditional algo-
rithm, the optimized model can give full play to the
mapping ability of the new model. It should be pointed out
that when optimizing the new network, the reference of GA
can only improve the prediction accuracy. It has better learn-
ing ability and faster convergence speed and improves the
accuracy of financial early warning. In the case of small sample
size or uneven distribution, it may affect the prediction results,
which needs further research. In this paper, the use of financial
early warning can better monitor and diagnose finance, timely
discover crises, and better promote the development of enter-
prises. In the business activities of enterprises, finance is at the
core stage. This paper provides reference value for good finan-
cial operation and enterprise development.
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Due to the influence of regional climatic conditions, the development of cold ecological tourism agricultural park in the north is
slow, its landscape planning and design research lags behind, and there are still some problems. With the development of
electronic computers, the previously unachievable optimization of engineering structures is now possible, while the traditional
optimization methods cannot meet the requirements of modern computing due to the implementation constraints. The
emergence of algo for group intelligences has made some applications of engineering structural optimization possible. Group
intelligence is the characteristic of a system in which the collective behavior of low-level individuals interacting locally with
their environment forms an overall pattern of consistent functions. This paper presents a study of energy-efficient cold
landscape design based on algo for group intelligences and analyzes the problems that arise in the ecological landscape design
of cold urban settlements. Then countermeasures are proposed to solve the problems. The linear model is replaced by the
determination of the weight of the evaluation index of the energy-saving design of frozen landscape. And take it as a new
migration model. Then, based on the weight of the evaluation index, the group algorithm analysis in landscape design is
proposed, which is a generalized definition of the standard model. The experimental results show that the algo for group
intelligence outperforms another algorithm in terms of solving ability to the extent that the average optimization ability is
improved by 13.45%, so the algo for group intelligence demonstrates its superior ability to take into account both local and
global search. Therefore, the use of algo for group intelligences to build an energy-efficient society is a necessary path for
China’s development, and the construction of energy-efficient gardens is an important part of building an energy-efficient
society, and the application of energy-efficient concepts to modern landscape design is an inevitable trend in the development
of urban landscaping.

1. Introduction

Energy consumption in buildings has become one of the
three major energy consumers in China, together with
industrial energy consumption and transportation energy
consumption [1]. The uncontrolled squandering of the main
resources, the reckless pollution of the environment, and the
shortage of water, land, minerals, and other resources, as
well as the low development and utilization of some new
energy sources, make the contradiction between human
and energy resources increasingly prominent [2]. The spatial
creation of the landscape of cold urban settlements must
“naturally” use the natural environment, adapt to local con-
ditions, use the regional advantages to turn its disadvantages

into favorable factors, and create a landscape environment
with regional characteristics [3]. From the perspective of
the composition of urban green space, cold landscape is an
important part of urban development space, which plays
an important role in improving the quality of urban envi-
ronment, enhancing the overall image of the city and accel-
erating urban economic development [4]. In cold regions,
many residential buildings use active means to meet the
humanization of the indoor environment, which in turn
increases building energy consumption, which is a huge
waste for residential buildings in cold regions with high
energy-saving appeals [5]. Natural resources have long been
unable to withstand the endless exploitation of human
beings, and the environment on which human beings
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depend for survival has become full of holes [6]. Therefore,
applying ecological and environmental principles to the
design and planning of urban public landscapes and propos-
ing public landscape planning and design methods can
improve the practical role of public landscapes in energy
conservation and environmental protection.

Energy-efficient gardening, as an important part of
building an energy-efficient society, plays an extremely
important role in implementing the scientific concept of
development and creating resource-efficient and sustainable
development in the landscaping industry [7]. The core con-
tent should be studied in terms of building site selection,
zoning, building and road layout orientation, building orien-
tation, building body shape, building spacing, dominant
direction of winter and summer monsoons, solar radiation,
etc. We will analyze the factors that determine the climate
and make full use of them through the planning and layout
of the residential area, so as to form good living conditions
and a microclimate environment that is conducive to energy
saving. However, the development and construction of
domestic cold landscapes are still in the initial stage, and
blind development, imitation of countries, and quick success
are inevitable, such as the planting of seedlings in the oppo-
site season, planting against the environment, introducing a
large number of species, and even filling lakes to create gar-
dens are common [8]. At present, there are not many
domestic and theses on the study of ecological landscape
design in cold urban settlements. In the design of cold urban
landscape, design should be combined with ecological design
from a holistic perspective to enhance the livability of cold
urban areas and promote respect for nature and protection
of nature.

As part of the public green space, urban parks are a plat-
form for people to relax and get close to nature, and they are
an indispensable green life facility in the urban infrastruc-
ture [9]. Under the boom of creating energy-saving green
landscape in cities, the concept of energy-saving greening,
i.e., “choosing the greening mode with the least amount of
land, the least amount of water, the least amount of financial
allocation, and the least disturbance to the surrounding eco-
logical environment,” is a landscape construction concept in
line with the theory of sustainable development [10]. In its
specific design process, we should not only emphasize its art-
istry, but also pay more attention to its energy-saving and
environmental protection role, so as to create a warm,
healthy, and sustainable urban living environment for
human beings. When the inevitability of sustainable devel-
opment becomes the common understanding of the whole
society, how to apply energy-saving technology in the design
of cold-land residential buildings becomes an important
research topic.

The innovation of the research is that through the over-
view of the landscape planning and design system and
methods of the cold botanical garden, this paper puts for-
ward an energy-saving cold landscape design method based
on swarm intelligence algorithm and studies the evaluation
index weight of energy-saving cold landscape design. Then,
based on the weight of the evaluation index, the group algo-
rithm analysis in landscape design is proposed, which is a

generalized definition of the standard model. The planning
and design of cold ecological sightseeing agricultural park
landscape adopts modern algorithms for swarm intelligence
and mapping. While traditional gardens are nutritious, they
also pay attention to the combination with local culture.

2. Design Ideas of Energy-Saving Cold
Landscape Based on Group
Intelligence Algorithm

2.1. Energy-Saving Cold Landscape Design Method Based on
Group Intelligence Algorithm. With the continuous accelera-
tion of urbanization, the concept of energy conservation has
been deeply rooted in urban public landscape design, and
energy conservation and environmental protection have
become the core concept of public landscape design. This
is a complex and systematic work based on the theory of cir-
cular economy, the theory of sustainable development, land-
scape ecology, and other multilevel theories. As urbanization
continues to accelerate, the concept of energy conservation
has been deeply rooted in the design of urban public land-
scapes, and energy conservation and environmental protec-
tion have become the core design concept of public
landscapes. It is a complex and systematic work based on
the theory of circular economy, sustainable development
theory, landscape ecology, and other multilevel theories.
The algo for group intelligence is a multipoint random
search algorithm based on population, which is a collection
of multiple individuals with similarity, such as bird swarms,
ant swarms, fish swarms, and other biotic swarms and abi-
otic swarms such as quantum swarms. In both versions,
ant density and ant population, ants update pheromones
directly after moving from one city to a neighboring city,
and the former pheromone update is independent of dis-
tance. This performance evaluation can be used to measure
the variation of the distance between neighboring solutions
on the resulting Pareto frontier, which is defined as:

S = 1
n − 1〠

n

i=1

�d − di
À Á2

: ð1Þ

Among them:

di =minj f1
i xð Þ − f1

j xð Þ + f2
i xð Þ − f2

j xð Þ
� �

, ð2Þ

where n is the number of vectors, �d is the distance average,
and S is the distance.

Therefore, we analyze the environmental characteristics
of ecological landscape design in cold urban residential areas
and propose a method for energy-saving cold landscape
design using algo for group intelligences. In this regard, an
environmentally friendly and energy-saving landscape
design method is proposed, which focuses on the use of
resources and energy. The route of energy-saving and
environment-friendly public landscape design is shown in
Figure 1.
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The first is the energy-saving design of landscape power
resources. The design adopts the way of multiple platforms
working together, splitting the traditional large landscape
power supply platform to ensure the intensification of
energy supply. This requires the building layout to be rea-
sonably zoned for the thermal environment requirements,
i.e., the thermal environment quality requirements are simi-
lar to the centralized arrangement. Traditional optimization
methods can achieve high speed and accuracy when solving
small- and medium-scale optimization problems. However,
most of the optimization problems in the actual production
process are complete problems, which are too complex to be
solved by traditional optimization algorithms. Each individ-
ual has its own entry and exit rates. The in-migration and
out-migration rates are functions of the population size,
and they can be calculated by the following equations:

λk = I 1 − k
n

� �
,

μk = E
k
n

� �
,

ð3Þ

where λ is the migration rate, μ is the emigration rate, I is
the maximum possible immigration rate, E is the maximum
emigration rate, K is the number of individuals, and n is the
maximum number of individuals.

Therefore, the basic encoding method to convert the
solution into a form that is convenient for GA operation is
the binary encoding method. That is, the solution of the gen-
eral problem is represented as a binary string, and the space
in which the solution is encoded becomes the encoding
space. Landscape base electricity needs to ensure the effec-
tive transmission efficiency of the power system. Its overall
landscape electric energy environmental protection mode
diagram is shown in Figure 2.

The second is the energy-saving design of landscape land
resources, which can save a lot of land resources by improv-
ing the utilization of land resources in the landscape design
process. It includes the soil and the topographic environ-

ment composed of soil; in landscape ecology, any landscape
exists with an optimal spatial pattern to meet the sustainabil-
ity of a landscape or area. This design proposes an ant col-
ony optimization algorithm to optimize the allocation of
land resources in traditional public landscapes. In each step
of path construction, ants decide which city to move to next
according to a probabilistic behavioral selection rule called
stochastic scaling rule. The probability that an ant located
in the current city will choose as the next city is

pij
k =

τij tð Þα
Â Ã

ηij

h iβ

∑t∈Ni
k τij tð Þα
Â Ã

ηij

h iβ , j ∈Ni
k,

0, j ∉Ni
k,

8>>>><
>>>>:

ð4Þ

where k is the ant, i is the current city, j is the next city, and
Ni

k is the feasible neighborhood that can be directly reached.
Direct analysis methods can stop and give a solution at

any time because they deal with complete solutions. How-
ever, branch-and-bound, dynamic programming, and sepa-
ration and conquest all construct solutions during the
search process, so they cannot stop and give a complete solu-
tion until the entire search process is completed. Therefore,
when using the ACO to solve a specific problem, the first
step is to solve how to map the movement path of ants in
the ACO to the solution of the problem. Ant colony algo-
rithm can be used to solve the path planning problem, and
the algorithm is implemented in JAA language. Although
this method has not been studied for a long time, prelimi-
nary studies have shown that it is a promising algorithm. It
simplifies the binary discrete particle swarm algorithm into
basic components and provides a base point for further
exploration of the nature of discrete particle swarm algo-
rithm in the future. In addition, sunrooms are a useful addi-
tion to residential buildings to reduce energy consumption,
and the rooms connected to them not only reduce a large
amount of heat loss, but also reduce the energy required
for cooling.

Auxiliary unit

Initial value

Statistical analysis Field investigation

Expert consultation

Setting principle

Set method

Component elements

Economical idea

Example analysis

Figure 1: Road map of environmental protection and energy conservation public landscape design.
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Finally, the use of energy walls, from the perspective of
the climate characteristics of cold regions and building con-
struction, and the use of external wall insulation construc-
tion in cold regions are relatively more reasonable. Because
the external insulation is smaller than the internal insulation
wall heat bridge, heat loss is less, and thermal comfort is
high. In order to reduce the indoor heat loss in the main
rooms, a “transition zone” can be set up between the living
rooms with high temperature requirements and the outdoor
spaces with very low temperatures, taking into account the
usage conditions. In the evolution of the ant colony algo-
rithm, the ants construct the solution heuristically by using
pheromones and heuristic information. The insertion posi-
tion is decided by the one that saves the most, and the selec-
tion and insertion steps are repeated, and when the path
cannot be expanded, another route is built. The algorithm
generally uses the error sum of squares criterion function
as the clustering criterion function, and the error sum of
squares criterion function is defined as

Jc = 〠
k

i=1
〠
p∈Ci

p −Mik k2, ð5Þ

where p is the sample point and Mi is the average devia-
tion of data.

Therefore, the good or bad construction of the phero-
mone and heuristic information model directly affects the
effectiveness of the ant colony algorithm. In addition, a
leader particle is introduced into the algorithm. This particle
uses a separate update rule similar to the ACO pheromone
and provides information to all other particles. Based on
the “self-regulating and self-designing” ecological properties
of the ecosystem, the algorithm restores some or all of the
natural properties of the cold landscape shorelines and sec-
tions, reconstructs the natural ecosystem of the cold land-
scape, and creates a natural environment rich in biodiversity.

The core is to carry out scientific planning and design guided
by the overall development plan of the city, with reasonable
allocation of flowers and trees, three-dimensional layout of
trees, irrigation, and grass, so that while improving the ecolog-
ical environment of the city, urban residents can enjoy a beau-
tiful ecological living environment and cultivate their morale.

2.2. Determination of Evaluation Index Weight of Energy-
Saving Landscape Design in Cold Region. In fuzzy decision,
weight is very important. It reflects the position and role of
various factors in the process of comprehensive decision-
making and directly affects the results of decision-making.
The weight is usually given based on experience, which
undeniably reflects the actual situation to a certain extent.
However, the weights given by experience sometimes cannot
objectively reflect the actual situation, resulting in the “dis-
tortion” of the evaluation results. Objective weight determi-
nation methods are as follows: The statistical method to
determine the weight is expert estimation. The technical
design of energy-efficient walls in cold regions needs to be
carried out on two levels: first, the material properties of
the materials used; second, the construction practices of
the insulation structure. Energy-efficient landscaping
involves many links and is a systematic whole. Due to its
special geographical conditions, cold regions reflect unique
landscape characteristics in terms of natural environmental
features and human characteristics. Therefore, when select-
ing the index system, it should be established on a scientific
and reasonable basis, and the selected indexes must truth-
fully reflect the evaluation object and take into account each
other. Evaluation from different perspectives forms a com-
plete and unified, hierarchical evaluation system, so that
the evaluation results are complete, available, and accurate.
The complexity of the model of migration is significantly
higher than that of the linear model. Sinusoidal migration
models are superior to other models. They can be expressed
by the following equation:

Large-scale consumption of
base electricity

Cross-regional consumption
of base electricity

Improve transmission efficiency

Distributed electric quantity
Improve the energy

utilization rate of
power terminals

Figure 2: Energy-saving realization of electric power.
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First is the hierarchical single ranking. It calculates the
weights of indicators in a certain level relative to the indica-
tors in the previous level to which they belong. The main
idea is to construct a judgment matrix and then use com-
puter software to calculate and check the weights of the
single-level indicators. As the depth of the residential build-
ing has limited variation, when the length of the residential
building is reduced, the floor area is reduced by different
proportions. By modulating the existing public landscape
environment data, the grid data of the existing public land-
scape pattern is taken as the initial data. All the pheromones
on the edges are reduced by a fixed size value, and then each
ant adds pheromones to the edge through which it passes.
This fixed size pheromone is

τij ⟵ 1 − ρð Þτij,∀ i, jð Þ ∉ L, ð7Þ

where ρ is the evaporation rate of pheromone.
Since garden construction is inextricably linked with

urban electricity and water energy, we should maximize
energy conservation of water and electricity and other
resources, improve the utilization rate of resources, and
reduce energy consumption in all aspects of garden design,
construction, maintenance, and postmanagement. On the
basis of favorable plant growth and maintenance of biodiver-
sity, reduce the large-scale transformation of site topography
and use site topsoil as planting soil as much as possible, so as
to maintain biodiversity and reduce the economic costs
required for exotic planting soil.

Next is the hierarchical total ranking and assignment.
The hierarchical total ranking is the weight value of each
indicator for the total target (energy-efficient landscape
design for urban parks), which is the weight of each indica-
tor that is ultimately needed. As the length of the residential
building increases, the curve flattens out, i.e., when the
length of the building grows to a certain limit, the growth
rate of the resulting energy efficiency decreases to a nonsig-
nificant rate. Let there be Y data ants in the matrix space, i.e.,
with Y species solutions, and then combine these solutions
together to form the initial ant data population, i.e., the ant
data genes, and locate the ordinal numbers. In addition,
the pheromone and heuristic information model compatible
with the solution will be defined and initialized in the initial-
ization of the ant colony intelligence algorithm. Pheromone
importance factor refers to the influence of pheromones pro-
duced by species on ants during their movement. Heuristic
function importance factor reflects the relative importance
of heuristic information in guiding ant colony in path
search. The heuristic information of the inner loop ant col-
ony algorithm for solving the model represents the heuristic
information for the decision-making level to select the pro-
cess schedule. Different from pheromone information, heu-

ristic information depends on the characteristics of the
problem itself. It has nothing to do with the information of
the solution generated in the iterative process.

The framework of the ant colony optimization algorithm
is shown in Figure 3 below.

Select the most appropriate technical principles accord-
ing to the characteristics of site conditions. Use renewable
resources such as wind energy, solar energy and bioenergy
to create landscapes. It can well solve the power demand of
site landscape lighting and other services, and energy-
saving landscape can not only save the economic cost of
municipal pipe network.However, if the proposed square is
demolished and trees are cut down to create a square with-
out determining the functional needs of the square, it will
inevitably cause unnecessary waste and permanent damage
to the original environment and ecosystem. Therefore, if
the mean value of the optimal value of an algorithm after
normalization is positive, it indicates that the performance
of the algorithm is higher than the average. A negative value
indicates that the performance of the algorithm is lower than
the average. After completing the pheromone evaporation
step, all ants release pheromones on the edge through which
it passes:

τij ⟵ τij + 〠
m

k=1
∇τij

k,∀ i, jð Þ ∉ L, ð8Þ

where ∇τijk is the amount of pheromone released by the k
first ant to its passing edge.

Finally, there is the analysis of weighting results. The
weight value of each indicator can reflect the degree of influ-
ence of each indicator on energy-saving landscape design,
from which we can see which indicators should be empha-
sized and which indicators should be focused on, providing
a basis for identifying problems and proposing measures.
In the case of a certain depth of a residential building in a
row, it is beneficial to increase the length of the residential
building in an appropriate amount. After the matrix space
is established, the adaptation function needs to be estab-
lished. The fitness function can control the optimization
direction of the landscape land allocation and is the basis
for judging the merit of each ant in the above population
matrix. Then a new variation operation (Gaussian variation)
is used. The formula of the probability distribution can be
defined as

f μ,σ2 xð Þ = 1
σ

ffiffiffiffiffiffi
2π

p e− x−μð Þ2/2σ2ð Þ, ð9Þ

where μ is the mean value and σ2 is the variance.
Management intensive landscape refers to the minimum

investment of human, material, and financial resources in all
phases of garden construction, especially in the postmanage-
ment and maintenance phase. Due to insufficient field
research in the early stage, the designer cannot reasonably
lay out the design lot. And the design cannot comprehen-
sively consider the functional needs of the lot, the location
of landscape nodes, the layout of viewpoints, and other
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issues. Thus, it is not possible to project a reasonable propor-
tion of hardscape and green landscape. Thus, in the indirect
representation of the real number encoding scheme, the real
value stored in the particle only indicates the tendency of the
element in the particle to take a certain value, and according
to these tendencies, the solution arrangement is obtained by
“decoding.”

3. Application Analysis of Group Intelligence
Algorithm in Energy-Saving Cold
Landscape Design

3.1. Analysis of Group Algorithm in Landscape Design. The
population algorithm provides a general framework for solv-
ing optimization problems of complex systems, which does
not depend on the domain and type of the problem. At this
time, there is a complex coupling between the decisive vari-
ables for solving the problem and the objective function, to
find the influencing factors according to the problem analy-
sis, the influence of these factors on the objective function by
some combination to find a set of optimal coefficients, that
is, the solution of the problem. The trend of the experimen-
tal acceleration ratio of the algo for group intelligence is
shown in Figure 4.

First, the decision variables and their various constraints
are determined, i.e., the individual manifest X and the solu-
tion space of the problem are determined. The initial popu-
lation is generated randomly: for the binary-encoded
population, the bit strings are generated randomly according
to the encoding length of the solution. Sometimes it is not
necessary to search all the solutions; for example, the charac-
teristics of the fitness function (linear) and the search space
(convex region) in linear programming only need to search

along the boundary of the search space. There are also
methods such as dynamic programming and branch-and-
bound, which can cut off part of the solutions in the search
space and only need to deal with part of the solutions. Eco-
logical landscape is different from landscape design that sim-
ply aims at visual enjoyment or meeting functional needs but
elevates the landscape to the height of protecting the ecolog-
ical balance of the city and improving the whole human eco-
system and living environment. Use integers to store the
position of each of its elements in its solution arrangement
rather than the arrangement itself. The velocity of each par-
ticle is formed by the left-right movement of its element
positions, thus forming a judgment matrix for the velocity

Representation of
solutions

Construction of
ant path

Ant path
evaluation

Reach the
maximum
number of
iterations?

Pheromone model
update

Prime information
and heuristic model

initialization

No

Yes

EndEnd

Figure 3: Ant colony optimization algorithm framework.
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Figure 4: Trend diagram of experimental acceleration ratio of
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of the particle. Based on the obtained judgment matrix, the
values were entered into the computer software Yaahp, and
after the consistency test CR<0.05, the weight values of each
element for the elements of the previous layer were obtained,
and the results are shown in Table 1.

Second, the individual encoding method representing
the feasible solution is determined, i.e., the individual encod-
ing type B and the search space of the population algorithm
are determined. Due to the limitation of population size and
the length of bit strings, each bit string has an intrinsic prob-
ability of being generated. The larger the population, the
higher the probability of possible patterns and bit strings
appearing, and vice versa will be smaller. The evolutionary
process of the algo for group intelligence is shown in
Figure 5, where the evolutionary mean is 2109.1Hz, and
Figure 6 shows the deviation curve of the algorithm from
the SVM in this chapter.

Even when the defined fitness function is discontinuous,
nonregular, or noisy, the population algorithm can find the
global optimal solution with a high probability. The design
approach incorporating ecological theory creates landscapes
that focus on the combination of ecology and art, adapt to
modern society, have high artistic standards, and incorpo-
rate ecological ideas and techniques. The particle swarm
algorithm of continuous type is then used to update the
position of each element in its arrangement, which forms a
new position of the particle expressed in real values so that
the selection is focused on searching in promising regions
of the search space. The genetic material in the population
is then changed by crossover or mutational recombination
in order to develop new points in the search space.

Finally, the decoding method is determined, i.e., the cor-
respondence or conversion method from individual encod-
ing type B to individual expression type X is determined.
Then, the intermediate results of these real values are sorted
by using the principle that the element with the smallest
value is the first to be scheduled, and the relative position
of each element in the arrangement is determined to obtain
the updated solution arrangement. When the current posi-
tion of a particle is greater than its best position, the velocity
of the particle decreases (current velocity - random number
multiplied by a system parameter); and vice versa increases
(current velocity + random number multiplied by a system
parameter). In this rule, the largest real number will be
selected first as the first position of the new scheduling
scheme, and the slightly smaller real number will be selected
as the second position of the new scheduling scheme. There
is no any special requirement for the search space (such as
connectivity and convexity), and only adaptive information
is utilized without other auxiliary information such as
derivatives, which allows a wider range of adaptation. In
ecological conservation design, the positive significance of
ecological conservation design is that it closely connects eco-
logical research with landscape design and establishes a sci-
entific view of design theory. The speed of convergence of
an evolutionary algorithm as an optimization application is
basically determined by the selection operator or, more pre-
cisely, by the selection pressure exerted on the search process
by the selection operator. Different coding methods and dif-
ferent operations of the population operator are required for
different optimization problems. They are closely related to
the specific problem being solved, and thus, the degree of
understanding of the problem being solved is crucial to the
success of the population algorithm application.

3.2. Analysis of Swarm Operators in Group Intelligence
Algorithm. The evaluation function of the algo for group
intelligence is a function that reflects the degree of merit of
the solution expressed by the individuals in the group, which
is equivalent to the fitness function of the evolutionary algo-
rithm. The population operator is the operator that operates
on the population in the population algorithm, which
reflects some activity process of the population. In the algo

Table 1: Criteria level index judgment matrix and weight.

Evaluation of conservation-oriented
landscape design

B1 water
saving

B2 energy
saving

B1 water saving 0.549 0.482

B2 energy saving 0.784 0.652

Weight 0.128 0.336
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for group intelligence, the components of position and
velocity are no longer a single number but a fuzzy set of pos-
sible values of this component. Since the update of the pher-
omone directly affects the selection probability, if the update
of the pheromone is made more diverse, the selection of the
path will be diversified. Therefore, the simulation results of
the Apriori algorithm, SVM algorithm, and population algo-
rithm are compared, as shown in Figure 7.

First of all, for the objective function and the evaluation
function, a characteristic of the genetic algorithm is that it
uses only the objective function value of the problem to
obtain the relevant search information for the next step.
Genetic algorithm processes multiple individuals in the pop-
ulation at the same time, that is, it evaluates multiple solu-
tions in the search space, which reduces the risk of falling
into the local optimal solution. At the same time, the algo-
rithm itself is easy to realize parallelism. Genetic algorithm
basically does not need to search the knowledge of space
or other auxiliary information, but only uses the fitness
function value to evaluate individuals; on this basis, genetic
operation is carried out. The use of the objective function
value is reflected by evaluating the fitness of the individual.
An appropriate fitness function is constructed to transform
the chaotic system parameter problem into a multidimen-
sional optimization problem, and then the global search
capability of the fuzzy discrete particle swarm algorithm is
used to solve this optimization problem. One advantage of
the fuzzy discrete particle swarm algorithm is that it can
maintain the continuous nature of the particle swarm
algorithm, since the particle swarm algorithm has excellent
performance in solving continuous domain problems. By
introducing fuzzy sets, it is hoped that discrete problems
can be solved in a similar way to continuous problems
without losing the efficiency of the particle swarm algorithm.
For the slab type building, which is more commonly used in
residential building design, when the building length is
determined to be less than the optimal side length corre-
sponding to a certain floor area, the building length should
be reduced as much as possible, while the depth of the build-
ing should be increased. This will greatly reduce the build-

ing’s volume factor, which is very beneficial to the energy-
saving design of residential buildings. For the algorithm in
this chapter and Apriori algorithm, f ijðAÞ refers to the opti-
mal fitness value of the algorithm in the case of particle
number i and space dimension j. The optimization percent-
age results of the two algorithms are shown in Table 2.

From the optimization percentages of the two algorithms
compared in Table 2, it can be seen that the algo for group
intelligence outperformed the other algorithm in terms of solv-
ing power by 13.45% in terms of average optimization power;
thus, the algo for group intelligence demonstrated its superior
ability to take into account both local and global search.

The second is the fitness scale transformation, in which
the probability of each individual being inherited into the
next generation population is determined by the fitness of
that individual in the genetic algorithm. In high-rise residen-
tial buildings, the energy consumption index of slab-type
residential buildings with north-oriented enclosed traffic
corridors is about 7% lower than that of multistory slab-
type residential buildings. Under the condition of similar
building area, the heat consumption index of high-rise tower
residential buildings is about 11%-17% higher than that of
high-rise slab residential buildings, and the tower residential
buildings with complex body shape and too many concave
and convex surfaces are not good for energy saving. The
score of underground space utilization is the lowest, because
in terms of urban parks, the landscape is usually above
ground, and the demand for underground space is less,
and it is often used as a parking lot. However, the use of
underground space should not be neglected. For parks with
limited space and carrying capacity, underground space
can be used to create more diverse places. In order to make
the group algorithm can directly solve the scheduling prob-
lem, a maximum ranking rule is proposed, which uses each
location component value between objects that has a size
order relationship. And it is combined with a random key
encoding method generated to transform the successive
positions of objects into a feasible scheduling scheme. The
process of the scheduling scheme is different from that of
the normal particle swarm algorithm in that two operations
are added to the algorithm, one is to use the normalization
operation after the position update to constrain the position
values to the interval [0, 2], and the other is to call the defuz-
zification operation to obtain an integer vector before calcu-
lating the fitness in order to solve the fitness function later.
The results are shown in Figure 8 for single-score samples
with nominal values of 1.20μm and 2.40μm for different
set thresholds of the population operator.

Finally, the method of dealing with constraints, when
dealing with constraints, only for specific application
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Figure 7: Simulation comparison of three different algorithms.

Table 2: Group intelligence algorithm.

f1 f2
Average optimization

percentage

Algo for group
intelligence

27.19% 46.22% 36.71%

Apriori 18.37% 28.15% 23.26%
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problems and the characteristics of constraints. Then, con-
sidering the computing power of genetic operators, different
processing methods are selected in genetic algorithm.The
energy-saving chilling landscape design uses a domain
search algorithm. The key idea of this algorithm is to
exchange the positions of two adjacent operations, and when
the current exchange produces a solution that is better than
the original one, we accept this exchange and update the
value of the solution. This method does not change any part
of the particle swarm algorithm calculation, but only con-
verts the particle positions from real space to integer space
when computing the fitness function. The conversion is very
simple, either by taking the integer part of the particle posi-
tions directly or by rounding the function. The weight size is
related to the reasonable traffic organization, and the smooth
road planning and space division can maximize the space
utilization and avoid unnecessary land waste, so the reason-
able traffic organization is crucial.

4. Conclusions

Urban public landscape design has become an important
design area of concern for urban builders at this stage. With
the booming development of cold cities and the influence of
ecological construction and low-carbon economy in the
world, the sustainable development of cold cities has
attracted much attention. Energy saving is the objective
requirement of modern ecological civilization. Modern land-
scape design has emerged as a result of the dual destruction
of nature and human body and mind by industrialization.
The most fundamental difference with previous gardening
is that its main creation object is the overall human ecosys-
tem. The structure of the algo for group intelligence is sim-
pler, the parameters of control are less, the robustness of
the algorithm is stronger, etc. Facing the current situation
of resource scarcity in China, landscape greening should
implement the scientific concept of development, follow
the requirements of the construction of an energy-saving
society, and put energy conservation into concrete imple-
mentation in landscape design. This paper summarizes the

relevant energy-saving strategies based on the climate of cold
regions and the thermal characteristics of residential build-
ings. The first part of this paper introduces the background
and significance of the research and then introduces the
main work of this paper. In the second part, the method of
energy-efficient cold landscape design based on algo for
group intelligence and the determination of the weight of
energy-efficient cold landscape design evaluation indexes
are reviewed. The third part is the core of the paper, from
the analysis of group algorithm in landscape design and
the analysis of group operator of group intelligent algorithm,
completing the description of the application analysis of
group intelligent algorithm in energy-saving cold landscape
design. The last part of the paper is the summary of the
whole work.

However, this algorithm has some limitations. When the
algorithm is used in the overall architectural scheme design,
it lacks the unified consideration of architecture and land-
scape. The unification of architecture and landscape is the
ultimate goal of current urban planning. Whether from
architectural design or landscape design, we can not only
consider a single factor one-sidedly. It needs to be analyzed
in future ide research.
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Attribute encryption is an effective one to many network communication technologies, which supports flexible access control
strategies and is very suitable for fine-grained access control in large-scale information systems. In order to improve the
attributes of static data, encryption technology can provide a reliable technical guarantee for network security. This paper
presents a mathematical modeling method of static data attribute encryption based on big data technology. The big data
redundancy elimination algorithm based on similarity calculation is analyzed. By using static data attribute encryption based
on big data technology, the length of encrypted data packets will not increase, and partial redundancy of fragments can be
eliminated, which can greatly improve the efficiency of the system. The attribute-based encryption mechanism uses attributes
as public keys, and the decryption user is a group; so, the encryption efficiency is very high. It can realize efficient encryption
and decryption, as well as flexible access control based on user attributes. This scheme can reflect the importance of attributes;
so, it is more practical.

1. Introduction

Along with the continuous reform and opening up, China’s
economy has significantly improved, Internet technology
has been widely popularized, and the increasing level of
mobile device technology has promoted the further expan-
sion and exponential growth of data volume [1]. At the same
time, information technology attacks have emerged continu-
ously, and users’ private files cannot be protected by tradi-
tional password methods alone, which is a great security
risk [2]. Lingfeng proposes a new big data encryption algo-
rithm based on data deduplication technology. This method
eliminates the redundancy in big data processing and fully
reflects the advantages of elliptic curve encryption algo-
rithm, such as high security and short key. At the same time,
combined with CTR working mode, it fully shows the
advantages of good parallelism and fast speed [3]. Big data
are data sets with huge amount of data and many types of

structures, which are difficult to be processed using existing
relational databases or data processing tools [4]. Encrypting
data on the basis of big data properties is one of the effective
methods to control access to data users in a data outsourcing
environment [5]. The characteristics of big data are mostly
obvious, such as large volume, diversity, and complex
sources, and some of them contain a large amount of infor-
mation content with certain value [6]. Traditional encryp-
tion techniques convert private data information into
unrecognizable ciphertext data, losing many semantic fea-
tures of the data and rendering conventional data processing
methods ineffective [7]. Thus, it severely hinders the data
computing and processing services provided by cloud service
providers to their tenants and is not applicable to the protec-
tion of private data in cloud platforms.

Therefore, the impact of factors such as security level
and number of attributes on the algorithm should be
analyzed in depth through the in-depth study of attribute
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encryption, combined with the actual needs of engineering
applications using programming simulation in terms of time
overhead, communication overhead, CPU, and memory
overhead [8]. Database system as the core component of
information system and database files as the aggregation of
information, obviously, its security will be an important
indicator of information system security. This reinforces
the need to protect not only economic information in busi-
ness communications but also personal information in com-
munications [9]. Databases must provide data protection
measures and cannot leak information to unauthorized
parties. For the present, there are various ways to encrypt
network data attributes, including link encryption, node
encryption, and end-to-end encryption. However, in the
current distributed and network-based application environ-
ment, users access the system in various ways, and the data-
base system faces various security threats [10]. So, these
several network data encryption methods rely on traditional
data encryption, but traditional data encryption and decryp-
tion techniques rely on application and individual opera-
tions. It is important to go through manual operations,
which inevitably leads to leakage of important data through
the network by human.

The explosive growth of data volume has brought us into
the era of large-scale data processing, which is characterized
by high computing intensity and the need for efficient concur-
rent computing and storage capacity. By using the attribute
encryption system, the authentication and access rights of
users in the system are no longer described by a single identity
or certificate, but each user has a set of attributes and a set of
keys corresponding to the group of attributes. However, the
widely used encryption methods have different performance,
and they need to be located according to the actual encrypted
data object. If this method is constantly updated, it will affect
the overall algorithm execution efficiency and increase the
time overhead. As an extension of the identity-based crypto-
system, attribute-based cryptosystem has attracted more and
more attention because of its special application significance
and a wide range of usage scenarios.

The innovation points of this paper are as follows.

(1) The adopted redundant data detection technology
can transparently encrypt and decrypt the network
data in the passing intermediate layer, allowing users
to customize filtering encryption rules and specify
encryption algorithms

(2) This paper constructs a secure and scalable mathe-
matical model of static data attribute encryption
around attribute encryption technology, combining
specific data types and realistic scenarios

(3) In In-depth study of database encryption technology
and extended stored procedure technology, the
paper proposes a redundancy elimination algorithm
for big data based on similarity calculation, which
enables application developers to have “transparent
access” to ciphertext data, thus greatly reducing the
difficulty of application development

2. Mathematical Modeling Idea of Static Data
Attribute Encryption Based on Big
Data Technology

2.1. Encryption Model Classification Method. Mathematical
modeling is the process of describing actual phenomena
with mathematical language. The actual phenomena here
include both concrete natural phenomena such as free fall
and abstract phenomena. For example, the value tendency
of customers to a certain commodity. The description here
includes not only the description of external forms and
internal mechanisms but also prediction, experiment, and
interpretation of actual phenomena. Through teaching, stu-
dents can understand the whole process of using mathemat-
ical theories and methods to analyze and solve problems and
improve their ability to analyze and solve problems. Improve
their interest in learning mathematics and their awareness
and ability to apply mathematics, so that they can often
think of using mathematics to solve problems in their future
work. Improve their awareness of making full use of com-
puter software and contemporary high-tech achievements
and be able to organically combine mathematics and com-
puter to solve practical problems. Encryption systems are
usually divided into three categories: symmetric encryption
systems, asymmetric encryption systems, and hybrid crypto-
systems. Static data attribute encryption is characterized by
the fact that the sender of the message only needs to encrypt
the message according to the attribute and does not need to
know the number and identity of the user, which reduces the
cost of encryption and protects the privacy of the user. The
two subjects involved in data transmission can be summa-
rized as follows: the transmitter (sender) and the receiver
of the information. Network database encryption can be
broadly divided into two ways: external encryption and
internal encryption, as shown in Figure 1.

When both users need to communicate, the sender
encrypts the plaintext packets with an encryption algorithm
to form complex unreadable encrypted data and then sends
it to the recipient through the medium. If A sends a message
to B, the verification process of its signature is shown in
Figure 2.

The first is the symmetric encryption system, in which
the key used for encryption is exactly the same as the key
used for decryption. The encryption algorithm is the process
of generating an unreadable ciphertext from the original
readable plaintext through a series of operations and trans-
formations with the key. For the unsigned person j, a ran-
domly selected value xj on Zp generates the corresponding
signed private key for the attribute i as

Ti,j = g1
x j/ γ+tið Þ: ð1Þ

If any of the commands in the transaction fails to exe-
cute, then the entire transaction needs to be undone, includ-
ing the commands that were executed successfully. The state
of the database then reverts back to the state before the
transaction was executed. When used for general encryption
functions, the public key is used to encrypt the plaintext and
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the private key to decrypt the ciphertext. Authentication is
the security portal of the network database system and the
basis for access control. In general, the available measure-
ment information will depend on the current moment. For
example, if there is complete data from 0 to τ moment ,then
the measurement information can be written as follows:

Pdata = r, y, uð Þ ∈ R ×U × Y Pr

u − udata

y − ydata

" #
= 0

�����
( )

, ð2Þ

where Pr is the time truncation operator, i.e.,

Pτx tð Þ =
x tð Þ, 0 ≤ t ≤ τ

0, other

(
: ð3Þ

When the plaintext is encrypted with the private key and
the ciphertext is decrypted with the public key, it can be used
as a digital signature. The encryption step is called signature,
and the decryption step is called verification. Therefore, the
network database encryption system must provide a way to
identify the user, and the user must provide a username,
password, or other relevant security credentials, such as ter-
minal key and user USB Key, in accordance with the system
security requirements. If it is not determined behavior infor-
mation system, it means that the environment has changed;
otherwise, it means that the environment has not changed

and has defined the environment trigger function:

h sð Þ =
0, a xð Þ = a yð Þð Þ∧ d xð Þ = d yð Þ,ð
1, a xð Þ = a yð Þð Þ∧ d xð Þ ≠ d yð Þð Þ:

(
ð4Þ

aðxÞ is the action selection of behavior x, and dðxÞ is the
behavior x acceptable or unacceptable.

The next is the asymmetric encryption system, which is
different from the symmetric encryption algorithm, and
the asymmetric encryption algorithm needs two keys: public
key and private key. At any point of time, the data in the
database accessed by the user should be unique and up-to-
date, and the integrity of the relational data and the consis-
tency of the business logic cannot be destroyed by the trans-
actions executed in the database. In addition to this, there is
the escrow policy for passwords, and when the encryption
algorithm is handed over to a third party for management,
it must be strictly enforced in a controlled manner. The
duplicate detection method is adopted to detect the relevant
data that need to be encrypted, and all duplicate data among
all data are deleted. That is, different records and different
fields of each record in the database are encrypted with dif-
ferent keys. This is complemented by checksum measures to
ensure the confidentiality and integrity of the database data
storage and to prevent unauthorized access and modification
of the data. Verification technology or password technology
shall be adopted to ensure the integrity of important data
during transmission, including but not limited to identifica-
tion data, important business data, important audit data,
important configuration data, important video data, and

Application program

EncryptDBMSEncryptDBMS

Database

Figure 1: Database encryption mode.
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message
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algorithm

Message 
summary
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Figure 2: Verification process of signature.
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important personal information. Then, in the hash table, the
characteristic information of the repetitive data is stored. Let
G1 be a bilinear group of order prime p and g be its generat-
ing element, and the Lagrangian parameter is expressed as

Δi,s Xð Þ =
Y
j∈S,j≠i

x − j
i − j

ð5Þ

SrepresentsZp.
Finally, there is the hybrid cryptosystem, which is a com-

bination of symmetric and asymmetric encryption. When a
transaction is successfully executed, the resultant changes
to the database are permanently preserved, and even if the
system crashes, the database is still able to recover to the
state it was in after the transaction was successfully executed.
The main point of the process is to use symmetric encryp-
tion to actually encrypt the plaintext and then encrypt the
symmetric encryption key using the public key. Since the
key length is shorter than the message, the defect that the
processing speed of public key encryption is lower than that
of symmetric encryption can be solved. In the database, not
all data need to be encrypted, and only the sensitive data of
users can be encrypted to improve the database access speed.
Nonrepudiation means that in the process of information
interaction between the two parties of communication, it
must be confirmed that the information of both parties has
the true unity. That is, it is impossible for all participants
to deny or repudiate their true identity, as well as the origi-
nality of the information provided and the operations and
commitments completed. In the attribute-based encryption
mechanism, the sender controls the access policy, and the
more complicated the access policy is designed, the more
massive the public key is, and the more difficult it is to prove
the security of the algorithm. Therefore, the network data-
base encryption system must provide encryption setting
function, so that users can set the database, table, field, etc.
that need to be encrypted, which is conducive to the user’s
autonomy to balance between efficiency and security.

2.2. Mathematical Model Structure of Static Data Attribute
Encryption. Big data refers to the technical architecture that
extracts its value by capturing, computing, and analyzing a
large amount, type, and source of complex data at high
speed using economical methods. The database encryption
system includes three functional parts: data reader, password
manager, and encryption manager. Its structure is shown in
Figure 3.

First is the data reader, receives the request and the
data from the application, carries on the syntax analysis,
and carries on the corresponding operation according to
the user’s request. After receiving the encrypted informa-
tion, the data receiver can decrypt the encrypted informa-
tion only by the same key and encryption algorithm and
then read the data to make use of it. For a set of attri-
butes, the ti on Zp is randomly selected as the private
key of the attributes, and the public key corresponding

to the attributes is published as

T1 = gt1,⋯, T Uj j = gt Uj j
n o

: ð6Þ

Using the full file detection algorithm, the hash table is
initialized with an operation that sets a single file to gran-
ularity, detects all data, and finds duplicate data. The data
must be encrypted before it is transmitted by the data
transmission node and then decrypted after it is received
by the data receiving node. Then, it needs to be encrypted
again before it can be transmitted out, and here, it is
important to note that the key used for reencryption is
not for this link but for the next one. The physical NIC
driver communicates directly with the transport layer
driver, and the network packets are passed between them
through the NDIS interface without any processing. When
encryption is implemented at the application level, the
encryption of data can be done by the application first,
and then the encrypted data is transferred to the DBMS
and stored in this encrypted form. The control law of
the DBMS is

u xð Þ = kpe tð Þ + ki

ðt
0
e tð Þdt + kd

de tð Þ
t

ð7Þ

or in the form of transfer function:

G sð Þ = kp +
ki
s
+ kdS: ð8Þ

kp is the scale factor, ki is the integral coefficient, and
kdis the differential coefficient.

Next is the password manager, which is the core part of
the database encryption system and is responsible for com-
pleting the encryption and decryption of the data in the
background, transparent to the user and the application.
For securing the data, access control (i.e., authentication
and authorization) has proved useful, as long as the data
can be accessed using a predefined system interface. There-
fore, it is required that both the decrypting party, i.e., the
recipient and the sender, must have the encryption key and
the encryption algorithm. Comparing the stored data in
the hash table with the obtained hash function value, if an
exact match is obtained, the file will be replaced by a pointer;
if it is difficult to match correctly, the file can be stored. Byte
substitution, row shifting, and column mixing operations are
simple and reversible, and the corresponding inverse func-
tions are used in the decryption algorithm. The round key
plus step will reverse the operation on the same round key
heterogeneous data group when encrypted. Under this
model, the security of a cipher depends only on the security
assumption on which the scheme is based, and unless that
security assumption is breached, the security of the cipher
can be proven to be unbreakable. If the variance of the cost
function is negative, the original center of mass is replaced
with a noncentral center of mass at the current location; oth-
erwise, the center of mass remains unchanged. The fitness is
suitably extended by the simulated annealing algorithm, and
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the fitness stretching is done as follows:

f i =
ef i/T

∑M
i=1e

f i/T
: ð9Þ

f i is the fitness of the i individual.
Finally, the Encryption Manager is the module used by

the system administrator to implement the encryption dic-
tionary management functions and to interact with the
encryption dictionary. It is responsible for the definition,
modification, and deletion of the encryption dictionary.
Both the user’s private steel and cipher text are associated
with attributes. The solution supports attribute-based
threshold access policy, i.e., the user can only decrypt the
cipher text when the number of attributes intersecting the
set of attributes in the user’s cipher text reaches the thresh-
old value set by the system. In the case that the fingerprint
matches with the matching condition, the block boundary
can be set at the window, as well. For the set ω if jω ∩ ω′j
≥ d, then select any d elements belonging to the intersection
of the two sets and use Lagrange’s difference theorem to get
the following:

E′
∑i∈S e Di, Eið Þð ÞΔi,S 0ð Þ =M ð10Þ

The provider of the data resource must use the public
key of each user in the receiving group when encrypting
the message. Then, the ciphertext is sent to the correspond-
ing users separately, which leads to problems such as high
processing overhead and high bandwidth consumption.
Therefore, use mandatory access control, a mechanism that
restricts access to an object based on the sensitivity of the
information contained in the object and whether the subject
has formal access authorization to the object of that sensitiv-
ity. At this point, you can first publish the public key encryp-
tion key on a reliable third-party website and let your friends

obtain this public key. The receiver decrypts the digital sig-
nature with the sender’s public key to obtain the decrypted
information summary. And the hash algorithm used by the
sender is used for the obtained message, so as to obtain the
summary of the information. Compare the two information
to determine whether the information has been modified. If
the information has been modified, the two summaries must
be different. Then, use this public key to encrypt the infor-
mation and transmit it to you and then use the decryption
key private key to recover the plaintext of the information
for reading, in which the private key decryption key will
not be transmitted in any form. When you write data, you
do not need to maintain the relationship between data and
data, and you do not need to fix the format of data in a table;
in addition, you do not need to maintain the characteristics
of ACID, which makes the performance greatly improved.

3. Analysis of Big Data Redundancy Algorithm
Based on Similarity Calculation

3.1. Redundant Data Detection and Analysis. In the space of
data structure, Bloom filter has the advantage of high data
compression efficiency, and the feature values of this
algorithm consist of Bloom filter data structure representa-
tion. Compared with the traditional data redundancy elim-
ination algorithm, the Bloom filter algorithm has more
advantages in query time and space efficiency and is more
suitable for handling large data. The similarity calculation-
based redundancy algorithm and CBC algorithm are shown
in Figures 4 and 5 below to compare the time consumption
of each encryption algorithm when the key length is 128 bit
and 256 bit.

Firstly, the data in a data set with two or more duplicates
are deleted to ensure that only the same data is retained in
the final data set, so that the deleted redundant data are
replaced by data pointers. The database files as a whole are
encrypted with encryption keys and encryption algorithms
to ensure the authenticity and integrity of all user data tables,

Logic processing
module

Encryption
manager

Password
manager

Data reader

Working key
generator

Encoder

Password
engine

Figure 3: Structure diagram of the encryption system.
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system data tables, indexes, views, and stored procedures in
the entire database. Data sharing is achieved by decrypting
the entire database file with the decryption key. The infor-
mation sent to others is encrypted with e, and as long as
others can decrypt it with d, the information is proved to
be sent by you, which constitutes a signature mechanism.
It can be encrypted by AES advanced encryption standard
using deduplication technology first. Since CTR mode
encryption and decryption is fast and both the key and
group length can be varied, it can be used as the working
method of the group cipher algorithm. Moreover, with such
an encryption method, the encryption process in database
applications is transparent and can be used directly. Proxy
reencryption is very suitable for use in scenarios where
encrypted data is to be shared with multiple parties. There
is no need to share private keys with recipients, and there
is no need to encrypt the entire message for each recipient
before proxy. This encryption allows the user to encrypt only
once and then authorize the recipient according to his public
key. In the proxy re encryption scheme, there is a semi
trusted proxy with encryption. It is able to convert the
ciphertext encrypted with the public language to the cipher-
text encrypted with the public key, but the proxy does not
obtain any information about the plaintext during the whole
process. To achieve strong backward security requires
updating the keys of the underlying encryption. A compara-
tive analysis of the additional communication burden and
computational burden required when the underlying
encryption is stream cipher, group cipher, and public key
cipher, respectively. The comparison of the extra burden
required to update the underlying key for different underly-
ing encryption schemes is shown in Table 1 below.

Secondly, the ratio of the number of bytes before redun-
dant data deletion to the number of bytes processed is

mainly used in determining the reduction rate of data to
achieve. The group length and key length are both variable,
and only to meet the requirements are the processed group
size limited to 128 bits, while the key length is 128 bits or
256 bits various options. With table-level encryption granu-
larity, the query performance of the system will be improved.
Because the system performance will not be affected for the
queries of unencrypted tables, and for the queries of
encrypted tables, only the corresponding encrypted tables
need to be decrypted instead of decrypting the whole data-
base. Before the data reaches the target endpoint, the data
has to be transmitted through a large number of link nodes.
The serialization module completes the interconversion
between byte stream and ABE data types, and it writes the
structure variables output by other modules to byte arrays.
When other modules need a specific type of variable, it reads
the data from the byte stream to generate the variable of the
target type. This encryption definition tool mainly defines
the way to encrypt the data of each table in the database.
After creating a certain database table, this tool defines the
encryption method for the characteristics of that table.

Finally, all the possible attribute values are sorted
according to some linear rule, and the corresponding statis-
tics are then used to obtain a statistical histogram based on
the attribute values. The entire record in the data table is
encrypted and stored in the database file as a cipher text.
The data block undergoes several data transformation oper-
ations, and each transformation operation produces an
intermediate result, which is called state. Since the encryp-
tion and decryption keys are usually stored in the database,
it also raises the risk of key management, which leads to
the protection of the keys only through the access control
of DBMS. The ciphertext data is decrypted, then encrypted
using a different key, and then in transmission. In general,
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Figure 4: Comparison of time consumption of each algorithm when the key length is 128 bit.
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the security of a cryptosystem can be divided into two forms:
selective plaintext attack and selective ciphertext attack,
depending on the attacker’s target. In a cryptosystem, we
can prove that the cryptosystem is secure as long as the
probability of a successful attack by an attacker is calculated
to be negligible. The linear hybrid layer ensures a high
degree of diffusion over multiple rounds, and the nonlinear
layer consists of 20 S boxes juxtaposed to act as an obfusca-
tion and the key encryption layer heterogeneous subkeys to
intermediate states. Since the polynomial running time is
feasible according to the Turing machine model, the proba-
bility is considered to be nonnegligible when it is the inverse
of the polynomial.

Complexity of the cryptographic algorithm is as follows:
the complexity of the cryptographic algorithm is a basic con-
dition to ensure password security. If the cryptographic algo-
rithm used in a cryptographic system is not complex, or it
seems to be complex, but there are institutional weaknesses,
it is easy to be exploited by attackers. In addition to the com-
plexity of the cryptographic algorithm, key length is also the
basic factor to ensure the security of cryptographic system.
The simplest way to crack the key is to try all kinds of pos-
sible keys to see which one is actually used. In this attack,
the number of passwords to be attempted is closely related
to the entire key space to be retrieved.

3.2. Analysis of Big Data Encryption Algorithm. ECC, known
as “ellipse curve ctyptography”, is a public key encryption
algorithm based on elliptic curve mathematics. The use of
elliptic curves in cryptography is proposed independently.
Different from the traditional encryption algorithm based
on the problem of large prime number decomposition, this
encryption method is based on the mathematical problem
of “discrete logarithm.” The ECC algorithm is used to
achieve encryption of big data, which has the advantages of
low computational overhead and high encryption security
performance in the encryption process, and is more suitable
for research areas where computational power, space con-
straints, and bandwidth are limited. In describing the secu-
rity proof, the simulator needs to simulate all realistic
environments, including the use of realistic hash functions.
It makes it possible to deceive the attacker to perform attack
operations on the simulated environment. If the data is
decrypted and then encrypted in the cloud, there is a risk
of privacy leakage. The experimental analysis of the encryp-
tion algorithm and decryption algorithm on a laptop,
encryption algorithm and decryption algorithm with num-

ber of attributes and number of keys, respectively, are shown
in Figures 6 and 7 below.

First, when the receiver decrypts the encrypted data file,
it needs to calculate the private key and the public key for
decryption. The sender first encrypts the message using a
symmetric cipher, then encrypts the key using the receiver’s
public key, and then sends both to the receiver. When the
user’s security level flag is higher than or equal to the secu-
rity level flag of the data to be accessed, the data in the data
table is decrypted using the three-level key, and the plaintext
data is returned to the user. We can also use the same
scheme to prove that if the attacker can recover the
encrypted random number, then it can recover the informa-
tion. The stream encryption algorithm theoretically encrypts
increments of bits, but in reality, it usually encrypts every bit
of the plaintext itself at a time. When decrypting the cipher-
text, the user can only decrypt the message correctly if the
set of attributes used for encryption matches the access con-
trol structure in the user’s private key, thus allowing the user
to access the message content. To access the data in HDFS,
the user needs to request a block access token from the
Name Node, and only with the correct token can the user
access the corresponding data block in HDFS, in order to
test the relationship between mixed encryption time, attri-
bute encryption time, and file size. In the experiment, the
length of symmetric encryption secret key is fixed to 128
bit, and the encryption time varies with the file size as shown
in Table 2 below.

Secondly, in the process of detection calculation, this
paper will take the data file that needs to be encrypted indi-
vidually as the granularity and detect the duplicate data in
the data file. When an attribute revocation event occurs in
the system, the system must ensure that the original private
key of the user who owns the attribute is invalid; that is, the
private key cannot decrypt the original ciphertext again. In
CP-ABE, each user is divided into a group of describable
attributes, and the unified attribute authorization center dis-
tributes the attribute private key to each user according to
the attribute set of each user. The receiver decrypts the sym-
metric key using its private key and then decrypts the mes-
sage using the key. For the user to write data to the
database, when the security level flag of the user is lower
than or equal to the security level flag to be written, a ran-
dom key is generated and used as the tertiary working key
to encrypt the data to be written to the database, the second-
ary key is used to encrypt the tertiary key, and the encrypted
key is written to the database. In the initialization process,
the main function of the key is to churn the S-box. There-
fore, the application goal of the system is to ensure that it
can support specific types of queries on ciphertext data and
at the same time can protect the privacy of user data. The
runtime of the Decrypt algorithm for IAI-CP-ABE1 and
IAI-CP-ABE2 on a resource-constrained physical device
was simulated in the Intel Edison development board,
Outsourced Decrypt algorithm, and a comparison of the
algorithmic efficiency of the Decrypt algorithm, and the big
data encryption algorithm is shown in Figure 8 below.

Finally, the data files that do not duplicate each other in
the complete file detection method are rearchived, and the

Table 1: Comparison of the extra burden of different underlying
encryption schemes when updating the underlying key.

Encryption
mode

Communication
burden

Client
computing
burden

Client
computing
burden

Stream
cipher

17.26 O nð Þ O 1ð Þ

DES 23.76 O nð Þ O 1ð Þ
AES 31.74 O nð Þ O 1ð Þ
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process of this paper will use the CDC data block calculation
method to archive them one by one from the file source.
When the user accesses the data, the database system in
the background must decrypt the data before returning it
to the user. In order to respond to the user’s request as soon
as possible and reduce the user’s waiting time, the speed of

data encryption and decryption must be fast. The data
owner sets the access control structure and uses it to encrypt
the information and then share it in the network, and other
users can decrypt the information when and only when the
set of attributes in their attribute private key matches the
access control structure in the cipher text. In the process of
cryptosystem security proof, we always end up with a hypo-
thetical hard problem, such as BDH and CDH problem. If
field-level, record-level, or data-item-level encryption granu-
larity is used, the key is used to encrypt a three-level key.
Due to the existence of partial weak keys, it makes the sub-
key sequence to be completely duplicated in less than
10,000 bytes, and if it is partially duplicated, it may be able
to be duplicated in less than 10,000 bytes. Therefore, the
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Figure 5: Comparison of time consumption of each algorithm when the key length is 256 bit.
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Table 2: Experimental data of encryption time varying with file
size.

File size (MB) 5 10 15 20 25 30

Encryption time (s) 17 28 37 42 58 63

Attribute encryption 128bit key time (s) 65
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encryption key must be tested to determine whether it is a
weak key.

4. Conclusions

Network database is a new manifestation of database in the
network era, which is a strong aggregate of network and
database, and its application is very wide and has penetrated
into various fields. Due to the huge amount of data in the big
data environment, the traditional encryption scheme is inef-

ficient in the big data application, while the traditional access
control mode is also difficult to apply to the big data envi-
ronment. The degree of information security in the big data
environment directly affects the privacy protection of users,
and the superior features provided by encryption algorithms
can compensate for the drawbacks caused by relying solely
on software security prevention strategies, thus overcoming
the difficulties and challenges faced by information security
in a more efficient and stable manner. In this paper, we pro-
pose a mathematical modeling idea of static data attribute
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The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.
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Knowledge map is a new method of knowledge management with the information revolution. This paper is aimed at forming a
systematic and standardized huge redundant knowledge structure, which can be used to mine the knowledge structure and the
relationship between knowledge and visualize it in a graphical way, in order to obtain more representative information and
improve the classification accuracy of text classification model. In this paper, a knowledge map construction method based on
the Text CNN algorithm is proposed for the subject of Nautical English. It is of practical significance and academic value to
make use of knowledge map to study Chinese Maritime English, which is helpful to the development of Chinese Maritime
English and provides guidance. In order to maintain the diversity of particle swarm optimization, the Text CNN algorithm is
combined with the construction of Maritime English subject knowledge map, and the network parameters and structure are
optimized. Using knowledge map to study China Maritime English has important practical significance and academic value
and has certain guiding significance for the development of China Maritime English.

1. Introduction

Many foreign ship owners prefer to spend more money to
hire Indian or Filipino crew with better English ability but
less business ability [1]. As an important part of China’s
transportation industry, the maritime industry has a unique
spatial and temporal scope of activities, is at the forefront of
reform and opening up, and is characterized by participation
in international logistics, international conventions and
practices, internationalism with a profound world back-
ground, and extensive international commonality [2]. In
the face of the increasingly fierce competition in the interna-
tional crew labor market, the level of English proficiency of
crew members has become an important factor to improve
the competitiveness of Chinese crew members, which is
directly related to the internationalization of China’s
maritime industry in the 21st century [3]. Accordingly, the
teaching and training of listening and speaking English for
maritime professionals require students to be able to use
the target language to complete practical work tasks in a
realistic working environment with the help of the knowl-

edge map of the maritime English subject and to improve
the practical language skills [4].

The development of the discipline of Nautical English has
now entered a mature stage; especially with the integration of
postmodernist ideas, environmental-ecological perspectives,
and ethical ideas, the content is constantly enriched, the num-
ber of literature increases all the time, and what is changing at
the same time is the structure of the discipline’s knowledge;
the distribution of the author’s academic community is grad-
ually complicated and diversified with time and geography
[5]. In addition, most students do not have a good memoriza-
tion or learning method and just learn and memorize English
knowledge points in a stereotypical and mechanical way,
neglecting the intrinsic connection of knowledge points [6].
And the knowledge mapping which is aimed at discovering
the historical evolution process of scientific theories and
methods can be found bymining and analyzing the knowledge
mapping relationships to discover: discipline structure charac-
teristics, research hotspots, development sources, professional
relevance and breakthrough achievements, and future devel-
opment directions [7]. At present, informatization of teaching
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knowledge can help more people learn more knowledge, and
students can not only learn book knowledge in the classroom
but also learn some other knowledge through the Internet
after class time, which can well help students check the
gaps [8].

Nowadays, an emerging cross-learning knowledge map-
ping, which is based on knowledge units and enables effec-
tive access to knowledge and quick grasp of the frontier
areas of disciplinary knowledge, is emerging [9]. Knowledge
mapping is a kind of graph showing the process of knowl-
edge development and its interstructural relationships based
on content analysis, citation analysis, and visualization [10].
It can describe human-owned knowledge resources and their
carriers over time using visualization techniques, map, mine,
analyze, and display scientific knowledge and their intercon-
nections, and create a knowledge-sharing environment
within organizations to promote collaboration and deeper
scientific and technological research [11]. Text CNN is a
machine learning model under deep supervised learning,
and compared with traditional machine learning for manual
feature extraction, Text CNN can automatically extract local
features with shared weights, which is better than traditional
machine learning algorithms for text classification. From the
initial study of discrete models of TSP to the present, several
generations of combinatorial mathematicians and opera-
tional researchers have studied this problem extensively
and intensively and have achieved great achievements. Using
the same global search strategy-based algorithm to train the
neural network parameters can avoid the above-mentioned
drawbacks of the genetic algorithm, because its velocity-a-
displacement model is simple to operate and only decides
the search direction according to its own velocity.

This paper combines quantitative analysis with qualitative
analysis and introduces the theory and method of scientific
knowledge mapping based on scientometrics. Scientometrics
studies Maritime English and draws a series of knowledge maps
ofMaritime English, which is a new attempt to study the knowl-
edge system in this field. The innovative contribution lies in the
attempt to use the core and edge structure analysis function
options in word2vec software to visualize the social network
map of Maritime English researchers in the process of using
social network analysis method to build knowledge map. This
is a pioneering exploration on the technical details of knowledge
map construction. At the same time, in order to maintain the
diversity of particle swarm optimization, Text CNN algorithm
is combined with the construction of Maritime English subject
knowledge map, and the network parameters and structure are
optimized at the same time. It is of practical significance and
academic value tomake use of knowledgemap to study Chinese
Maritime English, which is helpful to the development of
Chinese Maritime English and provides guidance.

2. Thoughts on Constructing Knowledge
Map of Maritime English Based on Text
CNN Algorithm

2.1. Construction Framework of Subject Knowledge Map
Based on Text CNN Algorithm. The disciplinary knowledge

mapping constructed in this paper is guided by the disciplin-
ary ontology and takes the information of disciplinary enti-
ties and the relationship between entities as the core to
construct the knowledge mapping within the scope of the
disciplinary domain. At present, knowledge mapping is still
limited to specific disciplines or fields, and studies are con-
ducted for the knowledge contents within the disciplines or
fields to meet the needs of people in specific professional
fields and to conduct accurate and refined search for profes-
sional academic issues. It can display the tedious knowledge
in the field through information processing, data mining,
graphic drawing, and knowledge measurement and provide
valuable and practical reference for discipline research to
reveal the knowledge areas with dynamic development laws.
The framework for the construction of disciplinary knowl-
edge mapping is shown in Figure 1.

First, the extraction of subject entities and the relation-
ships between entities are divided into data preprocessing,
acquisition of labeled data, word vector representation, fea-
ture extraction, and relationship classification for implemen-
tation. The forward neural network function class N is dense
in the space of vector-valued continuous functions, in a con-
sistent paradigm sense, where the forward network function
class is defined as a set of the following types.

N= Y ∈ Rm, Y =W K+1ð ÞNk Nk‐1 ⋯N1 Xð Þ½ �f g
n o

, K = 1, 2, 3⋯

ð1Þ

CiteSpace is used as a construction tool, combined with
scientometrics theories and methods such as word frequency
analysis method and cooccurrence analysis method, to study
the knowledge map of Chinese maritime English subject
research subjects. According to the characteristics of the
large sample data set, the Bayesian method is used to extract
the prior information, which is coupled into the training
neural network. Its input is Wx, output is x; then the neural
network is:

dx
dt

= −WF ′ xð ÞT F xð Þ: ð2Þ

Suitable data objects in the field of Nautical English are
selected and used as data sources for knowledge graph con-
struction; then normalized preprocessing is carried out,
including data text format conversion, Chinese word separa-
tion, deactivation word list filtering, indexing, data feature
item extraction, and data annotation. We study and use
theories, construction methods, and mainstream tools
related to disciplinary knowledge mapping: CiteSpace,
VOSviewer, etc., and functional tools Bibexcel (mainly for
foreign language data text merging, data format conversion,
field extraction and weighting, cooccurrence frequency
calculation, and cooccurrence matrix generation), SATI
(mainly for Chinese title field extraction, frequency statistics,
and matrix generation), and Bicomb (mainly for bibliographic
field extraction, frequency statistics, matrix generation). The
first N words with greater weight are selected for output to
get the concept set of the disciplinary knowledge map and to
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do the corresponding groundwork for constructing the disci-
plinary ontology later. The keyword extraction process is
shown in Figure 2.

Second, data preprocessing is performed for the extrac-
tion of entities and their relationships in the subject area,
that is, determining the scope of disciplinary knowledge
graph construction-computer network disciplines, as well
as performing manual culling, clause splitting, and other
operations for computer network disciplinary texts. Using
the interlayer local spatial correlation to connect the neuron
node of each adjacent layer only to the upper layer neuron
node that is close to it, i.e., local connection, a multilayer
forward network is built with the function to calculate the
output M of the hidden layer:

Mj = f 〠
n

i=1
WijXi − bj

 !
, j = 1, 2,⋯,m: ð3Þ

The data layer is an ontology-related data enrichment
process that emphasizes the relationships between instances
of English disciplines and their attribute-value pairs. Latent
semantic algorithm analysis is performed on the data after
preprocessing to obtain the results of the processed data.
The two functional features extracted are upper and lower
bounds and first-order derivatives, which are transformed
into equivalent mathematical expression embeddings for
training the neural network. Then the number of nodes is
increased sequentially until the recorded error value is
minimized. The formula for determining the number of
nodes in the hidden layer using the trial-and-error method
is as follows:

m =
ffiffiffiffiffiffiffiffiffi
k + l

p
+ a, ð4Þ

where m is the number of hidden layer nodes, k is the input
node, and l is the output node.

In conjunction with the theoretical knowledge of
discipline construction, the initial steps of constructing a
disciplinary knowledge mapping tool reveal a complete pic-
ture of the practical and cognitive aspects of the discipline.
The core is to identify and correlate the mainstream tools
with the conceived disciplinary knowledge map construction
scheme and iterate on them to improve the scheme step by
step. The theoretical support and model of the disciplinary
knowledge mapping scheme are also proposed.

Finally, the subject entities are obtained using hanlp, the
labeled data with the relationship information between the enti-
ties are obtained using remote supervision, and the obtained
corpus with the labeled information is used as the input of
the neural network model. The relationship classification
model is trained so that the model can automatically discrim-
inate the relationship of entities in a sentence. The results of
the data analysis obtained are used for visual technical map-
ping to obtain the disciplinary knowledge map. The feasibility
and practicality of the constructed scheme are verified and
optimized through the discipline of Nautical English, espe-
cially the construction method fusion. Relying on Text CNN
to automatically extract features from textual information
represented at the simple character level, the feature vectors
are fed into the LSTM model via the highway network frame-
work based on sequences thus achieving better classification
prediction. Among them, the convolutional layer can well
characterize the local features of the input data, while the
pooling layer can further extract the most important part of
the local features on this basis.

2.2. Entity Relationship Extraction Method. The most basic
as well as the key to constructing a knowledge map within
the subject area is to obtain the information of entities
within the subject area and to realize the extraction of rela-
tionships between entities. Maritime English reading is a
professional course with strong theoretical and practical
aspects, which requires students to have a good professional
basic knowledge before learning. The strong foreign-related

Manual intervention Instance filling algorithm

Data preprocessing Instance filling

Construction of subject knowledge map

Word segmentation and
part-of-speech tagging

Concept set extraction Establish class hierarchy

Keyword extraction
algorithm

Figure 1: Framework of discipline knowledge map construction.
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characteristics of the nautical profession and the strong
professionalism of the nautical professional listening and
speaking courses determine that the nautical professional lis-
tening and speaking teaching is different from the teaching
methods of other courses. The convolutional neural network
structure has been proved to be very effective in such tasks as
image recognition and speech recognition. The process of
subject entity and interentity relationship extraction is
shown in Figure 3.

First of all, in the field of education, there are different
subject entities for each subject, taking computer networks
as an example, such as protocol names and device names,
called named entities. However, in the current teaching of
maritime English, due to the assessment method, the same
paper-based examination as other courses is used. Therefore,
many courses are set up to focus on how to improve stu-
dents’ reading ability, ignoring the training of speaking, lis-
tening, and writing ability, which leads to students’
inability to understand and speak after they join the work-
force. Therefore, the Chinese data literature catalogues are
screened and saved in endnote format that SATI software
can recognize, output as data files with txt format, and
imported into SATI, and through data conversion process-
ing, the similarity matrix and related data tables that can
be used for analysis are generated for subsequent analysis.
In the later stage of the search, the discovery probability is
reduced in order to increase the convergence speed of the
algorithm. Therefore, the discovery probability is improved
as follows:

pat = exp t/tmaxð Þ × cos t/tmaxð Þ × pabegin, ð5Þ

where pat is the discovery probability of t iteration and
exp ðt/tmaxÞ × cos ðt/tmaxÞ is the function dynamic decreas-
ing factor.

The subsequent max-pooling layer allows for the sec-
ondary extraction of the most expressive features in each
feature map. In order to implement a pure character-level

embedded convolutional neural network, the first thing to
do is to construct the alphabet. The alphabet used in this
paper is as follows, with 79 characters, for which one-hot
encoding is used, plus an all-zero vector (for characters
not in the character list, including unknown and null
characters). The N-gram feature is a sequence model of
every adjacent n bytes in a given malicious sample, which
can be understood as a first-order Markov chain, that is,
the order of occurrence of byte sequence is a random pro-
cess of discrete events. By calculating the correlation
between different granularity N-gram features, the different
granularity features are correlated with each other, the
corresponding weights are assigned to the different granu-
larity features, and their representations are obtained by
weighted summation:

αti =
exp Ut

i
Tuw

� �
∑texp Ut

i
Tuw

� � , ð6Þ

where cti is the i word representation of t feature.
Second, the extracted keywords are used to align the

existing remote knowledge base and extract the correspond-
ing interentity relationship information to obtain the
subject-wide entities, relationships, and entity triads. English
teachers in maritime colleges and universities often do not
have enough professional knowledge; thus, they are not able
to teach maritime English. Therefore, the similarity matrix
of high-frequency words is obtained by using the formula
of low-frequency word boundaries of high-frequency words,
that is, the matrix with a diagonal of 1. The data in the table
indicates the frequency of any two keywords appearing
together in the same literature, and the larger the value
indicates the greater the degree of correlation or similarity
between these two keywords. If the total input of the jth neu-
ron N j in the network is defined as uj and the output state is
vj, then the state transfer equation of the network can be
written as:

Text

Separation, word
segmentation

Text format
conversion Text preprocessing

Weight calculation

Extract
key

words

Keyword
output

Figure 2: Keyword extraction process.

Process of extracting
relationships between
disciplines and entities

Data preprocessing

Get labeled data

Word vector
representation

Feature extraction

Relationship
classification

Figure 3: Process of extracting the relationship between subject
entities and entities.
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vj = g uj

À Á
= g 〠

t

wijxj − qj

 !
, ð7Þ

where g is an S-type function, commonly used as:

g1 xð Þ = 1
1 + e−λx
À Á , ð8Þ

g2 xð Þ = th λxð Þ: ð9Þ

Next, Chinese pinyin sequences are introduced to
semantically expand the original text, the Chinese text is
converted by hanyu pinyin, and the pinyin-represented text
is then embedded by character. After multilayer convolution
and pooling operations, the obtained feature maps are
expanded sequentially by rows, connected into vectors, and
input into a fully connected network, which usually uses
Softmax logistic regression as the feature classifier. As the
large-scale search gradually stabilizes and the update speed
slows down, the coefficients of the speed vti at the t moment
are adjusted by using the property that the inverse cosine
function is monotonically decreasing on ½0, 1� as follows:

w tð Þ = sqrt 4/7 × arccos t/t −maxð Þ½ �
× t −max − tð Þ/ t −max − 1ð Þ½ �, ð10Þ

where wðtÞ is called the inverse cosine function speed adjust-
ment factor. The speed update formula is transformed into:

vt+1i =w tð Þ × vti + xti − x∗
À Á

Fi: ð11Þ

Finally, the entity pairs extracted from the textual infor-
mation are aligned to the remote knowledge base, and the
remote knowledge base is used to automate the annotation
of the relationships between entities, or “transmission units,”
to achieve the extraction of triples in the subject area, in
order to automate the extraction of subject knowledge using
neural networks. Therefore, it is necessary to convert the
input statements into a form that can be recognized by the
machine, i.e., a vectorized representation. Due to the inevita-
bility of differences in experiential background (e.g., in terms
of background knowledge of sailing acquired by students
from coastal and inland regions), learners’ perceptions and
understanding of problems are often very different. So, in
order to ensure that the whole classification model does
not have training difficulties due to excessive depth, the fea-
ture extraction stage does not use the stacked convolutional
layers to extract high-dimensional sufficiently abstract fea-
tures, but a novel framework of a single-layer Text CNN plus
highway network is used instead. It refers to the fact that the
nodes of the convolutional layer are only connected to some
of the nodes of the previous layer and used to learn local fea-
tures. This connection significantly reduces the number of
parameters, speeds up the learning efficiency, and reduces
the possibility of overfitting to some extent.

3. Application and Analysis of Text CNN
Algorithm in the Construction of Knowledge
Map of Maritime English

3.1. Training Analysis of Text CNN Algorithm. Up to now,
the method used for training convolutional neural networks
is still the traditional gradient descent method. Among
them, if the batch gradient descent method is used, although
the best convergence effect can be obtained, the convergence
speed of the training process is severely limited because all
training samples are required to participate in the operation
in each iteration process. The advantage of Bi LSTM is that it
can learn the dependence between observation sequences
(input words) through two-way settings. In the training
process, LSTM can automatically extract the features of
observation sequences according to targets (such as recogni-
tion entities). Therefore, the Text CNN algorithm uses the Bi
LSTM to process the input vector, and then at each time
step, the output of the Bi LSTM is stitched with the corre-
sponding word vector as the “semantic vector” of the current
time step, which can well represent the contextual features of
the text. The accuracy and loss curves of the dataset during
the training process are shown in Figures 4 and 5.

First, each iteration process requires only a small number
of samples to participate, and shipping samples can speed up
the convergence while ensuring that the optimal solution is
found as much as possible. In the training phase of the algo-
rithmmodel, the input is labeled data, and the label of the doc-
ument is the output. Planes of the same depth are called depth
slices, and the same slice shares the same set of weights and
biases. The repetition unit is able to identify both the feature,
without considering its position in the viewable domain, help-
ing the neural network to remain spatially invariant to the
input. Individual genes are evaluated according to some crite-
rion, resulting in a ranking table of importance for each gene,
and then the gene with relatively high evaluation score is
selected as the feature gene based on the ranking result. The
attributes are conditionally independent of each other for a
given target value. In order to avoid the information carried
by other attributes being used by attribute values that never
appear in the training set, the probability values are usually
modified when estimating. Laplace correction is often used.
The assumption of attribute conditional independence is
relaxed to some extent. Directed acyclic graph is used to
describe the dependency relationship between attributes, and
conditional probability table is used to describe the joint prob-
ability distribution of attributes. The advantage is that few
parameters are required to be estimated and less sensitive to
missing data. In order to improve the accuracy of the network
parameters, the number of iterations has to be increased, and
then the computational effort is also greatly increased. The size
of the response of the Text CNN network to the input depends
on the distance between the input vector and the center of the
network, and the smaller the distance between the input vector
and the center, the larger the response of the neuron. So the
center correction process of Text CNN is essentially the pro-
cess of clustering the input samples based on the distance
between them, the input vectors with small distances from
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each other are grouped into one class, and the center of clus-
tering is the network center. Three datasets of different sizes
are selected for comparison experiments, and the details are
shown in Table 1.

Second, to prevent overfitting in the training of the
model, L2 regularization is used to constrain the parameters
of the convolutional neural network. Some kind of metric is
usually used to evaluate the importance or relevance of each
gene to the classification, then the genes are ranked accord-
ing to their importance, and finally, a certain number of top-
ranked genes are selected as the feature genes; among such
methods, the signal-to-noise ratio evaluation metric is the
most commonly used. Corresponding initial search instruc-
tions should be made to form a unique search format by
example queries, so that users can find the queried data
more easily and quickly. Logistic regression is a generalized
linear regression analysis model, which is used to deal with
regression problems where the dependent variable is a cate-
gorical variable and is commonly used for dichotomous or

binomial distribution problems, where the graph of the
relationship between the dichotomous probability and the
independent variable is mostly an S-shaped curve and can
also deal with multicategorical problems. Based on the ten-
sor flow deep learning platform, using one GPU and trained
with a convolutional kernel width of 3, the results of Google
Billion Word benchmark test of Text CNN trained on a
single GPU are shown in Figure 6.

Finally, a dropout strategy is introduced for training the
final fully connected layer parameters, i.e., a portion of the
trained parameters is randomly selected for discarding at
each update. In the hierarchical clustering algorithm, after
the region division is completed in the lower layer, the
path-finding optimization of each region in the higher layer
actually uses only the center of gravity coordinates of the
neighboring regions, and this information is obtained in
the process of region division in the lower layer. In addition,
the similarity matching process should be done, the queried
features should be compared with the feature values in the
database through certain algorithms, and the data can be
returned to the user only after satisfying certain similarities
to ensure that the user’s retrieval needs can be met. Repre-
senting instances as points in space, the mapping makes
instances of separate categories separated by distinct inter-
vals as wide as possible, maps the new instances to the same
space, and predicts the category to which they belong based
on which side of the interval they fall. After that, make the
number of hidden layer nodes plus one and still go through
a certain number of gradient descent iterations as in the
beginning, if after the iterations the objective function
decreases by a value greater than the threshold value, this
means that an additional hidden node has been added,
which is more useful for the network, and the number of
hidden layer nodes at this time does not make the objective
function of the system extremely small, so make the number
of hidden layer nodes plus one and continue the iterations
as above.

3.2. Feature Extraction Analysis of Text CNN Algorithm in
Subject Knowledge Map. The ultimate goal of teaching
conversational maritime English is to equip students with
the ability to communicate effectively in English in real work
situations. Knowledge graphs are usually expressed using the
semantic technology standard language RDF or ontology
language, and the construction of domain knowledge graphs
is often based on the concept of domain knowledge
ontology. Therefore Text CNN algorithm is mainly to
extract the content needed by users by processing the
original media data, and the process is more focused on
the accuracy of information retrieval. Then it needs to be
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Figure 5: Curve of loss with time during training.
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training.

Table 1: Details of data sets of different sizes.

Data
Number of
target classes

Average length
of text

The maximum length
of the text

MR 3 26 28

SST 5 45 65

Irony 2 37 84
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trained with data with category labels, and each sample data
contains not only a number of features, i.e., the sample
expression values in all genes, but also the category to which
it belongs. The shipping makes the data itself already have
better distribution characteristics. The classification perfor-
mance on the English dataset will be compared with several
common deep learning models in terms of accuracy. A com-
parison of the accuracy change curve between the Text CNN
algorithm and Char Deep CNN during the training process
is shown in Figure 7.

First, in a certain document, a word or phrase appears
repeatedly, i.e., the word frequency TF is high, while distin-
guishing from other documents, the word rarely appears in
other documents, i.e., the word frequency TF is low, which
means that the word or phrase is more representative of
the features of the document and can be used as feature
extraction for classification. Training word2vec in advance,
using it as input features for CNN, and updating it continu-
ously during iterative training, shipping is equivalent to
introducing certain prior knowledge that can guide the
model to converge to the optimal solution in a better direc-
tion during the training process. It usually employs a classi-
fier to directly evaluate the classification performance of a
subset of feature genes and then adopts some strategy to
adjust the subset according to the evaluation results to
achieve the purpose of continuously exploring the optimal
subset. Coword clustering analysis is to gather the ones with
high similarity of subject words together to form a category
with high intragroup similarity, low intergroup similarity, and
relatively independent concepts. The existing methods for
evaluating text classification are mainly judged by the model’s
prediction of correct text labels. Table 2 shows the mixture
matrix built according to the Text CNN algorithm, which is
used to introduce the calculation of evaluation metrics.

Second, text representation using vector space models
requires a lot of work to annotate the text if lexical features
need to be preserved. In contrast, word2vec simplifies the
manual work by converting words in the text into vector
representations based on contextual features. Feature extrac-
tion and model training are not completely separate, and the

input distributed features are updated as parameters during
the iterative training process. The performance of the classi-
fication is tested on the whole dataset, and then the change
in performance after subtracting each gene is calculated.
The gene with the smallest absolute value of association
weight in the classification function is selected and removed
from the training set, the process is repeated until the train-
ing set data is empty, and the subset of feature genes
removed in the last step is the optimal classification subset.
A trifold cross-validation method is used to select training
and test samples, which allows the classification model to
be fully learned. The relationship between Text CNN and
SVM in terms of feature dimension and classification error
rate is shown in Figure 8.

In the actual entity relationship extraction process, its
individual sentence lengths are often inconsistent. It also
means that this paper needs to extract the inconsistent local
features from the individual sentences with inconsistent
lengths for predicting the relationship types of the target
entities. Using this method to train the network not only
shows very intuitively and clearly the magnitude of the
influence of each hidden layer central node on the deviation
decline rate of the network. Moreover, the number of
iterations is also very small, and generally only a few
iterations are needed to finalize how many hidden layer
nodes are needed.

Finally, for the analysis of large amounts of text data, we
need a tool to represent the text as data understood by the
computer; in other words, word2vec is a tool to convert text
into a numerical representation. The skip-gram model for
feature extraction and the convolutional neural network
model for classification should be considered whole, and
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Figure 7: Curve of accuracy during training.

Table 2: Correlation of evaluation indicators.

Predict Not retrieved

Real 16 5

Irrelevance 31 7

Grand total 47 12
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together, they perform the whole process of the short-text
sentiment classification task. The recursive hierarchical fea-
ture gene selection method is repeatedly run according to
different training sample distribution structures, guided by
the classification accuracy, and then, the final selected subset
of feature genes is obtained by synthetically integrating
numerous feature selectors. The maximum pooling opera-
tion is used to perform secondary extraction of features, that
is, for each filter set in the convolutional layer, the value of
this paper selects the maximum of them as the final retained
value, and the rest is discarded. The network accuracy is fur-
ther improved with each additional network center, and the
next center selected each time is the one that contributes
most to the error reduction in the remaining part.

4. Conclusions

This paper presents a method of constructing Maritime
English subject knowledge map based on Text CNN algo-
rithm. The application of Text CNN algorithm in the con-
struction of subject knowledge map is analyzed. It makes
knowledge more relevant and hierarchical. At the same time,
the knowledge retrieval technology of knowledge mapping
realizes the accurate answer to relevant English questions
and can effectively help students check and fill in the gaps
of English knowledge points. In the process of using social
network analysis method to build knowledge map, try to
use the core and edge structure analysis function options
in the word2vec software to visualize the social network
map of Maritime English researchers. In order to maintain
the diversity of particle swarm optimization, Text CNN
algorithm is combined with the construction of Maritime
English subject knowledge map, and the network parameters
and structure are optimized. The knowledge map construc-
tion method based on text CNN algorithm proposed in this
paper can reveal the English subject knowledge system and
standardize the knowledge structure. It is of practical
significance and academic value to make use of knowledge
map to study Chinese Maritime English, which is helpful

to the development of Chinese Maritime English and pro-
vides guidance.
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With the continuous enhancement of people’s health awareness, the awareness of disease prevention began to improve, and the
demand for intelligent health status monitoring is also increasing. At present, the health status monitoring mostly depends on
hospital equipment, which has high cost and cannot realize remote analysis. Based on this, this paper studies and analyzes the
application of wireless sensor network model based on big data ecosystem in intelligent health monitoring. ZigBee protocol is
used to realize data transmission, wireless sensor is used to monitor human body temperature, heart rate, blood oxygen
saturation, and other physiological indicators, human posture monitoring algorithm is used to monitor posture changes, which
is combined with human physiological parameter information, and the long-term and short-term memory model is used to
effectively use the time sequence information of data to realize the functions of physiological parameter measurement, wireless
positioning, and information fusion. An experiment was designed to test the accuracy of the health monitoring system. The
results show that the wireless sensor retention model can meet the design requirements in terms of the monitoring accuracy of
body temperature, heart rate, and blood oxygen saturation index in intelligent health monitoring, with low cost and can be
combined with human dynamic information.

1. Introduction

Modern medical models and medical concepts are gradually
changing, from hospital centered to patient and family cen-
tered, from treatment centered to prevention and health care
centered. The precise portable home monitoring system
includes cholesterol, blood, blood pressure monitoring, and
other portable health monitoring terminals. Users can take
care of themselves at home and monitor their health status
without completely relying on medical staff or being admitted
to the hospital. However, the current level of medical informa-
tization is still relatively low. Although families have electronic
diagnostic apparatus, the doctors cannot obtain the first-hand
data of blood pressure and blood glucose measured by them-
selves in time. Patients are still unable to get timely assistance.
With the development of Internet of Things, cloud computing,
sensor technology, and wireless communication technology,
home health monitoring technology has been greatly devel-
oped in recent years. These health monitoring terminals allow
patients to easily complete various health indicators at home.

The traditional health monitoring system mainly includes
two kinds: one is the Holter system, which records ECG data
for 4 hours. It can be carried by patients, but it cannot carry
out real-time diagnosis. The other is the bedside monitoring
system used in the ward, which can carry out real-time diag-
nosis, but can only be used in fixed places in the hospital. With
the development of computer technology, sensor technology,
and medical device technology, using micro sensors to moni-
tor human health has become the focus of research in the field
of medical instruments.With the improvement of people’s liv-
ing standards, people’s attention to health is also gradually
increasing. TheWorld Health Organization survey shows that
the proportion of healthy people in the world is only 5%, and
most people are in subhealth state [1]. At present, people have
changed the concept of going to the hospital only when they
are ill, and began to pay attention to the maintenance of the
body in their daily life. Therefore, health monitoring has
become a daily demand [2]. In the current health monitoring
system, some countries have begun to establish telemedicine
system to realize health monitoring through long-distance
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transmission and analysis of data [3]. Human life monitor also
began to enter people’s daily life. The indicators that can be
monitored include important physiological indicators such
as body temperature, blood pressure, and heart rate [4]. How-
ever, these technologies are basically based on wired transmis-
sion, and the data obtained is only physiological data in a
specific state, which cannot realize the dynamic analysis of
data. The instrument is inconvenient to carry, and the super-
vision is very inconvenient [5].

Based on this background, this paper studies the application
of wireless sensor network model based on big data ecosystem
in intelligent healthmonitoring system, which is mainly divided
into four chapters. Section 1 briefly introduces the research of
health monitoring system and summarizes the chapter arrange-
ment of this study. Section 2 introduces the application status of
healthmonitoring andwireless sensors at home and abroad and
summarizes the shortcomings of the current research. In Sec-
tion 3, the wireless sensor networkmodel based on big data eco-
system is constructed and applied to the intelligent health
monitoring system. The wireless communication technology
and ZigBee communication principle are used to realize the
long-distance transmission of data. The important physiological
indexes in human medical monitoring, such as temperature,
heart rate and blood oxygen saturation, were selected as the
research objects. A wireless sensor network of physiological
parameters is designed to monitor physiological indicators. In
Section 4, the health monitoring wireless sensor network
constructed in this paper is simulated and tested, and the appli-
cation effect of wireless sensor network is determined by analyz-
ing the measurement accuracy of temperature, heart rate, blood
oxygen saturation, and other indicators. The experimental
results show that the algorithm proposed in this paper can effec-
tively process information with high accuracy. In the monitor-
ing of temperature, heart rate, and blood oxygen saturation,
the relative error is relatively small and can obtain accurate
physiological data. The classification and analysis of physiolog-
ical parameters of different behaviors can provide more scien-
tific data for human health monitoring.

The innovation of this paper is to establish a wireless sen-
sor network for health monitoring. These sensors can not only
monitor the daily physiological indexes of the human body
but also detect the changes of physiological parameters in dif-
ferent states of the human body and can locate them accu-
rately in real time. The data obtained by the system can use
ZigBee technology to send information to personal terminals
to remind people to know the health status in time.

2. State of the Art

In human intelligent health monitoring, great research prog-
ress has been made from the previous hospital physical exam-
ination to the current real-time monitoring. With the
development of big data mining technology, all kinds of clus-
ter analysis technology can be applied to data monitoring. For
example, Orimoloye et al. used remote sensing technology to
analyze the impact of surface temperature and radiation on
human body temperature [6]. In the research and analysis,
Chu et al. developed an active pulse sensing system using flex-
ible sandwich piezoelectric electret film, which is similar to the

pulse palpation of the trained traditional Chinese medicine
doctors [7]. Guo et al. designed a simple and low-cost optical
strategy of a stretchable strain sensor in the research and analy-
sis. The sensor canmeasure 100% large strain, has low detection
limit (±0.09%), fast response (12ms), and high reproducibility
(more than 6000 times), and can be assembled into clothes or
installed on the skin surface [8]. In the research and analysis,
Yoon et al. proposed a sensitive and selective sweat sensor based
on flexible NICU (ooh)/polystyrene (PS) electrode for the
detection of urea biomarkers [9]. Al-Temeemy proposed a
descriptor for home health care monitoring system in research
and analysis, which is generated by a color method to extract
robust features from the image of the monitoring system and
is robust to events that usually interfere with the monitoring
system [10]. Luo et al. used paper substrate and spray deposited
metal electrodes and traces to achieve low manufacturing cost.
They used the capacitive sensing scheme of deformable triangu-
lar PDMS sensing film to study the trade-offs between different
sensor array designs to achieve the best design. The fabricated
sensor array can be comfortably attached to the individual’s
temporal and ankle areas [11]. In the research and analysis, Li
et al. used porous graphdiyne (GDY) material to build a printed
respiratory sensor suitable for life and health monitoring, which
showed ultrasensitive response and rapid recovery performance
under real-time respiratory conditions, and realized 40cm long-
distance noncontact detection [12]. Parrilla et al. introduced a
wearable paper-based chemical resistor formonitoring sweating
dynamics (sweating rate and sweating volume), which realizes
in vivo detection of biological fluid based on single-layer carbon
nanotubes and surfactant (sodium dodecylbenzene sulfonate)
nanocomposites integrated in cellulose fibers of traditional filter
paper [13]. Dai et al. prepared a self-healing hydrogel with a
variety of shape memory characteristics through one-step poly-
merization in the study, which is used tomanufacture resistance
strain sensors and capacitive pressure sensors and can detect
various types of human motion [14, 15].

To sum up, we can see that there are many researches on
health status monitoring at home and abroad, most of which
use sensor technology. At present, the research of this technol-
ogy has gradually matured, but most of them use wired tech-
nology, which has great limitations in application. Although
many scholars have analyzed wearable technology, the cost of
such equipment is generally high, and themonitored indicators
are also very limited. There are some research results in human
posture detection algorithms, but these are only monitoring
human posture and cannot get real-time physiological data
changes, and it is difficult to meet people’s needs for health
monitoring. Therefore, it is of great practical significance to
carry out the application research of wireless sensor networks
based on big data ecosystem in intelligent health monitoring.

3. Methodology

3.1. Design of Wireless Sensor Network Model.At present, peo-
ple pay more and more attention to health. There are many
kinds of human health sensor monitoring equipment on the
market, but the existing equipment can only monitor one
index, and most of them adopt a wired transmission mode,
which cannot realize real-time data acquisition and analysis.
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In this paper, the wireless sensor network junction is used to
design and realize intelligent health monitoring. See Figure 1
for details. In the design of the system, the wireless sensor
installed on the terminal node is used to monitor the human
physiological indexes in real time, covering the important
physiological parameters of temperature, heart rate, and blood
oxygen saturation. The transmission is realized by ZigBee
wireless sensor network, and the microprocessor processes
the data and displays the results in real time [16].

Considering that the system needs to monitor different
human physiological indicators, each node needs to be minia-
turized and does not affect people’s daily life, the cost is as
low as possible and can meet the economic requirements of
most people, and the sensor can continuously stimulate human
information, so it needs a low-power consumption, simple
operation, and reliable results. In this paper, ZigBee technology
is selected in wireless sensor networks. The system is divided
into three parts: front-end acquisition part, information acqui-
sition part, and information transmission part [17]. The front-
end acquisition is realized by wireless sensors, and the informa-
tion is received by the upper computer at the computer end.
The transmission between the lower computer and the upper
computer is realized by ZigBee communication protocol, and
these collected data are stored at the same time.

The wireless sensor network used in this paper adopts the
simplest star network topology, which mainly covers two
parts: terminal node and network coordinator [18]. The termi-
nal node mainly collects human body temperature data,
including data acquisition module and wireless receiving
module. The terminal node sends the collected data to the
coordinator. The coordinator is the core of the whole struc-
ture. It can initialize data, open physical channels, allocate
addresses, and add or delete individual terminal nodes.

In the setting of wireless communication network, the
transmission situation will be affected by path loss, environ-
mental loss, and external consumption. In the design of sensor
nodes, we need to focus on the problem of RF antenna. If the
design is unreasonable, it will increase the loss and even fail
to communicate. In the design, the wireless node antenna
selects a single-stage antenna in combination with the actual
situation. In wireless communication networks, antennas play
an important role. The selection and setting of antennas
directly affect the working quality of the whole wireless com-
munication network. The circuit board lead antenna is a wire
printed on the circuit board, which can sense air waves and
receive signals. Based on the research results of wireless sensor
networks, the author designed a low-power, low-cost, and
practical wireless sensor network node. This antenna type has
high transmission effect. Its corresponding resonant antenna
with electromagnetic wavelength of 1/4 is determined by the
following formula:

L cmð Þ = 7125
f MHzð Þ : ð1Þ

If the working frequency is 2.45G, the length is about
2.9 cm. The design of the antenna can meet the requirement
that the RF input/output impedance is 50Ω.

3.2. Collection of Health Data.At present, there are two kinds of
wireless temperature sensors. The first kind of analog temper-
ature sensor designs the corresponding conversion circuit to
convert the signal into digital signal, and the single-chip micro-
computer processes the digital signal. The data output from the
second digital temperature sensor is a digital signal, which can
be read directly through the corresponding instructions. At
present, the thermistor sensitivity of temperature sensors in
the market is relatively high, such as thermistor and
DS18B20; among them, the consistency of thermistor is insuf-
ficient to realize the exchange of data [19]. DS18B20 resistor
realizes data conversion and control through a network cable,
but its accuracy is not very high. These traditional contact tem-
perature measurement methods have their own limitations,
and infrared thermometer has been applied in wireless sensor.
Generally speaking, the contact thermometer is relatively sim-
ple, is reliable, and has high measurement accuracy. However,
due to the delay of temperature measurement and the limita-
tion of high-temperature resistant materials, it cannot be
applied to a high-temperature measurement. This sensor can
quickly calculate temperature data through thermal balance.
The measurement range is wide, and the accuracy can reach
±0.2°C. It is very suitable for human body temperature mea-
surement [20]. The wireless sensor is small, is easy to carry,
and can be networked to obtain real-time data. In application,
infrared radiation is used. The wavelength of this light is
between red light and microwave. Objects above absolute zero
are considered to be emitting infrared radiation energy, and
this radiation energy density is related to temperature, which
is expressed as follows:

E = εδT4 = 5:67 × 10−8εT4, ð2Þ

where ε is the radiation coefficient, and the value range is 0~1.
According to the above formula, it can be seen that the radia-
tion power can be calculated after the temperature and emis-
sivity of the object are obtained. Therefore, the temperature
of the object can also be calculated until the radiation power
is obtained. The output signal of the infrared sensor can be
adjusted according to the target temperature and its own tem-
perature. The formula is as follows:

Vir Ta, T0ð Þ = A T0, Tað Þ, ð3Þ

where A is the instrument constant.
In the monitoring indicators of human health, heart rate

cannot be ignored. At present, there are great differences in
the action mechanism of wireless sensors that care about heart
rate. The PPG monitoring method used in this study uses
infrared light to pass through the tissue and emit infrared
light, and the heart beat produces contraction, which affects
the refractive index of light. The amount of blood in the tissue
also affects the amount of light detected by the detector [21].
The infrared diode transmits the infrared light to the human
body, and part of the light is reflected. Therefore, each heart
beat will cause the change of the amount of infrared light. At
the same time, a high gain amplifier is added to increase this
change, and the heart rate can be obtained through the change
of the amount of red light.
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Blood oxygen saturation reflects the ability of blood to
carry oxygen and is an important nonparameter to evaluate
human respiratory function. Therefore, by evaluating this
index, human lung function can be monitored. The blood oxy-
gen saturation wireless sensor used in this paper is based on
Lambert Beer’s law. It irradiates the human body with red light
and near-infrared light and calculates the blood oxygen satura-
tion through the periodic changes of the two lights [22]. The
light will be absorbed after irradiating the human body, and
the absorption of light by the tissues and blood vessels is basi-
cally unchanged. It is expressed by DC, and the pulsation com-
ponent will change due to the pulsation of the blood vessels. It
is expressed by AC. The light intensity is calculated according
to the periodic change, and the formula is as follows:

IDC = I0e
−ε0c0Le−εHbO2 cHbO2LeεHbcHbL, ð4Þ

where ε0 represents the total absorption coefficient of nonpulse
pulse, c represents the light absorption concentration, and εHb
represents the arterial absorption coefficient. Assuming that
when the heart rate beats, the optical path length of the arterial
blood vessels increases by ΔL, and the increase value of bright-
ness can be expressed as follows:

IAC = IDC − IDCe
− εHbO2 cHbO2+εHbcHbð ÞΔL, ð5Þ

where IAC represents the change value of light intensity. Calcu-
late the natural logarithm with the formula:

ln IDC − IAC
IDC

� �
≈ − εHbO2

cHbO2
+ εHbcHb

À Á
ΔL: ð6Þ

Since the ratio of AC to DC is far less than 1, the formula
can be transformed into the following:

ln IDC − IAC
IDC

� �
≈
IAC
IDC

,

IAC
IDC

= − εHbO2
cHbO2 + εHbcHb

À Á
ΔL:

ð7Þ

Considering that the optical path length is not clear, differ-
ent wavelengths of incident light are selected for analysis in the
analysis. Assuming that the wavelengths are λ1 and λ2, respec-
tively, it can be obtained by bringing them into the formula:

Rλ1

Rλ2
=
ελ1HbO2

cHbO2
+ ελ1HbcHb

ελ2HbO2
cHbO2

+ ελ2HbcHb
: ð8Þ

Blood oxygen saturation is very different from the absorp-
tion spectrum of Hb. In order to further improve the measure-
ment accuracy, the absorption coefficient of blood oxygen
saturation should be increased. In this paper, red light with
660nm central wavelength is selected. According to the defini-
tion of blood oxygen saturation, the calculation formula can be
obtained:

SpO2 =
ελ2Hb Rλ1

/Rλ2
À Á

− ελ1Hb

ελ1HbO2
− ελ1Hb

� �
− ελ2HbO2

− ελ2Hb

� �
Rλ1

/Rλ2
À Á : ð9Þ

Physiological parameters will vary under different motion
states, so it is necessary to monitor human motion. In this
research and design, the wireless sensor for human state
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Figure 1: Intelligent health monitoring system.
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detection is placed in the front end. Once the acceleration of
human motion changes, the specific change will be found
through the algorithm. At present, the commonly used recogni-
tion methods are mainly through threshold and pattern recog-
nition. In pattern recognition, the data are mapped to high-
dimensional space for analysis through machine learning algo-
rithm, which requires too much calculation. Therefore, the
monitoring algorithm based on threshold is selected in this
paper. The natural coordinate system and dynamic coordinate
system are established for the human body, which are expressed
as Ox0y0z0 and Oxyz, respectively. When the human body
stands still, the vertical coronal front is x, the left is y axis, the
horizontal down is z axis, and the neutral acceleration is consis-
tent with the z axis direction.Whether the human body is at rest
or inmotion, the coordinate axis is established according to this.
The acceleration of three axes under dynamic marking is the
corresponding output. When stationary, the received accelera-
tion is g and the direction is along the z axis. Assuming that
the included angle between the z axis and the horizontal plane
is θ, the acceleration can be expressed as follows:

az = g sin θ: ð10Þ

Therefore, the included angle can be expressed as follows:

θ = arcsin a2
g

� �
: ð11Þ

The differential acceleration and vector amplitude are
needed to distinguish the motion state of human body. The
larger the velocity vector amplitude is, the more intense the
motion is. The calculation formula is follows:

SVM =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2x + a2y + a2z

q
, ð12Þ

where SVM represents the amplitude of acceleration vector.
The differential acceleration amplitude is calculated according
to the average representation of SVM absolute value. The
larger the value is, the more obvious the state movement is.
The formula is as follows:

MADS = 1
T

ðT
0
SVM/�� ��dt, ð13Þ

whereMADS is the amplitude of differential acceleration. Cal-
culating this value in the dynamic coordinate system canmon-
itor the human movement, and the calculation of SVM value
can also reduce unnecessary movement monitoring. MADS
index can be used as the judgment basis of human fall.

In the instantaneous state of human fall, the direction can-
not be predicted, so it is not suitable to calculate the coordinate
axis acceleration, and the instantaneous spatial acceleration
needs to be calculated separately [23]. The acceleration
frequency of human body will not exceed 15Hz. Therefore,
in the sampling, it is set to 10Hz. In order to obtain a more
accurate value, SMV needs to be corrected. The formula is as
follows:

AverSMV = 1
M

〠
M=1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
x nð Þ + A2

y nð Þ + A2
z nð Þ

q
, ð14Þ

whereM represents the acceleration sampling value and SMV
represents the spatial acceleration vector at the moment of
falling.

Based on the analysis of the channel characteristics with
human body as the communication channel, in order to com-
plete the transmission of sensor signal in human body channel
stably and reliably, we need to choose a reasonable signal cou-
pling mode. Unlike wireless communication, which transmits
data through air, human communication channel is a human
tissue structure with complex electromagnetic characteristics.
How to take an effective way to couple the signal into the
human body channel and realize the efficient transmission of
the signal in the human body channel is the most critical prob-
lem to realize human body communication. Considering the
motion state of human body, it is necessary to adopt wireless
positioning method in human body positioning, consider the
factor of saving components, and use the signal strength RSS
of ZigBee protocol to realize positioning analysis. The distance
between the two stages measures the received signal energy.
This technology needs to combine multiple reference nodes.
At present, there are three positioning methods based on RSS,
among which there are some differences in approximate calcu-
lationmethods, which need to be used bymultiple routers at the
same time, with insufficient accuracy, sensitive to noise data,
and insufficient use [24]. Fingerprint location method is the
most widely used, with an accuracy of 2~3M and strong anti-
interference ability. However, considering the indoor dynamic
multipath effect, the accuracy will be reduced. Therefore, this
location method needs to be improved. Multiple multichannel
location can reduce the instability caused by the measurement
of a single frequency band.

In the fusion analysis of human physiological indexes, it
is necessary to collect human image information first, then
combine the simulation data of human motion state, and
fuse the data with physiological indexes after obtaining the
data, as shown in Figure 2. The motion state of human body
is divided into dynamic state and static state, and the most
representative state is selected for analysis. Considering that
human posture is not easy to obtain directly and changes at
any time, it is necessary to extract human image data. In this
paper, convolutional neural network is used. The convolu-
tion neural network inputs a picture with three channels.
With the calculation, the feature size is gradually reduced
and the number of channels is increased. With the deepen-
ing of the network, the obtained eigenvalues are also increas-
ing [25]. It is difficult to recognize actions only by human
posture, which also needs to be combined with human phys-
iological indexes and position changes. It is difficult to ana-
lyze directly by using data [26]. Therefore, the long-term
and short-term memory model is used for analysis, and the
changes of human physiological indexes are tracked for a
long time after recognition. Obtain the changes of physio-
logical indexes in different states to realize the long-term
monitoring of health status.
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4. Result Analysis and Discussion

4.1. Simulation Experiment Analysis. This paper collects the
medical information of the ward through the distributed
wearable sensor device through the health monitoring sys-
tem platform. Data transmission through the public network
can realize uninterrupted real-time health monitoring for
anyone at anytime, anywhere. There are great differences
in the unit and range of collected data, which cannot be ana-
lyzed directly. Therefore, it is necessary to standardize the
data first. Using the zero mean standardized processing
method, 80% of the obtained data are used as the training
sample set, and the others are used as the test sample set

to test the application effect of different algorithms. In the
analysis of physiological index and position change data,
because classification is very important, the long-term and
short-term memory algorithm (LSTM) used in this paper
is compared with other classification algorithms. Support
vector machine and multilayer sensing algorithm cannot
directly use the data, so the data are spliced together. These
data include body temperature, heart rate, blood oxygen sat-
uration, and human posture data. In the test, different algo-
rithms adopt the same training strategy, the learning rate is
set to 0.001, 500 iterations, and the time sliding window
length is 5. The accuracy test results of different algorithms
are shown in Figure 3.
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It can be seen from the data in the figure that in data pro-
cessing, machine learning algorithm and multilayer percep-
tion algorithm cannot effectively extract data, and the
accuracy is lower than LSTM algorithm. Neural network algo-
rithm and RNN algorithm will over fit, and the accuracy of
multilayer sensing algorithm in the test set is too low. LSTM
algorithm can effectively process information with high accu-
racy, which is because this algorithm can deal with the prob-
lem of gradient disappearance and improve the accuracy.

In the system design, the indicators of power consumption
and cost cannot be ignored. The power consumption reflects
the performance of the system design. The wireless sensor net-
work used in this design system uses battery power supply, so
it is necessary to reduce the power consumption as much as
possible. In this group, low-power equipment is selected, and
two dry batteries can provide voltage for the system. In terms
of cost, the cost is also relatively low, meeting the requirements
of low design cost.

4.2. Health Monitoring and Evaluation. The maximum trans-
mission distance of a single wireless sensor node is 300m in an
open environment. If a larger distance is required, an attack

and release module needs to be added to cover a wider range.
The wireless sensor is used to monitor the body temperature.
Under normal conditions, it is tested for 5 times, and the mea-
surement results are compared with the household electronic
thermometer. The test results are shown in Figure 4. From
the data in the figure, it can be seen that the wireless sensor
network used in this paper has higher accuracy, more stability,
and less absolute error.

After the ratio of red light to infrared light is obtained, the
test results can be obtained according to the calculation formula
of blood oxygen saturation. After the red light and infrared light
output by the sensor pass through the method, the collected red
light voltage value is 0.151V and the infrared light voltage value
is 0.157V, and the measured current value and blood oxygen
saturation value are calculated. The blood oxygen saturation test
is carried out under normal conditions. Each person tests 10
groups of data to calculate the average value. The test results
are shown in Figure 5. Compared with the normal value, the
absolute error is small and meets the design requirements.

When measuring human heart rate, the signal output by
the sensor is transformed into pulse signal after processing,
and the heart rate value is obtained by counting. Under
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normal circumstances, the test object is tested, and each per-
son tests 10 groups of data to calculate the average value.
The test results are shown in Figure 6. The absolute error does
not exceed 6%, and the measurement accuracy is high.

In human posture monitoring, based on tiny OS platform,
node sensors are used to collect simulated fall data, with a sam-
pling rate of 10 times per second, simulate the condition of
human body in walking state, and process the collected data.
At the moment of falling, the acceleration of the three axes will
change, so the falling behavior of the monitoring object can be
judged. The algorithm in this paper is combined with other
algorithms to collect 10 groups of falling data in different states,
take the average value, and conduct simulation analysis. The
results are shown in Figure 7. From the data change in the fig-
ure, it can be seen that several algorithms can monitor the
dumping in a calm state, but in a moving state, only the algo-
rithm used in this paper is ideal. This is because the algorithm

introduces the inclination eigenvalue as the reference object on
the basis of SMV algorithm, so the accuracy can be improved.

4.3. Monitoring and Analysis of Human Health Data in
Different States. After completing the monitoring of various
indicators of health status, it is necessary to conduct a compre-
hensive analysis combined with behavior to analyze the changes
of various physiological indicators under different behaviors.
Select a test to test human physiological indexes and remove
abnormal data values. Criteria for judging abnormal values of
health evaluation of physical examination items are as follows:
in the physical examination of residents, the abnormal values
are judged according to the following criteria, and the corre-
sponding health suggestions and health evaluation of abnormal
values can be given in the general physical examination. If there
are no symptoms, it may be physiological data changes, which
do not need special treatment. Generally, it does not affect
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health. Take temperature change and heart rate change as
examples for data analysis. The test results are shown in
Figures 8 and 9.

From the data changes in the figure, we can see that
under different behavior modes, physiological index param-
eters will change differently. For example, the heart rate in
the static state is lower than that during running. The classi-
fication and analysis of physiological parameter indexes of
different behaviors can provide more scientific data for
human health monitoring.

5. Conclusion

This paper studies the application of wireless sensor network
model based on big data ecosystem in intelligent health mon-
itoring and designs ZigBee protocol architecture. The front-
end nodes of wireless sensor networks mainly collect physio-

logical index data and send it to microprocessors. The control
terminal collects and analyzes data and displays abnormal data
changes. In human posture monitoring, through the compre-
hensive analysis of physiological indicators, we can obtain the
physiological data changes under different exercise states. The
functional test results show that the accuracy of the posture
monitoring algorithm used in this paper is higher than the tra-
ditional algorithm, and the monitoring accuracy of each phys-
iological index is relatively high. It should be pointed out that
in themonitoring of physiological indicators, this paper selects
more typical indicators. In addition to these indicators, phys-
iological indicators such as pulse, blood pressure, blood glu-
cose, and electrocardiogram also need routine monitoring,
and more monitoring modules need to be added to the sensor
node. At the same time, wireless cashier is used to monitor
human body temperature, heart rate, and blood oxygen satura-
tion, and common wireless sensors in the market are used to
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The traditional optimization algorithm of communication resource allocation in a complex network has the disadvantage of weak
antijamming ability, and the communication quality decreases obviously when the number of users is large. In China’s large urban
network applications, mobile phones and other networks can have problems such as reduced network efficiency when there are
more access users at some communication base stations, thus affecting user network usage. An optimization algorithm of
communication resource allocation in the complex network based on an improved neural network is proposed. Increase inertia
improves the traditional BP neural network algorithm, using the average path length, clustering coefficient, and connectivity
distribution index analysis of the complex network; the improved Hopfield neural network is utilized to confirm each user
volume size; it is concluded that their users are able to get the number of subchannels, through the instantaneous channel
coarse pair gain dynamic channel allocation, calculating bit load matrix at the same time, minimize transmission power, and
achieve bit loading and power allocation and communication resource allocation optimization. Experimental results show that
the proposed method has better application performance by introducing the improved neural network and suppressing the
external interference on the basis of enhancing the communication effect.

1. Introduction

A complex network is characterized by a complex structure, a
large number of nodes, and multiple connection patterns,
which refers to a network in which scale-free parts, small
worlds, attractors, self-similarity, self-organization, or all prop-
erties exist. Also, in complex networks, the connection weights
between nodes are completely different from the directionality.
Therefore, the relevant network evolution is manifested as the
disappearance and generation of connections or nodes; with
the complexity of dynamics, the node sets are likely to be in a
nonlinear dynamic system; in the diversity of nodes, the nodes
can represent anything in a complex network. When commu-
nicating in a complex network, communication resources can-
not be evenly allocated due to the excessive complexity of the

channel, and the information transmission is unstable, thereby
causing poor user experience.

Therefore, according to the resource allocation problem
generated when adding a cellular network based on D2D com-
munication, literature [1] proposed a joint Hungary resource
allocation method. By means of the transmission power and
spectrum resource allocation problems for D2D users and cellu-
lar users, the algorithm of the proposed method can maximize
the transmission rate in a heterogeneous network. Meanwhile,
on the foundation of solving the incidence matrix, it is possible
to transform into a nonconvex optimization problem through
joint optimization and then obtain the solution through a con-
tinuous convex estimation strategy. Considering that the Space-
Wire network is in the hotspot communicationmode, literature
[2] studies the cache resource allocation method, derives the
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method for analyzing the average delay and full-load probability
of network routing nodes, and calculates the key communica-
tion nodes inside the network. According to the resource alloca-
tion scheme for D2D communication in millimeter wave 5G
networks mentioned in literature [3], the large communication
capacity can be realized through combining device-to-device
(D2D) technology with mmWave. Thus, the combination of
the above two technologies can help complete resource alloca-
tion in an outdoor millimeter wave environment. With the goal
of maximizing throughput, the admission set of each D2D user
is selected through a linear correlation method. Based on this,
the power of communication users is controlled, the communi-
cation resource allocation optimized model is constructed via
multistage matching algorithm of bipartite graph, and multiple
KM algorithms are introduced to solve the allocation model.
Although the above three traditionalmethods are effective, poor
communication quality or even communication interruption
may appear once the interference becomes strong.

To this end, an optimization algorithm for communica-
tion resource allocation in a complex network based on an
improved neural network is proposed. Since the neural net-
work is a multilayer feedforward neural network trained by
the error backpropagation method, the error drops in the
direction of the gradient as being influenced by the connec-
tion strength between the input node and the hidden layer
node as well as the connection strength between the hidden
layer node and the output node. By means of repeated learn-
ing and training, the network parameters corresponding to
the minimum error can be confirmed, and the accurate
allocation requirements can be obtained according to chan-
nel differences. For this reason, an inertia term is added to
the algorithm so that the network can input information
into similar samples, handle the minimum nonerror output
error independently, and even transform information line-
arly to avoid insufficient resource allocation. As can be
observed from the experimental results, the proposed
improved Hopfield neural network can fully consider the
bit loading in the complex network and dynamically realize
optimal communication resources in subchannels based on
the instantaneous channel gain.

2. Improved Neural Network
Optimization Algorithm

2.1. BP Neural Network Algorithm. As a layered feedforward
neural network, the BP neural network can be divided into
an input layer, hidden layer, and output layer, of which the
hidden layer is composed of one or more layers of hidden
layer nodes [3], as shown in Figure 1.

Among them, in addition to the input layer nodes, the
network also has one or more layers of hidden layer nodes
with no connection in the same layer. The input signal is
transmitted from the input node to the hidden layer nodes
in sequence and then to the output node. That means that
the output of each layer node will only affect the output of
the next layer node. After removing the equal input and out-
put in the input layer, the unit structure of the remaining
nodes [4] is shown in Figure 2.

2.2. Improvement of the BP Neural Network Algorithm. Since
there is no connection between the nodes in the same layer,
it is difficult to cope with the intricate internal structure of
the complex network. Meanwhile, the output result of the
BP neural network only has a vertical influence, so neither
the optimal output result can be obtained according to the
neighboring nodes, nor the subtle requirement of channel
resource allocation in complex network can be met. There-
fore, the weights and thresholds are adjusted and improved
in this research so as to obtain a new Hopfield neural net-
work. The specific formula is

Δvji N + 1ð Þ = a1d
kð Þ
t bj,

Δγt N + 1ð Þ = a1d
kð Þ
t ,

Δwji N + 1ð Þ = a2e
kð Þ
j x kð Þ

i ,

Δθj N + 1ð Þ = a2e
kð Þ
j :

ð1Þ

In the above formula,N represents the number of nodes in
the network, Δvji represents the neural network asynchronous
working method that reaches the threshold, Δγt represents the
neural network asynchronous working method that does not
reach the threshold, Δwji represents the neural network syn-
chronous workingmethod that reaches the threshold,Δθ j rep-
resents the neural network synchronous working method

where the threshold is not reached, dðkÞt represents the neural

network asynchronous coefficient, eðkÞj represents the neural
network synchronization coefficient, bj represents the neural

network asynchronous threshold, and xðkÞi represents the neu-
ral network synchronization threshold.

During the actual learning process, the learning rates a1
and a2 have a greater impact. The greater the a1 and a2, the
stronger the weight and threshold changes, which will lead
to instability, namely, oscillation; the smaller the a1 and a2,
the more stable it is, but the speed of convergence will be
slower. In practical application, generally, the values of a1
and a2 should be large under the premise of not causing
oscillation, and in order to make the learning speed fast
and not easy to oscillate, an “inertia term” shall be added.
The specific formula is

Δvji N + 1ð Þ = a1d
kð Þ
t bj + η1Δvji Nð Þ,

Δγt N + 1ð Þ = a1d
kð Þ
t + η1Δγt Nð Þ,

Δwji N + 1ð Þ = a2e
kð Þ
j x kð Þ

i + η2Δwji Nð Þ,

Δθj N + 1ð Þ = a2e
kð Þ
j + η2Δθj Nð Þ:

ð2Þ

The choice of ai and ηi has a greater impact on the speed
of network convergence, so the formula is
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ai = ai ⋅ φ, ηi = ηi, ΔE Nð Þ < 0 ; i = 1, 2ð Þ,
ai = ai ⋅ β, ηi = 0, ΔE Nð Þ > 0 ; i = 1, 2ð Þ,

ΔE Nð Þ = E Nð Þ − E N − 1ð Þ,
 φ > 1β < 1,

ð3Þ

If ΔEðNÞ > 0, it means that the learning error will
increase, and the current output value is deviating from the
expected value. At this time, the weight adjustment amount
shall be reduced and learning efficiency shall be lowered to
get rid of the inertia term. If ΔEðNÞ < 0, it means that the
gradient modification direction is correct, so adding the
inertia term will increase the learning rate and improve the
learning efficiency. The value of ai and ηi shall be between
0 and 1 [5].

3. Optimization Algorithm for Communication
Resource Allocation in the Complex Network

3.1. Communication Indicators in the Complex Network. A
complex network mainly contains the following communi-
cation indicators:

(1) Average path length: the distance dðx, yÞ between any
two nodes in the network is the shortest path connect-
ing the two nodes including the number of vector edges.
The average path length is the average distance between
all nodes in the network. The specific formula is

L = ∑d x, yð Þ
N N − 1ð Þ/2 : ð4Þ

The average path length can reflect the length of the
communication link between network nodes.

(2) Clustering coefficient/cluster coefficient: if there are at
most TðnÞ = kðnÞ½kðnÞ − 1�/2 vector edges between
the connection of a node n and the remaining kðnÞ
nodes in the network and if there are EðnÞ vector
edges between kðnÞ nodes, then the clustering coeffi-
cient formula for node n is

C nð Þ = E nð Þ
T nð Þ : ð5Þ

The clustering coefficient is mainly used to measure the
clustering of network nodes, and the clustering coefficient
is to measure the nature of this network. The specific net-
work clustering coefficient formula is

C = ∑C nð Þ
N

: ð6Þ

The clustering coefficient can reflect the distribution
characteristics of network nodes as a whole. Research has
proven that regular networks have larger cluster coefficients
and average distances, while random networks have smaller
cluster coefficients and average distances [6].

(3) Distribution of connectivity pðkÞ: connectivity of
network node n is the number of edges connected
to this node vector kðnÞ. By randomly selecting a

… … … ……
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Xi

Y1

Y2

Yj–1

Yj

Figure 1: Schematic diagram of the structure of the BP neural network.

Figure 2: Schematic diagram of a single neuron.
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node in the network, the probability of connectivity
k is p. The function pðkÞ where p value changes with
the change of k is the connectivity distribution

3.2. Improvement of Neural Network Algorithm Input and
Output Calculation. The Hopfield neural network is a continu-
ous Hopfield neural network used based on the allocation
model of interference resources. Its input and output relation-
ship formula is

Sj =〠Wijvj + I j,

ajuj = −bj
duj

dt
+ Sj aj, bj > 0,

 vj = f uj

À Á
j = 1, 2,⋯, n,

ð7Þ

The input weight Sj of the above neuron and the input state
uj of the neuron can be expressed by a dynamic equation, and

the function of neuron transfer is usually represented by f ðuÞ
= 1/ð1 + e−λuÞ. Wij represents the feedback weight of the out-
put neuron j to the input neuron, and uj represents the neuron,
the output state of the element [7].

3.3. Energy Function and Stability. The definition formula of
the Hopfield energy function is

E = −
1
2〠

n

i

〠
n

j

Wij ⋅ vivj − 〠
n

j

vjI j + 〠
n

j

aj

ðV j

0
f −1 vð Þdv, ð8Þ

In the above formula, f −1ðuÞ represents the inverse func-
tion of u, that is, f −1ðujÞ = uj.

If the network satisfies Wij =Wji, Wij = 0, i, j represents
the number of neurons, and f −1 represents a monotonically
increasing function, indicating that the above-mentioned
network is stable, and the function of network energy corre-
sponds to the objective function, so that the optimal solution
to the problem is obtained when the function converges to
the minimum value.

3.4. Communication Resource Allocation. First, the bit alloca-
tion plan and the subchannel allocation plan are confirmed.
After the traffic size of each user and the instantaneous chan-
nel gain are known, the subchannels are allocated reasonably
and dynamically to minimize the system transmission power
pT and then to complete bit loading as well as power allocation
on each subchannel [8].

3.4.1. Dynamic Subchannel Allocation Analysis. Instead of
considering the actual channel characteristics of all users, the
traditional subchannel allocation solution only allocates the
number of subcarriers based on users’ size of traffic and allo-
cates fixed subcarriers to each user, so it belongs to a static sub-
channel allocation method. In view that the actual channel
characteristics of each user are not taken into account, the
solution of dynamic subchannel allocation is realized in this
research through the Hopfield neural network [9–11].

The number of subchannels available to each user is identi-
fied by using the traffic size of each user, and then, the subchan-
nels are dynamically assigned based on the instantaneous
channel gain of each user (the required bit error rate is set to
the same value for all users). The specific optimization function
formula is

min
ρk,n

PT =min
ρk,n

〠
K

k=1
〠
N

n=1

P
a2k,n

ρk,n, ð9Þ

where P represents the transmission power of the next
channel symbol in the fixed modulationmethod, which is proc-
essed by normalization [12, 13]. The specific objective function
pT formula is

PT = 〠
K

k=1
〠
N

n=1

P
a2k,n

ρk,n: ð10Þ

And the formula for constraint condition is

1 = 〠
K

k=1
ρk,n, n ∈ 1, 2,⋯,Nf gð Þ, ð11Þ

N = 〠
N

n=1
〠
K

k=1
ρk,n: ð12Þ

Formula (11) satisfies that all subcarriers can only be used
by one user, while formula (12) satisfies that all subcarriers
can be used by users [14].

By combining the above algorithms, the subchannel dis-
tribution neural network energy function E is set; the specific
formula is [15]

E = A〠
K

k=1
〠
N

n=1

P
a2k,n

ρk,n +
B
2 〠

N

n=1
〠
K

k=1
ρk,n − 1

 !2

+ C
2 〠

N

n=1
〠
K

k=1
ρk,n −N

 !2

:

ð13Þ

The neural network motion formula for solving the allo-
cation of subchannels is given as

Table 1: Experimental data.

Experimental parameters Experimental value

Radius of the cell (m) 600

Total bandwidth (MHz) 8

Path loss (dB) 128:1 + 37:6lgd
Noise power (dBmHz-1) -183

Base station to user SINR threshold (dB) -10

User and user SINR threshold (dB) -8.4

Base station to user distance (m) 100

Number of experiments 1000
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where A, B, and C represent the empirical output value
[16], and the excitation function is gð⋅Þ, which is a tangent
function that approximates the S-shaped hyperbolic.

g ⋅ð Þ ∂E
∂Un

= −
∂Un

dt
: ð15Þ

The problem of dynamic subchannel allocation is con-

firmed via formulas (13) and (14). Starting from the network
initial state U0, the network data [11] is obtained through
continuous iteration of the motion equation, which is the
subchannel allocation matrix ρ.

3.4.2. Power Allocation and Bit Loading of Subchannels. The
above problems are solved by the Hopfield neural network,
and ρ, v, and l are used to jointly represent the bit loading
matrix c [17]. ρk,n represents the nth subchannel allocated
by the kth user; vn,j represents the allocation of j bits in the
nth subcarrier, and ln,j represents the number of bits to be
allocated in the nth subcarrier. The calculation method of
the bit loading matrix is described as follows:

(1) A new matrix npn can be obtained by multiplying
the v and l matrices with the corresponding elements

Figure 3: Comparison of throughput of different algorithms.

Reference (2) method
Reference (1) method

Figure 4: Comparison of user communication under different signal strengths.

5Journal of Function Spaces



RE
TR
AC
TE
D

(2) A new matrix mpn [14, 18] can be obtained by mul-
tiplying the matrix of 1 row and j columns where all
elements of 1 are with matrix npn

(3) The bit loading matrix can be obtained by expanding
the matrixmpn into k rows and then multiplying the
elements corresponding to ρ [19]

Through the bit loading matrix calculation method, the
specific formula can be obtained as

min PT = 〠
K

k=1
〠
N

n=1

Tρk,n 2ρk,nvn, j ln, j − 1
� �

a2k,n
, ð16Þ

where T =N0/3½Q−1ðpe/4Þ�2.
And the formula for constraint condition is

1 = 〠
K

k=1
vn,j, ð17Þ

N = 〠
N

n=1
〠
J

j=1
vn,j, ð18Þ

Rk = 〠
N

n=1
ρk,nvn,jln,j: ð19Þ

Formula (17) satisfies the fixed number of bits allocated
by all subcarriers; formula (18) meets that all subcarriers can
be allocated bits; formula (19) can meet the transmission
rate of all users [20].

Based on this problem, the neural network energy func-
tion E for power allocation and bit loading is set. The specific
formula is

E = A〠
K
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The movement of the neural network connected to the
power allocation and bit loading is calculated. The specific
formula is

dUn,j
dt

= −A〠
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where D represents the value given by experience. The
Hopfield neural network about the dynamic bit loading prob-
lem can be confirmed through formulas (20) and (21). Starting
from the initial state U0 [21], the network output v is obtained
based on the continuous iterations of the network motion for-
mula, and then, the transmission power can be obtained
through formula (19), which is minimized to complete the
optimal allocation of communication resources [22].

4. Verification of Experiment Simulation

4.1. Experiment Parameter. In order to verify the effectiveness
of the proposedmethod, a base station is set in simulated com-
munity where users are evenly distributed and each user uses

Reference (2) method

Reference (1) method

Figure 5: Comparison of communication signals under different distances of users.
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only one communication resource node. The simulation is
completed via MATLAB, which requires 200Kb/s of data rate,
B = 1MHz of bandwidth,N = 64 of the number of subcarriers,
and BER = 10−3 of the bit error rate. The data is randomly
generated each time, and the average value is taken. The spe-
cific parameters are shown in Table 1: the unit of distance
between the transmitter and the receiver is km.

4.2. Analysis of Experiment Results. The proposed method is
compared with the approaches in literature [1] and literature
[2], as shown in Figure 3.

According to Figure 3, in the process of constantly increas-
ing the number of network communication user nodes, the
proposed method can output the minimum linear result by
improving the neural network algorithm and ensure the fine
scheduling requirements of complex network without waste
of resources, so its throughput is always better than that of
the other two methods.

Under different communication signal strengths, the result
of comparing the number of connections between users is con-
structed; the RSRP is valued between -90 and -70dBm. The
details are shown in Figure 4.

As can be learned from Figure 4, the results of the pro-
posed method are superior to those of the other two methods
because it calculates complex network communication indica-
tors, clarifies the subfactors that affect communication quality,
focuses on analysis, and effectively suppresses the influence of
the outside world on the distributionmethod.When the RSRP
value is -90, the user communication connection is not inter-
rupted, so that the data-related information is successfully
transmitted and the timeliness is achieved.

In order to further prove the effectiveness of the pro-
posed method, the number of users in the complex network
at the same time is increased, as shown in Figure 5.

Figure 5 shows that as the number of users increases, the
number of communication connections gradually decreases,
mainly because the demand for communication signals must
be guaranteed by increasing the transmission power. In view
of this, the original interference to the users will increase,
thereby affecting the constructed user communication connec-
tion. However, by means of introducing the improved neural
network algorithm, the proposed method can suppress external
interference based on enhanced allocation, and its decline rate is
much lower than that of the approaches proposed in literature.
Therefore, it is proven that the proposed method has strong
applicability and can cope with the continuous access as well
as output of big data under complex networks.

5. Conclusions

In the network applications in China’s large cities, take the cel-
lular network as an example. Despite many numbers of cellular
network base stations in large cities, the load of cellular network
base stations varies greatly in different time periods and loca-
tions. For example, during office hours, there are more num-
bers of mobile phone network users in the city subway, office
buildings, and other areas. During city off-hours, the number
of cell phone network users increases in areas such as city res-
idential buildings and hotels. This will lead to differences in the

efficiency of network usage in the above-mentioned areas at
different time periods, in order to improve the efficiency of
complex network communication resource classification.

The proposed optimization algorithm for communica-
tion resource allocation in the complex network based on
the improved neural network can properly allocate network
communication resources with large network throughput
and better communication effect. However, due to the influ-
ence of external interference factors, the communication
connection in the proposed method will still be reduced, so
further research is needed to achieve more reasonable alloca-
tion of communication resources.
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There are differences in the learning ability and cognitive ability of different learners. The unified exercises of traditional teaching
ignore the differences of learners and cannot meet the personalized needs of learners. Previous recommendation systems focus on
the optimization of recommendation performance, rarely clearly reflect the learning state of learners’ knowledge points, and there
are large errors in the recommendation results. This paper combines the comprehensive cognitive analysis module and the
classified knowledge point cognitive analysis module to analyze the cognitive degree of learners’ knowledge points. Based on
the analysis results, appropriate exercises are selected from the educational resource data to form a list to be recommended.
The experimental results show that the exercise recommendation algorithm based on cognitive level and data mining has
better recommendation effect and accuracy than the other two recommendation models. The error between the actual
difficulty of recommended exercises and the index value is very small. It can recommend an appropriate exercise list according
to the actual situation of learners. The teaching comparison results show that the exercise recommendation algorithm can meet
the personalized needs of students, recommend targeted exercises, and effectively and greatly improve the learning effect and
test scores in a short time. When the motion recommendation algorithm based on cognitive level and data mining has the best
recommendation effect, the cognitive module of classifying knowledge points accounts for a large proportion in parameter
adjustment. Compared with other recommendation systems, this model has higher accuracy and recommendation effect.

1. Introduction

One of the ultimate goals of school education is to prepare
students for employment. For students in school, they have
relatively little understanding of the skills required for future
work. Therefore, the choice of courses is often lack of perti-
nence, which cannot play a good support for future employ-
ment. In order to avoid the blindness of students’
curriculum selection, schools need to combine the specific
situation and similar situation of students in school. The
learning process of graduates recommends appropriate
learning plans for them and makes dynamic adjustments
according to the actual situation of students in the learning
process. This tailored course teaching method enables every
student to get timely guidance in the learning process. It is
conducive to the sustainable development of students’ learn-

ing interests, helps students finally complete the study of this
subject, masters the knowledge of relevant fields, and plays a
good auxiliary role in the future employment process.

The purpose of knowledge learning lies in application.
Continuous application of knowledge is not only an impor-
tant means to deepen learners’ understanding of knowledge
points and enhance their mastery of knowledge points but
also an indispensable part of education. Limited by educa-
tional resources, in the past, educators not only needed to
teach dozens of students at the same time but also provided
relatively limited exercise resources for students to practice.
Educators could not pay enough attention to each student,
analyze each student’s current mastery of knowledge points,
and solve each student’s existing problems. Popular educa-
tion methods and popular education and exercise resources
make many learners spend more time finding their own
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problems and solving them in the sea of invalid questions
[1]. The development of information technology has broad-
ened the way for learners to obtain learning resources. The
exercise resources available to learners have increased expo-
nentially. The diversification of exercise types helps learners
optimize the whole knowledge system [2]. However, in the
face of a large number of exercises, learners also need to
pay the cost of mental strength and time to choose exercises,
which will lead to the wrong evaluation of the cognitive level
of current knowledge points due to the improper selection of
exercises, increase the learning burden, and reduce the learn-
ing efficiency [3]. Therefore, based on educational data min-
ing, providing personalized educational resources for
educators and learners has become a research hotspot in
the field of education. The researchers draw lessons from
film and television resource recommendation and shopping
recommendation and introduce various recommendation
algorithms into educational resource recommendation.
Among them, the most common recommendation algo-
rithms are collaborative filtering algorithm based on user
and item history interaction information, content-based rec-
ommendation algorithm, and knowledge information-based
recommendation algorithm [4]. These algorithms can pro-
vide corresponding recommendations according to different
emphases, but with the explosive increase of information
and data, the recommendation function of basic recommen-
dation algorithms and models has not met the expectations
of users, and further improvement and perfection are an
inevitable trend.

The research innovation lies in introducing a cognitive
level model to analyze the cognitive status of learners’
knowledge points based on educational big data. Through
the established exercise recommendation model to achieve
effective exercise table recommendation, the test and com-
parative experimental results of the exercise recommenda-
tion model are analyzed. The experimental results show
that the motion recommendation algorithm based on cogni-
tive level and data mining has better recommendation effect
and accuracy than the other two recommendation models.
The error between the actual difficulty of recommended
practice and the index value is very small. It can recommend
appropriate exercise tables according to the actual situation
of learners. The teaching comparison results show that the
exercise recommendation algorithm can meet the personal-
ized needs of students, recommend exercises pertinently,
and effectively and significantly improve the learning effect
and test scores in a short time.

2. Research, Development, and Current
Situation of Educational Data Mining and
Recommendation System

The explosive growth of information data promotes the
research of related retrieval technology. Recommendation
system is one of its branches. At present, it has a relatively
perfect and mature theoretical organization [5]. The key
content of the recommendation system is the recommenda-
tion algorithm, which is related to the recommendation

method, performance and results, and the effect of meeting
the objectives and requirements. According to the method
and algorithm rules, the content-based recommendation
algorithm, through collaborative filtering algorithm and the
combination of the two are common systems [6]. In order
to catch up with the demand of information and data pro-
cessing, some scholars continue to improve it. Some scholars
integrate big data technology into the system and carry out
information data mining and recommendation with the help
of association rules [7]. Ball proposed that the item recom-
mendation algorithm should consider the practicability of
items to users and sort and recommend on this basis [8].
Jiang and Yang establish fuzzy sets in the learning resource
recommendation system and use the knowledge reasoning
model to extract and recommend the required information
[9]. With the diversified development of user needs, Huo
et al. have introduced context aware model into mobile
social networks to achieve the purpose of user recommenda-
tion [10]. In addition, Yunita et al. pay attention to the per-
sonalized needs of users, meet the purpose of personalized
resources and information data recommendation through
algorithm improvement and optimization, and apply it in
the fields of film, education, and so on [11].

Educational data mining originated in the late 1980s. In
the primary stage of its development, the level of informa-
tion data acquisition and processing technology is low,
which cannot meet its needs to achieve a large number of
data acquisition and research. The research methods are
limited, and the results obtained are relatively few [12].
The development of computer information technology pro-
vides a driving force for educational data mining. At the
same time, the rise and scale expansion of online education
provide more channels and space for obtaining educational
data information. The scale of relevant data expands rapidly,
which provides effective and large amounts of data for edu-
cational data mining research, and the results are gradually
enriched [13]. Wang and Fu take students as the starting
point and use cluster model analysis to conclude that there
is a large gap in the level of mastering knowledge points
among student groups [14]. Other scholars found through
the analysis results that the teaching effect will be largely
affected by the teaching content and students’ own prefer-
ences, and the important influencing factor of students’
own learning effect is their learning habits [15]. For the
research of teaching resources, Bhat et al. pointed out that
teaching resources have a hierarchical structure, and there
is a correlation between this structure and curriculum char-
acteristics [16]. Zhang et al. pointed out that the main reason
for the differences in learning effects lies in the differences of
learners. For different learners, educational resources with
different emphasis should be provided to realize accurate
and personalized retrieval and recommendation [17]. Based
on this, Fan et al. have introduced collaborative filtering rec-
ommendation algorithm into personalized education recom-
mendation to complete education resource recommendation
according to similar interactive information between
learners [18]. Through the research on students’ learning
methods and state, D’Agostino et al. pointed out that exer-
cise is not only an important means to improve learning
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effect but also a necessary process. Improving the retrieval of
exercise information is to improve learners’ learning effi-
ciency [19]. Aziz combines analytic hierarchy process and
semantic correlation analysis model to obtain learners’ per-
sonalized information and complete exercise recommenda-
tion on this basis [20]. Chen et al. believe that the problem
of exercise recommendation is the transformation of infor-
mation recommendation. The target area is the students
who need exercise recommendation, and the auxiliary scope
is the users who have completed the search of relevant his-
torical information. With the help of the auxiliary area infor-
mation, we can obtain more accurate exercise classification
results for the target area, which greatly avoids the recom-
mendation error [21]. Cheng and Bu put forward new rec-
ommendation rules from the perspective of learners’
probability of doing the right exercise, that is, if learners
have more than 50% probability of doing the right exercise,
they will make recommendation [22]. The probability set-
ting of this algorithm is enlightening and can achieve the
optimal selection in a certain range, but it is not the global
optimal. Before recommending exercises, Rianto and Fachrie
analyze the current knowledge learning status of students
through expert evaluation, form the recent development area
with relevant data, and use the gambling machine algorithm
to select the exercises with the best effect in this range [23].
The development of deep learning theory has opened up
new algorithmic ideas for researchers. MC et al. have intro-
duced deep reinforcement learning theory into the review
system, and the constructed learning system can provide
interval repetitive learning [24]. In addition, some scholars
optimized the network model based on the review model
to enhance the performance. To sum up, at present, the opti-
mization and improvement of many exercise personalized
recommendation systems focus more on the performance
of algorithms, and there are few models that can truly and
accurately show learners’ current knowledge mastery and
learning state, which makes exercise recommendation lack
effectiveness and has weak advantages in improving learners’
sense of learning experience. In the future development of
exercise recommendation algorithm, the position of learners
will be improved. The system will not only mention improv-
ing performance but also continuously increase personalized
service, emphasizing the central role of learners.

3. Construction of Exercise Recommendation
Algorithm Based on Cognitive Level and
Data Mining

3.1. Idea of Establishing the Overall Framework of Exercise
Recommendation Algorithm. The current motion recom-
mendation algorithms of data mining focus on mining asso-
ciation rules in data. By effectively discovering,
understanding, and applying association rules, we can make
complex and useful knowledge hidden in a large number of
sources make greater contributions to the construction of
modern education system. The data required by these sys-
tems come from students’ examination scores accumulated
in the teaching process over the years. Through the in-

depth mining of these data, it is not difficult to find that
the level of students’ grades not only depends on the curric-
ulum itself but also is affected by many aspects, such as the
curriculum of the discipline, the formulation of teaching
plans, and the order of each course.

Although the era of big data has reduced the time cost of
obtaining information, it has increased the time cost of effec-
tive information screening and the difficulty of information
processing. The purpose of exercise recommendation algo-
rithm is to reduce the time for learners to choose exercises,
help learners choose appropriate exercises from massive
resources, and gradually enhance their cognitive level. Exer-
cise is the practical link of learners in the process of educa-
tion. It is an important link to deepen learners’
understanding and application of knowledge. It is an
unavoidable part for both learners and educators. Many edu-
cators believe that learning is a process in which practice
makes perfect. Exercises are a tool to help learners improve
their proficiency. They should complete as many exercises
as possible in a limited time, which will help students deepen
the memory of knowledge points. According to the relevant
research results, the increase in the number of exercises does
not necessarily achieve the effect of improving academic per-
formance. On the contrary, it is very likely that too many
exercises will lead to the reduction of learners’ thinking time
on each question and only know one of the learning knowl-
edge points. In addition, educators need to face a certain
number of learners. They are not allowed to give targeted
guidance to learners in terms of time and energy. They can
only take the situation of most learners as the main basis
for teaching feedback and arrange exercises accordingly.
For advanced and backward learners, the difficulty of exer-
cises does not meet their current learning state, which
greatly affects the learning effect. The same exercises cause
different difficulties for different learners. The unified expla-
nation of educators can only solve most of the problems, and
some individual problems still become obstacles for learners.

To sum up, the exercise recommendation model not
only needs to select suitable exercises for learners in a short
time but also needs to clearly distinguish between completed
and unfinished, correct, and wrong exercises. This requires
the establishment of the exercise recommendation model
to truly and accurately reflect the cognitive state of learners
and realize effective exercise recommendation for current
users in combination with other learners’ data information
in the relevant range. Figure 1 shows the flow chart of exer-
cise recommendation algorithm based on learners’ cognitive
level.

The exercise recommendation algorithm based on
learners’ cognitive level establishes the completed exercise
module, marked exercise module, and knowledge point
information module, respectively, which provide the input
original information. According to the relevant cognitive
theories and models, calculate the comprehensive cognitive
degree of each learner’s knowledge and the cognitive degree
of knowledge in different modules, and obtain relevant data
information, combined with collaborative filtering algo-
rithm, it can predict the probability that each exercise in
the recommended exercise set may be correct. On the basis
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Figure 1: Flowchart of exercise recommendation algorithm based on learners’ cognitive level.
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Figure 2: Exercise recommendation algorithm based on cognitive level and data mining.
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of three aspects of data information, the system can obtain
the recommended set of exercises and combine the output.

3.2. Establishment of Exercise Recommendation Algorithm
Based on Learners’ Cognitive Level Model. The comprehen-
sive cognitive level of learners is their ability to apply the
content. Learners’ self-evaluation and mutual evaluation
can not only promote students’ learning of knowledge but
also improve students’ evaluation ability. Such evaluations
should therefore be actively encouraged. Ask students to
browse each other’s works and put forward revision sugges-
tions according to the rubric. According to relevant cogni-
tive theories and models, the calculation formula of the
correct rate of learners a completing exercise b is set as
shown in the following formula:

Pab = λb +
1 − λb

1 + e−1:7βb Da−εbð Þ , ð1Þ

where λb represents the probability of learners guessing
the exercises correctly without any relevant knowledge; βb
represents the difference degree of exercises; εb indicates
the difficulty of the exercise; Da reflects learners’ comprehen-
sive cognitive level.

By solving the parameters in formula (1), the learners’
cognition of the comprehensiveness of knowledge can be
obtained. Let Rab = 1 represent the learners’ correct answer
to the exercise, and Rab = 0 represent no correct answer.
The new calculation formula of the correct probability is
shown in the following formula:

PRab
ab 1 − Pabð Þ1−Rab : ð2Þ

Set the number of exercises as B, and its maximum like-

lihood function is established as shown in the following for-
mula:

L βb, εb,Dð Þ =
YA
a=1

YB
b=1

PRab
ab 1 − Pabð Þ1−Rab : ð3Þ

Take the corresponding log likelihood function for the
next derivative, as expressed in the following formula:

ln L = 〠
A

a=1
〠
B

b=1
Rab ln Pab + 1 − Rabð Þ ln 1 − Pabð Þð Þ: ð4Þ

The derivative of the obtained result with respect to the
unknown parameter is obtained and its derivative is zero,
as shown in the following equations:

∂ ln L
∂βb

= 0, ð5Þ

∂ ln L
∂εb

= 0, ð6Þ

∂ ln L
∂Da

= 0, ð7Þ

1 ≤ a ≤ A, 1 ≤ b ≤ B: ð8Þ
The cognitive level of various knowledge modules shows

the level of learners’ mastery of each type of knowledge
points. The results of learners’ exercises based on this pre-
diction are more targeted. Let the number of knowledge
points contained in exercise b be expressed as V and predict
the correct state according to the in-depth learning of
learners’ knowledge points. The calculation is shown in (11):

ηab =
YV
v=1

CJbv
av : ð9Þ

Among them, the examination status of knowledge takes
you is Jbv, and its status is divided into examination and
nonexamination, that is, when Jbv = 1 or Jbv = 0. The state
of learners’ mastery of knowledge points is described by
Cav . when the value is 1, learners have mastered knowledge
points, and when the value is 0, learners have not mastered
knowledge points. In fact, when learners have mastered the
knowledge points, they still guess the correct answer due to
careless mistakes, or when learners have not mastered the
knowledge points. Considering this situation, introduce the
careless parameter w into the model and guess the parame-
ter l correctly, as shown in the following formula:

Pab = P Rab = 1ð CaÞ =w1−ηab
b

��� 1 − lbð Þηab : ð10Þ

Among them, the probability of learners not doing right
due to carelessness is wb, and the probability of correctly
guessing the answer is lb. It is also necessary to solve the
position parameters in the above formula to obtain the
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Figure 3: Details of four data sets.
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learners’ cognitive level in the classification knowledge
points.

There are only two cases for the value of cognitive degree
parameters of classified knowledge points obtained through
the above. In the actual situation, learners’ cognitive state
has always changed, which not only has tortuous progress
but also is vulnerable to forgetting. Therefore, learners’ mas-
tery state of knowledge points cannot be judged by two
points, but needs to reflect its continuity. The processing
method is to expand the amount of data contained in the
learner set with similar knowledge mastery level, and the

parameter Cav is processed continuously by taking the set
mean. The calculation formula of the level similarity of
learners’ mastery of knowledge points is as follows:

sim i, jð Þ = Mj j + Nj j
M ∪Nj j ⋅

1
Di −DJ

�� �� : ð11Þ

Among them, the set of exercises with correct answers by
both learners is M, and the set of exercises with wrong
answers by both learners is N . The comprehensive cognitive
level of learners i is described by Di, sorted according to the
similarity calculation results between learners i and other
learners, and the top h is selected to form its set of adjacent
learners, which is set as H. Replace the original value of the
understanding level of continuous classification knowledge
points obtained through the following formula:

Cav′ =
∑m∈HCmv

h
: ð12Þ

Among them, the numerator represents the number of
current knowledge points mastered by learners in the adja-
cent learner set.

After calculating the comprehensive value of learners’
cognitive level and the cognitive level value of classified
knowledge points, the correctness of the answers to the exer-
cises that have not been done by learners shall be predicted,
and the prediction probability of learners’ correct answers to
the exercises is set as shown in (15):

Rab = 1 − δð Þ〠Jbv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
YV
v=1

CJbv
av

vuut + δ
Da + 3ð Þ

6
: ð13Þ

The cognitive regulation parameter is expressed as δ.
The list of recommended exercises of the model is based

on the prediction accuracy and learners’ understanding of
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Figure 4: The results of frcsub dataset exercise recommendation model under different parameter values.
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classified knowledge points in the above. The combination
of the two can ensure learners’ good practice experience, rec-
ommend targeted and systematic exercises, take care of all
knowledge points, and promote learners’ enthusiasm.
According to the above, the result range is [0,1]. Set the
upper and lower line of the accuracy value of the recommen-
dation list within its range, that is, θ1, θ2, and the accuracy
range of all the exercises to be recommended in the recom-
mendation list G is ½θ1, θ2�.

For the list Q of exercises to be recommended generated
from classified knowledge points, the average value of

learners’ understanding of knowledge points shall be
obtained before obtaining the results. This is the threshold
of recommended exercises. The calculation method is as fol-
lows:

μ =
∑h

v=1Cav

h
: ð14Þ

The mastery level of all exercises in list Q is lower than
the threshold. Compare these exercises with those in list G
to be recommended, and obtain the exercises jointly owned
by them and put them into the final exercise recommenda-
tion list, as shown in Figure 2. If there are no exercises jointly
owned by the two, the exercises with the closest prediction
accuracy to ½θ1, θ2� in all relevant exercises of the knowledge
point will be included in the final list.

The advantages and disadvantages of the recommenda-
tion model are judged by the following indicators. The first
is the prediction index of learners’ score accuracy. The calcu-
lation method is shown in (17):

Precison =
FM
RM

: ð15Þ

Among them, the number of exercises whose predicted
results are consistent with the actual results is FM, and the
number of all recommended exercises is RM.

The difficulty degree of recommendation list of exercise
recommendation model is calculated, as shown in the fol-
lowing formula:

SR = TM
RM

: ð16Þ

Among them, the number of exercises that learners actu-
ally answered correctly is described by TM.

The calculation formula of recommended efficiency of
exercises with full coverage of model knowledge points is
shown in (17):

MP =
RM
Total

: ð17Þ

4. Experimental Results of Exercise
Recommendation Algorithm Based on
Cognitive Level and Data Mining

Previous recommendation systems focus on the optimiza-
tion of recommendation performance, rarely can clearly
reflect the learning state of learners’ knowledge points, and
there are large errors in the recommendation results. This
paper combines the comprehensive cognitive analysis mod-
ule with the classified knowledge point cognitive analysis
module to analyze learners’ cognitive degree of knowledge
points. Based on the above excellent theory and practice,
inherit and carry forward the previous research results. It
is intended to introduce data mining methods into
problem-solving solutions. So that it can scientifically guide
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students to arrange courses according to students’ employ-
ment satisfaction and other factors.

In this paper, four data sets are selected for the recom-
mended comparative experiment of mathematical exercises.
Three data sets are open, but the scale of relevant data is
small, and the amount of mathematical exercises is not
enough to ensure the experimental effect. Therefore, the
fourth data set is used to make up for it, as shown in
Figure 3.

After the preliminary preparation for model training,
call the fit interface to start the training process. You need
to specify at least three key parameters: training data set,
training rounds, and single training data batch size. The
classification accuracy will still shake or fluctuate when the
overall trend declines. If you stop when accuracy begins to

decline, you will definitely miss a better choice. So a good
solution is to terminate when the classification accuracy is
no longer improved within a certain period of time. Of
course, it is OK to use loss in this area, and loss is also a cri-
terion. The cognitive adjustment parameters in the exercise
recommendation model have a regulatory effect on two cog-
nitive degree modules, that is, in δ = 0, the learners’ cognitive
degree of classified knowledge points determines the predic-
tion results of accuracy, on the contrary, in δ = 1, the
learners’ comprehensive cognitive degree plays a major deci-
sive role. Figure 4 shows the result changes of exercise rec-
ommendation model of frcsub dataset under different
parameter values. The overall data in the figure shows a state
similar to the positive Pacific distribution, that is, the values
on both sides are lower than the middle value. The higher
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the value, the better the recommendation effect. Therefore,
the performance of exercise recommendation only based
on any learner’s cognitive level is not good. The exercise rec-
ommendation results obtained by the combination of the
two are higher than those in a single case, which shows that
the combination of comprehensive cognition and the cogni-
tive degree of classified knowledge points can better show
the learners’ actual cognitive state from multiple angles. In
addition, in the case of single cognition, the cognitive degree
of classified knowledge points is higher than that of compre-
hensive cognition. When the data performance is the best,
the cognitive degree of classified knowledge points accounts
for more proportion in the value of adjustment parameters,
which shows that learners improve the cognitive degree of
classified knowledge points, even if the granularity of knowl-
edge points is smaller, so as to promote the accuracy of
exercises.

The adjustment parameter of the model is δ = 0:35. The
recommended model, project reflection theoretical model,
and classical discrete model are tested for exercise accuracy
prediction in three open data sets. The comparison of the
results is shown in Figure 5. Among the three models, the
recommended model in this paper shows the best results,
the gap between the results of the classical discrete model
and the model in this paper is small, and the accuracy of
the project reflection theoretical model is the least ideal. This
shows that the proposed model is more accurate in reflecting
learners’ cognitive level. In addition, the size of the data set
has a certain impact on the test results. The larger data set
provides more effective data for the model, which is condu-
cive to the model to obtain finer prediction results.

In practice, learners with different cognitive states need
different exercise difficulties. The exercise recommendation
model can select and recommend exercises within a certain
difficulty range according to the middle value of different
difficulty needs. Exercise recommendation model is used to
describe the internal and external learning characteristics
of learners, and it is the premise and foundation of learning
analysis. Practice recommendation model is of great value to
teachers, learners, and learning system managers. Whether
the various characteristics of learners contained in the prac-
tice recommendation model are complete and accurate is
related to whether teachers can classify learners with similar
learning characteristics according to the model and then
provide students with personalized learning content, strate-
gies, and learning resources. In addition, the practice recom-
mendation model is conducive to learners’ in-depth
understanding of their learning status and shortcomings
and then correct their learning behavior in advance.

Figure 6 shows the comparison results of the actual rec-
ommended exercise difficulty and theoretical difficulty index
values of the exercise recommendation model. The data in
the figure shows that the recommended difficulty of practical
exercises is basically consistent with the theoretical difficulty
on the whole, and there is only a small error at both ends,
that is, when the difficulty of exercises is in the range of high
or low, the actual difficulty of exercises will have a certain
deviation, which is mainly because the coverage of model
compromise processing knowledge points has an impact

on the actual presentation of exercise difficulty. On the
whole, this model can recommend a list of exercises with
appropriate difficulty according to learners’ actual needs
and cognitive state.

As shown in Figure 7, the comparison results of exercise
list recommendation effects of three exercise recommenda-
tion models are shown. The recommendation efficiency of
exercises with full knowledge coverage is taken as the test
index. The larger the value of this index, the worse its effi-
ciency is. At this time, the difficulty coefficient is uniformly
set to 0.55. In order to ensure the accuracy and effectiveness
of the experimental results, this part of the experiment is
carried out in the fourth data set with large data scale. The
results show that the index value of this model is the smal-
lest, that is, the recommendation efficiency is the highest,
and the gap between the index values is relatively large com-
pared with the other two models, indicating that the effi-
ciency of this model has been greatly improved. Therefore,
the model design in this paper has a good effect on the cov-
erage of knowledge points and abnormal data processing
and can ensure a good effect of exercise recommendation.

In this paper, two classes with the same number and aca-
demic achievements in a middle school are selected for the
comparative experiment of the application of exercise rec-
ommendation model. One class is the control class, which
adopts the traditional educational exercise practice method,
and the other is the experimental class, which adopts the
exercise recommendation model practice in this paper.
There are five performance tests during the comparative
experiment. The first is the preexperiment test. The results
are shown in Figure 8. The test results before the experiment
show that the average score gap between the two classes is
very small, and the average score keeps increasing during
the experiment. In the subsequent tests, the average scores
of the experimental class are higher than those of the control
class. This shows that the exercises in traditional teaching
are helpful to improve learners’ performance. The exercises
recommended by the exercise recommendation model are
more targeted and perform better in improving learning effi-
ciency and test performance.

As shown in Figure 9, the results of the improvement rate
of the average score of the four tests of the two classes are com-
pared. The improvement rate of the average score of the four
tests of the experimental class is higher than that of the control
class. The improvement rates of the second and last tests of the
two classes are relatively low, mainly because of the low mas-
tery and application ability in the primary stage of learning
knowledge points. In the fifth test, the learning knowledge
points have entered the optimization period. In this stage,
the score improvement difficulty is high, and the promotion
rate is reduced. In the third and fourth tests, the promotion
rate of the experimental class is significantly higher than that
of the control class, which shows that in the knowledge point
foundation consolidation and application stage, the exercise
recommendation algorithm based on cognitive level and data
mining meets the needs of learners in different stages and
strengthens the practice of learners’ knowledge points in a tar-
geted and personalized manner in a short time to quickly
improve learning efficiency.

9Journal of Function Spaces



RE
TR
AC
TE
D

5. Conclusion

This paper establishes an analysis model of learners’ cogni-
tive level of knowledge points, selects appropriate exercises
according to the analysis results, and forms a recommenda-
tion list. According to the teaching comparison experiment,
in the practical application of the recommended exercises,
the exercise recommendation system meets the personalized
needs of learners, maintains good accuracy, effectively helps
learners lay a solid foundation, improves learning efficiency
and effect, and greatly improves examination performance.
In order to comprehensively analyze learners’ cognitive state
from multiple perspectives, the cognitive model includes a
comprehensive cognitive analysis module and a cognitive
degree analysis module of classifying knowledge points.
The problem recommendation algorithm based on cognitive
level and data mining proposed in this paper needs further
systematic improvement and research on the impact of time
factors on learners and the connection factors between
knowledge points. The experimental results show that when
the motion recommendation algorithm based on cognitive
level and data mining has the best recommendation effect,
the cognitive module of classifying knowledge points
accounts for a large proportion in adjusting parameters.
Compared with other recommendation systems, this model
has higher accuracy and recommendation effect.

However, it is difficult to obtain fine-grained recommen-
dation data information from the interaction between users
and exercise information in this study, so the accuracy of
exercise recommendation results needs to be improved. This
needs to be analyzed in future research.
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BP neural network is a typical algorithm in artificial intelligence network. It has strong nonlinear mapping ability and is the most
prominent part to solve some nonlinear problems. In the traditional BP algorithm, the coincidence initialization of weights and
thresholds is random, which reduces the efficiency of the algorithm on the one hand and affects the accuracy of the algorithm
results on the other hand. In order to solve these problems, this paper studies an e-commerce cross-border logistics risk
assessment model based on improved neural network. This model can help merchants engaged in cross-border e-commerce to
select appropriate third-party settlement platforms, so as to reduce the cost of merchants in the process of capital settlement.
The key information in BP neural network algorithm is stored in weights and thresholds, which is enough to prove the
importance of weights and thresholds for the effective operation of the whole network. The e-commerce cross-border logistics
risk assessment model based on improved neural network aims to solve the problem of low level of risk assessment and the
bottleneck of logistics risk assessment. The improved e-commerce cross-border logistics risk assessment model based on neural
network can be used for risk rating before business development, so as to adopt different risk management methods for
different risk levels.

1. Introduction

With the continuous development of economic globalization
and the rise of mobile Internet, big data, cloud computing,
and other information technologies, e-commerce across
boarders has come into being. Under the background of the
national macrodevelopment strategy of “One Belt, One Road”
and “Pilot Free Trade Zone,” China’s e-commerce across
boarders has become a “dark horse” in foreign trade [1]. E-
commerce across boarders has also become a new hot spot,
while the development of e-commerce across boarders is hot,
and the development of e-commerce across boarder logistics
can no longer meet the needs of e-commerce across boarder
business development [2]. China’s cross-border trade is devel-
oping at a fast pace, but the constraints of real factors such as
capital, scale, and management level directly lead to the
dilemma that Chinese cross-border e-merchants generally face
high costs in the settlement link, poor timeliness, and difficulty
in repayment [3]. While being highly valued, the instability

and high failure rate of alliances make enterprises have to
weigh the benefits and risks when joining them [4]. In addi-
tion, the lack of sufficient funds to build a modern information
management system has led to “indigestion” and order loss in
most logistics enterprises from time to time. Especially after
the “double 11” promotional activities, it often highlights the
weak links in China's e-commerce logistics distribution [5].
The commodity itself and its price are no longer the most
important factor affecting consumer shopping, replaced by
the merchant’s customer service, logistics, and distribution of
these services [6].

The government has continuously introduced relevant
policies to support the development of e-commerce and has
introduced laws and regulations and formulated regulatory
systems at the level of standards and supporting systems, with
a view to promoting the sustainable and stable development of
e-commerce across boarders [7]. As more and more foreign
logistics companies with advanced logistics technologies enter
the Chinese market, domestic logistics companies are facing
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increasingly fierce competition and have to develop innovative
services and find new profit points. The provision of logistics
risk evaluation services can not only strengthen the coopera-
tion with upstream and downstream enterprises in the supply
chain but also gain new profits [8]. Logistics risk evaluation is
a complex multifactor comprehensive analysis process with
incomplete information, involving many evaluation objects
[9]. Cross-border logistics in the context of international trade
belongs to the concept in a broad sense. Cross-border logistics
in a broad sense refers to the logistics service activities between
two or more countries, and cross-border logistics is a manifes-
tation of logistics service development to an advanced stage
[10]. With the support of the government, China’s e-
commerce across boarders will certainly make great develop-
ment and then promote the development of China’s foreign
trade. So in order to avoid the difficulties caused by incomplete
survey information, reduce the influence of subjective factors in
the evaluation, and avoid the problems caused by correlation
among indicators, this paper adopts an improved neural net-
work evaluation method with high nonlinear approximation
ability, strong fault tolerance, self-learning, and easy to use [11].

Artificial neural network is a hot research field in recent
years, involving many disciplines, and its application areas
include modeling, time series analysis, pattern recognition,
and control and are constantly expanding. The neural network
will train the input according to its own network structure and
learning rules and then perform specific tasks according to
specific applications. Analyzing the risk indicators from the
perspective of logistics enterprises is in line with the develop-
ment of the times, which helps logistics institutions to rate
the logistics of loan enterprises and reduce the loan risk. It
avoids setting index weights artificially, effectively avoids some
subjective and random factors, and makes the evaluation of
logistics risk as objective as possible, so as to better avoid the
risks in the implementation of logistics projects.

The innovations of this paper are

(1) This paper analyzes the obstacles affecting the growth
of China’s e-commerce across boarders—cross-border
logistics—by using the latest developments in the
industry and reviewing the current situation according
to the environment and development of China’s e-
commerce across boarders

(2) The initial weights and thresholds of the improved
neural network are used to conduct a comprehensive
analysis of the parameters involved in the neural net-
work, and the training model is used to determine
the optimal parameters and select the most suitable
network structure for empirical analysis

(3) By analyzing the basic principles of neural networks
and addressing the problems of long search time for
extremes and falling into local optima of BP neural
networks, the improved neural network algorithm is
analyzed in this paper. Initialize multiple neural net-
works with different parameter values, and take the
smallest as the result. Using random gradient descent
is not the same as using standard gradient descent to

accurately calculate gradients. Random gradient
descent method adds random factors to the calcula-
tion of gradient. So even if it falls into a local mini-
mum, the calculated gradient may not be. In this
way, it is possible to jump out of the local minimum
and continue the search

2. Thoughts on the Construction of E-
Commerce across Boarder Logistics Risk
Assessment Model Based on Improved
Neural Network

2.1. Establishment Method of Index System. The selection of
logistics risk evaluation indicators faces more complex cus-
tomer relationships.

First of all, for the establishment of logistics risk evalua-
tion system, it is a systematic project, and each evaluation
index subsystem consists of a set of indicators, which are
independent of each other and linked to each other and
can reflect the whole risk early warning system. Individual
risk and overall risk are to determine the evaluation bench-
mark, which can be called individual evaluation benchmark
and overall evaluation benchmark, respectively. Both risk
suppression and risk compensation are measures to reduce
losses after the occurrence of risks by adopting early warning
programs and total programs. Through this series of
methods, it constitutes the whole process of risk manage-
ment, as shown in Figure 1.

Affecting logistics and transportation is also the degree
of impact of natural disasters and changes in customs clear-
ance policies of countries for e-commerce across boarder
parcels; in addition, in terms of logistics capital chain settle-
ment, the degree of impact of macroeconomic fluctuations
of countries will also affect logistics costs to a certain extent.
In the neural network, the neural favor nodes between layers
are no longer in fully connected form. Using the local spatial
correlation between layers, the neuron nodes of each adja-
cent layer are connected only to the upper layer neuron
nodes that are close to it, i.e., locally connected. A multilayer
forward network is built with the function to calculate the
output M of the hidden layer.

Mj = f 〠
n

i=1
WijXi − bj

 !
, j = 1, 2,⋯,m: ð1Þ

In the e-commerce across boarder logistics system, as the
cross-border logistics chain covers several supplier enter-
prises and provides logistics services to customers all over
the world, the complex supplier and customer groups make
high requirements on logistics and transportation capacity
and risk control ability. In summary, the selected primary
evaluation index system is shown in Figure 2.

Once the learning samples are input to the neural network,
they start to pass forward in the direction of the input, hidden,
and output layers, based on the weights and bias vectors of
each layer, and finally, the actual output is obtained. An input
vector (provided by the training samples) is transformed
through a series of hidden layers to obtain an output vector,
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thus achieving a mapping relationship between the input data
and the output data. The Swish function is chosen as the acti-
vation function of the network model to improve the classifi-
cation accuracy of the images. Its mathematical expression is
given by the equations:

f xð Þ = x ⋅ σ βxð Þ, ð2Þ

σ xð Þ = 1
1 + exp −xð Þ : ð3Þ

σðxÞ is Sigmoid activation function number.
Second, the scientific nature of index selection is reflected

in the combination of theory and practice, which should have
both theoretical basis and also reflect certain objective reality.

In the management of overseas warehouse, the increase of
product return rate, product life cycle fluctuation, and inven-
tory risk will bring certain risks to the overseas warehouse
storage link. To determine the overall risk level of logistics,
we need to analyze the factors affecting the development of
logistics, identify the logistics risks, and clarify the relationship
between various risks, their interaction, and the extent and
consequences of their impact on logistics implementation.
The presence of a target in the region is determined by com-
bining a set of weak classifiers through a simple linear boosting
classifier with a decision function of the following equation:

ŷi = 〠
M

m=1
ωmhm Tið Þ: ð4Þ

Communication and coordination,
supervision and review

Clear environment

Determine scope
and object

Identification
method

Discovery
decomposition

Risk identification Risk evaluation Risk management

Figure 1: Risk management process.
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Figure 2: Initial evaluation index system of logistics risk.
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hm is a weak classifier. ωm is the weight of the classifier
should be weak. ŷi is the probability of existence of target. M
is the number of weak classifiers.

In the process of transportation and distribution, cross-
border logistics involves multiple transit and multiple batches,
which requires longer in-transit transportation time. From the
management aspect, higher transit rate of goods will bring
greater risk of lost and damaged parts. Therefore, the neural
network is used to calculate the difference in error among
the actual output and the ideal output, and if the magnitude
of the error does not satisfy the preset requirements, the signal
of the error is spread along the direction of the output layer,
the hidden layer, and the input layer to gradually update the
model parameters. The positive spread of the information on
the input and the negative spread of the error on the output
constitute the information loop of the network, and the infor-
mation loop function is

x′ = 2 x − 0:5 max + minð Þ½ �
max −min

: ð5Þ

x′ is the normalize the calculated value. x is the value of
the current sample point.min is the minimum value of sample
data. max is the maximum value of the sample.

It is similar to the traditional neural network model in that
the input is added to the network, and the output is calculated
for each input vector and then the value of each correlation
weightWji is corrected according to the following equation:

Wji t + 1ð Þ =Wji tð Þ + ΔWji tð Þ: ð6Þ

Finally, the indicators selected for logistics risk indicators
should be available for quantitative analysis, and each indicator
should have a strong realistic operability and comparability.
The utilization rate of facility resources indirectly affects the
size of transportation risks, and high transportation costs can
also increase the risk of enterprises. Long-distance transporta-
tion vehicle traffic safety, transportation equipment turnover
bumps, and other factors are potential risks. Since the transfor-
mation between the hidden layer output to the output layer is a
linear transformation, peoplemore often use the RLS algorithm
which has been relatively mature. In the context of e-commerce
across boarders, cross-border logistics has significant e-
commerce characteristics, and commodity transportation is
no longer manifested as cross-border spatial displacement of
bulk commodities, but small batch and multifrequency cross-
border spatial displacement of commodities through cross-
border logistics mode, so this belongs to the category of
cross-border logistics in a narrow sense. In solving the actual
problem, the network composed of single neuron can hardly
meet the requirements because its structure is too simple. In
addition, we can also make simple improvements to the above
modified equations like BP networks. Therefore, neural net-
works usually need to be composed of multiple neurons, and
when the problem is complex, it is also necessary to extend
the single-layer neural network into a multilayer neural net-
work. That is, the predictability of risk, the probability of occur-
rence, and the prediction of consequences are carried out in

three aspects, and the influencing factors of logistics implemen-
tation risk are analyzed in a comprehensive andmultilevel way.

2.2. Establishment of Risk AssessmentModel. The learning pro-
cess of BP network model consists of forward propagation and
error backward propagation process, which embodies the best
part of artificial neural network. Because of its better self-
learning and self-association function among various neural
network models, it has become the most widely used artificial
neural network at present. E-commerce across boarder logis-
tics is reasonably divided according to different customer
states and provides reasonable and effective logistics services
such as warehousing, distribution, and transportation. The
node structure of e-commerce across boarders logistics supply
chain is shown in Figure 3.

First, the fitting accuracy of the network is positively cor-
related with the number of layers and the number of nodes
per layer, and increasing the number of layers can improve
the fitting accuracy, but it complicates the network and
increases the training time. Forward propagation is used to
compute the forward network, i.e., to compute the output of
a certain input information by the network. The original n ×
n size convolutional kernel now needs approximately only 2
a + n + 1 numbers to preserve the sparse structure, where a
is the number of connection weights being preserved, n is
the number of convolutional kernel rows or columns, and
the remaining one digit preserves the position of the weight
matrix in the whole filter set. Thus, the total compression ratio
for network pruning is

CRp =
2a + n + 1
n × n

: ð7Þ

In order to reduce the transportation distance and trans-
portation time of overseas e-commerce shipments, the over-
seas e-commerce goods can be transported and stored in
bonded warehouses in the free trade zone in advance, and
when the orders are generated, the goods will be cleared
directly from the bonded warehouses into the Chinese terri-
tory. In subtractive clustering, each of its data points will be
considered as a potential cluster center, and then, the probabil-
ity of the point being considered as a cluster center is calcu-
lated based on the data density around each data point its.
For an arbitrary signal f ðtÞ or function that satisfies f ðtÞ ∈
L2ðRÞ and ψðtÞ satisfies the wavelet tolerance condition, the
continuous wavelet transform of f ðtÞ is defined as

WTf a, bð Þ = aj j−1/2
ð+∞
−∞

f tð Þψ t − b
a

� �
dt, a ≠ 0: ð8Þ

In this process, the update parameters (weights and bias
values) of the model are gradually applied starting from the
output layer to the input layer, and the error function is used
to find the gradient of the weights and update the weight vec-
tor from the output layer to the concealed layer. There is a
weight matrixw between the input layer and the hidden layer.
The value of the hidden layer is obtained by multiplying the
input X by the weight matrix. There is also a weight matrix
from the hidden layer to the output layer. Each value of the

4 Journal of Function Spaces



RE
TR
AC
TE
D

output layer vector y is actually the vector point of the hidden
layer multiplied by each column of the weight vectorW’. The
class of forward neural network functions is dense in the space
of vector-valued continuous functions, and in a consistent
parametric sense, the class of forward network functions is
defined here as a set of the following type:

N = Y ∈ Rm, Y =W K+1ð ÞNk Nk−1 ⋯N1 Xð Þ½ �f g
n o

, K = 1, 2, 3⋯ :

ð9Þ

Second, the input data is processed so that the data changes
between 0 and 1. The middle part of the tansig function
changes more obviously and can better distinguish the input
data, so the tansig function is used as the transfer function of
the implicit layer. The selection probability proportional to
the individual fitness value is usually used to randomly select
individuals, so the selection probability is defined as

Pi =
f i

∑n
i=1 f i, i = 1, 2,⋯, n

: ð10Þ

Pi is the selected probability. f i is the individual fitness
value. n is the population size.

Back propagation is used to pass the error layer by layer,
modifying the connection weights and thresholds between
neurons so that the output obtained by the network for the
input information after calculation can meet the desired error

requirements. In addition to overseas e-commerce customers,
the group’s bonded warehouse can also provide short-term
warehousing services to other international trading companies
or domestic e-commerce companies or even other third-party
logistics companies. All neurons between two adjacent layers
are interconnected, while neurons that are on the same layer
cannot be linked. The number of convolutional kernels in
the lower layers is small because the structures in the lower
layers are generally less diverse and smaller in size, while the
higher convolutional layers are used to extract structural infor-
mation in the higher layers, which are more diverse and larger
in size, so the higher convolutional kernels are more numerous
and larger in size. Therefore, it is also necessary to train a layer
of convolutional network to get the region correction param-
eters. Suppose the a priori region parameters are defined as

P Px , Py , Pw, Ph

È É
: ð11Þ

Px, Py are coordinates of the central point of the prior area.
Pw, Ph are the width and height of prior area.

Finally, a momentum term is added to the training func-
tion of the conventional algorithm as a damping term to
reduce the tendency of oscillation in the learning process.
Moreover, the learning rate of this function is adaptive, thus
varying the learning rate according to the complexity of the
problem to control the training time of the network. The input
signal is transmitted from the input layer through the hidden
unit to the output layer, and the output signal is generated at

Overseas customs

Overseas warehousing

Stocking to warehouse

Pick goods out of the warehouse

Customs clearance

Domestic express delivery
system

International postal express
system

International freight system

Cross-border electronic
commerce information

Let pass

Figure 3: E-commerce across boarders logistics supply chain node structure diagram.
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the output end, which is the positive propagation of the work-
ing signal customs declaration and inspection is an important
part of the customs clearance process. Inspection business
before the customs clearance business, the object of inspection
and quarantine departments, only the goods required by law
need to be declared. In artificial neural networks, these units
are called nodes, and each unit has a threshold value that is
reached to receive and transmit information. By learning from
valid data and training themselves, the processing units can
then mine the information in the data and save it in the form
of connection weights and thresholds. Usually, the customs
clearance of the goods can be issued only after the inspection
and quarantine department’s inspection business is com-
pleted, and the customs will accept the application for customs
clearance and examine and tax or detain the goods according
to their category, value, quantity, and other factors. As import
and export proceeds, the prices of the two commodities
change accordingly, thus affecting consumption. Equilibrium
is reached when the relative prices of the same commodity
in both countries are the same, and the result of equilibrium
is that both sides of the trade raise the level of domestic con-
sumption and receive the benefits from international trade.

3. Application Analysis of Improved Neural
Network in Logistics Risk Evaluation Model

3.1. Analysis of Learning Process of Neural Network. First of
all, the learning algorithm of the neural network is actually
the method of finding the minimum value of the error func-
tion, which uses the most rapid descent method, so that it is
repeatedly trained to learn multiple samples and modify the
connection weight coefficients by back propagation of the
error. The objective function and network parameters are
modified in the same way as the gradient descent method,
except that a threshold value must be given. The optimal
number of hidden nodes is selected by training the number
of hidden nodes between [5, 10] and [10,15] one at a time.
The variation of the mean squared deviation of the network
structure between [5, 10] and [10,15] for different functions
is shown in Figures 4 and 5.

Since, the cross-border logistics process is more complex,
including not only the traditional logistics links and interna-
tional freight but also the customs and commodity inspection
of the output country, customs and commodity inspection of
the input country, logistics and distribution of the input coun-
try, reverse logistics, and other links. Therefore, the pruning
rate has a great impact on the overall accuracy of the network,
and the higher the proportion of retained connections, the
smaller the loss of network accuracy, especially the pruning
of the initial network layer conv1 causes a great loss of accu-
racy. Neural networks can have multiple layers, each layer
can have multiple neurons, the number of neurons in each
layer can be unequal, and even each neuron in the same layer
can have a different transfer function. Through the variance
variation graph of each network structure above, the mean
square error and the number of training steps for different
number of hidden layer nodes are compared as shown in
Table 1.

Next, the neural network is changed along the negative gra-
dient direction of the output error function, and the error func-
tion is made to converge to the minimum point of the function
at the end. The number of nodes in the hidden layer is taken as
one, and then, the value of the objective function at the last time
is recorded after a certain number of iterations using the gradi-
ent descent method. The target classification and detection
layers have great fluctuations in the network pruning rate,
mainly because this part is mainly divided into two parts of
the network, where the target classification network is not sen-
sitive to the network pruning degree. The original input of the
multilayer neural network is the input layer of the network, the
last layer is the output layer of the network, and the middle
layer is the hidden layer. The output of each neuron is con-
nected to other neurons, thus forming a dynamic feedback rela-
tionship, and the network structure has the ability of self-
searching for superiority regarding the energy function.
Besides, e-commerce across boarders and other species such
as payment and customs will also produce synergy, cross-
border logistics and other species such as payment and customs
will also produce synergy, and both e-commerce across
boarders and cross-border logistics will face the influence of
internal environment and external environment. So in neural
networks, there are two ways to reduce the error and improve
the accuracy, one is to increase the number of network layers,
and the other is to increase the number of neurons in the hid-
den layer; the former tends to make the network too complex,
and the network training time is greatly increased; compared
with the former, the training effect of the latter is easier to
observe and adjust than the former. Searching for the sample
individuals with the optimal fitness, obtaining the optimal
decoding value, and applying it to the established neural net-
work structure are the initial weight threshold between the con-
nections of each layer of this network, and the comparison of
the actual output of the training samples with the fit results of
the desired output values is shown in Figure 6.

Finally, with the logistics risk level as the output, the BP
neural network uses MATLAB to randomly generate the
weights and bias values in the initial stage, and after training
the input and output data, the BP neural network finally
obtains the weights and bias values. According to the results
of the comprehensive model evaluation, it is found that the
evaluation result of e-commerce across boarder ecosystem syn-
ergy is “average,” which indicates that the overall e-commerce
across boarder ecosystem synergy is weak at present, which is
a significant lack of synergy. Therefore, the number of nodes
in the hidden layer is increased by one, and it is still iterated
with a certain number of gradient decreases as in the beginning.
If, after the iteration, the objective function decreases by a value
greater than the threshold value, this indicates that an addi-
tional hidden node has been added, which is more useful for
the network. At this point, the number of hidden nodes does
not make the objective function of the system extremely small,
so the number of hidden nodes is added by one, and the itera-
tions are continued as above. And its corresponding target
region transformation parameter prediction network needs to
get more accurate data values, so it is extremely sensitive to
network pruning, and a smaller connection retention rate will
cause a rapid decrease in the overall network detection
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accuracy. Since the input layer does not contain any neuron,
but only an input vector, the input layer is not counted in the
number of layers of the neural network in this paper. In this
network structure, there are interconnections between the
same layers, and there are mutual constraints between neurons,
but it is still a feed-forward network structure in terms of the
relationship between layers, and many self-organizing neural
networks mostly have this structure. It indicates that the path
is invalid, i.e., e-commerce across boarder synergy with other
species has no positive effect on cross-border logistics chain
synergy.
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Figure 4: Mean square deviation of network structure on [5, 10].
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Figure 5: Mean square deviation of network structure on [10,15].

Table 1: Comparison of training results of different numbers of
hidden nodes.

Hidden node number 6 8 10

Mean-squared error 0.00007765 0.00003561 0.00001462

Training steps 187 129 84
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3.2. Analysis of Improved Neural Network Algorithm. Accord-
ing to the shortcomings of neural network algorithms, there
are now a variety of improved algorithms, and these improved
algorithms are broadly classified into two main categories: one
is heuristic learning methods, and the other is numerical opti-
mization methods. The optimal individual is found mainly by
calculating the fitness, and the weights and thresholds carried
by the optimal individual are given to the network for training,
in order to have faster convergence and higher prediction
accuracy of the model. The improved neural network has
differentiability and saturated nonlinear properties, which can
enhance the nonlinear mapping ability of the network and
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Figure 6: Comparison of the fitting results between the actual output of the training sample and the expected output value.
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Figure 7: Error curves of new improved algorithm, additional momentum method, and adaptive learning rate algorithm.

Table 2: Robustness detection.

Infected
input

Expected
output

Actual
output

Mean square
deviation

0.0265 0.0187 1 3.71

0.0261 0.0173 0 1.45

0.0342 0.0165 1 4.62
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meet the requirement of continuous differentiability of the acti-
vation function in the hidden layer. In the algorithm, the
amount of variation of the connection weight coefficients is
determined by both the learning rate and the gradient of the
error function, however, the learning rate is a homogeneous
value in the standard algorithm. After several runs of the algo-
rithm, the error profile plots of the new improved algorithm,
the additional momentum method, and the adaptive learning
rate algorithm were derived. This is shown in Figure 7.

First, check and judge whether the corrected weights have
achieved the effect of reducing the value of the error function.
If the value of the error function is indeed reduced; then, it
means that the learning rate value chosen by the algorithm is
small, and the learning rate can be increased on the basis of
the original one with appropriate treatment. The size of the
response of the improved neural network to the input depends
on the distance between the input vector and the center of the
network, and the smaller the distance between the input vector
and the center, the larger the response of the neuron will be. So
the center correction process of the improved neural network
is essentially a process of clustering the input samples based on
the distance between them, and the input vectors with small
distances from each other are grouped into one class, and
the center of the clusters is the network center. In order to
retain the target detection accuracy of the overall network as
much as possible, it is necessary to reduce the pruning for net-
work layers with higher pruning sensitivity and increase the
pruning for network layers with lower sensitivity. Network
pruning after pruning, it is the most critical to ensure that
the network accuracy remains unchanged. It can be clearly
said that after deleting some network connections directly,
the network accuracy will certainly decline. Therefore, in order
to keep the accuracy of the network unchanged, it is necessary
to retrain the pruned network. After repeated retraining, the
accuracy of the network will be improved to reach the accu-
racy of the original network.

In order to test the robustness of the new algorithm, we
assume that the input samples are contaminated by random

noise. The robustness test results of the improved neural
network algorithm are shown in Table 2.

E-commerce across boarder platforms exist as core spe-
cies in the e-commerce across boarder ecosystem, and the
lack of synergy within themselves will affect the synergy of
the e-commerce across boarder ecosystem. In addition, the
e-commerce across boarder platform and key species such
as suppliers and consumers also have the problem of missing
synergy. Therefore, it is sufficient to take the most compact
structure as possible under the premise of satisfying the
accuracy requirement, i.e., adding up to one neuron to speed
up the decrease of error as long as it can solve the problem.

Second, the adjustment of the connection weight coeffi-
cients will all contain a portion of the previous adjustment of
the connection weight coefficients. The clustering of all the
input vectors is performed according to the k-means cluster-
ing method to obtain the cluster centers, which are the centers
of the improved network; this is followed by a supervised
weight determination process, which uses the LMS method
to determine the weights of the network based on the actual
output values of the system and the network center values
obtained in the previous step. On the other hand, as the net-
work deepens, the number of parameters is more enormous
for deeper network layers because the number of channels in
the feature map increases. To pass the sensitivity vectors from
backward to forward, we need to obtain a recursive equation
between the sensitivity vectors of different layers. The fitness
value of each individual in the population is then used to per-
form the search, and the fitness value is used to determine the
degree of excellence of the individual. If the risk is caused by
controllable factors, under the condition that the risk control
cost allows, such as the price volatility of pledges is high, the
risk warning should be strengthened, and the risk should be
controlled by reducing the pledge rate and setting the inven-
tory risk warning in many aspects. We use the test sample to
test the trained network and compare the effect of the
improved neural network algorithm with the traditional RBF
network, as shown in Figure 8.
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Figure 8: Comparison chart of prediction effect.
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With the rapid development of mobile communication technology, the data transmission rate of mobile communication has been
significantly improved and emerging Internet of things applications need a lot of computing resources to meet their own
computing needs. However, the existing intelligent terminals have limited computing power and cannot meet the low-latency
computing requirements with limited energy consumption. Mobile edge computing technology is considered to be one of the
technical solutions that can efficiently solve this problem. Through mobile edge computing technology, intelligent terminals
can actively divert some computing tasks to the computing servers deployed in edge network nodes and return the computing
results to intelligent terminals after the edge computing servers have finished computing, thus greatly reducing the computing
delay of users. In this paper, aiming at multiple edge server networks, combined with dual-connection technology, based on
the research of a single edge computing server network, it is further extended to two edge computing servers and a joint
optimization problem of computing task allocation and security performance requirements of intelligent terminals and edge
computing servers is proposed, so as to minimize the global time delay for completing the computing tasks of intelligent
terminals. By layering the problem, this paper proposes a corresponding algorithm, which can efficiently obtain the optimal
solution of the initial problem. Compared with the linear search algorithm, the algorithm proposed in this paper can
significantly reduce the computation time.

1. Introduction

With the wide application of the computer network and
information confidentiality and authentication, network
security and protection have attracted more and more atten-
tion from all walks of life. A password is a key technology in
information security and plays a very important role in infor-
mation security [1]. The certificateless signcryption scheme
combines the advantages of certificateless cryptosystem and
signcryption, which can not only complete the functions of
signing and encrypting messages in the same logical step at
a lower communication cost but also avoid the storage prob-
lem of the public key certificate in the public key infrastruc-
ture and the key escrow problem in the identity-based

cryptosystem. Huge digital data are stored in computer
databases and then transmitted between cumbersome com-
munication networks. Without the protection of security
technology, these data will be easily intercepted in the trans-
mission process, which will lead to the leakage of secrets and
the risk of data being extracted or copied in storage [2]. Cryp-
tography is the key technology to ensure information security
and network security and plays an important role in the field
of information security.

Firstly, this paper deeply studies the mobile edge comput-
ing service deployment and information interaction mode in
the multiterminal multi-intelligent base station environment
and designs the system architecture and resource manage-
ment algorithm based on multibase station cooperation.
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The characteristics of all kinds of mobile terminal tasks are
abstracted as ordered vectors, and the characteristics and
signal transmission rate of each component of the system
are quantified. The optimization problem of overall task pro-
cessing delay is decomposed into two parts: calculating delay
and transmission delay, which are modeled separately. The
optimization algorithm based on the genetic algorithm is
combined with the resource management algorithm based
on multibase station cooperation. Further considering the
scenario of multiple intelligent terminals and a single edge
server, how does the edge server choose intelligent terminals
to provide computing services with limited energy resources
[3]? Aiming at the abovementioned problems, this paper
proposes an accurate and effective algorithm to find the opti-
mal intelligent terminal selection scheme and a large number
of simulation results prove the accuracy of the proposed
algorithm [4]. By layering the problem, this paper proposes
a corresponding algorithm, which can efficiently obtain the
optimal solution of the initial problem. Compared with the
linear search algorithm, the algorithm proposed in this paper
can significantly reduce the computation time.

Although the mobile edge computing technology has all
the abovementioned advantages, due to the data transmis-
sion between the intelligent terminal and the edge server, it
is necessary to jointly optimize the wireless resource alloca-
tion and computing resource allocation in order to obtain
an effective computing diversion scheme. In view of the scar-
city of wireless network resources and the problems of appli-
cation efficiency, the importance of network resource
allocation utility can be improved. Further solve the scenario
limitations of existing wireless network resource allocation
methods. On this basis, the general efficient wireless network
resource allocation architecture adopts the utility-based
resource allocation strategy algorithm, which has strong sce-
nario adaptability and high utility. This paper further con-
siders the security problems in edge computing while
considering the uplink and downlink transmission and indi-
rectly reflects the security degree of computing diversion
data by quantifying the security overflow probability defined
in the physical layer security. Through three scenarios, the
amount of uploaded data, and energy distribution of intelli-
gent terminals, the overall delay is divided into two parts:
edge server processing delay and local computing delay, in
which the server processing computing time is equal to the
sum of uplink and downlink transmission delay and com-
puting delay. By jointly optimizing the flow scheduling and
energy distribution of intelligent terminals, the total delay
consumed by intelligent terminals in completing computing
tasks is minimized [5]. Although the joint optimization
problem in this scenario is a nonconvex optimization prob-
lem, by exploring and utilizing the convex optimization
characteristics of the energy allocation subproblem, this
paper decomposes the joint optimization problem into the
bottom-level problem and the top-level problem to be opti-
mized and solved, respectively. Compared with the heuristic
algorithm, the accuracy of the algorithm proposed in this
paper is verified. Through a large number of data tests and
simulations, the effectiveness of the algorithm proposed in
this paper is verified.

2. Related Work

At present, the research on mobile edge computing is rela-
tively scarce and mainly focuses on computing migration.
However, it has been widely regarded as the development
direction of mobile cloud services and has initially laid a
foundation for the implementation of subsequent projects.
The edge computing technology can not only reduce the
computing delay of intelligent terminals and improve the
utilization rate of resources but also meet the requirements
of large-scale device access in the 5G era, and the business
sinks to the edge to relieve the pressure of the core net-
work [6].

Li et al. studied binary computing diversion of a single
user in a random wireless channel. A decentralized binary
computing distributary game method is proposed [7]. Zhao
studied the joint optimization of multiuser binary comput-
ing diversion decision and resource optimization [8]. Zhu
et al. studied the problem of maximizing the computing rate
of binary computing with wireless power supply. This paper
analyzes the energy delay dynamic shunting balance of
mobile edge computing technology with energy collection
devices and proposes an incentive compatible auction mech-
anism for resource transactions between mobile devices and
cloud base stations to stimulate binary computing shunting
[9]. Wen-He et al. proposed a strategic computing diversion
algorithm based on the deep Q network, which is used to
learn the optimal binary computing diversion strategy in a
superdense network [10]. Chu and Leng used the dynamic
voltage scale to study partial calculation shunt. An energy-
efficient resource allocation scheme is proposed based on
the edge calculation part to calculate the diversion. Consid-
ering the application with limited resources, the energy-
saving part of wireless resources and computing resources
is jointly optimized to calculate the shunting method,
through wireless energy transmission [11]. Wang et al. pro-
posed a joint optimization scheme of the edge computing
system based on full-duplex relay wireless power supply
and proposed a joint optimization method of energy con-
sumption and delay based on fog computing [12]. Yang
et al. put forward a strategy called PRIMAL, which selec-
tively migrates computing tasks to their best location, con-
siders the benefits and costs of migrating users’ tasks to the
appropriate mobile edge cloud according to their location,
and optimizes the tradeoff between migration benefits and
migration costs. However, this document designs a real-
time model to calculate each computing task separately,
which will bring a lot of overall task processing delay [13].
Li et al. introduced mobile edge computing into blockchain,
taking edge computing as the network startup factor of
mobile blockchain. Literature has exhausted the resource
management and pricing of mobile edge computing to sup-
port the application of mobile blockchain. Among them, the
mining process of miners can be migrated to edge comput-
ing service providers [14]. Alferaidi et al. have optimized
the algorithm overhead. In order to reduce the transmission
time of the program status on the system network, the
mobile edge cloud is designed as a tree hierarchy of geo-
graphic distribution servers. Firstly, the scenario that each
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layer of the mobile edge cloud has only one server is consid-
ered, and then, the workload placement decisions of differ-
ent mobile edge cloud servers are summarized together. At
the same time, a workload allocation algorithm is proposed,
which determines which mobile edge cloud service the
mobile program is placed on and how much computing
power is provided for it. However, despite the optimization
of the algorithm overhead, the running process of these algo-
rithms still needs to take up a certain amount of computing
time for mobile applications. If large-scale user migration or
large-scale computing tasks occur, the overhead of real-time
algorithms will be one of the main obstacles to the develop-
ment of delay-sensitive mobile applications [15]. Koo and
Lim proposed an implementation scheme of block flow
application, which can remotely retrieve the application
from the server as required and run it locally on the Internet
of things device. In particular, after investigation, it is found
that the design of computing diversion based on edge com-
puting is closely related to mobile data diversion based on
the wireless network [16]. Song et al. put forward a method
to find the best diversion strategy based on learning by using
the energy collection system to supply power to data. The
new paradigm based on Hong Jizhan double-join technology
is applied to efficient data streaming [17]. Wang and Xu pro-
vide a scheme for data distribution in the Internet of vehicles
to use edge computing servers for effective storage [18].

However, none of the abovementioned studies have con-
sidered the problems existing in wireless transmission. Based
on this problem, this paper decomposes the joint optimiza-
tion problem into the bottom-level problem and the top-
level problem and optimizes them. Compared with the heu-
ristic algorithm, the accuracy of the algorithm proposed in
this paper is verified.

3. Multireceiver Signcryption without
a Certificate

3.1. Bilinear Pair. A bilinear pair is also called bilinear map-
ping, and its predecessor is the Weil pair and Tate pair on

the algebraic curve. They are mainly used in cryptography
to attack the elliptic curve or hyperelliptic curve cryptosys-
tems. It is mainly used to provide a higher access rate for
users. Cooperative networking of base stations can not only
increase the coverage of base stations but also facilitate the
concentration of base station resources, thus serving more
users. Double-connection technology mainly involves two
different base stations covered by two different cells, macro
cell and smaller cell [19]. The downlink transmission system
model is shown in Figure 1.

The intelligent terminal uploads some computing tasks
to the edge computing server for computing, and during
the transmission, it is eavesdropped by a potential malicious
eavesdropper. Dual connection (DC) means that the mobile
phone can simultaneously use the wireless resources of at
least two different base stations (divided into the master sta-
tion and slave station) in the connected state. The dual con-
nection introduces the concept of “shunting bearer,” that is,
the data is shunted to two base stations at the PDCP layer.
The PDCP layer of the master station user interface is
responsible for PDU numbering, data shunting, and aggre-
gation between master and slave stations. Through the
dual-connection technology, the intelligent terminal can
transmit data with Hong Jizhan and a small base station at
the same time, so it is particularly important to divide the
data between Hong Jizhan and a small base station reason-
ably according to its own location, channel condition, and
security performance requirements [20].

According to the principle of physical layer security, the
security throughput that the terminal can upload to the edge
server is shown in formula (1).

Csec
iB = Wb log2 2 pibgib

nb

� �
−WB log2 2 pibgiE

nE

� �� �
: ð1Þ

WB is the bandwidth of the edge server, and pib repre-
sents the channel gain from the intelligent terminal to the
edge server and eavesdropper. Because of the randomness

Upstream transmission channel

Down link transmission channel

Edge server

Down link eavesdropping
channel

Upstream eavesdropping
channel

Malicious eavesdropper

Intelligent terminal

Figure 1: Downlink transmission system model.
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and uncertainty of the eavesdropper’s location, we cannot
get the exact value of its channel gain. Assuming that the
channel gain from the intelligent terminal to the eavesdrop-
per obeys the exponential distribution with a constant mean
value and given a fixed shunting rate from the intelligent ter-
minal to the eavesdropper, the throughput of uplink trans-
mission can be obtained as shown in formula (2).

xiB =WB log2 1 − pib
gib

1 + egib/gie
� �� �

,

Pout = pr xiB WB log2jð Þ 1 − pib
gib

� �
+WB log2 1 + pib

giE

� �� �
:

ð2Þ

There are two key parameters in the abovementioned
formula, one is the security overflow probability of intelli-
gent terminal, and the other is the strength of the eavesdrop-
ping channel. With the increase of throughput, the overflow
probability decreases, which means that it is a relatively
relaxed security protection environment. The security over-
flow probability of intelligent terminals increases with the
decrease of overflow probability, which means that the abil-
ity to withstand eavesdropping is stronger at this time [21].
The time taken to upload the computing task to the edge
server in this paper represents the uploading speed of the
intelligent terminal, as shown in formula (3).

PiB =
xiB 1 + cibð Þti

gib − 2WB 1 − cibð Þ : ð3Þ

After calculating the task distributed by the intelligent
terminal, the edge server returns the calculation result to
the intelligent terminal. In this model, it is assumed that

the intelligent terminal will compress the data of the calcula-
tion task. In this model, the downstream security throughput
can be expressed as shown in formula (4).

Csec
Bi = WB log2 1 + pib

gib

� �� �
: ð4Þ

We set the safe overflow probability as shown in
formula (5).

xBi =WB log2 1 − 1 − egib/αsec
� �

1 + αsecð Þ� �
: ð5Þ

Next, this paper models the global delay of the intelligent
terminal. The overall time includes two parts: calculation delay
and transmission delay. The downlink transmission power of
the edge server is shown in formula (6).

PBi =
nE2sin

E/WB

GBi
− nE2sin

E/WB
: ð6Þ

3.2. Fog Computing and Cloud Computing. Mobile edge com-
puting allows the data needed by mobile terminal computing
tasks to be processed at the edge of the mobile network with-
out further migration to mobile cloud. The components of the
mobile edge networkmainly include the following: mobile ter-
minal equipment, mobile edge equipment, mobile edge com-
puting server, and mobile edge computing intelligent base
station. These components need to have corresponding com-
puting power and storage capacity to support mobile edge
computing. In a word, mobile edge computing does not need
the active assistance service of the cloud and it focuses more
energy on the edge of mobile cloud. Mobile cloud integrates
all the advantages of mobile computing, cloud computing,
and mobile Internet, while mobile cloud can provide

Receiving terminal

Cloud data and computing center

Fog layer

Mobile terminals and sensors

Figure 2: Schematic diagram of the fog computing structure.
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corresponding resources for mobile terminals according to
their needs. In the MCC infrastructure, the centralized cloud
server cluster is far away from the mobile terminal equipment,
so the computing efficiency of MCC is low in the environment
with high computing pressure. Fog computing can support
most common connection devices on the market [22]. The
structure diagram of fog computing is shown in Figure 2.

Fog computing is characterized by its distributed
architecture, in which data are collected and processed by
distributed fog computing devices from different sensors.
Compared with cloud computing far away from mobile ter-
minal users, fog computing greatly reduces system latency.
However, FOG computing has certain limitations because
of its dependence on wireless connection. In order to ensure
the execution of complex operations, wireless connection
has high requirements for real time. However, in the mobile
edge computing environment, the intelligent computing,
communication capability, and data processing capability
are node based, rather than the hierarchical network of fog
computing, so the development trend of mobile edge com-
puting in 4G and future 5G networks is on the rise. The
radio resources in MEC resource management mainly
include power and subchannels. The power refers to the
uplink transmission power of the terminal equipment when
the user unloads the task data. The uplink transmission
energy consumption is calculated as the product of uplink
transmission power and uplink transmission delay, and the
uplink transmission delay is also affected by uplink trans-
mission power, so the uplink transmission power affects
the uplink transmission energy consumption. Subchannels
are obtained by evenly dividing the system bandwidth,
which can be understood as different frequency bands. The
bandwidth of the subchannel affects the uplink transmission
rate and then affects the uplink transmission delay and the
uplink transmission energy consumption. In addition, when
considering the MEC system with multiple base stations,
intercell interference should be considered, that is, users occu-
pying the same subchannel in different cells will interfere with
each other. Interference will reduce the uplink transmission
rate and increase the transmission delay and energy consump-
tion. Therefore, it is necessary to allocate channels reasonably
for users and reduce intercell interference.

3.3. Security Model. The mobile edge computing intelligent
base station proposed in this paper has both computing
function and storage function, so the intelligent base station
needs to schedule computing tasks and data caching tasks
according to the current situation of each mobile terminal
and its own service. If the control unit receives a computing
task request, the function of the control unit is to determine
the execution location of the computing task. If the control
unit receives the data request required by the task, the func-
tion of the control unit is to determine whether the data
needs to be cached and where it is cached. In the certificate-
less cryptosystem, adversaries are divided into type 1 and
type 2. According to the types of adversaries, confidentiality
and unforgeability games are divided into two types. There-
fore, the function of the computing unit is to calculate the
computing tasks requested by some mobile terminals cov-

ered by the mobile edge computing intelligent base station
according to each collaborative resource management algo-
rithm, so as to reduce the pressure of computing load in
the mobile cloud. In this paper, the global enumeration
method is used to solve the original problem type 1. The
computing speed of the intelligent terminal is 120Mbps,
the upper limit of energy consumption is 4 J, the compres-
sion rate is 0.25, and the computing power consumption
and the computing power consumption of the server are
both 0.1.

3.3.1. Simultaneous Comparison. When the local computing
speed of the server is different (15Mpbs and 30Mpbs), the
minimum transmission delay solved by the global enumera-
tion algorithm is shown in Figures 3 and 4.

The comparison is about the optimal uplink transmis-
sion power and the change under different calculation tasks.
All the abovementioned results show the consistency
between our proposed algorithm and enumeration method,
which also shows the accuracy of this algorithm from the
side. In order to model the problem, this paper considers
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introducing a binary variable to indicate whether the server
selects the intelligent terminal for access. In this paper, the
problem of maximizing edge server revenue represents the
total transmission delay of all intelligent terminals, including
uplink transmission delay and downlink transmission delay.
The purpose of this problem is to solve the problem of max-
imizing revenue by reasonably selecting users’ access under
the limitation of time slot and energy consumption. The
efficiency of this scheme is compared with other proposed
certificateless multireceiver signcryption schemes, and the
comparison results are shown in Table 1.

In the actual network transmission, the communication
between devices is very complicated and different intelligent
terminals have different security requirements and different
energy consumption restrictions, which lead to different data
splitting strategies for computing tasks. Because of the coex-
istence of edge computing technology and dual-connection
technology, the resource allocation between the intelligent
terminal and a single edge server becomes the resource allo-
cation among multiple computing members, which further
increases the difficulty coefficient of the already complicated
problems, so it is even more necessary for this paper to allo-
cate computing resources reasonably.

4. Simulation and Result Analysis

4.1. Unloading Decision Subproblem Analysis. Before the
closed expression of the power optimization strategy and
computing resource allocation is obtained, this paper adopts
the particle swarm optimization algorithm to optimize by
iterative search and defines fitness function to evaluate the
solution. The algorithm starts iterative search from an ini-
tialized population, which contains several particles, and
each particle has three attributes, namely position, speed,
and fitness value. The position coordinate of each particle
is a candidate solution of the problem to be solved, while
the velocity of the particle controls the update of the particle
position, and the fitness value is used to evaluate the solu-
tion. After many iterations, the optimal solution corre-
sponding to the optimal position of all particles is found.
The setting of inertia weight plays a key role in the perfor-
mance of the algorithm. Each particle converges according
to its updated speed. When the inertia weight is set larger,
the algorithm has better global search ability but the conver-
gence speed will slow down. If the inertia weight is set
smaller, the algorithm will have stronger local search ability
but this will also lead to the search easily falling into local

optimum. The inertia weight of the particle swarm optimiza-
tion algorithm is closely related to the size of population,
spatial dimension, and the decline rate of inertia weight.
Through the experimental study of several representative
functions, the results show that properly changing the inertia
weight can quickly converge, improve the search efficiency,
and avoid falling into local optimization. In order to coordi-
nate the ability of global search and local search, this paper
uses the nonlinear decreasing adaptive inertia weight scheme
and its formula is shown in (7).

w tð Þ = wstart
t

− wend −wstartð Þ: ð7Þ

Table 1: Comparison of this scheme with other schemes.

Program The time of the signcryption process (ms) The time of the decryption process (ms)

A bilinear pairing operation 29:63n + 99:425 232.428

A dot multiplication operation on intrusion detection 15:62n + 99:384 83:86n + 180:362
Addition operation on an intrusion detection 23:66n + 88:241 135.328

An exponentiation on intrusion detection 26:25n + 76:634 134.248

Scheme of this paper 4:26n + 61:265 118.823
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t represents the current evolution algebra, and wstart and
wend represent the maximum and minimum inertia weight,
respectively.

Inertia weight decreases with the increase of evolution
points and decreases slowly in the early stage of iteration
and rapidly in the late stage of iteration. This makes the
algorithm have a large inertia weight in the early stage of
iteration to enhance the global search ability, while in the
late stage of iteration, the inertia weight is small and the
local search ability is enhanced, which improves the search
accuracy and accelerates the convergence speed. As shown
in Figure 5.

It can be seen in Figure 5 that the unloading decision
variables are binary variables from 0 to 1, so this paper uses
the binary particle swarm optimization algorithm to solve
the problem, when the global optimal delay decreases and
the calculation amount of optimal upload increases. The
abovementioned results are reasonable. When the intelligent
terminal’s own security performance is relatively loose, the
intelligent terminal can upload more workload to the server
by taking advantage of computing split, and then, the overall
optimal delay will decrease.

4.2. Optimal Diversion Scheme for Multiuser Scenarios. Edge
computing is a computing facility that deploys data
resources outside the data center and close to users. Through
this facility, a series of network devices link edge computing
devices to users or processes, such as the Internet of things.
Therefore, the deployment of edge computing devices does
not have the physical security of the data center and cannot
adopt the access, network, and data security measures
applied by the software or hardware residing therein. The
security challenge of edge computing is to provide the addi-
tional security required to make the security of edge com-
puting facilities meet the security and compliance of data
center standards. In many cases, this means that it is neces-
sary to securely access edge computing devices. Whether it is
physical access or through the user interface, some key secu-
rity measures must be taken. For each intelligent terminal,
the binary particle swarm optimization algorithm can be
used to solve its optimal security computing diversion strat-

egy. In this section, from the point of view of the edge comput-
ing server, this paper mainly studies how the edge computing
server selects the access of an intelligent terminal under lim-
ited computing resources and a certain time limit and makes
use of the edge server to maximize its own revenue under
the condition of limited channel time slots and limited energy
consumption for transmission and computation.

In order to maximize the revenue, this section will study
the influence of eavesdropping intensity on the optimal
diversion scheme, setting the eavesdropping intensity at
0.2, and changing it within the interval ½10−7, 9 × 10−7� to
verify the minimum transmission delay and the influence
of the optimal diversion scheme. By using the method of
comparative analysis, two datasets are set as 10−7 and 3 ×
10−7. The comparison results are shown in Figure 6.

It can be observed in Figures 6 and 7 that when the
eavesdropper’s eavesdropping intensity on the user
increases, the global optimal transmission delay increases,
while the optimal upload workload decreases. This result
is reasonable, because as the channel strength of the eaves-
dropper to the user increases, it means that the eavesdrop-
per’s eavesdropping ability is increasing. At this time, the
environment in which the intelligent terminal is located
is unsafe, so the calculation workload of uploading should
be reduced and the risk of being eavesdropped should be
lowered. Therefore, the optimal uploading workload is
decreasing, which leads to the increase of the delay of
the intelligent terminal.

Through qualitative analysis, this paper proposes a joint
intelligent terminal computing task splitting, wireless
resource allocation (including time delay and energy con-
sumption), and security overflow probability to minimize
the overall time delay of the system. The main goal of this
paper is to minimize the overall time delay (including trans-
mission time delay and calculation time delay) under the
limited energy consumption budget while completing the
computing task of the intelligent terminal and meeting the
security requirements of the intelligent terminal. Based on
the consideration of eavesdropping, this paper also puts
forward the concept of overflow probability, that is, the
transmission rate of the intelligent terminal when actually
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distributing data is less than the probability that the intelli-
gent terminal allocates the data transmission rate to the edge
server. Finally, by comparing various situations of each layer,
we can find the global optimal solution and finally solve the
initial optimization problem. Finally, the accuracy of this
algorithm is verified by comparing with other heuristic
algorithms.

5. Conclusions

Traditional intrusion detection systems have some problems
in the detection algorithm and decision-making control
mechanism. In the field of game theory, there are already a
set of mature theories and methods to solve the problem of
competition and mutual influence among people with differ-
ent goals in the same system. These methods have been suc-
cessfully applied in many fields such as political economy,
decision theory, and control theory.

In order to improve the accuracy of the intrusion detec-
tion system, it is necessary to analyze the attacks on network
layer routing, data link layer, transport layer, and application
layer and the layers need to cooperate with each other. Based
on the mobile edge computing technology, this paper puts
forward the security computing diversion strategy in two
scenarios and obtains a series of research results. A multire-
ceiver cryptosystem can send the same ciphertext to multiple
receivers, which is more efficient than encrypting the same
message and then sending the ciphertext to the correspond-
ing receivers. Firstly, this paper combines the advantages of a
multireceiver cryptosystem and signcryption cryptosystem
and constructs a certificateless multireceiver signcryption
scheme, which realizes that each independent receiver in
the designated multireceiver can recover the message.

This paper still has some limitations. Because of the
complexity of network information, it is difficult to deter-
mine the parameters in the revenue function. How to com-
bine the fuzzy game theory with fuzzy control and
multiobjective evaluation methods to improve the accuracy
of the intrusion detection decision control model is also
the next task to improve the intrusion detection system
based on the game theory.
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With the rapid development of smart cities, intelligent navigation, and autonomous driving, how to quickly obtain 3D spatial
information of urban buildings and build a high-precision 3D fine model has become a key problem to be solved. As the two-
dimensional mapping results have constrained various needs in people’s social life, coupled with the concept of digital city and
advocacy, making three-dimensional, virtualization and actualization become the common pursuit of people’s goals. However,
the original point cloud obtained is always incomplete due to reasons such as occlusion during acquisition and data density
decreasing with distance, resulting in extracted boundaries that are often incomplete as well. In this paper, based on the study
of current mainstream 3D model data organization methods, geographic grids and map service specifications, and other related
technologies, an intelligent urban 3D modeling model based on multisource data point cloud algorithm is designed for the two
problems of unified organization and expression of urban multisource 3D model data. A point cloud preprocessing process is
also designed: point cloud noise reduction and downsampling to ensure the original point cloud geometry structure remain
unchanged, while improving the point cloud quality and reducing the number of point clouds. By outputting to a common 3D
format, the 3D model constructed in this paper can be applied to many fields such as urban planning and design, architectural
landscape design, urban management, emergency disaster relief, environmental protection, and virtual tourism.

1. Introduction

Cities are the most information-intensive, most frequently
changing, and most important area on the earth’s surface,
and urban 3D information plays an increasingly important role
in urban planning, urban changemonitoring, public safety, and
other fields [1]. The application of two-dimensional data as the
main body can no longer meet the needs of various profes-
sional applications in cities, and a more intuitive, WYSIWYG
3D spatial data is gradually becoming a new and enthusiastic
data expression for customers, which will become the core data
of digital cities and even digital earth [2]. The existing fine-
grained 3D city modeling techniques mainly include two cate-
gories of manual interactive modeling based on multiple data
sources and semiautomated modeling based on images or
laser-scanned dense point clouds [3]. Thus, urban 3D model-
ing is highly valued as an important means to obtain or pro-
duce 3D spatial data [4]. It is an essential and important part

of the construction of the digital city infrastructure frame-
work [5].

As an important part of smart cities, the fine 3Dmodels of
buildings play an important role in urban planning and emer-
gency command [6]. The commonmethod of 3D information
acquisition in the past was to use measuring equipment to col-
lect data of points and surfaces of target objects, but the disad-
vantages of this method are that the collection of 3D data is
time-consuming and particularly inefficient, the operation is
too cumbersome, and the collected data are easily affected by
the complexity of the surface [7]. Traditional surveying and
mapping techniques mainly acquire building surface informa-
tion by means of single-point measurements through measur-
ing instruments such as latitude and longitude instruments
and total stations, which have long data collection cycles and
high costs, and the acquired 3D coordinate points are not
dense enough, making it difficult to meet the needs of rapid
construction of smart cities [8]. Intelligent city 3D modeling
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model refers to the establishment of a city information model,
which collects, organizes, and summarizes information from
every corner of the earth and establishes a complete informa-
tion model according to the geographical coordinates of the
earth and connects them with a network, so that everyone
on the earth can quickly, completely, and graphically under-
stand the macro- and microconditions of the earth and give
full play to the role of these data.

Various types of 3D model data (tilt photography models,
point clouds, finemodels, etc.) with different accuracy represent
different levels of detail in the expression of the real world and
are applied to urban 3D scenes at different spatial scales [9].
In order tomeet the current growing public demand for geospa-
tial location services, multisource data point cloud algorithms
are gradually developed from dimensional to dimensional and
even the current popular dimensional direction with the sup-
port of computer science and technology and virtual reality
technology [10]. For users, the representation of the objective
world in 3D city models can convey a more realistic and direct
feeling, enabling them tomakemore accurate analysis and deci-
sions. The description of building complexes is becoming more
andmore detailed, modeling building types from simple rectan-
gles to universally meaningful spires, herringbones, and flat-
topped polygons to complex and unique building models, thus
allowing for a more detailed depiction of building structures
and gradually increasing the measurable accuracy of the model.
Laser point cloud data is collected by laser scanning equipment,
which uses the principle of laser ranging to obtain the relative
coordinate information of a point on the surface of an object.
Since the laser scanner has only a limited scanning angle and
the mutual occlusion of different parts of the scanned object,
in practical application, we must scan the object from different
angles and then transform the scanned multiple point clouds to
the same coordinate system and merge them into a complete
point cloud model. Along with the continuous development
of geospatial science and technology, the promotion of intelli-
gent urban 3D model based on multisource data point cloud
algorithm will lead the mapping field to a more modern direc-
tion, so that it can better serve the development of national eco-
nomic construction, which will surely bring rich economic and
social benefits in the near future.

The innovation points of this paper are as follows.

(1) Compared with the traditional modeling means,
based on the multisource data-based point cloud
algorithm proposed in this paper, it can significantly
reduce the labor cost and improve the modeling effi-
ciency, thus providing technical support for the cor-
responding engineering construction

(2) Point cloud data, due to its fast acquisition speed and
high accuracy with the advantage of real relative
position, can be applied to intelligent city 3D model-
ing to present the spatio-temporal transformation of
the earth and its related social activities as well as the
environment virtually in the form of data through
computer technology, so that it can serve human
social activities

(3) The research results will promote the construction of
digital city 3D spatial data infrastructure, so that it
can be more widely used in many fields such as urban
planning and design, architectural landscape design,
urban management, emergency disaster relief, envi-
ronmental protection, and virtual tourism

2. Three-Dimensional Modeling of Intelligent
City Based on Multisource Data Point
Cloud Algorithm

2.1. Regular Shape True Three-Dimensional Model Method.
Intelligent city 3D modeling based on multisource data point
cloud algorithm is to use 3D data to model the real 3D
objects or scenes in the computer and finally realize the sim-
ulation of real 3D objects or scenes on the computer. The
digital surface model of the city generated by the point cloud
is superimposed on the orthophoto image, and combined
with the field survey information, the height of the building
is measured from different angles several times to obtain the
arithmetic average worth to the real height information of
the building and its top obvious shape as marked by the blue
rectangle box in the figure, to carry out accurate modeling.
The alignment process of multisource data point cloud data
is shown in Figure 1 below.

True 3Dmodeling with regular shape mainly refers to tex-
ture acquisition for the purpose of this modeling, and the tex-
ture information is used as first-hand information for texture
recovery of the model or becomes texture mapping.

Firstly, for true 3D modeling of features with regular
shapes, the feature point cloud data is usually imported into
the relevant CAD software. Defining the sketch plane is to
determine the reference plane for establishing a 2D sketch,
and the sketch plane is usually one of the faces of the object.
In order to establish the mapping relationship between the
point cloud data and the image data, the conversion parame-
ters between the scanner coordinate system and the camera
coordinate system are determined first. In addition to having
fixed x-y coordinates, elements on a 2D grid can actually have
infinite expansion in the vertical direction, so a 2D grid can
express 3D information. A grid cell represents a 3D voxel with
infinite expansion in the vertical direction, while a grid point
represents a vertical line segment passing through the point,
and the length of the vertical line segment is the value of the
z coordinate of the point. In order to compare the difference
between MFPFH and each point FPFH, the feature points
are selected by calculating a distance metric. The most com-
monly used distance metrics are Manhattan and Euclidean,
etc., which are formulated as follows:

Manhattan : dm = 〠
f

i=1
pi − uij j,

Euclidean : de =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
f

i=1
pi − uij j2

vuut :

ð1Þ

dm, de:And Manhattan Euclidean distance measure
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pi, ui:FPFH and MFPFH values for the ith subinterval
f :Number of neutron intervals in histogram.
By defining and storing some basic geometric forms in

advance in the computer running the modeling system, the
set of basic voxels or deformation operations produce more
complex object models according to the actual needs. When
the Euclidean distance is greater than the threshold, the
point is considered to be a feature point; otherwise, it is a
nonfeature point, and the screening formula is as follows:

pi =
True, dm > σh,

False, dm < σh:

(
ð2Þ

σh:Threshold value
Pi:A point in the set of points P.
When the surface Hermitian data samples of two grid

points connected by a grid edge belong to unused layers, the
vertical wall connecting these two layers also divides their pro-
jected images in the x-y plane. Before selecting the initial four
points, first l points are randomly selected from the target
point set, which is controlled by setting the minimum distance

between any two points, and the minimum distance between
any two points satisfies the following equation:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xpi − xpj
À Á2 + ypi − ypj

� �2
+ zpi − zpj
À Á2r

> d: ð3Þ

d:Minimum distance threshold.
Most of the urban monolithic buildings have floors, and

the CSG and B-rep expressions of the monolithic building
3D modeling, which is the hierarchical combination expres-
sion of the monolithic building model, are shown in Figure 2.

Secondly, in the point cloud processing module in CAD
software, the 3D of the feature in any direction and angle can
be displayed, so the contour lines of the feature are extracted
using manual capture. The premise of multipoint cloud
fusion is to clarify the superior information and complemen-
tary needs of different point clouds. That is, a sketch of
object contours is drawn based on the contours projected
by the defined sketch reference plane. Since we mainly aim
to obtain the basic CSG elements of a single building, we
are able to obtain the building CSG elements by decompos-
ing them according to the principle of combining the shapes
of building components and the overall shape of the build-
ing. Based on the base geographic grid model, the mapping
relationship between multisource 3D model data and the
base geographic grid model based on location and spatial
scale is established. And the coding of the base geographic
grid unit is used to uniquely identify the multisource 3D
model data, and the geographic grid is used as the basic unit
to express the spatial scope and spatial scale where the 3D
model is located. For this purpose, the candidate point sets
in point set P are constructed separately, and the candidate
point sets in Q are constructed as follows:

C = ci ci = pi, qi1, qi2, qi3,⋯, qik, 1 ≤ i ≤ 4h ijf g: ð4Þ

ci:ith point
pi:Candidate point set
k:Number of candidate points.
Finally, the creation of a true 3D model of the feature can

be done in the sophisticated CAD modeling module. The
rigid body transformation is obtained by minimizing the fol-
lowing error function:

E = 〠
m

i=1
Rpi + t − qcik k2, pi ∈ P, qci ∈Q: ð5Þ

The shape and size of the object outline sketches drawn
above are edited and rectified to obtain accurate outline
shapes. The geometric shape model of the single building is
abstracted, and then, the single building is decomposed
according to certain rules, the purpose of which is to obtain
simple and basic building CSG elements by decomposing the
single building. The geometric features of point cloud data
mainly refer to the points, lines, and surfaces that can reflect
the geometric shape and texture characteristics of the target
object, and these geometric features are the basis of 3Dmodel-
ing, running through the whole process of 3D modeling and

Axis, intersection,
curvature

Geometrical
characteristic Semantic feature

Similarity
measurement

Associative
relation

identification

Calculate conversion
parameters

Feature-based
registration of

multi-point cloud

Precise point cloud

Figure 1: Multisource data point cloud data registration process.
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affecting the accuracy and credibility of each step. Construct-
ing solid geometry is to make use of the basic geometry we
are familiar with through Boolean operations to construct
interesting volumes and spaces. On the one hand, it has a
unique architectural language on the facade, and on the other
hand, it constructs a nontraditional curved interior space. The
concept of constructing solid space can increase the sense of
hierarchy of the whole building and emphasize the clarity
and systematicness of the design idea, by eliminating the
inconsistency of spatial datum, scale, and semantic expression
between different point clouds, such as the conflict of spatial
location, structural semantics, and topological relationship,
in order to achieve accurate data and minimum redundancy.
The mapping relationship between the 3D model and the
benchmark geographic grid cells is constructed according to
the accuracy of the 3D model, to describe the relationship
between the multisource 3D model data in terms of the adja-
cency and association relationships between the grid cells.

2.2. True Three-Dimensional Modeling Method of Irregular
Shape. Three dimensional laser scanning has the characteris-
tics of high efficiency, high precision, high security, and
automatic operation. The high efficiency is reflected in the
fact that the 3D laser scanner can shoot millions of points
per second and quickly form spatial information images.
Compared with the traditional manual measurement
method, it greatly saves man hours. High precision which
is reflected in the past manual measurement is often in the
form of point to area. The three position laser scanner is
equipped with a precision sensor, which can adjust the reso-
lution to meet the accuracy requirements of the project. It
can also make space imaging, form the coordinates of space
points, and form a more delicate display of the target. The
application of laser 3D scanning data depends on the quality
of the point cloud data modeling, at present for the point
cloud data true 3D modeling which has been the focus of
research in the application of laser scanning data. In 3D
modeling, the main problem is to model irregular shapes
in true 3D and make the drawn model have a three-
dimensional and realistic feeling, to achieve the ideal visual
effect; at the same time, we also need to organize the data,
reduce the storage space, facilitate the transmission of data,
and speed up the display speed. The display of 3D graphics

includes geometric transformation, projection transforma-
tion, shear transformation, and view area transformation.
The process is shown in Figure 3.

First, the point cloud units are dispersed into the 3D
ellipsoid by using the basis function to interpolate the long
places in the multidimensional space, with the interpolation
center point as the center of the sphere and the support
domain as the radius to build the ellipsoid. After the rigid
body transformation of P, the center of mass of P should
be the same as the center of mass of S. Therefore, we first cal-
culate the centers of mass of P and S as follows:

�P = 1
m
〠
m

i=1
pi,

�s =
1
m
〠
m

i=1
si:

ð6Þ

Using stereo image data and digital photogrammetry, we
obtain the coordinates of feature points based on the interre-
lationship between images to build a digital surface model
and then build a building model by texture mapping. We
have previously converted all point cloud data projections
into 2D regular grid, given a quadtree cell c in 2D regular
grid, the set of surface Hermitian points of all grid points
in c is denoted as S, and the set of boundary Hermitian
points of initial grid edges on c is denoted as B. The focus
is to find the interpolation center and local support domain
to build the ellipsoid, and the selection of interpolation cen-
ter points. The principle is that the ellipsoid formed by the
support domain can contain all point clouds. Moreover,
the number of ellipsoids obtained is most appropriate when
the overlap of the support domains is greater than a thresh-
old value. The unified description rules of multisource 3D
model information are designed to structure the expression
of geometric information, appearance information, and
attribute information, so that the multiscale reference geo-
graphic grid model is constructed to cover the spherical
geospatial space where the survey area is located. Then, the
residuals of each point are squared and summed up as the
total residuals of the whole fitted plane. The residuals from
a point to a plane aX + bY + cZ = 1 are calculated as shown
in the following equation.

Single building
with complex

shape

Geometric model
extraction of

buildings

Decompose CSG
voxels

Use B-rep
method

Hierarchical
modeling of single

building

CSG volume
group is used to

synthesize
architectural form

Figure 2: General idea of CsG/B-rep hybrid modeling for single building.
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δi =
axi + byi + czi + 1j j
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2 + c2

p , i = 1, 2,⋯, nð Þ: ð7Þ

The fitting residual of the plane is:

σ = 〠
n

i

δi
2, i = 1, 2,⋯, nð Þ: ð8Þ

Secondly, the point cloud data within the ellipsoid is
approximated by polynomial to the surface, and the local sur-
faces between adjacent perched spheres are weighted by radial
basis functions to fit, to obtain a 3D triangular mesh model.
The spatio-temporal reference and accuracy consistency pro-
cessing aims to establish a uniform point cloud model for
the whole scene, and the scale consistency processing aims to
cut down the scale differences between point clouds of differ-
ent densities and accuracies for the same target representation.
The semantic consistency processing aims to synthesize the
representation of different detail features of the same target
by different point clouds. If the inner surface of a single build-
ing is modeled in 3D, the direct consequence is the surge of
data volume. Themapping relationship between the 3Dmodel
data and the reference geographic grid cells is established
according to the spatial extent and data accuracy. Thus, it
can describe the spatial location and expression scale of 3D
model data by using the reference geographic grid unit and

complete the transformation from the scattered expression
of multisource 3D model data to the unified expression based
on the reference geographic grid unit. At the same time, it can
also use the “body” expression to introduce the octree repre-
sentation mechanism, so that it can propose a 3D data model
similar to the raster vector integration of the 2D plane. By
judging whether the angle of the local normal vectors between
two adjacent points is within the specified threshold, it is pos-
sible to determine whether these two points belong to the same
plane. The calculation method of the angle of the normal vec-
tor between discrete points refers to:

cos θ = x1x2 + y1y2 + z1z2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x12 + y12 + z12

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x22 + y22 + z22

p : ð9Þ

Finally, the surface is approximated locally by polynomials
under the constraint of the support domain. Then, normalized
RBF weighted fitting is used to form an adaptive PU implicit
surface, and another part of the function is normalized RBF-
weighted fitting to improve the adaptive PU implicit surface
to obtain a more satisfactory 3D model. A unified description
rule is designed to realize the structured expression of 3D
model information and complete the unified expression of
multisource 3D model data based on location. The top geo-
metric features of the building are measured in the orthophoto
image. The feature points of the contour lines are extracted by
the contour line extraction algorithm, but the geometric struc-
ture of these feature points is not a regular rectangular struc-
ture, so we can further regularize the initial contour lines.
When the viewpoint is close to the object, the model details
can be observed in abundance; when the viewpoint is far away
from the object, the observed model details are gradually
blurred, and the program selects the corresponding details
for display in real time according to certain conditions of judg-
ment, to avoid wasting time by drawing those details that are
relatively less meaningful. For street-level buildings or land-
mark buildings, important public buildings with local detail
features above 0.3m are represented by the model, and those
smaller than that size are expressed with the help of textures,
but the steps need to be represented in full.

3. Application Analysis of Multisource Point
Cloud Algorithm in Intelligent City
3D Model

3.1. Preprocessing Analysis of Point Cloud Data. The postpro-
cessing process of point cloud data plays the most critical role
in order to accurately express the condition of the scanned
area in order to obtain a large amount of point cloud data of
a scene in a city using a ground-based LiDAR scanning sys-
tem. The original point cloud data is collected by the 3D laser
scanning system, and its point information generally includes
3D coordinate information, point cloud texture information,
and reflection intensity information. Point cloud alignment
is used to stitch the point cloud dataset collected several times
into the same scene, and the basic principle is to find the same
name point pair and solve the transformation parameters
according to the same name point pair. The point cloud

Object coordinates

World coordinate system

Model matrix

Projection matrix

Perspective segmentation

Visual area transformation

Screen display

Observation
coordinates

Shear matrix

Normative 
coordinates

Window
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Figure 3: Display flow of three-dimensional graphics.
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dataset is selected as a point set with a sampling angle of 40
degrees for the synthetic point cloud and 20 degrees for the
other point clouds and rotated uniformly at 10-degree inter-
vals from 0 degrees and used as the alignment point set, and
the alignment results of the target point set along the parallel
and vertical directions are shown in Figures 4 and 5.

First, in the three-dimensional modeling of features, noise
point data has a great impact on the three-dimensional model-
ing of features, so as in the point cloud data modeling before
the need to eliminate noise points. In the scanning measure-
ment, external objects on the measured object caused by par-
tial occlusion, such as in the city of a building for scanning
measurement, vegetation, passers-by, etc. on the measured
object of the occlusion, resulting in the scan to obtain the mea-
sured object point cloud data in the false points and uneven
points point cloud data acquisition by the three-dimensional
laser scanner in different positions under the respective acqui-
sition, its point cloud data collected at each station is the cur-
rent attitude of the scanner. Therefore, the point cloud data
collected at each station need to be aligned to the same scene
by eliminating noise points. By finding the closest point in
the target point set for each point in the source point set to
form a homonymous point correspondence, and solving the
rigid body transformation matrix based on the principle of
least squares, the source point set is made to be close to the tar-
get point set under continuous iterative operation. In order to
reduce the complexity of the search algorithm, an effective
method is to select a smaller number of target feature points
as candidate points to reduce the search range.

The next step is to simplify the point cloud data, where
the scanner works by first performing a vertical deflection
angle of the laser beam in the vertical direction, followed
by a preset horizontal rotation with horizontal angular reso-
lution, and then a vertical deflection angle of the laser beam
in the horizontal direction. The most common strategy is to
use only those feature points that can effectively represent
the point cloud or to obtain a subset of feature points that
keep the target shape as constant as possible. In the process
of urban modeling, it is important to make full use of exist-
ing topographic maps of the city at scale and design draw-
ings of planned buildings as a data base for modeling, for
example, the inflection or fold points of boundary lines,
intersection points between surface boundaries, and com-
mon points of multiple adjacent surfaces. Through these
points, the topological relationship between each local sur-
face of the learning point cloud can be analyzed. The key
to this type of algorithm is to define suitable features for each
scanned point such that the feature points in the overlapping
regions of the two point clouds are identical, so that the fea-
tures of the defined points must remain constant under rigid
body transformations. The relative running time changes as
the rotation angle increases, thus indicating that the rotation
angle has an effect on the efficiency of the point cloud algo-
rithm. A comparison of the efficiency based on the rotation
angle is shown in Figure 6.

Finally, the point cloud is aligned, and two adjacent point
cloud data are aligned. Point cloud alignment is the process of
calculating the precise mapping of spatial geometry between
different point cloud collections, finding the coordinate trans-

formation parameters, and transforming the dataset to be
transformed into a rigid body. The curvature and the change
of curvature in the region of the same name point in the collo-
cated point cloud data are constant, only the normal vector
changes, which is related to the vector angle and curvature
change value, so they can be used as the basis for finding the
same name point. We extract the four corner points of the
contour line and connect the two opposite corner points to
obtain two diagonal lines. After that, we use the intersection
point of the diagonal lines as the center of the circle, draw a
circle with the farthest distance from the center of the circle
as the radius of the four corner points, extend the diagonal
lines of the contour line, and intersect the circle to obtain the
new four corner points. And the discrete point cloud within
each grid cell is statistically analyzed to obtain a PDF for each
grid cell. PDF can be used to represent the distribution of dis-
crete points within each grid cell and likewise to represent the
process of generating each point within the grid. The key point
of this algorithm is to convert the 3D boundary point cloud
into 2D road segment shape file form, to realize the association
between the sequence of satellite positioning track record
points and 3D road boundary through map matching, and
to get the road dynamic information based on the satellite
positioning track data on the road.

3.2. Analysis of 3D Point Cloud Data Registration. Combine
the building outline in GIS with the building height (calculated
by the number of floors or other methods). Simple geometry is
used to express the shape features of buildings. This method is
the most convenient and has the least amount of three-
dimensional data, but it is also the most different from the
actual situation. Because the aerial image truly reflects all the
top information of urban buildings, it also reflects part of the
side information of buildings and most of the ancillary infor-
mation of buildings. Therefore, the shape features of buildings
can be obtained bymeans of digitalization and human interac-
tion. This method can obtain the required information more
realistically, but the workload is quite large due to the need
for manual intervention.

If there is noise in the point cloud data at the time of
acquisition, the topology of the point cloud data obtained
from two acquisitions in the same area is not strictly consis-
tent. Therefore, there are errors between the eigenvalues of
the corresponding points of the 3D point cloud data, and
there are many errors in the final matched point pairs. A
comparison of the parameters of the SAC-IA algorithm
and the multisource data point cloud algorithm is shown
in Figures 7 and 8.

First, matching point pairs are filtered based on Hausdorff
distance. The point cloud rotation matrix constructed by
seven parameters or quaternions can be obtained by using
local features such as point-line identification and matching
to achieve multipoint cloud fusion. This requires the construc-
tion of a baseline geographic grid model based on the spatial
extent of the survey area to virtually divide the geographic
space where the survey area is located and provide a unified
positioning datum; unlike descriptors, the use of RGB values
as point features does not need to consider the neighborhood
relationship of points, so its computational complexity in the
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process of constructing the candidate point set is OðnÞ, much
smaller than that of descriptors. Once the point-to-point cor-
respondence is determined, the rigid body transformation
matrix for global alignment can be solved using the correspon-
dence, and then, the final point cloud alignment can be com-
pleted by local alignment operation. When the overlap
region is small and the features in the overlap region are obvi-
ous, we need to rely on the feature region to recover the global
transformation. The sampling mode using normal vector
space collects more data at the features than the random sam-
pling mode, which can better reflect the feature information of

the point cloud set, and this feature is the key of the collocation
algorithm, so it will inevitably affect the speed and collocation
accuracy of the collocation algorithm. Moreover, as the num-
ber of point clouds increases, the advantage of Hausdorff dis-
tance in alignment efficiency becomes more obvious. The
SAC-IA algorithm and the multisource data point cloud algo-
rithm are compared and evaluated, and the two are studied
quantitatively in terms of two performances, namely, align-
ment error and alignment time consumption, respectively,
and the relevant performance comparison parameter informa-
tion is detailed in Tables 1 and 2.
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Figure 4: Registration results in parallel direction.
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Figure 5: Registration results in the vertical direction.
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Secondly, the random sampling consistency algorithm is
used to reject the incorrectly matched point pairs by com-
bining the rigid distance constraint to obtain more accurate
matched point pairs. The parameters of the mathematical
model are estimated using the minimum set of sampled
points that meet the requirements of the algorithm; then,
based on the estimated parameters of the mathematical
model, more points are selected in the 3D point set to
expand the set of sampled points, and the proportion of
internal points that fit the mathematical model is calculated.
This uses a variety of 3D point cloud descriptors such as fast

point feature histograms to extract features, or to identify
geometric feature points and feature lines of building edges.
This is because the geometric features of building edges usu-
ally satisfy stability and specificity, and executing the algo-
rithm after global alignment can obtain high point cloud
alignment accuracy while eliminating the above disadvan-
tages. For the case of incomplete photographs of a one-
story building model, the textures of each face should be
mapped by taking textures similar to those of the surround-
ing buildings. This is because the descriptors are expressed
in the form of high-dimensional histograms, which are more
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Figure 6: Efficiency comparison based on rotation angle.
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sensitive to the distinction between points, and thus, the
generated candidate point set is more accurate than the
RGB candidate point set.

Finally, the improved nearest point iteration algorithm is
used to accurately align the 3D point cloud data. Focus on
the geometric relations of the same correspondence, then sam-
ple a large number of these same correspondences, and rank
the sampled obtained correspondences according to a certain
ranking method, and finally, select the optimal correspon-
dence. Whether it can fully reflect the comprehensive infor-
mation of the subject depends on the good or bad splicing
effect, and the good or bad splicing effect is directly affected
by the matching accuracy of the same name point during the
splicing. Therefore, we can use the matching scale of the same
name points in the iterative process as the judgment factor of
the matching accuracy of the same name points. After the can-
didate point set is determined, the FIPP algorithm can be used
to search for homonymous point pairs between two point
cloud datasets. It is mainly because the feature values are only
limited to a smaller area, and there will be many points with
similar features. Moreover, due to the existence of noise in

the point cloud acquisition process, the topology of the point
cloud data acquired from the same region twice is not strictly
consistent, so it will cause errors in the feature values of corre-
sponding points between the point cloud data. Each pair of
regions is aligned to obtain a rigid body transformation and
an LCP metric to measure the effect of alignment, i.e., the pro-
portion of overlap between two regions after alignment.
Because of the high-dimensional characteristic of FPFH, the
probability that the candidate points contain points with the
same name is high, so the time to search for new pairs of
points is short.

3.3. Data Acquisition. The basic geographic information cen-
ter is responsible for the collection of basic terrain data, ortho-
photo data, and 3D coding data of buildings in the whole
experimental area. The data source is color aerial image, and
the data acquisition means is jx4a Digital Photogrammetry
Workstation DPW, which is also one of the most advanced
digital photogrammetry operation methods in the world.
The resolution of DEM and orthophoto of digital elevation
model are 2 meters and 0.5 meters, respectively, covering the
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Figure 8: Bar chart of parameter comparison of multisource data point cloud algorithm.

Table 1: Comparison of registration errors between SAC-IA algorithm and multisource data point cloud algorithm.

Gate Goddess Armadillo

SAC-IA 2:9 × 10−3 3:1 × 10−3 4:3 × 10−3

Multisource data point cloud algorithm 1:7 × 10−5 3:6 × 10−5 4:5 × 10−5

Table 2: Comparison of registration time between SAC-IA algorithm and multisource data point cloud algorithm.

Gate Goddess Armadillo

SAC-IA 76 82 49

Multisource data point cloud algorithm 38 52 17
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Damage caused by climate catastrophes is severe, especially for the 1-in-100-year events. This study is aimed at assessing the
frequency and spatiotemporal regularity of extreme weather events. Based on the selected Gumbel copula function, a joint
trivariate distribution of weather events is established. In this study, different univariate return periods and return periods of
the joint trivariate distribution are calculated separately. Second, the Moran index is used to determine whether there is a
spatial correlation between weather events. In this paper, the spatial and temporal patterns of weather events are determined
based on a geographically weighted regression model. The suggestion of adding Bayesian information to the model
measurements to improve the model accuracy is presented. Finally, a wavelet neural network model is constructed to predict
the probability of extreme weather events throughout the Americas.

1. Introduction

Disasters have shown significant impacts on all types of
business in both developed and developing countries. Both
direct and indirect impacts of natural disasters are devastat-
ing to business activities and their continuity. These cata-
strophic events have created a significant negative impact
on most of the business entities during recent years [1] In
addition, according to the latest findings of the nonprofit
German Observatory, nearly half a million people have died
from diseases related to climate disasters in the past two
decades the past 20 years.

In late March 2021, people living on the east coast of
Australia experienced a rare meteorological event. Record-
breaking rainfall in some areas and very heavy and sustained
rainfall in others led to severe flooding. However, in different
places, the disaster was described as a once-in-thirty-year,
once-in-five-year, or once-in-100-year event. For meteorolo-
gists, every 100 years means that one or more events occur
every 100 years on average. The exact probability still varies

from place to place. In parts of the United States, events that
occur more than once in 100 years are more frequent than
events that occur once in a century.

In this paper, we determine the frequency of weather
events based on the average return period. The average
return period is the reciprocal of the probability of occur-
rence per year. For an event with an annual probability of
0.01, the average return period is 100 years, i.e., the once-
in-100-year event mentioned in the data, i.e., a once-in-
100-year event is not the same as an event that occurs once
or at least once every 100 years.

Weather events are mainly expressed by the three aspects
of damage degree, damage extent, and duration of weather
events. Damage extent refers to the damage to people and
property brought about by disasters like typhoons, rainstorms,
and earthquakes in a nonman-made force majeure [2]. The
extent of damage refers to the extent of damage impact
brought about by natural disasters in the spatial dimension,
for people and property. Weather event duration refers to
the duration of the weather event in days [3].
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In the study of weather events, early scholars focused
on the impact of disasters [4, 5] and later extended to
regional and economic studies [6–8]. Ordinary least
squares (OLS) can only estimate the parameters in a global
or average sense and cannot reflect the spatial local vari-
ability; so, it cannot reveal the spatial dependence; geogra-
phically weighted regression (GWR) can estimate each
parameter spatially and can better reflect the spatial
dependence among the factors affecting the occurrence of
extreme weather events.

In this paper, we established a weather event frequency
analysis model, analyzed the return period of weather events,
and considering the spatial heterogeneity in the country,
such as the latitude and longitude of each state, natural envi-
ronment, and social environment, and a geographically
weighted regression model is established to deduce the tem-
poral and spatial pattern of weather time development in the
United States and predict the relative frequency of weather
events in different regions. The research method in this
paper is well generalized and innovative in the frequency
prediction of extreme events.

2. Basic Assumptions

To simplify the problem, we make the following basic
assumptions. (i) We define that all research objects are ran-
domly distributed in space. In Moran index analysis, we can
calculate the index value by placing the observation index in
the same space state through this assumption. (ii) All obser-
vation indicators are not independent in space, and the spa-
tial relationship is nonstationary. For the spatial geographic
weighted regression model, because of the correlation
between the indicators, different spaces are heterogeneous
and nonstationary and thus have different effects on the
observation indicators. (iii) The observation index of each
unit can be seen as a point in space. (iv) For spectral cluster-
ing analysis, because points in different areas of space consti-
tute a point set, therefore, we can use distance to measure
the degree of spatial correlation.

3. Storm Event Frequency Model Based
on Copula

3.1. Concept Introduction. There is a certain relationship
between the intensity of a natural event and its probability
of occurrence, as discussed elsewhere [9]. The greater the

intensity, the less likely or the lower the probability of occur-
rence, such as the rare Australian meteorological event in
March mentioned in the data, which caused a very serious
flood. Such events are called low-probability events and are
usually obtained by extrapolation of extreme distribution
functions, but the error range becomes larger as the degree
of extrapolation expands. In addition, the results obtained
by using different distribution functions are not the same.
We assume that the probability of occurrence of such an
event is P, and the time interval between its reoccurrence
and the initial time is T ; we call it the average return period,
which can be expressed as follows:

T = 〠
∞

n=1
np nð Þ,

p nð Þ = p 1 − pð Þn−1:

8><
>: ð1Þ

Among them, n is the return period, pðnÞ is the probabil-
ity that the return period is n, and the average return period
can be obtained from the above formula. That is, the average
return period T = 1/p is the inverse of the annual probability
of occurrence, as discussed elsewhere.

For example, for an event with an annual probability of
0.01, the average return period is 100 years, that is, the
once-in-100-year event mentioned in the data; that is, the
once-in-a-hundred-year event is not equal to an event that
will occur once or at least once in 100 years [10]. However,
a once-in-a-hundred-year event does not mean an event that
will occur once or at least once in 100 years. The probability
of such a small event needs to be extrapolated from the
extreme distribution function; that is, the lower the probabil-
ity of occurrence, the greater the intensity of the event. Based
on this idea, we build a frequency analysis model which is
shown in Figure 1.

3.2. Weather Event Frequency Model Based on Copula
Function. To construct a multivariate copula function, it is
necessary to determine the marginal distribution function
of the variable. Based on the domestic and foreign research
on the marginal distribution of flood events in various
weather events [11–14], this paper first adopts the P-III dis-
tribution for fitting calculation. To further improve the fit-
ting accuracy and select the best fitting function, this paper
selects four marginal distributions of gamma, log-normal,
GEV, and exponential to fit the damage degree (S), damage

P-III distribution fitting

Storm
events

frequency
model

K-S inspection

Selected fitting equation

Calculate the return period

Degree of damage, extent of damage, duration of weather events

Maximum likelihood method

Four edge distributions: gamma, log-normal, GEV and exponential

Gumbel copula function

Establish a three-variable joint distribution of weather events

Use the three-class SVM model for classification

Figure 1: The idea of the storm event frequency model.
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range (D), and weather event duration (T) sequence [15].
First, the maximum likelihood method is used to estimate
the marginal distribution parameters, and the K-S test
method is used to verify the fit.

The Kendall rank correlation coefficient is used to
describe the correlation degree of different variables [16,
17]. The calculation formula is as follows:

In the formula, n is the length of the weather event
sequence, sign is the sign function, and fðx1, y1Þ⋯ xn, yng
is the random sample in the data event.

3.3. Construction of Joint Distribution of Weather Event
Variables. Couple function is a multivariate function subject
to uniform distribution, and its domain is [0,1]. By suppos-
ing F1, F2,⋯, Fn is a continuous random variable, then
there is a unique Copula function C which is generated that
satisfies the formula for any X ∈ R:

F x1, x2,⋯, xnð Þ = P X1 ⩽ x1, X2 ⩽ x2,⋯, Xn ⩽ xnf g
= C F1 x1ð Þ, F2 x2ð Þ,⋯, Fn xnð Þ½ �, ð2Þ

where x1, x2,⋯, xn is a different sample, and FðxÞ is a mar-
ginal distribution function.

Based on the data characteristics of weather events from
2001 to 2021, this paper summarizes and extracts three one-
dimensional index data, namely, the degree of damage, the
extent of damage, and the duration of the weather event.
These three levels of indicators can more fully reflect the
characteristics of any weather event in the data, and the joint
distribution function is selected based on this characteristic
data. In this article, two elliptic copula functions (t and
Gaussian) and three symmetrical Archimedean functions
are used to construct the two-dimensional joint distribution
of damage degree-damage range, damage degree-weather
event duration, and damage range-weather event duration
and adopt two kinds of symmetry, and three asymmetric
distributions are used to build the three-dimensional joint
distribution of damage degree-damage range-weather
events; the maximum likelihood method is used to estimate
parameters; root means square error RRMSE criterion and
AAIC information criterion method are used to judge the
goodness of fit. The smaller the value, the higher the degree
of fit [18]. The calculation formula is follows:

MMSE =
1
n
〠
n

i=1
pei − pið Þ2,

AAIC = n ln MMSEð Þ + 2k,

RRMSE =
ffiffiffiffiffiffiffiffiffiffiffiffi
MMSE

p
:

8>>>>><
>>>>>:

ð3Þ

In the formula, n is the weather event sequence length, k
is the number of Copula parameters, i is the sequence num-
ber in descending order, pi is the theoretical value of the i-th
joint distribution, pi is the i-th empirical value, and MMSE is
the mean square error.

3.4. Return Period Calculation. The calculation formula of
the univariate return period T is T = 1/½1 − FðxÞ�. In the for-

mula, FðxÞ is the univariate marginal distribution function.
The calculation formula for the joint return period Tαðx, yÞ
and the co-occurrence return period Tbðx, yÞ of the two var-
iables X and Y is as follows:

Ta x, yð Þ = 1
1 − F x, yð Þ =

1
1 − C u, vð Þ ,

Tb x, yð Þ = 1
1 − u − v + c u, vð Þ :

8>>><
>>>:

ð4Þ

Among them, U and V are marginal distribution func-
tions; Cðu, vÞ is the two-variable joint distribution function.

The calculation formula for the joint return period Tαð
x, y, zÞ and the co-occurrence return period Tbðx, y, zÞ of
the three variables x, y and z is as follows:

Ta x, y, zð Þ = 1
1 − C u, v,wð Þ ,

Tb x, y, zð Þ = 1 − u − v −w + C u, vð Þ + C u,wð Þ + C v,wð Þ − C u, v,wð Þ½ �−1:

8><
>:

ð5Þ

Among them, u, v, ω is the marginal distribution
function;Cðu, vÞ, Cðu,wÞ, Cðv,wÞ, is the two-variable joint
distribution function; Cðu, v,wÞ is the three-variable joint
distribution function.

3.5. Model Construction. The fitting test and correlation
coefficient of the marginal distribution function of each uni-
variate damage degree (S), damage scope (D), and weather
event duration (T) are shown in the following table.
Table 1 shows that the characteristic variables of weather
events are more correlated well, the degree of damage has
the strongest correlation with the duration of the weather
event, φ = 0:6239, followed by the degree of damage and
the scope of the damage, φ = 0:6007, and the degree of dam-
age has the weakest correlation with the duration of the
weather event, φ = 0:5981.

At the confidence level α = 0:05, the statistic value of
each variable K is less than the critical value; so, the K − S
test is accepted. The higher the ρ value and the lower the k
statistic value, the distribution function is selected as the uni-
variate marginal distribution function of the weather event
in the data, that is, the degree of weather event damage.
The sequence selects the gamma distribution, the weather
event range selects the log-normal distribution, and the
weather event duration selects the P − III type distribution.
The parameter values are shown in Table 1.

3.6. The Establishment of the Optimal Copula Function. The
two-variable and three-variable joint distribution fitting test
and parameter values are shown in Table 2. Table shows the
best fitting function of the two-variable and three-variable
joint distribution. As can be seen from Table 2, the Gumbel
Copula function is the best fit for the joint release of the
three variables. The fitting effect of the joint distribution of
variables is the best. Therefore, Gumbel copula is used to
analyze the three-variable return period of damage degree
(S), damage scope (D), and weather event duration (T).
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3.7. Model Results. Establish the three-variable joint distribu-
tion of weather events based on the selected Gumbel Copula
function, calculate the joint and co-occurrence return
periods, and calculate the three-variable joint distribution
return periods under different univariate returns periods
[19, 20]. The results are shown in Table 3.

We further classify the return periods of weather events
in the data through the three-class SVM model, and the
results are shown in Figure 2.

4. Spatial Correlation Analysis: Moran Index

To further study the features of extreme weather events, we
analyze the spatial regularity of several weather events using
the Moran index and geographically weighted regression
models [21].

Moran index is divided into global Moran index and
local Moran index, which are used to judge the degree of
aggregation and dispersion of the index in the global and
local, respectively.

Moran I (global Moran index) is defined as follows:

MoranI =
∑n

i=1 wij yi − �yð Þ yj − �y
� �

s2∑n
i=1 wij

: ð6Þ

In it,

s2 =
1
n

yj − �y
� �

, �y =
1
n
〠
n

i=1
yi: ð7Þ

�y is the selected index value of the place (observation
value), n is the total number of units in the whole area,
and wij is the binary adjacent space weight matrix; according
to whether the two units are adjacent or not, the value of wij

is

w =

w11 ⋯ w1n

⋮ ⋱ ⋮

wn1 ⋯ wnn

2
664

3
775:

wij =
1 i is adjacent to jð Þ
0 i is not adjacent to jð Þ

,
(

i = 1, 2⋯ , 48, j = 1, 2⋯ , 48 i ≠ jð Þ:

ð8Þ

Table 1: Test statistics and correlation coefficient of marginal distribution function.

Variable Fitting function p Statistic value k Critical value d Correlation coefficient r

Extent of damage

Gamma 0.8701 0.1821 0.3226 S-D (0.6007)

Log-normal 0.7557 0.1524 — —

GEV 0.1265 0.2849 — —

exp 0.2782 0.2523 — —

P3 0.7249 0.1049 — —

Damage scope

Gamma 0.4721 0.3426 0.3226 S-T (0.6239)

Log-normal 0.7932 0.2576 — —

GEV 0.3425 0.1027 — —

exp 0.4192 0.4026 — —

P3 0.2491 0.2849 — —

Weather event duration

Gamma 0.8047 0.1239 0.3226 D-T (0.5981)

Log-normal 0.8245 0.1597 — —

GEV 0.9042 0.9034 — —

exp 0.8201 0.1942 — —

P3 0.9625 0.0892 — —
∗Note: the boldface in the table is the optimal marginal distribution function.

Table 2: Three-variable joint distribution of weather events.

Function type Parameter RRMSE AAIC

Clayton 2.74 0.062 -40.7

Frank 7.52 0.051 -52.4

Gumbel 2.42 0.046 -51.9

Joe 2.97 0.069 42.5

NC 4.420/4.252 0.057 -49.2

NJ 3.024/2.563 0.049 -42.5

Table 3: Weather event return period.

Weather event type
Return
period

Weather event
type

Return
period

Thunderstorm wind 30 Ice storm 50

Flash flood 30 Wildfire 50

Winter weather 30 Extreme cold 50

High wind 30 Coastal flood 50

Marine hail 100 Seiche 100

Marine tropical
depression

100 Sneaker wave 100
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Moran IMoranI is the product sum of observations in
various regions, and its value range is in [-1, 1] [22].

Moran

I

>0 The larger the value, themore significant the aggregation benefitð Þ,
= 0 No spatial correlationð Þ,
<0 The smaller the value, themore significant the discrete benefitð Þ:

8>><
>>:

ð9Þ

It needs to be tested for the H0 hypothesis, the hypothe-
sis test that all the research objects are randomly distributed
in the space. Next, the Z test is used for verification.

Z =
I − E Ið Þffiffiffiffiffiffiffiffiffiffiffiffiffi
var Ið Þp : ð10Þ

In it, the calculation formula of EðIÞ and VarðIÞ is as fol-
lows:

E Ið Þ = −
1

n − 1
:

Var Ið Þ = n2 n − 1ð Þ1/2∑i≠j wij +wji

À Á2 − n n − 1ð Þ∑n
i=1 wkj +wjk

À Á2 − 2 ∑i≠ j wij

À Á2
n + 1ð Þ n − 1ð Þ2∑i≠j wij ∑i≠ j wij

À Á :

ð11Þ

Under the standard of significance of 0.05, as long as ∣z
∣ >1:96 or (p < 0:05), the H0 null hypotheses can be rejected,
and all research objects are randomly distributed in
space [22].

We calculated the global Moran index for the six weather
events, and the results are shown in Figure 3 The abscissa
represents the described variable, and the ordinate repre-
sents the spatial lag vector of the described variable. The four
quadrants correspond to the four spatial aggregation effects

of high-high clustering, low-high clustering, low-low cluster-
ing, and high-low clustering. Figure 4 corresponds to the
permutation test results of each variable Moran index and
the corresponding statistics.

According to the p value of the global Moran index,
among the six weather events, thunderstorm wind, flash
flood, extreme cold/wind chill, and dense fog have signifi-
cant spatial aggregation effects; blizzard and frost/freeze
have lower spatial aggregation effects.

5. Spatial Law Exploration: GWR Model

The geographical weighting model (GWR model) is a model
for spatial nonstationarity caused by changes in the relation-
ship or structure of variables caused by changes in geo-
graphic location [23–25].

Here are the stats for weather events and latitude and
longitude by state.

The general form of the model is as follows:

y if g = β0 ið Þ + β1 ið Þx1, if g + β2 ið Þx2, if g+⋯+βk ið Þxk, if g + μ if g:

ð12Þ

Among them, ðiÞ represents the region, and fig repre-
sents the sample set included in the estimation; here, we
select 48 states in the United States.

According to the principle of borrowing points, each
local point obtains data from the surrounding area to form
a different sample set for each region. Here are the stats for
weather events and latitude and longitude by state. Estab-
lishing a new spatial weight matrix is as follows.

AICC = 2n ln σð Þ + n ln 2πð Þ + n
n + tr sð Þ

n − 2 − tr sð Þ
� �

: ð13Þ
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Figure 3: Global Moran index results for six types of weather.

Pseudo p-value: 0.018

Thunderstorm: E[1]:- 0.0208 mean:- 0.0211

Pseudo p-value: 0.022

Dense fog: E[1]:- 0.0209 mean:- 0.0265

Pseudo p-value: 0.373

Blizzard: E[1]:- 0.0212 mean:- 0.0203

Pseudo p-value: 0.099

Extreme cold: E[1]:- 0.0209 mean:- 0.0201

Pseudo p-value: 0.017

Flash flood E[1]:- 0.0208 mean:- 0.0179

Pseudo p-value: 0.228

Frost/Freeze E[1]:- 0.0208 mean:- 0.0235

Figure 4: Test result of global Moran index after permutations.
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The value of AICC is determined by the number of inde-
pendent parameters and the maximum likelihood function
of the model.

We count the relevant data of 2005, 2010, 2015, and
2020 to establish a geographically weighted regression
model. The model results are shown in Figures 5–7.

Table 4 shows the model test results reflect that the
GWR model exhibits larger goodness of fit R2, a smaller
AICC value, residual sum of squares, and residual estimated
standard deviation sigma value. Based on the results of the
GWR model, the following conclusions were found.

Thunderstorm wind and flash flood have the highest fre-
quency in the United States, showing a spatial trend of increas-
ing from west to east and from north to south. Extreme cold/
wind chill and blizzard occur in the middle frequency, and the
frequency of extreme cold/wind chill on the west coast is much
lower than that of the central and east coasts. The frequency of
blizzard in the western states of California, Nevada, Arizona,
and Iowa is much lower than the frequency in the central and
eastern states. Dense fog and frost/freeze have a relatively stable
distribution throughout the United States. Except for the four
states on the east coast of New Jersey, Connecticut, Vermont,
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andMaryland, where the frequency is higher, and the frequency
of Texas is lower, the other states as a whole presents a relatively
stable probability of occurrence.

Here, we divide the United States into five regions and
perform descriptive statistics on the data to help illustrate
the existence of certain spatial patterns in weather events.
We select two typical weather events: flash floods and torna-
does and count their occurrences from 2010 to 2020, which
is shown in Figure 8.

From the results of the descriptive statistics, it can be
seen that the number of weather events changes with the
time series, and the changing trends of regional weather
events are different. In recent years, the frequency of flood
disasters has increased in the east coast region, while the fre-
quency in the central region has been almost unchanged. In
contrast, tornado disasters have shown a relatively stable fre-
quency of occurrence in recent years. Here, we should also
note that different weather events are likely to show different
spatial and temporal patterns in different regions and even
globally, and not all-weather events are affected by climate
change and become frequent.

6. Prediction of Frequency of Extreme
Weather Events

6.1. Research Ideas. For this weather event, this article first
uses an improved wavelet neural network model to predict

the total probability of the occurrence of various extreme
weather events from 2010 to 2020. Perform this intelligent
algorithm to replace the neurons in the traditional artificial
neural network with wavelet elements based on wavelet
analysis. Through mathematical transformation, the weights
from the input layer to the hidden layer are transformed into
new expansion parameters and the critical value of the hid-
den layer [26–29].

6.2. Research Method. The activation function of the hidden
layer in the network diagram can be expressed as

gj xð Þ =
Yp
i=1

Ψ
xi − bij
aij

 !
: ð14Þ

Among them, Ψ represents the corresponding wavelet
operation, X is the network input, i represents the different
input wavelet elements in the network, and j is the network
middle layer code and represents the new expansion and
translation parameters after transformation. Therefore, the
output function of the wavelet neural network can be
expressed as

f i xð Þ = 〠
h

i=1
ωijgj xð Þ: ð15Þ

In the formula, h is the number of levels of the wavelet
network, and wij is the output weight.

Although the functions and parameters of the traditional
wavelet neural network are obtained after wavelet transfor-
mation, the transformation method is single and fixed,
which cannot adapt to the complex and changeable condi-
tions of weather events. At the same time, it is easy to cause
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Figure 7: Dense fog and frost/freeze event correlation diagram.

Table 4: Geographically weighted regression model test results.

R2 -2log-likelihood AICC Residual squares

0.8221 0.8491 0.9021 0.8743

-192.43 -187.65 -74.63 -117.65

-138.12 -137.82 -30.41 -42.84

762.84 692.29 721.62 965.62
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the algorithm to reduce the approximation rate. Make ran-
dom improvements:

To solve the problem of approximation rate, the
improved excitation function and output function are,
respectively,

gj
′ xð Þ =

Yp
i=1

Ψ,
∑n

k=1 ωjkxk tð Þ − bj
aj

 !
,

f i′ xð Þ = 〠
N

j=1
ωij

YP
i=1

Ψ
∑n

k=1 ωjkxk tð Þ − bj
aj

 !
:

8>>>>><
>>>>>:

ð16Þ

In the above formula, k represents the output layer code,
N is the total number of wavelet elements, and p is the num-
ber of training sample spaces. According to the numerical
characteristics, the expression of the error function can be
obtained as

E =
1
2
〠
P

p=1
〠
N

i=1
dpi − ypi
À Á2

: ð17Þ

In the above formula, d represents the mathematical
expectation of the output layer, and yi represents the actual
network output value.

6.3. Result Analysis

Step 1. Determination of input and output. Through the
descriptive analysis of the factors affecting the occurrence
of extreme weather events, it is found that the frequency of
extreme weather events was as follows.

Affected by precipitation factors, climatic factors, and per-
sonnel activity factors, it has a certain degree of randomness.

Therefore, the above three parameters are used as the input
of the random wavelet network extreme weather event pre-
diction model. In order to simplify the model, the year is
the smallest unit, and the once-in-a-hundred-year event
obtained in the first question is regarded as the most
destructive weather event, that is, the extreme weather event.
The ratio of the number of extreme weather events in the
Americas to the number of all-weather events is taken as
the probability of extreme weather events, and this probabil-
ity is taken as the output of the random wavelet network
extreme weather event probability prediction model.

Step 2. Hidden layer unit determination. In wavelet neural
networks, the choice of the number of hidden layer units is
also critical. The number of hidden units is too small, and
the entire network cannot be well [30].

Information processing is as follows: too many hidden
units will directly lead to structural redundancy and fall into
local minimums. To balance the relationship between the
two, the following formula is usually used to determine the
number of hidden units of the wavelet neural network.

Z =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mn + 1:68n + 0:93:

p
ð18Þ

Among them, Z is the number of hidden layer units, n is
the number of network inputs, and m is the number of net-
work outputs. Combining the number of inputs and outputs
of the extreme weather event prediction model, substituting
n = 3 and m = 1, z = 2:99 can be obtained. Therefore, the
number of hidden layer units of the foundation pit settle-
ment prediction model based on random wavelet network
is set 3 which is appropriate.

This article uses MATLAB software to check the fitting
and prediction results of the wavelet neural network model
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Figure 8: Frequency map of weather events in different regions over time.
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[31–33]. The results can be seen in Figure 9. It can be seen
from the results of validation checks that with the training
of the network, the error of the confirmation sample has
basically no longer been reduced, and it has been 4 times
in a row. In the iteration, the error curve no longer drops,
and the condition for the termination of training is gener-
ated at this time. From the fitting prediction results of the
wavelet neural network model on the probability of extreme
weather events, it can be concluded that the total probability
of extreme weather events in the past ten years has shown a
roughly rising trend, and from the predicted value, it is
known that there is a high probability of extreme weather
events in 2021. The probability of weather occurring in the
entire Americas can reach around 0.016. The reason is that
as forests and other vegetation have been destroyed on a
large scale, the population has increased rapidly and is
caused by global warming. Global warming means that the
evaporation of water on the earth’s surface increases, and a
large amount of water vapor melts into the air, forming rain-
drops, rainstorms, and floods, and the temperature of the
ground is getting higher and higher, which leads to droughts
and sandstorms in some areas. The frequency and intensity
of disasters such as droughts and floods will also increase.
A wide range of extreme weather and climate events have
severely affected life and production.

7. Evaluation and Spread of the Model

Although we analyzed the spatial laws of national weather
events based on considering spatial heterogeneity, we still
need to improve the model accuracy and outliers due to
the shortcomings of the GWR model itself. For the accuracy

of the model, we should modify the fixed bandwidth in the
model by using smaller bandwidths in regions with dense
data points and larger bandwidths in regions with data point
coefficients and by adding Bayesian information to the
model measurements. Thus, the accuracy of the model will
be further improved [34–36]. For outliers in the results, we
should add the local Moran index, compare the global and
local Moran index results, and eliminate outliers. The flow
of the model improvement is shown in Figure 10.

In the process of using Bayesian inference methods to
deal with sudden changes in extreme weather events, it is
first necessary to calculate its posterior expectation with
the following equation.

E a hjð Þ =
ð
θ

a · θ · P θ hjð Þdθ, ð19Þ

where a is any distribution function assuming a model con-
taining θ parameters, θ is the model parameters, and EðajhÞ
is the posterior expectation of extreme events. The MCMC
algorithm is used to carry out the solution problem of inte-
gration. The MCMC algorithm is also known as the Monte
Carlo simulation algorithm of Markov chain. The formula
of this algorithm is as follows.

E a hjð Þ ≈ 1
N
〠
N

i=1
a θ ið Þ
� �

: ð20Þ

In the formula, θð1Þ, θð2Þ,⋯θðNÞ, is the mean of a sample
from a simulated Markov chain that obeys a priori
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probability distribution of PðθjhÞ and whose value is an
unbiased estimate.

The calculation of the complete reversible jump Mar-
kov Monte Carlo method BJM-CMC algorithm needs to
be done by the following steps. First, the jump probability
matrix between different model assumptions is determined
JðHk ⟶Hk′Þ and sampled from the simulated distribu-
tion of weather events QðukjHk,Hk′Þ to obtain uk. Next,
we set the transformation matrixQk′ , uk′ = gk,k′θkuk. Calcu-
late the concession ratio m from Hk to Hk′ . The probability
that Hk′ is better than Hk is defined as him1, m. If him1,
m = 1 then the jump to Hk′ is rejected. If him, m < 1, then
reject Hk and retain the original hypothesis Hk′ , where the
expression for m is as follows:

m =
P h θk′ ,Hk′jð ÞP θk′ Hk′jð ÞP Hk′ð ÞJ Hk′ ⟶Hkð ÞQ uk′ θk′ ,Hk′ ,Hkjð Þ

P h θk,Hkjð ÞP θk Hkjð ÞP Hkð ÞJ Hk ⟶Hk′ð ÞQ uk θk,Hk,Hk′jð Þ
∂gk,k′θk, uk
∂ θk, ukð Þ

����
����:

ð21Þ

The spatial model of this paper, in addition to statistics
and prediction of the spatial laws of weather events in the
country, can also predict the property losses, casualties,
and so on indirectly caused by disasters. If we need to make
the statistical results more accurate, we can choose a smaller
spatial unit, such as selecting counties as the basic spatial
units, then we can analyze the spatial regularity of weather
events in a certain region or state. Further, we can change
the research object and choose all things that may have spa-
tial laws, such as economy, ecology, and population, and
analyzing the spatial laws of such things will be of great sig-
nificance to the scientific development of society [33].

8. Conclusion

To build a weather event frequency analysis model. In this
paper, four edge distributions of gamma, log-normal, GEV,
and exponential are selected for fitting, and it is concluded that

the Gumbel Copula has the best fitting effect. Second, themax-
imum likelihood method was used to estimate the marginal
distribution parameters, and the K-S test method was used
to verify the fit. Then, based on the selected Gumbel Copula
function, the three-variable joint distribution of weather
events is established, and the joint co-occurrence regression
period and the three-variable joint distribution regression
period under different univariate regression periods are calcu-
lated, respectively. Finally, the SVM model is used to classify
the obtained results to better present the data features.

The combination of the Moran index and the geographi-
cally weighted regression model used in this article can well
predict the indicators and data with spatial distribution
characteristics under the premise of considering spatial het-
erogeneity and nonstationarity. Studies have found that the
United States has the highest frequency of thunderstorms
and flash floods, showing a spatial trend of increasing from
west to east and from north to south. Finally, through the
establishment of an ARIMA model to predict the frequency
of weather events, it is found that the total number of thun-
derstorms is on the rise. It can be seen that as the years go
by, thunderstorms have become more frequent. Torrent data
is close to stable. The frequency of blizzards, dense fog, and
frost/icing has generally increased.

Then, a wavelet neural network model is established to
predict the probability of extreme weather events across
the Americas. It is concluded that the total probability of
extreme weather events in the past ten years shows a roughly
rising trend, and from the predicted value, it can be known
that by 2021, the probability of extreme weather events in
the entire Americas can reach around 0.016.

Data Availability

Data for this paper were obtained from the National Oceanic
and Atmospheric Administration’s SPC report and NOAA’s
National Weather Service input for the period January 1950
to October 2021.

Adaptive
bandwidth

Bayesian
information

BIC

Kernel
function

Local
relationshipLocal Moran

index

Spatial analysis
model

Economic
analysis

Ecological
analysis

Population
analysis

Application
model

Spatially
related things

GWR
model

Moran
index

Model improvements

Model extension

Figure 10: Model improvements and extensions.

11Journal of Function Spaces



RE
TR
AC
TE
D

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Authors’ Contributions

Peng-Hui Yang contributed to the methodology, conceptu-
alization, supervision, and leadership. Yao Yu contributed
to the conceptualization, visualization, software, validation,
and writing manuscript. Feng Gu contributed to the data
collation, visualization, verification, and investigation.
Meng-Jie Qu contributed to the software, method design,
validation, and data analysis. Jia-Ming Zhu contributed to
the verification, supervision, and writing review and editing.
All authors read and approved the final manuscript.

Acknowledgments

This study was funded by the National Social Science Fund
Project of China (21CTJ024), the Teaching and Research
Fund Project of the Anhui University of Finance and Eco-
nomics (acxkjs2021005 and acyljc2021002), Anhui Quality
Engineering Project Teaching Demonstration Course
“mathematical modeling” (2020SJJXSFK0018), and Provin-
cial Online and Offline First-Class Course “Advanced Alge-
bra” (2020xsxxkc018).

References

[1] G. Samantha, “The impact of natural disasters on micro, small
and medium enterprises (MSMEs): a case study on 2016 flood
event in Western Sri Lanka,” Procedia Engineering, vol. 212,
pp. 744–751, 2018.

[2] J. Fang and P. Shi, “A review of coastal flood risk research
under global climate change,” Progress in Geography, vol. 38,
no. 5, pp. 625–636, 2019.

[3] N. Bhattacharya, J. Elizabeth, D. Proverbs, and F. Hammond,
“Development of conceptual framework for understanding
vulnerability of commercial property values towards flooding,”
International Journal of Disaster Resilience in the Built Envi-
ronment, vol. 4, no. 3, pp. 334–351, 2013.

[4] Z. Chi, M. Jaboyedoff, M.-H. Derron, and C. J. Van, “An inter-
active web-GIS tool for risk analysis: a case study in the Fella
River basin, Italy,” Natural Hazards and Earth System Sciences
Discussions, vol. 16, no. 1, pp. 85–101, 2016.

[5] M. Haggag, A. Siam, W. EI-Dakhakhni, P. Counlibaly, and
E. Hassini, “A deep learning model for predicting climate-
induced disasters,” Natural Hazards, vol. 107, no. 1,
pp. 1009–1034, 2021.

[6] Z. Zhang, C. Gao, Q. Liu et al., “Risk assessment of rainstorm
and flood disasters in the Huaihe River basin in different
recurrence periods,” Geographical Research, vol. 33, no. 7,
pp. 1361–1372, 2014.

[7] G. F. Zhang, X. C. Zha, and G. P. Wang, “Risk assessment of
flood disasters in different return periods along the Ankang
reach of the Hanjiang River,” Journal of Lanzhou University
(Natural Sciences), vol. 55, no. 5, pp. 571–577,586, 2019.

[8] X. Yang and Q. Liu, “Forecast of economic loss from storm
surge disaster based on KPCA-RBF model,” Marine Sciences,
vol. 45, no. 10, pp. 32–39, 2021.

[9] Y. Li and R. Hu, “Research on Heilongjiang Province heavy
rain event disaster assessment and pre-evaluation model based
on grey correlation,” Journal of Catastrophe, vol. 31, no. 2,
pp. 78–83, 2016.

[10] Y. H. Huang, Y. H. Zhu, Y. Hu, and X. L. Zhou, “Time series
prediction based on wavelet analysis,” Smart City, vol. 7,
no. 18, pp. 128–130, 2021.

[11] M. Gui and L. Liu, “Prediction of the total retail sales of social
consumer goods in Hainan Province based on the ARIMA
model,” Mathematics in Practice and Understanding, vol. 47,
no. 3, pp. 25–30, 2017.

[12] G. Cheng, Y. Zhang, J. L. Huang, J. B. Liu, J. W. Zhang, and
S. Zhang, “Vulnerability analysis of aqueduct structure based
on boundary method,” Earth and Environmental Science,
vol. 567, no. 1, article 012036, 2020.

[13] P. Riley, B. Dan, Y. Liu, P. Verronen, H. Singer, and M. Güdel,
“Extreme space weather events: from cradle to grave,” The Scien-
tific Foundation of Space Weather, vol. 214, no. 1, pp. 7–9, 2018.

[14] J. Huang, J. Jiang, J. Wang, and L. Hou, “Crop diversification in
coping with extreme weather events in China,” Journal of Inte-
grative Agriculture, vol. 13, no. 4, pp. 677–686, 2014.

[15] P. Stott, N. Christidis, F. Otto et al., “Attribution of extreme
weather and climate-related events,” Climate Change, vol. 7,
no. 1, pp. 23–41, 2016.

[16] N. S. Diffenbaugh, D. Singh, J. S. Mankin et al., “Quantifying
the influence of global warming on unprecedented extreme cli-
mate events,” Proceedings of the National Academy of Sciences
of the United, vol. 114, no. 19, pp. 4881–4886, 2017.

[17] M. D. Smith, “An ecological perspective on extreme climatic
events: a synthetic definition and framework to guide future
research,” Journal of Ecology, vol. 99, no. 3, pp. 656–663, 2011.

[18] W. Cai, A. Santoso, G. Wang et al., “Increased frequency of
extreme Indian Ocean Dipole events due to greenhouse warm-
ing,” Nature, vol. 510, no. 7504, pp. 254–258, 2014.

[19] N. C. Duke, J. M. Kovacs, A. D. Griffiths et al., “Large-scale die-
back of mangroves in Australia,” Marine and Freshwater
Research, vol. 68, no. 10, pp. 1816–1829, 2017.

[20] M. Trnka, R. P. Rötter, M. Ruiz-Ramos et al., “Adverse weather
conditions for European wheat production will become more
frequent with climate change,” Nature Climate Change,
vol. 4, no. 7, pp. 637–643, 2014.

[21] T. Oshan, Z. Li, W. Kang, L. J. Wolf, and A. Fotheringham,
“MGWR: a Python implementation of multiscale geographi-
cally weighted regression for investigating process spatial het-
erogeneity and scale,” International Journal of Geo-
Information, vol. 8, no. 6, pp. 269–300, 2019.

[22] J. Tu, “Spatially varying relationships between land use and
water quality across an urbanization gradient explored by geo-
graphically weighted regression,” Applied Geography, vol. 31,
no. 1, pp. 376–392, 2011.

[23] S. Li, C. Zhou, S. Wang, S. Gao, and Z. Liu, “Spatial heteroge-
neity in the determinants of urban form: an analysis of Chinese
cities with a GWR approach,” Sustainability, vol. 11, no. 2,
pp. 479–495, 2019.

[24] A. F. Jan and H. Chan, “A wavelet neural network conjunction
model for groundwater level forecasting,” Journal of Hydrol-
ogy, vol. 407, no. 1-4, pp. 28–40, 2011.

[25] A. Perera, V. M. Nik, D. Chen, J. L. Scartezzini, and T. Hong,
“Quantifying the impacts of climate change and extreme cli-
mate events on energy systems,” Nature Energy, vol. 5, no. 2,
pp. 150–159, 2020.

12 Journal of Function Spaces



Retraction
Retracted: Optimization Calculation Method and Mathematical
Modeling of Big Data Chaotic Model Based on Improved
Genetic Algorithm

Journal of Function Spaces

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Journal of Function Spaces. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Z. Zhang and Y. Zhang, “Optimization Calculation Method and
Mathematical Modeling of Big Data Chaotic Model Based on
Improved Genetic Algorithm,” Journal of Function Spaces,
vol. 2022, Article ID 6983242, 9 pages, 2022.

Hindawi
Journal of Function Spaces
Volume 2023, Article ID 9837482, 1 page
https://doi.org/10.1155/2023/9837482

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9837482


RE
TR
AC
TE
DResearch Article

Optimization Calculation Method and Mathematical Modeling of
Big Data Chaotic Model Based on Improved Genetic Algorithm

Zhicheng Zhang 1 and Yan Zhang 2

1School of Science, Henan Institute of Technology, Xinxiang, Henan 453003, China
2College of Computer and Information Engineering, Henan Normal University, Xinxiang, Henan 453007, China

Correspondence should be addressed to Zhicheng Zhang; zhangzc@hait.edu.cn

Received 23 April 2022; Revised 14 June 2022; Accepted 6 July 2022; Published 20 July 2022

Academic Editor: Miaochao Chen

Copyright © 2022 Zhicheng Zhang and Yan Zhang. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

In order to find a chaotic trajectory sequence with strong global optimization ability to help the genetic selection of direction after
the reversal of chemotaxis, an improved genetic algorithm based on chaos optimization is proposed by combining the
characteristics of chaotic motion with the improved genetic algorithm. The optimal coverage problem in sensor networks can
carry out fine optimization search on local areas. The results show that the overall trend of fitness and optimization efficiency
is relatively stable. The optimization efficiency will be gradually improved with the continuous progress of time and genetics,
and the error analysis will be reduced. This will greatly improve the impact of various adverse factors in the optimization
process. In addition, the change rate of fitness is basically kept at a high change rate, which also reflects that the basic
framework of the model is very excellent, and the whole algorithm structure and data processing are improved by 54%. The
improved genetic algorithm proposed in this paper is used to adjust and optimize the controller parameters. When the
uncertain parameters change greatly, the control system still has good control quality and strong robustness.

1. Introduction

For big data, efficient optimization calculation process is
very important. The optimization process cannot be repre-
sented by any mathematical conditions [1]. With the devel-
opment of computer technology, information technology,
and system engineering technology, optimization technol-
ogy has become an important branch of engineering and
an important subject in applied mathematics [2]. Training
data with sufficient data, proper distribution, and excellent
performance is the premise for the above methods to suc-
cessfully optimize fuzzy controllers, but the main training
data are not always available [3]. Considering that the GA
is suitable for multiparameter optimization, it does not need
to know the local information of the object to be optimized,
nor does it need good training data, but in practical control
problems, uncertainty is ubiquitous [4]. The uncertainty
may come from the modeling error of the described control
object, or from the disturbance signal of the control system
itself and the outside [5]. GA is a kind of global optimal

probability search method, which is based on the evolution-
ary law of biology and evolved from the genetic mechanism
of survival of the fittest.

The basic idea of GA starts from a population that repre-
sents the possible potential solutions of the problem, and a
population is composed of a certain number of individuals
encoded by genes, and each individual is actually an entity
with characteristics of chromosomes [6]. Then, the genetic
evolution process of these groups is simulated, and the evo-
lution direction of the algorithm is known by the fitness
value of the individual [7]. Although this method has solved
the above problems well, the interpretability of the system is
still not guaranteed [8]. The reason is that the goal of these
algorithms is to obtain the optimal system response perfor-
mance, but there is no effective guidance for the number of
fuzzy set partitions and the selection of membership func-
tion parameters [9]. No matter which field the optimization
technology is applied to, the optimization problem to be
solved can generally be described in mathematical language,
that is, to establish the corresponding mathematical model
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[10]. Linear programming is one of the important fields in
optimization problems. The linear optimization algorithm
is applied to the optimal power flow problem of the power
system. Usually, the whole problem is decomposed into
two suboptimization problems of the active part and the
reactive part and then iteratively solves them alternately or
solves them separately. One of the more popular methods
is the fusion of fuzzy logic and GA, resulting in genetic fuzzy
algorithm.

Conventional genetic fuzzy system is to add a learning
process based on evolutionary computation to a fuzzy sys-
tem, and this evolutionary computation can be GA, genetic
programming, or other evolutionary algorithms, and the sys-
tem formed by it is called genetic optimization system [11].
This adaptive optimization controller is based on the con-
ventional optimization controller, uses the neural network
model to approach the actual controlled object, and uses
the GA to continuously optimize the control rules of the
controller online, even if these rules can keep up with
changes. It can improve the control ability and control
efficiency of the optimized controller [12]. Traditional GAs
usually use time domain index, frequency domain index,
error integral index, and their combination as the objective
function. The optimization model is based on the design of
nominal controlled object and does not consider the reality
of parameter uncertainty of controlled object. Therefore, it
is often difficult for the system to meet the requirements
when the parameters of controlled object change [13]. In this
paper, an optimization calculation method of big data
chaotic model based on improved GA is proposed. The
experimental results are analyzed and processed. After
genetic operation of the original parameters, the error and
performance indices of the parameters are set as important
parameters, and the minimum objective function is intro-
duced. After screening, the range data is obtained, and then,
the optimal index and fitness function are calculated.

The innovative contribution of this paper is that the
improved genetic algorithm is proposed to adjust and opti-
mize the controller parameters. When the uncertain param-
eters change greatly, the control system still has good control
quality and strong robustness. In addition, the algorithm
does not destroy the structure and essence of traditional
genetic algorithm, so it inherits the advantages of genetic
algorithm and takes into account the advantages of random
algorithm. In the improved genetic algorithm, the individ-
uals in the new generation population only calculate the
individuals involved in crossover and mutation operations,
which shortens the calculation time to a certain extent. A
chaotic trajectory sequence with strong global optimization
ability is found to help reverse chemotaxis after genetic
selection.

The research is divided into four sections. The first sec-
tion describes the learning process of traditional genetic
fuzzy system calculation and the fusion background of fuzzy
logic and genetic algorithm. Section 2 describes the materials
and methods. The analysis and research contents of genetic
algorithm are improved. The chaos model based on big data
is analyzed. The general analysis and mathematical model-
ing of the design are optimized. In the mechanism part of

optimization design, the establishment of mathematical
model and the application of simulation algorithm are ana-
lyzed. The results are analyzed and discussed in Section 3.
Finally, the full text is summarized. The results show that
in the improved genetic algorithm, the individuals in the
new generation population only calculate the individuals
involved in crossover and mutation operations, which
shortens the calculation time to a certain extent.

2. Materials and Methods

2.1. Analysis and Research of Improved GA. GA is a compu-
tational model that simulates the natural selection and
population genetic mechanism of biological evolution [14].
Genetic operation in GA is based on coding mechanism.
Coding has a great impact on the performance of the
algorithm, such as search ability and population diversity.
As a new global optimization algorithm, it has almost no
restrictions on the optimization problems to be solved and
does not need to involve the complex and cumbersome
mathematical solution process like the conventional optimi-
zation algorithm [15]. According to different examples, it is
only necessary to properly adjust the operator parameters
and make minor modifications to adapt to new problems,
and the program can be universal. The mapping system is
very sensitive to the initial values and parameters, and the
subtle differences between the initial values and parameters
may make the final chaotic random sequences very different.
The distribution diagram of the trajectory sequence gener-
ated by studying the trajectory of the chaotic motion is
visually represented, and the random sequence of chaos is
added at the beginning of the inheritance, which improves
the search diversity of the genetic iteration and the ability
to optimize the global region. GA does not require contin-
uous variables, which is also convenient for dealing with
discrete variables. At the same time, it can introduce vari-
ous constraints, generate new solutions by random search,
eliminate solutions with poor performance, avoid local
optimal solutions by mutation, and search the global solu-
tion space to achieve global optimization or approximate
global optimization. Figure 1 is the basic operation flow
chart of GA.

To some extent, the quality of fitness function deter-
mines the search range and global optimization ability of
GA. The traditional GA takes a single objective function as
the fitness function, so it is not comprehensive enough to
consider the problem, and sometimes, it is impossible to find
the optimal solution [16]. Generally, GA basically includes
four main operations: chromosome encoding, population
setting, calculation of fitness function value, and genetic
operation. The quality of the coding method is very impor-
tant to the GA. A good coding method may make the genetic
operations such as crossover operation and mutation opera-
tion simply run [17]. A poor coding method may make
genetic operation difficult to achieve. Therefore, this paper
believes that the coding method largely determines how to
carry out the genetic evolution operation of the population
and its optimization efficiency [18]. Assuming that the value
range of a parameter is ½Umin,Umax� and the parameter is
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represented by a string of binary coded symbols with length
l, the coding accuracy of binary coding is as follows:

δ = Umax −Umin
2l − 1

: ð1Þ

Assuming that the code of an individual is X : blbl−1 ⋯
b2b1, the corresponding decoding formula is

x =Umin + 〠
l

l=1
bl•2l−1

 !
•Umax −Umin

2l − 1
: ð2Þ

The main processing data are shown in Table 1.
At present, there are usually two methods to generate the

initial population. One is generated according to the
completely random method, which is applicable to the case
where there is no prior knowledge of the solution of the
problem [19]. Another method is to transform some prior
knowledge into a set of requirements that must be met and
then randomly select samples from the solutions that meet
these requirements. By selecting the initial population, the
GA can avoid premature convergence and find the optimal
solution faster.

Since the GA basically does not participate in the analy-
sis of external information, when the fitness function is used
as the judgment basis, the required value is nonnegative [20].
Therefore, the objective function to be solved is directly con-
verted into a fitness function:

Fit f xð Þð Þ = f xð Þ: ð3Þ

Maximum value when the objective function is negative:

Fit f xð Þð Þ = −f xð Þ: ð4Þ

Minimum value when the objective function is negative:

Fit f xð Þð Þ =
f xð Þ − cmin, f xð Þ > cmin,
0:

(
ð5Þ

cmax, cmin in the above formula is the maximum and
minimum estimates of f ðxÞ, respectively.
2.2. Chaos Model Based on Big Data. The calculation of this
parameter is an important step to extract its chaotic charac-
teristics. Differential action reflects the rate of change of the
system deviation signal and has predictability, which can
predict the trend of deviation change, so it has a superpre-
vious control effect. It can reflect the change rate of system
deviation signal through differential action, which is predic-
tive, can predict the trend of deviation change, and can carry
out advance control and improve the dynamic performance
of the system. It can reduce overshoot and adjustment time.
The Lyapunov exponent can describe the chaotic intensity of
big data, which has various description forms [21]. This
paper adopts the following description form: set βn1, βn2 as
two points close to the limit in space, and then, its distance
is expressed as βn1 − βn2 = δ ≤ 1. After Δn time, the trajec-
tory of the two points can be expressed as δΔn = βn1+Δn −
βn2+Δn [22]. Then, the maximum Lyapunov exponent can
be described as

δΔn = δλΔn0e : ð6Þ

If λ is set to a positive number, then the parameters
between the ringing tracks are separated, which means
chaos. However, because the two tracks are generally close
to each other, the above formula is only valid when the
distance value is relatively small. If the distance is large, the
separation of the tracks will be greatly reduced [23].

Generate initial
population Calculate fitness

Are the
optimization
criteria met?

Yes

No

Optimal individual

Choose

Cross

Mutations

Figure 1: The basic operation flow chart of the GA.
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Therefore, the GA is improved on this basis, and the flow
chart of the improved GA as shown in Figure 2 is obtained.

2.3. General Analysis and Mathematical Modeling of
Optimization Design

2.3.1. Mechanism and Analysis of Optimization Design. This
paper designs the optimization calculation model under the
framework of big data chaos model. For the traditional
deterministic system, the inertial motion produced by it will
show some observable characteristics and eventually return
to static. When the external system is excited by a determin-
istic rule, the response of the system fed back to the outside
world should also be deterministic [24]. However, for
chaotic systems, this phenomenon is not true, and it may
produce unpredictable, irregular, and never-repeated chaotic
phenomena after being stimulated by deterministic rules
[25]. In the process of using GA to optimize fuzzy control
rules, many papers use the method of randomly generating
initial populations, which will generate many populations
that are not reasonable and do not conform to the process
control experience, thus increasing the optimization of GA.
The algebra reduces its convergence speed and is not condu-
cive to us finding the optimal solution. Chaos models are
generally divided into continuous and discrete models, as
shown in Figure 3 for a schematic diagram of the discrete
model.

The continuous model is mainly expressed as follows:

dx
dτ

= a y − xð Þ,

dy
dτ

= cx − xz − y,

dz
dτ

= xy − bz:

8>>>>>>>><
>>>>>>>>:

ð7Þ

Discrete model uses difference equation to describe
discrete chaotic system, which can generate discrete chaotic
signal in time domain from an initial value and mapping
formula and finally form digital chaotic sequence without
the value of each sequence point, which is generally
expressed in the form of nonlinear difference variance:

Zi+1 = ρZi 1 − Zið Þ: ð8Þ

For ρ ∈ ð0, 4�, Zi ∈ ½0, 1�, the above formula will not be
directly used and then improved:

Zi+1 = 1 − ρZ2
i , ð9Þ

in which ρ ∈ ð0, 2Þ andZi ∈ ½‐1, 1�. The modified formula has
the effect of simplifying calculation and has good practical
significance in practical operation.

2.3.2. Construction of Mathematical Model and Application
of Simulation Algorithm. Since the above parameters selected
in this paper belong to the basic range, the overall design
of the optimal algorithm is required in the specific math-
ematical model design, so that the subsequent experimen-
tal simulation can be registered to achieve the purpose
[26]. Chaotic motion exists widely in nonlinear systems,
it has excellent properties such as ergodicity and random-
ness, and it can go to each state in a certain domain irre-
producibly; this feature makes chaotic search inherently
random and orbital history. It can ensure that all possible
states can be traversed without repetition in the global
scope, which is conducive to overcome the limitations of
the general random algorithm with distributed traversal
as the search mechanism, which will be more conducive
to the optimization of the chaotic model of byte big data,
and solve the problem [27]. In order to overcome the con-
vergence problem of the basic GA, this paper also adopts
the elite selection strategy. That is, after crossing and
mutation, the optimal individual in the new generation
population is generated and compared with the optimal
individual of the previous generation. If the former is less
than the latter, the poor individual of this generation will
be replaced with the optimal individual of the previous
generation; otherwise, no operation will be carried out. It
realizes the communication and cooperation between indi-
vidual information and group information by simulating
various excellent characteristics of different biological
groups, so that the algorithm can constantly revise its
own optimization conditions through the interactive infor-
mation between individuals, in order to find the optimal
solution or approximate optimal solution of the optimiza-
tion algorithm, and at the same time, it also improves the
search accuracy of the intelligent algorithm. First of all, on
the initialization population, an evaluation needs to be
performed. At this time, the average error, mean square
error, and determination coefficient R2 need to be used

Table 1: Computational comparison of main models.

Model Improved GA model Big data chaotic model Optimization model

Objective function 1 0.021 0.012 0.047

Objective function 2 0.024 0.032 0.365

Objective function 3 0.024 0.014 0.235

Objective function 4 0.025 0.045 0.333

Objective function 5 0.036 0.022 0.452

Objective function 6 0.022 0.036 0.324
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as the objective function. The specific calculation formula
is as follows:

MAE ŷi, yið Þ = 1
n
〠
n

i=1
ŷi − yij j,

MSE ŷi, yið Þ = 1
n
〠
n

i=1
ŷi − yið Þ2,

R2 ŷi,yi
À Á

= 1 − ∑n
i=1 ŷi − yið Þ2

∑n
i=1 �yi − yið Þ2 ,

ð10Þ

where ŷi is the predicted value, yi is the actual value, and
�yi is the center value of yi. After comprehensively evaluat-
ing the whole initial population, the above formulas are
cited as the multiobjective function, and the weight coeffi-
cient is added to the calculation to give weight to each

objective function. After getting the fitness of an individ-
ual, it is necessary to start screening the probability of
being selected and determine whether the individual can
inherit the next generation according to this item. There-
fore, assuming that the fitness of individual i is the above
objective function value f i and the population size is PS,
the probability of the individual i being selected is

Pi =
f i

∑PS
i=1 f i

: ð11Þ

The last step is the crossover mutation process, in
which the purpose of crossover operation is to retain
genes with excellent traits, while the purpose of mutation
operation is to increase the diversity of genes and improve
the probability of finding the global optimal solution in
the solution space. The range of variation probability used
in this paper is between thousandths and percentiles. In

Start

Choose

No

Yes

EndEvolution is
complete

Crossover and
mutation

Update population
fitness

Optimal retention

Initialize the population

Encode each individual
in the population

Improving the fitness
function by using the

weight coefficient
conversion method

Figure 2: The basic flow chart of the improved GA.
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Figure 3: Schematic diagram of discrete model.
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order to avoid deleting individuals with high fitness value,
this paper stipulates that individuals with high fitness value
in each generation do not need genetic operation and can
directly enter the next generation, so as to improve the over-
all operation efficiency. Therefore, in the basic algorithm
framework, the optimal selection is very effective.

Assuming a subset S of the initial rule set, the number of
rules it contains is NðSÞ, and the classification accuracy is
EðSÞ. Then, the simplified objectives can be considered as
NðSÞ and EðSÞ. This is a two-objective combinatorial optimi-
zation problem. Introducing the weight 0 < ω < 1, the fitness
S of the rule set f ðSÞ is defined as

f Sð Þ =
ω
E Sð Þ
E0

+ 1 − ωð ÞN Sð Þ
N0

, E0 ≠ 0,

ωE Sð Þ + 1 − ωð ÞN Sð Þ
N0

, E0 ≠ 0,

8>>><
>>>:

ð12Þ where E0 is the classification accuracy using the initial rule
base and N0 is the number of rules contained in the initial
rule base. The above fitness function is used to evaluate the
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Figure 4: Genetic analysis of association dimension.
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Figure 5: Genetic analysis of the volatility of time series entropy.

Table 2: Comparison results of the three parameters with
traditional methods.

Parameter Method
Mean and

standard deviation

Associative
dimension

Traditional method 7:12 ± 0:32
The method of this paper 7:12 ± 0:112

Lyapunov index
Traditional method 210 ± 0

The method of this paper 210 ± 0

Time series
entropy

Traditional method 3 ± 0
The method of this paper 1:36 ± 8:745
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individuals in the contemporary population. If the initial
population is set as the initial matrix, in order to ensure
the correlation and accuracy of each inheritance, in the pro-
cess of optimal selection of circular inheritance, this paper
makes a unified division in the objective function. Almost
all machine learning algorithms come down to solving the
optimization problem in order to achieve the goal we want
the algorithm to achieve. In order to achieve a certain goal,
it is necessary to construct an objective function, and then,
let the function take the maximum or minimum value (that
is, optimization), so as to obtain the model parameters of the
machine learning algorithm. Constructing a reasonable
objective function is the key to establish machine learning
algorithm.

min
H∈Iμ

G −Hk k2F ð13Þ

where H is the update matrix and G is the fixed matrix. After
the above approximate problem of the initial matrix is calcu-
lated, a convex set projection can be obtained. At this time, it
is willing to replace the off-diagonal elements of the matrix:

hij =
gij, gij

��� ��� ≤ μ,

μ ⋅ sign gij

� �
:

8><
>: ð14Þ

According to the above calculation, the elements can be
arranged one by one in order, which can ensure that the
matrix can be well iterated in the next update, and all the
nondiagonal elements in the matrix that are greater than
the threshold will be constrained. In this way, the optimal
item can be obtained in the sequence. Of course, because
interference items or coordinate items sometimes appear in
genetics, it is necessary to pay attention to the different
transformation of genetic matrix in actual calculation. Orig-
inally, the whole population evolved and decomposed into
independent subpopulations. Each subpopulation evolves
independently and cooperates to obtain the optimization
target value. Because the dimension of each suboptimization

problem is reduced, the burden on the subpopulation is
reduced, and the optimization efficiency is improved.

3. Result Analysis and Discussion

In order to verify that the model designed in this paper has
the characteristics of scientific, feasible, and efficient, this
paper designs some relevant experiments again for analysis.
Based on the characteristics of the chaotic model under big
data, the improved GA can obtain the accurate global
optimal value on all parameters. At the same time, the opti-
mization performance is extremely stable. The experiments
designed for this purpose also verify the practical operability
of the model from the aspects of correlation dimension, time
series entropy, fitness change rate, and optimization effi-
ciency. Figures 4 and 5 are the analysis diagrams of correla-
tion dimension and time series entropy under three different
heritages: A, B, and C.

Each subpopulation evolves independently and cooper-
ates to obtain the optimization target value. As the dimen-
sion of each suboptimization problem is reduced, the
burden on the subpopulation is reduced, and the optimiza-
tion efficiency can be seen from the analysis of the above
figure. It can be seen from the analysis of the above figure
that the trend is unstable in three different heredity, whether
in the correlation dimension or in the entropy of time series,
which also directly shows that there will be great differences
in the search for the optimal term in different heredity due
to different genetic methods, genetic algebra, and other
factors. Table 2 is the result data of correlation dimension,
Lyapunov exponent, and time series entropy compared with
traditional methods.

To improve, in terms of correlation dimension, if the
correlation dimension is large, the overall trend will tend
to be stable. This is because the amount and accuracy of cor-
relation will be greatly enhanced when the algebra increases.
The richness will also reduce errors. On the entropy of time
series, because each matrix is different for time inheritance
and there are too many uncertainties on the time axis, the
objective function Jin Xu should be discussed and distin-
guished in concrete operation, and the algorithm designed
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Figure 6: Iterative relationship diagram of fitness change rate.
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in this paper will optimize and deal with this problem.
Figures 6 and 7 are the analysis figures of fitness change rate
and optimization efficiency under two different dimensional
coefficients C1 and C2.

It can be seen from experiments that the overall trend of
fitness and optimization efficiency is relatively stable, and
with the continuous progress of time and inheritance, the
optimization efficiency will gradually increase, and the error
analysis will be reduced by 75.4%, which will greatly
improve the influence of various unfavorable factors in the
optimization process, and because the rate of change of fit-
ness basically maintains a high rate of change, it also reflects
that the basic framework of the model is extremely excellent,
for the entire algorithm structure and data processing soy
sauce 54%. promote. The optimization process of GA is to
force the penalty term to gradually approach 0, so that the
penalty function reaches the minimum value, which also
gradually approximates the originally out-of-bounds vari-
able until it is pulled back to the constraint range of the
variable. The whole algorithm spends most of its time on
the calculation of the objective function, which reduces the
calculation time. In the improved GA, only the individuals
involved in crossover and mutation operations are calculated
for the individuals in the new generation population, which
shortens the calculation time to some extent.

4. Conclusions

Aiming at the disadvantage of premature GA, an improved
GA is proposed. The improved GA introduces the popula-
tion differentiation mechanism, adopts the dynamic adap-
tive crossover mutation operator, organically combines the
improved heuristic crossover method and the chaotic muta-
tion method degenerated with the number of iterations, and
designs a mechanism to make the algorithm jump out of the
local optimization. It can be seen from the experiment that
the intelligent controller optimized by GA shows good
dynamic and static characteristics when dealing with time-
varying, time-delay, nonlinear, and model-uncertain sys-
tems. However, it should be pointed out that GA can find
the global optimal solution when solving simple systems or
some functions. The improved GA proposed in this paper
is used to adjust and optimize the controller parameters.

When the uncertain parameters change greatly, the control
system can still have good control quality and strong robust-
ness. In addition, the algorithm does not destroy the struc-
ture and essence of traditional GA, so it inherits the
advantages of GA and takes into account the advantages of
random algorithm.

However, there are some limitations in this paper. In
practical application, genetic algorithm is prone to prema-
ture convergence. We should not only keep the excellent
individuals but also maintain the diversity of the group.
Therefore, it is necessary to analyze the genetic algorithm
in the future research.
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Nowadays, many visual artists actively respond to the drastic changes taking place in today’s society, build a communication
bridge between real places and virtual places, and use holographic image technology to organically integrate them with each
other. We are increasingly shuttling through the network of unbounded space. These spaces have no fixed geographical
location. With the help of modern science and technology, they often fall into the field of vision of the viewer. With the
development of the times, virtual reality technology is a computer simulation system that can create and experience the virtual
world. It mainly uses computers to generate a simulated environment. It is a multisource information fusion interactive virtual
reality technology to help users immerse themselves in the virtual environment. This paper studies the holographic immersion
chamber based on multisource information fusion interactive virtual reality technology. The approximation index of the
transformation matrix calculated by the registration algorithm based on SIFT+MSA is 1.7073, which is less than 4.0017
obtained by SIFT matching algorithm. It can be seen that the error of CCD image registration parameters calculated by this
algorithm is smaller. In the process of the development of multisource information fusion interactive virtual reality technology,
the technical feature of virtual reality is gradually integrated into the user and application object, becoming more closely
connected and finally causing the user of the technology the feeling of “immersion” in the use experience.

1. Introduction

With the development of modern science and technology,
the construction of places has become simpler and simpler.
Nowadays, many visual artists actively respond to the drastic
changes taking place in today’s society, build a communica-
tion bridge between real places and virtual places, and use
holographic image technology to organically integrate them
with each other [1]. We are increasingly shuttling through
the network of unbounded space. These spaces have no fixed
geographical location. With the help of modern science and
technology, they often fall into the field of vision of the
viewer. One of the best is holographic image technology
[2, 3]. We can apply holographic projection to all indoor
spaces for display. Holographic projection system can turn

the objective environment into an “invisible” display inter-
face and make anything existing in the virtual environment
happen in real life visually and psychologically. The following
professional categories can use holographic projection to
complete a set of visual information transmission scheme
[4]. The sense of immersion and the behavior of immersion
are integrated. From the perspective of consciousness,
immersion is inseparable from the creation of authentic
and credible situations. Holographic image technology is
used to restore all the relevant information of the recorded
object in the real physical space. The three-dimensional
image presented by it has a real visual effect combined with
the depth of field information of the physical environment
[5, 6]. In terms of the three-dimensional presentation effect
of art, it subverts people’s cognition of the traditional concept

Hindawi
Journal of Function Spaces
Volume 2022, Article ID 6406211, 10 pages
https://doi.org/10.1155/2022/6406211

https://orcid.org/0000-0002-5360-3580
https://orcid.org/0000-0001-9976-4139
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6406211


RE
TR
AC
TE
D

of “place”—implanting three-dimensional virtual images and
creating a virtual immersive environment place, which
greatly expands the expressiveness of visual art and deeply
affects people’s daily life.

Virtual reality emerged at the end of the 20th century. It
is an information integration technology system that com-
prehensively uses computer multimedia, digital image pro-
cessing, pattern recognition, artificial intelligence, sensors,
and high-resolution display technology to achieve tactile
virtual senses on the basis of vision and hearing and generate
realistic three-dimensional virtual environment [7]. Virtual
reality technology is a computer simulation system that
can create and experience the virtual world. It mainly uses
computers to generate a simulated environment. It is a
multisource information fusion interactive virtual reality
technology to help users immerse themselves in the virtual
environment [8, 9]. Virtual reality technology truly realizes
human-computer interaction, so that people can immerse
themselves in a wonderful environment. At present, on the
basis of multisource information fusion interactive virtual
reality technology, many new concepts including virtual
reality city and virtual reality tourism are also put forward.
It can be said that virtual reality technology has become
one of the most promising technologies [10]. The use of
multisource information fusion interactive virtual reality
can be divided into consumer and enterprise markets. The
former focuses on immersive video and digital game experi-
ence, while the latter mainly focuses on military, medical,
architecture, education, and other scenes [11, 12].

Holographic immersive image technology creates a vir-
tual environment. This technical immersion environment
can be divided into sensory immersion and participatory
immersion. First, sensory immersion mainly appeals to the
viewer’s sensory organ experience. Since the integration of
the three-dimensional image presented by the holographic
image and the real physical world is realized in the state of
almost transparent interface, it has a strong sense of reality
and presence, which can better promote the viewer to obtain
an immersive live narrative experience [13]. Holographic
immersive live experience can attract viewers’ attention,
enhance their participation, let them actively rather than
passively integrate into the narrative, and establish a deeper
understanding and memory of the narrative content and sig-
nificance. An education column is set up on the website to
provide users with training services for the use skills of mul-
tisource information fusion interactive reality technology.
Through online interaction, users can learn relevant opera-
tion technologies of virtual reality online and immerse them-
selves in interactive experience, which can better stimulate
users’ interest and make more effective use of relevant
services [14]. In the development process of multisource
information fusion interactive virtual reality technology,
the technical feature of virtual reality is gradually integrated
into the user and application object, becoming more closely
connected and finally causing the user of the technology the
feeling of “immersion” in the use experience [15].

The innovative contribution of this paper lies in the
analysis of holographic projection based on multisource
information fusion interactive virtual technology. The

approximate index of transformation matrix calculated by
SIFT+MSA matching algorithm is 1.7073, which is less than
4.0017 obtained by SIFT matching algorithm. It can be seen
that the error of CCD image registration parameters calcu-
lated by this algorithm is small. Holographic projection
technology breaks through the limitations of traditional
sound, light, and electricity; brings beautiful pictures to the
audience; and gives people a dual world feeling of virtual
and reality.

2. Related Work

2.1. Research Status at Home and Abroad. Liu et al. proposed
that in the visual narration of holographic images, the iden-
tity of the viewer is also changing, from the object of being
informed to the subject who can directly participate in the
narration and even construct the narrative content. The nar-
rative subject can not only be used as a narrative tool but
also become the purpose and means of narration [16]. Wei
proposed that exploring the unknown is the driving force
for human progress, and expanding human living space is
one of the best choices. However, for people living on earth,
the application of holographic virtual technology to life will
greatly expand our living space [17]. Che et al. proposed that
holographic projection can not only be used alone but also
be used together with other multimedia devices. The
purpose of its application is to immerse people in a visual
enjoyment different from print media with a convenient,
cheap, and novel technology [18]. Li et al. proposed that
holographic visual narrative can not only use the traditional
linear time structure but also present the narrative form of
coexistence of linear and nonlinear. Linear time can be
deconstructed into narrative fragments, providing viewers
with a variety of narrative elements of their choice when
immersed in the same time. After selecting and entering a
separate narrative element, the narrative is carried out in a
linear time structure [19]. Pei et al. proposed that holo-
graphic virtual display is also an art form, and each art form
has a certain connection with reality. Therefore, the immer-
sion feeling brought by the display of the same content is dif-
ferent [20]. Pan et al. put forward that holographic virtual
technology has been silent since its emergence in the last
century, but with the continuous development of computer
science, holographic virtual technology has only a broader
application and development space. In this process, there is
continuous communication and exchange between Si Gan
Dou scientists and artists. The use of computer technology
and network technology makes the communication between
works of art and the audience more smooth and deepens the
public’s understanding of art and science and technology
[21]. Lei et al. proposed that holographic projection is highly
technical, involving many professional requirements such as
accurate photography technology, transformation algorithm
for generating pure phase hologram, nanotechnology,
materials science, and optics. In practical application, laser
sensing technology, touch control technology, and voice
control technology are also needed to realize perfect immer-
sive visual effect and interactive experience [22]. Huang et al.
proposed that the three-dimensional visual effect displayed
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by holographic image is more direct and realistic, which is
easier to stimulate the resonance of the viewer in visual
perception, forming the viewer’s immersed visual reality
and space-time reality [23]. Wang et al. proposed that
holographic projection transforms the traditional two-
dimensional plane image into a dynamic, three-dimensional,
and multidimensional viewing image. Consumers can place
the holographic projection photo in the holographic projec-
tion frame and even add the holographic projection function
to the smart phone in the future, which can be displayed
directly by the mobile phone. Holographic projection photos
break through the static state and can coexist acoustically
and dynamically [24]. Ma et al. proposed that from the
perspective of behavior, immersion is inseparable from the
perception of presence; that is, the viewer’s body and con-
sciousness are naturally placed directly in the situation.
Immersion is to make people focus on the current goal (cre-
ated by the designer) and feel happy and satisfied but forget
the real world situation. The direct participation of the body
makes the viewer closer to the narrative content, understand
the narrative in their own way, and obtain cognition [25].

2.2. Research Status of Holographic Immersion Chamber
Based on Virtual Reality Technology. Based on multisource
information fusion interactive virtual reality technology, this
paper studies the holographic immersion room. The multi-
source information fusion interactive virtual reality technol-
ogy can not only make the designer intuitively understand
the intention but also make the construction party directly
understand the design intention and design effect. It is also
very helpful for customers to have an immersive experience.
The integration of multisource information fusion and inter-
active virtual reality technology enhances the visibility and
representativeness of the design model. Under the function
of virtual display, users have a feeling of interactive design
and visual design, which greatly enhances the marketing
effect. Holographic image technology appears in front of
the public with the development of human social science
and technology. In terms of its historical time, holographic
image technology is still a new thing. From the perspective
of the application of holographic image technology in
practice, it still has great uncertainty. Researchers and
practitioners in relevant fields need to further develop the
effective function of this technology. The narrative subject
presented by holographic image breaks through the visual
limitations of two-dimensional narrative subject or pure vir-
tual environment in traditional visual narrative expression
methods and brings tension and real three-dimensional
visual experience to the viewer. Based on multisource infor-
mation fusion, interactive virtual reality technology can
achieve the following effects: perceptual systems such as
visual, auditory, and tactile immersion and behavioral sys-
tems, such as direction, language immersion, and expression
system immersion. Through the recognition of interactive
virtual reality technology based on multisource information
fusion and the sign language recognition system based on
vision, virtual reality can restore nonverbal information such
as gestures, facial expressions, and posture. In the field of
information fusion, many scholars often refer to terms sim-

ilar to information fusion, such as data fusion, information
fusion, and multisensor fusion. These concepts are both
different and closely related. Virtual display technology is a
new type of science and technology, which has just been
popularized, so it is more attractive to most people. In this
sense, virtual inch display has novel and unique characteris-
tics, which is also one of the main reasons for the audience to
come to the exhibition. The emergence of multisource
information fusion interactive virtual reality technology has
brought significant innovation to the imaging problem in
the field of new media. This emerging technology not only
makes outstanding contributions to virtual imaging but also
has a far-reaching impact on promoting the development of
other industries, including film and television industry,
construction industry, exhibition planning industry, and
tourism and leisure industry.

3. Principle and Model of Multisource
Information Fusion Virtual
Reality Technology

“Virtual reality technology” was put forward in the early
1980s. As a simulation technology and a challenging fashion
frontier interdisciplinary subject, it combines simulation
technology with computer graphics, man-machine interface
technology, sensing technology, and multimedia technol-
ogy to generate a virtual situation. This virtual three-
dimensional dynamic situation integrating multisource
information makes people feel like the real world. Data
fusion is mainly aimed at all kinds of information fusion
expressed in the form of data. When the information needed
is the measured data of sensors, data fusion is called sensor
fusion. Information fusion includes data fusion and sensor
fusion, but the scope of information fusion is broader. In
addition to data, the fused information can also be extended
to images, notes, symbols, knowledge, and intelligence. At
present, there is no clear distinction in the field. Virtual real-
ity technology is the integration of electronic science and
technology and information technology. In essence, it is a
new communication medium and communication tool.
From the perspective of media, virtual reality, with its new
way of information exchange and unique use experience,
produces a subversive way of communication-immersive
communication. It has become a super media that surpasses
popular media such as newspapers, magazines, radio, film,
television; and Internet, realizes virtual crosstemporal inter-
action; and creates realistic on-the-spot communication.
Using the similar method, the best matching position in the
first level resolution can be found step by step, and the
amount of search calculation decreases in geometric order.
The flow chart of multisource information fusion algorithm
is shown in Figure 1.

Virtual reality systems are usually equipped with a vari-
ety of sensing devices, including visual, auditory, and tactile
devices. In the future, taste and olfactory sensing devices
may be developed. In addition to official sensing devices,
there are kinesthetic sensing devices and reaction devices.
These devices enable the virtual reality system to have
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multisensory functions and enable users to obtain a variety
of senses in the virtual environment. The organization of
multisource information fusion is the data fusion joint com-
mand Laboratory of the U.S. Department of Defense. After
continuous revision and practical expansion, this model
has been determined as the actual standard of the U.S.
defense information fusion system. A multisource informa-
tion fusion virtual reality technology model is proposed, as
shown in Figure 2.

The imaging band is 0:33 ~ 0:77μm, and the radiation of
the ground object is composed of its own light radiation and
the radiation of the surrounding environment reflected by it.
Its radiation brightness can be expressed as

Lsum = L0 θr , ψrð Þ + LrE θr , ψrð Þ: ð1Þ

Among them, ðθr , ψrÞ represents the radiation direction,
its own radiation brightness is represented by L0ðθr , ψrÞ, and
its reflection brightness to surrounding objects is repre-
sented by LrEðθr , ψrÞ. In fact, in the 0:33 ~ 0:77 μm band,
most ground objects can be regarded as diffuse reflectors,
so the ðθr , ψrÞ influence of radiation direction can be
ignored, and the formula becomes

Lsum = L0 + LrE: ð2Þ

L0 = εLh0 can be obtained according to Planck formula,
where ε is the surface emissivity of diffuse reflector and Lh0
is the radiance of absolute blackbody at the same tempera-
ture as the ground object. LrE is composed of solar radiation
and atmospheric scattering, which can be expressed as

LrE = ðρ/πÞEsum, where ρ = 1 − ε and Esum represent the
irradiance of solar radiation and atmospheric scattering,
so it can be expressed as

Lsum = 1 − ρð Þ ⋅ Lh0 + ρ ⋅
Esum
π

: ð3Þ

Generally, we think that the ground object is in the
normal temperature state. According to Planck’s law, Lh0
is negligible. It can be seen that the main parameters
affecting the visible light characteristics of the ground
object are ρ and Esum, which shows that the factors affect-
ing the imaging quality of the visible light image are light-
ing conditions and meteorological factor, and explains the
reason why the CCD sensor cannot work all day.

The reflectivity ρ represents the reflection ability of the
ground object to the surrounding radiation, which can be
described by the bidirectional reflection distribution func-
tion. For the opaque gray body, its transmittance τ = 0, so
it meets the requirements.

ε = α = 1 − ρ: ð4Þ

The image is mainly disturbed by additive system noise
and multiplicative speckle noise.

I x, yð Þ = R x, yð Þη0 x, yð Þ + η1 x, yð Þ, ð5Þ

where Iðx, yÞ represents the output image of the imaging
system, Rðx, yÞ represents the scattering characteristics of
ground objects, η0ðx, yÞ represents multiplicative speckle
noise, and η1ðx, yÞ represents additive system noise.

Denoise and filter the
target image

Decompose the target Decompose the
holographic image

Extract branch points Extract branch points

Noise reduction and
filtering og holographic

image

Interactive matching location based
on multi-source information fusion

Is the location
successful?

Final matching
location result

Virtual immersive
environment

Figure 1: Flow chart of multisource information fusion algorithm in holographic immersion.
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Gaussian filter is a commonly used low-pass filter, which
can filter the noise of high-frequency part. The expression of
Gaussian filter is

f ′ x, yð Þ = f x, yð Þ∗g x, yð Þ: ð6Þ

f ðx, yÞ, f ′ðx, yÞ represents the pixel value before and
after processing, gðx, yÞ represents the Gaussian kernel func-
tion, and its expression is

g x, yð Þ = 1
ffiffiffiffiffiffiffiffi

2πσ
p exp −

x2 + y2

2σ2
� �

: ð7Þ

The σ value determines the smoothing effect of Gaussian
filter. The smoothing result of the image using the filter win-
dow with the size of t can be expressed as

f ′ x, yð Þ = 〠
t

i=−t
〠
t

j=−t
f x − i, y − jð Þ 1

ffiffiffiffiffiffiffiffi

2πσ
p exp −

x2 + y2

2σ2
� �

:

ð8Þ

This method has a good effect on removing Gaussian
white noise, but at the same time, it will destroy some other
details in the image and affect the extraction of point, line,
and other types of features. Therefore, it is necessary to
adjust the parameters of the filter to retain other features
as much as possible while suppressing noise interference.

The mean filtering adopts the “windowed average”
method to divide the gray level of the noise point ðx, yÞ
equally to the pixels with the size of m × n around it. The
mean filtering expression of the image size is

f ′ x, yð Þ = 1
m ⋅ n

〠
i,j∈m×n

f i, jð Þ, ð9Þ

where f ′ðx, yÞ represents the noise point obtained by mean
filtering, and the neighborhood range of point ðx, yÞ is taken
as m × n. Obviously, the disadvantage of this filtering
method is that the same processing is adopted for noise
points and nonnoise points. While smoothing the noise
interference, it will inevitably lose the detailed information
in the image and still blur the edge.

For digital images, the filtering process in spatial domain
can be expressed as the convolution of the original image
and the filter kernel function.

f ′ x, yð Þ = f x, yð Þ ∗ h x, yð Þ

= 1
MN

〠
M−1

m=0
〠
N−1

n=0
f m, nð Þh x −m, y − nð Þ:

ð10Þ

According to the relationship between spatial domain
and frequency domain, the convolution in SD can be
converted into product in FD. Virtual reality has developed
rapidly in the past two years. Facebook, Microsoft, Google,
and others have joined the game. Virtual reality creates an
immersive interaction in which the machine construction
environment is infinitely close to the reality perception
environment, and conveys to users a complete and compre-
hensive physical and psychological feeling like the real situ-
ation. Human-computer interaction tends to return to
people’s original state more and more. Information fusion
is a general framework for simultaneous interpreting or
combining methods and tools from different sensor data.
The purpose of information fusion is to obtain higher qual-
ity information. Famous Chinese scholars Han Chongzhao
and Zhu Hongyan believe that multisource information
fusion is actually a functional simulation of the human
brain’s comprehensive processing of complex problems.
Multisource information fusion interactive virtual reality
technology not only spreads and communicates across the
limitations of time and space but also creates a technical

Information
preprocessing

Target location
identity estimation

Situation
assessment Impact estimation

Man-machine
interfaceCognitive

optimization
Multi-source
information

fusion

Process
optimization

Virtual reality
technolgy

Virtual reality
system

Database system

Figure 2: Multisource information fusion virtual reality technology model.
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system that can make the virtual natural environment act on
the human body and produce various senses and limb reac-
tions, that is, using human body perception to construct a
second nature constructed by optoelectronic materials and
create an optoelectronic interface environment that can
make it difficult for users to distinguish between true and
false.

4. Realization of Holographic
Immersion Chamber

4.1. Construction of Holographic Immersion Chamber System
Based on Virtual Reality Technology. The expansion of space
and the three-dimensional presentation of holographic
images make the visual narrative no longer stick to the lim-
ited picture frame and construct the content and meaning of
the narrative. The spatial dimension of visual narrative has
the possibility of more diversified extension. The narrative
elements in different picture frames are released from the
space restrictions artificially cut and split, and more abun-
dant narrative content is transmitted through more free
arrangement and combination. Holographic projection
immersion system based on multisource information fusion
interactive virtual reality technology is mostly used in 360°

booth and 270° booth of small products in the commercial
application of exhibition cabinet. Most of the contents are
relatively simple rotating animation. Of course, some are
also used to display characters, but the action of characters
is simple. In the commercial application of the stage, in
order to meet the viewing angle of the stage, the single-
chip holographic screen of 180° is mostly used. The applica-
tion modes of multisource information fusion interactive
virtual reality technology include virtual performance, vir-
tual and real person interaction, real person performance,
and holographic special effects. Compared with the large
amount of equipment and space occupied by equipment in
traditional dance beauty design, the requirements of new
media technology for equipment space are greatly reduced,
and the transformation of various effects can be easily
realized.

The holographic immersion room system of multisource
information fusion interactive virtual reality technology is an
extension and innovation of traditional visual narration. It
builds a bridge between the viewer and narration. Through
the immersive on-site narrative experience, it increases
the viewer’s emotional input and active participation,
shortens the distance between the viewer and narration,
endows visual narration with new vitality, and transmits
more profound and unforgettable narrative connotation.
Holographic immersion room system is a dynamic dis-
play mode. Its operable and interactive form shortens
the distance between consumers and products, and con-
sumers directly experience all the functional features of
products in their use and participation. Multisource infor-
mation fusion interactive virtual reality technology this
way not only improves the added value of products but
also fully mobilizes consumers’ interest, so as to stimulate
consumer behavior and directly bring considerable eco-
nomic benefits. The holographic immersion room system

uses holographic projection skills to build a scientific,
innovative, and interactive environment. The details of
goods are displayed through holographic imaging, which
can attract the attention of visitors. It can also be applied
in the fields of cars, large forklifts, watches, jewelry dis-
play, and so on, which can not only achieve the intention
of showing to the audience but also reduce the consump-
tion of booths and exhibits, holographic projection
museum, holographic projection dance, holographic pro-
jection telephone, etc.

4.2. Experimental Results and Analysis. In this experiment,
the image is registered with the same target image; the
parameters of the transformation matrix are calculated,
compared with the affine transformation matrix imposed
by human; and the approximation index e of the transfor-
mation matrix is calculated. SIFT feature is a local feature
of an image, which maintains invariance to rotation, scaling,
and brightness changes and also maintains a certain degree
of stability to angle changes, affine transformations, and
noise. It also maintains good matching for the factors such
as object motion, occlusion, and noise, so that the feature
matching between two images with large differences can be
realized. At the same time, taking the registration algorithm
that separately uses sift as the matching feature and other
matching strategies consistent with the algorithm in this
section as a reference, the matching accuracy of the two
algorithms under affine transformation is directly compared.
The exact registration affine transformation parameters of
images are shown in Table 1.

It can be seen from Table 1 that the approximation index
of the transformation matrix calculated by the registration
algorithm based on SIFT+MSA is 0.8646, which is less than
1.2697 obtained by the SIFT matching algorithm. It can be
seen that the parameters calculated by the algorithm in this
section are closer to the real value and have higher accuracy.
The original image is too large and has been reduced to 83%
of the display.

The matching points are obtained according to the two
algorithms. The comparison between the affine transforma-
tion parameters fitted by the least square method and the
real affine parameters is shown in Table 2.

The distortion of the scene in the imaging process will
make the image out of proportion. Affine transformation
can be used to correct various distortions. The parameters
of affine transformation can be estimated by the least square
method. It can be seen from Table 2 that the approximation
index of the transformation matrix calculated by the regis-
tration algorithm based on SIFT+MSA is 1.7073, which is
less than 4.0017 obtained by the SIFT matching algorithm.
It can be seen that the error of CCD image registration
parameters calculated by the algorithm in this section is
smaller.

The matching points are obtained according to the two
algorithms. The comparison between the affine transforma-
tion parameters fitted by the least square method and the
real affine parameters is shown in Table 3.

It can be seen from Table 3 that the approximation
index of transformation matrix calculated by SIFT+MSA
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registration algorithm is 1.0037, which is less than 2.1686
obtained by the SIFT matching algorithm, and the error
is smaller.

The evaluation system of image registration algorithm
compares the two algorithms, and the calculated evaluation
indexes are shown in Table 4.

It can be seen from Table 4 that the feature points
extracted by the SIFT algorithm from the real image and
the target image are 257 and 1505, respectively, and the log-
arithm of feature points obtained by rough matching is 121.
Based on this, the matching score is 46.32%. After further
screening the matching points by RANSAC method, 30 pairs
of fine matching points can be obtained, and the matching
rate is 24%. After matching, the RMSE of the two images
is 1.4472.

In this experiment, different numbers of recommended
list items are set in the data set to compare the recom-
mended diversity results of pUCP algorithm, phui growth
algorithm, and this algorithm. Three experiments were car-
ried out to compare the holographic image immersion. The
experimental results are shown in Figures 3–5.

It can be seen from Figure 3 to Figure 5 that when the
number of recommendation lists is small, the difference
between the experimental results of the three algorithms is
very small, because the fewer the items in the list, the greater

the possibility of approximation. However, with the increase
of the number of lists, phui growth loses more item sets, and
the resulting association rule base is inaccurate, resulting in
similar items in the recommendation list, and the recom-
mended diversity index will be significantly higher than the
other two algorithms. Because the accuracy of this algorithm
is higher than the other two algorithms, the holographic
immersion chamber based on multisource information
fusion interactive virtual reality technology is better than
the other two algorithms in diversity.

In this experiment, holographic image technology cre-
ates a virtual immersive extraction method as follows:
during the operation of the algorithm, insert multiple test
points. In each test point, first, forcibly delete the garbage
nodes generated during the operation of the algorithm, and
then, extract the current memory consumption value, and
take the maximum of these values as the memory consump-
tion value of the current algorithm. Set the number of differ-
ent recommended list items, and compare the recommended
diversity results of pUCP algorithm, phui growth algorithm,
and this algorithm. Conduct two experiments, respectively,
for comparison, and the operation results are shown in
Figures 6 and 7.

It can be seen from Figure 6 to Figure 7 that the memory
consumption of the algorithm up growth increases with the

Table 1: Affine transformation parameters for accurate image registration.

Image a b c d e Approximation index

Real parameters 1.2 0.2 -2 0 1 0

SIFT 1.2082 0.4012 -4.0751 0.1013 1.1051 1.2697

SIFT+MSA 1.0771 0.2871 -2.1358 -0.0061 1.0035 0.8646

Table 2: Affine transformation parameters for accurate registration of visible images.

Visible image a b c d e Approximation index

Real parameters 0.7 0.2 51 0.2 0.6 0

SIFT 0.8895 0.1657 53.4828 0.2955 0.7693 4.0017

SIFT+MSA 0.7898 0.2751 50.9406 0.2974 0.6802 1.7073

Table 3: Affine transformation parameters for accurate image registration.

Infrared image a b c d e Approximation index

Real parameters 0.7 0.1 2 -0.2 1.1 0

SIFT 0.8991 0.1995 3.3548 -0.1988 1.2981 2.1686

SIFT+MSA 0.7925 0.1015 3.2677 -0.1996 1.2025 1.0037

Table 4: Comparison of registration results of real images.

Registration
algorithm

Feature points extracted from
real image and target image

Rough matching
feature points

Fine matching
feature points

Match
score

Matching
rate

RMSE
Subjective evaluation

of local details

SIFT (257, 1505) 121 30 46.32% 24% 1.4472 Dislocation

SIFT+MSA (111, 693) 62 41 56.24% 66.66% 0.6424 High accuracy
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decrease of the minimum utility threshold. This is because
the nodes in the utility mode tree increase with the decrease
of the minimum utility threshold, but the memory con-

sumption of the algorithm in this paper and phui growth
algorithm basically does not change much. This is because
the two algorithms adopt a parallel strategy. The algorithm
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Figure 4: Diversity analysis of holographic immersion chamber recommended by different algorithms.
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Figure 5: Diversity analysis of holographic immersion chamber recommended by different algorithms.
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Figure 3: Diversity analysis of holographic immersion chambers recommended by different algorithms.
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in this paper uses the clustering partition method to build
similar transactions into a utility pattern tree. The tree struc-
ture has fewer branches and uses the mode of pattern growth
for mining, which reduces the number of candidate item
sets. It adopts the tree structure and does not store noncan-
didate item sets. Therefore, it occupies less memory than the
phui growth algorithm.

5. Conclusions

Multisource information fusion interactive virtual reality
technology is an interdisciplinary subject integrating bionic
technology, electronic technology, communication technol-
ogy, and computer technology. It is also a cutting-edge
subject prioritized by most countries. With the emergence
of various new technologies, especially computer technology
and communication technology, it has promoted the devel-
opment of multisource information fusion interactive virtual
reality technology, All kinds of new equipment relying on
multisource information fusion interactive virtual reality

technology are emerging. Holographic projection will be
diversified in the development, but with its gradual improve-
ment, it will be widely used in the performance exhibition
space. Once the holographic projection technology is
popularized, the cost is reduced and the convenience is
improved; its role cannot be underestimated. This paper
studies the holographic immersion chamber based on multi-
source information fusion interactive virtual reality technol-
ogy. The approximation index of the transformation matrix
calculated by the registration algorithm based on SIFT+MSA
is 1.7073, which is less than 4.0017 obtained by the SIFT
matching algorithm. It can be seen that the error of CCD
image registration parameters calculated by this algo-
rithm is smaller. Holographic projection technology breaks
through the limitations of traditional sound, light, and elec-
tricity; brings beautiful pictures to the audience; and gives
people a double world feeling of coexistence of virtual and
reality. In the future, the market development potential of
holographic projection technology will be immeasurable. In
the future, with the continuous maturity of technology,
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Figure 7: Comparison of virtual immersion consumption of holographic image technology under different algorithms.
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For applied scientists and engineers, graph theory is a strong and vital tool for evaluating and inventing solutions for a variety of
issues. Graph theory is extremely important in complex systems, particularly in computer science. Many scientific areas use graph
theory, including biological sciences, engineering, coding, and operational research. A strategy for the orthogonal labelling of a
bipartite graph G with n edges has been proposed in the literature, yielding cyclic decompositions of balanced complete
bipartite graphs Kn,n by the graph G. A generalization to circulant-balanced complete multipartite graphs Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

;m, n ≥ 2,

is our objective here. In this paper, we expand the orthogonal labelling approach used to generate cyclic decompositions for
Kn,n to a generalized orthogonal labelling approach that may be used for decomposing Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

. We can decompose

Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

into distinct graph classes based on the proposed generalized orthogonal labelling approach.

1. Introduction

As is well known, discrete mathematics is a field of mathemat-
ics that deals with countable processes and components. One of
themost significant and intriguing disciplines in discrete math-
ematics is graph theory [1–3]. Graph theory is the study of
structural models called graphs, which are made up of a collec-
tion of vertices and edges. Graph theory is extremely important
in complex systems, particularly in computer science. Many
scientific areas use graph theory, including engineering, coding
[4, 5], operational research, biological sciences, and manage-
ment sciences. For applied scientists and engineers, graph the-
ory is a strong and vital science for evaluating and inventing
solutions for a variety of issues. Graphs have recently been uti-
lized as structural models for characterizing World Wide Web

connections and the number of links necessary to move
between web pages [6].

Circulant graphs are a significant category of graphs [7–10].
Circulant graphs have gained a lot of attention in recent
decades. The circulant graphs class includes complete graphs
and classic rings topologies. The algebraic properties of circulant
graphs have been studied in thousands of publications. Circu-
lant graphs have been handled in a variety of graph applications,
including wide area communication graphs, local area com-
puter graphs, parallel processing architectures, very large-scale
integrated circuit design, and distributed computing [11–13].

Several traditional parallel and distributed systems were
built on the foundation of circulant graphs [14–16]. Circulant
graphs have a wide range of practical uses, such as a structure
in chemical reaction models [17], multiprocessor cluster
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systems [18], small-world graph models [19], discrete cellular
neural graphs [20], and as a basic structure for optical graphs
[21], and so on.

The study of circulant graphs, including their characteri-
zation, analysis, and applications, is currently a popular issue
in research. Several papers have been published that deal with
graph decompositions by simpler graphs [22–24]. Decompo-
sitions of circulant graphs have several excellent contributions.
For Cayley graphs labelled with Abelian groups, the Hamilton
decomposition was investigated in [25]. The circulant graph is
a particular case of the Cayley graph. It has been demonstrated
that two Hamilton cycles may be used to decompose four-
regular connected Cayley graphs [26].

For a certain recursive circulant graph, the Hamilton
decompositions have been proven [27]. Every circulant graph
has a corresponding circulant matrix [28]. Excellent descrip-
tions of circulant matrices have been published in [28].

Definition 1. A circulant-balanced complete multipartite
graph Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

is a simple graph having mn =∑m
l=1n verti-

ces. The vertices of Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

are divided into m partitions

of cardinality n ; two vertices are said to be adjacent if they
are found in two different partitions. The graph Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

has a degree equal to ðm − 1Þn: The circulant graph Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be divided into δKn,n, δ =
m

2

 !
:

Definition 2. A caterpillar graph Caðb1, b2,⋯, baÞ is a tree
formed by the path Pa = y1y2 ⋯ ya by linking a vertex yi to
bi new vertices where a ≥ 1, b1, b2,⋯, ba are integers greater
than zero, b1, ba ≥ 1 and bi ≥ 0 for i ∈ f2, 3,⋯, a − 1g:

El-Mesady et al. have proposed an orthogonal labelling
approach to decompose a certain circulant graph class with
2n vertices and n degree [29]. Circulant-balanced complete
bipartite graphs are the name for this type of graph which
is denoted by Kn,n: In cognitive radio graphs and cloud com-
puting, bipartite circulant graphs can address a variety of
challenges. For a good survey on several decompositions of
circulant graphs, see [30–34].

In this study, we generalize the orthogonal labelling
approach proposed in [29] to create edge decompositions
of the graphs Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

;m, n ≥ 2 which are considered a

generalization to the graphs Kn,n: The following sections
make up the current paper: The second section deals with
the proposed novel orthogonal labelling approach. In the
third section, the graph Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

is decomposed by infinite

classes of graphs. We generate many decompositions of
Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

by connected caterpillars in the fourth section.

The fifth section introduces concluding remarks and future
work.

2. A Novel Labelling Approach

Consider now the circulant-balanced completemultipartite graph

with vertex set V = ∪
m−1

l=0
Vl, where V , l ∈ f0, 1,⋯,m − 1g arem

independent sets of vertices. There are bijective mappings φl
: Vl ⟶ℤn × flg, l ∈ f0, 1,⋯,m − 1g where the vertices in
Vl are labelled by ℤn × flg, see Figure 1.

The distance between two vertices xi ∈ f0i, 1i,⋯,
ðn − 1Þig and yj ∈ f0j, 1j,⋯, ðn − 1Þjg, 0 ≤ i < j ≤m − 1 is
the usual circular distance defined by dfxi, yjg =min fjxi
− yjj, n − jxi − yjjg: The edge fxi, yjg is said to have length
dfxi, yjg: Suppose G = ðV , EÞ is a subgraph with mn vertices

and
m

2

 !
n edges, a labelling

ψk : V Gi,j
k

� �
⟶ℤn × i, jf g, 0 ≤ i < j ≤m − 1, k

=
j if i = 0,

mi + j mod i + 1ð Þð Þ if i > 0:

( ð1Þ

is considered an orthogonal labelling of G ≅ ∪
w

k=1
Gi,j
k ,w

=
m

2

 !
, 0 ≤ i < j ≤m − 1 if,

(i) Each graph Gi,j
k has precisely two edges of length λ

∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0 is found once
in Gi,j

k , and the length n/2 is found once in Gi,j
k if n

is even

(ii) For every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G has precisely

2:
m

2

 !
=mðm − 1Þ edges of length λ,

(iii) The length 0 is found
m

2

 !
times in G,

(iv) The length n/2 is found
m

2

 !
times in G if n is

even

Example 1. An orthogonal labelling of K0,1
1,3 ∪ P0,2

4 ∪ K1,2
1,3 is

shown in Figure 2.

Definition 3. Suppose G is a subgraph of Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

, x ∈ℤn:

Then G + x with EðG + xÞ = ffa + x, b + xg: fa, bg ∈ EðGÞg
is called the x-translate of G.
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The edge decomposition of circulant-balanced complete
multipartite graphs and orthogonal labelling are linked in
the next proposition.

Proposition 4. If and only if there is an orthogonal labelling

of G ≅ ∪
w

k=1
Gi,j
k , 0 ≤ i < j ≤m − 1, an edge decomposition of

Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be constructed by G.

Proof. Our goal is to show that EðGi,j + ωÞ ∩ EðGi,j + σÞ = ϕ
for all ω, σ ∈ℤn: We assume, by way of contradiction, that j
EðGi,j + ωÞ ∩ EðGi,j + σÞj ∣ ≥1 for ω, σ ∈ℤn with ω ≠ σ: For
the lengths λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, which are repeated
twice in Gi,j, let fa, bg and fc, dg be two edges of EðGi,j + ωÞ
∩ EðGi,j + σÞ with length λ, then fa − ω, b − ωg, fc − ω, d −
ωg and fa − σ, b − σg, fc − σ, d − σg are various edges with
length λ in EðGi,jÞ: However, this is a contradiction because
Gi,j verifies the orthogonal labelling requirement (i). Let fa, bg

belong to EðGi,j + ωÞ ∩ EðGi,j + σÞ with length l ∈ f0, n/2g,n
is even, then fa − ω, b − ωg and fa − σ, b − σg are distinct
edges in EðGi,jÞ, both with length l:However, this is a contradic-
tion because Gi,j verifies the orthogonal labelling requirement
(i). Hence, ∩ x∈ℤn

EðG + xÞ = φ: Also, for every λ ∈ f1, 2,⋯, b

ðn − 1Þ/2cg,G has precisely 2:
m

2

 !
=mðm − 1Þ edges with

length λ, the length 0 is only found
m

2

 !
times inG, the length

n/2 is only found
m

2

 !
times in G if n is even. Consequently,

∪x∈ℤn
E G + xð Þ = E Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

0
@

1
A: ð2Þ

Example 2. An example of edge decomposition of K3,3,3 by
K0,1

1,3 ∪ P0,2
4 ∪ K1,2

1,3 is shown in Figure 3.
In what follows, based on the aforementioned orthogonal

labelling approach, we will decompose the circulant-balanced

complete multipartite graph Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

by the G ≅ ∪
w

k=1
Gi,j
k ,

where the graphs Gi,j
k , k ∈ f1, 2,⋯,wg,w =

m

2

 !
, i ≠ j ∈ f0

, 1,⋯,m − 1g are isomorphic. Also, we will consider

01

11

21

0m–1

1m–1

2m–1

(n–1)m–1 (n–1)1

(n–1)0201000

Figure 1: The labelling for Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

.

201000

01
11
21

02

12
1222

12
02

11
11

00

101001

Figure 2: An orthogonal labelling of K0,1
1,3 ∪ P0,2

4 ∪ K1,2
1,3:
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k =
j if i = 0,
im + j mod i + 1ð Þð Þ if i > 0:

(
ð3Þ

3. Decompositions of Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

by Several

Classes of Graphs

Theorem 5. Let n ≥ 5,m ≥ 2 be integers. Then, there is an
orthogonal labelling for G1 ≅ ∪

0≤i<j≤m−1
ðK2,2 ∪ K1,n−4Þi,j.

Proof. Suppose VððK2,2 ∪ K1,n−4Þi,jÞ = fvs : s ∈ f0, 1, 2,⋯, ng
g: The mapping ψk can be used to define an orthogonal

labelling for the subgraph G1, which can be defined by ψk

: VððK2,2 ∪ K1,n−4Þi,jÞ⟶ℤn × fi, jg which is defined by

ψkðv0Þ = ððn + 3Þ/2Þi, ψkðv1Þ = ððn − 1Þ/2Þi,

ψkðv2Þ = ððn + 1Þ/2Þi, ψkðvs+3Þ = ðððn − 1Þ/2Þ + sÞj, s ∈ f0,⋯,
n − 5g, and the edge set of ðK2,2 ∪ K1,n−4Þi,j is

see Figure 4. From the edge set ofG1, the following conditions
are verified: Each graph ðK2,2 ∪ K1,n−4Þi,j has precisely two edges
of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0 is found once
in ðK2,2 ∪ K1,n−4Þi,j, the length n/2 is found once in

ðK2,2 ∪ K1,n−4Þi,j if n is even, for every λ ∈ f1, 2,⋯, bðn − 1Þ/2
cg,G1 has precisely 2: m

2

 !
=mðm − 1Þ edges of length λ, the

length 0 is found
m

2

 !
times in G1, and the length n/2 is found

m

2

 !
times in G1 if n is even. Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

can be decom-

posed by G1:

Theorem 6. Let n > 1,m ≥ 2 be integers. Then, there is an
orthogonal labelling for G2 ≅ ∪

0≤i<j≤m−1
ðK2,nÞi,j.

Proof. Suppose VððK2,nÞi,jÞ is VððK2,nÞi,jÞ = fvs : s ∈ f0, 1, 2,
⋯, n + 1gg: The mapping ψk can be used to define an orthog-
onal labelling for the subgraph G2, which can be defined by
ψk : VððK2,nÞi,jÞ⟶ℤ2n × fi, jg which is defined by

ψk vsð Þ = si, s ∈ 0, 1f g, ψk vs+2ð Þ = 2 s − 1ð Þð Þ mod 2nð Þð Þj, s ∈ 1,⋯, nf g,
ð5Þ

201000

01
11
21

22
12
02

002010

11
21
01

02
22
12

100020

21
01
11

12
02
22

Figure 3: An edge decomposition of K3,3,3 by K0,1
1,3 ∪ P0,2

4 ∪ K1,2
1,3:

((n+3)/2)i

nj (n+1)j

((n–1)/2)i
((n+1)/2)i

((n–1)/2)j ((n+1)/2)j ((n+3)/2)j ((3n–11)/2)j

Figure 4: The labelling for ðK2,2 ∪ K1,n−4Þi,j:

E K2,2 ∪ K1,n−4ð Þi,jÀ Á
= n + 3

2

� �
i

, nj

� �
, n + 3

2

� �
i

, n + 1ð Þj
� �

, n − 1
2

� �
i

, nj

� �
, n − 1

2

� �
i

, n + 1ð Þj
� �

, n + 1
2

� �
i

, n − 1
2

� �
j

( )( )

∪
n + 1
2

� �
i

, n + 1
2 + s

� �
j

( )( )
: s ∈ 0, 1,⋯, n − 6f g

)
, ð4Þ
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and the edge set of ðK2,nÞi,j is

E K2,nð Þi,jÀ Á
= 0i, 2sð Þj
n o

: s ∈ 0, 1,⋯, n − 1f g
n o

∪ 1i, 2sð Þ mod 2nð Þð Þj
n o

: s ∈ 1,⋯, nf g
n o

,

ð6Þ

see Figure 5. From the edge set of G2, the following condi-
tions are verified: Each graph ðK2,nÞi,j has precisely two edges
of length λ ∈ f1, 2,⋯, bð2n − 1Þ/2cg, the length 0 is found
once in ðK2,nÞi,j, the length n is found once in ðK2,nÞi,j, for
every λ ∈ f1, 2,⋯, bð2n − 1Þ/2cg,G2 has precisely 2:
m

2

 !
=mðm − 1Þ edges of length λ, the length 0 is found

m

2

 !

times in G2, and the length n is found
m

2

 !
times in G2:

Hence, K2n,2n,⋯,2n|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

can be decomposed by G2.

Theorem 7. Let n ≡ 2 mod 6 or n ≡ 4 mod 6,m ≥ 2: Then,
there is an orthogonal labelling for

G3 ≅ ∪
0≤i<j≤m−1

n
2
K1,2

� �i,j
: ð7Þ

Proof. Suppose Vðððn/2ÞK1,2Þi,jÞ = fvs : s ∈ f0, 1, 2,⋯, 2ðn
− 1Þg: The mapping ψk can be used to define an orthogonal
labelling for the subgraph G3, which can be defined by ψk

: Vðððn/2ÞK1,2Þi,jÞ⟶ℤn × fi, jg which is defined by ψkðvs
Þ = si, s ∈ f0, 1,⋯, n − 1g, ψkðvn+sÞ = ðð2sÞðmod nÞÞj, s ∈ f0, 1
,⋯, n − 1g, and the edge set of ððn/2ÞK1,2Þi,j is Eð
ððn/2ÞK1,2Þi,jÞ = ffsi, ðð2sÞðmod nÞÞjg: s ∈ f0, 1, 2,⋯, n − 1g
g, see Figure 6. From the edge set of G3, the following condi-
tions are verified: Each graph ððn/2ÞK1,2Þi,j has precisely two
edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0 is
found once in ððn/2ÞK1,2Þi,j, the length n/2 is found once

in ððn/2ÞK1,2Þi,j, for every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G3 has

precisely 2: m

2

 !
=mðm − 1Þ edges of length λ, the length 0 is

found
m

2

 !
times in G3, and the length n/2 is found

m

2

 !
times in G3: Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

can be decomposed by G3.

Theorem 8. Let n ≥ 9,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G4 ≅ ∪
0≤i<j≤m−1

C8 ∪ K1,n−8ð Þi,j: ð8Þ

Proof. Suppose VððC8 ∪ K1,n−8Þi,jÞ = fvs : s ∈ f0, 1, 2,⋯, ngg
: The mapping ψk can be used to define an orthogonal
labelling for the subgraph G4, which can be defined by
ψk : VððC8 ∪ K1,n−8Þi,jÞ⟶ℤn × fi, jg which is defined by

ψk v0ð Þ = 00, ψk v1ð Þ = 10, ψk v2ð Þ = 20, ψk v3ð Þ = 40, ψk v4ð Þ
= 80, ψk vsð Þ = s − 4ð Þ1, s ∈ 5,⋯, nf g,

ð9Þ

and the edge set of ðC8 ∪ K1,n−8Þi,j is

∪ff1i , sjg: s ∈ f6, 7,⋯, n − 4gg, see Figure 7. From the
edge set of G4, the following conditions are verified: Each graph
ðC8 ∪ K1,n−8Þi,j has precisely two edges of length λ ∈ f1, 2,⋯,
bðn − 1Þ/2cg, the length 0 is found once in ðC8 ∪ K1,n−8Þi,j,
the length n/2 is found once in ðC8 ∪ K1,n−8Þi,j if n is even, for

every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G4 has precisely 2: m

2

 !
=

mðm − 1Þ edges of length λ, the length 0 is found
m

2

 !

times in G4, and the length n/2 is found
m

2

 !
times in G4

if n is even. Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G4:

Theorem 9. Let n ≥ 7,m ≥ 2 be integers. Then, there is an
orthogonal labelling for G5 ≅ ∪

0≤i<j≤m−1
ðC6 ∪ K1,1 ∪ K1,n−7Þi,j:.

Proof. Suppose VððK1,1 ∪ C6 ∪ K1,n−7Þi,jÞ = fvs : s ∈ f0, 1, 2,
⋯, ngg: The mapping ψk can be used to define an

0i

0j 2j 4j

1i

(2n–2)j

Figure 5: The labelling for ðK2,nÞi,j:

E C8 ∪ K1,n−8ð Þi,jÀ Á
= 0i, 2j
È É

, 0i, 4j
È É

, 4i, 2j
È É

, 4i, 3j
È É

, 2i, 3j
È É

, 2i, 5j
È É

, 8i, 4j
È É

, 8i, 5j
È É

, 1i, 1j
È ÉÈ É ð10Þ
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orthogonal labelling for the subgraph G5, which can be
defined by ψk : VðK1,1 ∪ C6 ∪ K1,n−7Þ⟶ℤn × fi, jg which
is defined by

ψkðv8Þ = 5j, ψk ðvsÞ = ðs − 2Þ j, s ∈ f9,⋯, n + 1g, and the

edge set of ðK1,1 ∪ C6 ∪ K1,n−7Þi,j is

see Figure 8. From the edge set of G5, the following condi-
tions are verified: Each graph ðK1,1 ∪ C6 ∪ K1,n−7Þi,j has pre-
cisely two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the
length 0 is found once in ðK1,1 ∪ C6 ∪ K1,n−7Þi,j, the length n
/2 is found once in ðK1,1 ∪ C6 ∪ K1,n−7Þi,j if n is even, for every
λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G5 has precisely 2: m

2

 !
=mðm −

1Þ edges of length λ, the length 0 is found
m

2

 !
times in G5,

and the length n/2 is found
m

2

 !
times in G5 if n is even.

Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G5:

Theorem 10. Let n ≥ 5,m ≥ 2 be integers. Then, there is an
orthogonal labelling for G6 ≅ ∪

0≤i<j≤m−1
ð2K2 ∪ K1,n−2Þi,j.

Proof. Suppose Vðð2K1,1 ∪ K1,n−2Þi,jÞ = fvs : s ∈ f0, 1, 2,⋯, n
+ 2gg: The mapping ψk can be used to define an orthogonal
labelling for the subgraph G6, which can be defined by ψk

: Vðð2K1,1 ∪ K1,n−2Þi,jÞ⟶ℤn × fi, jg which is defined by

ψk v0ð Þ = 0i, ψk v1ð Þ = 1i, ψk v2ð Þ = n − 1ð Þi, ψk vs+3ð Þ
= sð Þj, s ∈ 0,⋯, n − 1f g, ð13Þ

and the edge set of ð2K1,1 ∪ K1,n−2Þi,j is

E 2K1,1 ∪ K1,n−2ð Þi,jÀ Á
= 0i, sj
È É

: s ∈ 0, 1,⋯, n − 3f gÈ É
∪ 1i, n − 1ð Þj
n o

, n − 1ð Þi, n − 2ð Þ j
n on o

,

ð14Þ

see Figure 9. From the edge set of G6, the following con-
ditions are verified: Each graph ð2K1,1 ∪ K1,n−2Þi,j has

0i (n/2)i 1i (1+n/2)i

0j 2j

(n–1)i

2((n/2)–1)j

((n/2)–1)i

Figure 6: The labelling for ððn/2ÞK1,2Þi,j:

1i

4j1j 6j 7j 2j(n–4)j

0i 4i 2i 8i

3j 5j

Figure 7: The labelling for ðC8 ∪ K1,n−8Þi,j:

ψk v0ð Þ = 0i, ψk v1ð Þ = 1i, ψk v2ð Þ = 3i, ψk v3ð Þ = 4i, ψk v4ð Þ = 6i, ψk v5ð Þ = 1j, ψk v6ð Þ = 2j, ψk v7ð Þ = 3j, ð11Þ

E K1,1 ∪ C6 ∪ K1,n−7ð Þi,jÀ Á
= 1i, 1j
È É

, 0i, 2j
È É

, 0i, 3j
È É

, 4i, 2j
È É

, 4i, 5j
È É

, 6i, 3j
È É

, 6i, 5j
È ÉÈ É

∪ 3i, sj
È É

: s ∈ 7,⋯, n − 1f gÈ É
, ð12Þ
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precisely two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the
length 0 is found once in ð2K1,1 ∪ K1,n−2Þi,j, the length n/2 is

found once in ð2K1,1 ∪ K1,n−2Þi,j if n is even, for every λ ∈ f1

, 2,⋯, bðn − 1Þ/2cg,G6 has precisely 2:
m

2

 !
=mðm − 1Þ

edges of length λ, the length 0 is found
m

2

 !
times in G6,

and the length n/2 is found
m

2

 !
times in G6 if n is even.

Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G6:

Theorem 11. Let n > 1,m ≥ 2 be integers. Then, there is an
orthogonal labelling for G7 ≅ ∪

0≤i<j≤m−1
ðPn+1Þi,j.

Proof. Suppose VððPn+1Þi,jÞ = fvs : s ∈ f0, 1, 2,⋯, ngg: The
mapping ψk can be used to define an orthogonal labelling
for the subgraph G7, which can be defined by ψk : Vð
ðPn+1Þi,jÞ⟶ℤn × fi, jg which is defined by

ψk vsð Þ = n − sð Þ mod nð Þð Þi, s ∈ 0, 1,⋯, n − 3
2

� �
, ψk vn−1/2ð Þ

= n + 1
2

� �
i

, ψk vn−3/2+s+2ð Þ = sj,

ð15Þ

s ∈ f0, 1 ,⋯, ðn − 1Þ/2g, and the edge set of ðPn+1Þi,j is
EððPn+1Þi,jÞ = ffððn + 1Þ/2Þi, ððn − 1Þ/2Þjgg ∪
.-
ffððn − sÞðmod nÞÞi, ðs + αÞjg: s ∈ f0, 1,⋯, ðn − 3Þ/2g, α ∈ f
0, 1gg,see Figure 10. From the edge set of G7, the following
conditions are verified: Each graph ðPn+1Þi,j has precisely
two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0
is only present once in ðPn+1Þi,j, the length n/2 is found once
in ðPn+1Þi,j if n is even, for every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,
G7 has precisely 2:

m

2

 !
=mðm − 1Þ edges of length λ, the

length 0 is found
m

2

 !
times in G7, and the length n/2 is

found
m

2

 !
times in G7 if n is even. Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

can be decomposed by G7:

Theorem 12. Let n ≡ 1 mod 6, n ≡ 5 mod 6,m ≥ 2 be an inte-
ger. Then, there is an orthogonal labelling for Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

by

G8 ≅ ∪
0≤i<j≤m−1

ðnK1,1Þi,j:

Proof. Suppose VððnK1,1Þi,jÞ is VðnK1,1Þi,j = fvs : s ∈ f0, 1, 2
,⋯, 2n − 1gg: The mapping ψk can be used to define an
orthogonal labelling for the subgraphG8,which can be defined
by ψk : VððnK1,1Þi,jÞ⟶ℤn × fi, jg which is defined by ψkð
vsÞ = si, s ∈ f0, 1,⋯, n − 1g, ψkðvn+s−1Þ = ðð2ðs − 1ÞÞ mod nÞj
, s ∈ f1, 2,⋯, ng, and the edge set of ðnK1,1Þi,j is EððnK1,1Þi,jÞ
= ffsi, ðð2sÞðmod nÞÞjg: s ∈ f0, 1,⋯, n − 1gg, see Figure 11.
From the edge set of G8, the following conditions are verified:
Each graph ðnK1,1Þi,j has precisely two edges of length λ ∈ f1
, 2,⋯, bðn − 1Þ/2cg, the length 0 is found once in ðnK1,1Þi,j,
the length n/2 is found once in ðnK1,1Þi,j if n is even, for every

λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G8 has precisely 2:
m

2

 !
=mðm

3i

3j7j 8j 9j 2j(n–1)j

0i 4i 6i

5j

1i

1j

Figure 8: The labelling for ðK1,1 ∪ C6 ∪ K1,n−7Þi,j:

0i

(n–2)j0j 1j 2j (n–1)j(n–3)j

1i (n–1)i

Figure 9: The labelling for ð2K1,1 ∪ K1,n−2Þi,j:

0i (n–1)i

0j 1j

((n+1)/2)i

((n–1)/2)j

((n+3)/2)i

2j

(n–2)i

Figure 10: The labelling for ðPn+1Þi,j:

0i

0j 2j

1i (n–1)i(n–2)i

(n–2)j(n–4)j

Figure 11: The labelling for ðnK1,1Þi,j:
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− 1Þ edges of length λ, the length 0 is found
m

2

 !
times in

G8, and the length n/2 is found
m

2

 !
times in G8 if n is even.

Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G8:

Theorem 13. Let n ≥ 1,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G9 ≅ ∪
0≤i<j≤m−1

K1,2 ∪ K2,2nð Þi,j: ð16Þ

Proof. Suppose VððK1,2 ∪ K2,2nÞi,jÞ = fvs : s ∈ f0, 1, 2,⋯, 2n
+ 4gg: The mapping ψk can be used to define an orthogonal
labelling for the subgraph G9, which can be defined by ψk

: VððK1,2 ∪ K2,2nÞi,jÞ⟶ℤ4n+2 × fi, jg which is defined by

ψk v0ð Þ = 4n + 1ð Þi, ψk v1ð Þ = 2nð Þi, ψk v2ð Þ = 0i, ψk v3ð Þ = 2n + 1ð Þi, ψk v4ð Þ = 4n + 1ð Þj,
ð17Þ

ψkðv sÞ = ðn + s − 4Þ j, s ∈ f5,⋯, n + 4g , ψkðvn+sÞ =
ð2n + s − 3Þj, s ∈ f5,⋯, n + 4g, and the edge set of

ðK1,2 ∪ K2,2nÞi,j is

E K1,2 ∪ K2,2nð Þi,jÀ Á
= 4n + 1ð Þi, 4n + 1ð Þj
n o

, 2nð Þi, 4n + 1ð Þj
n on

∪ 0i, sj
È É

, 2n + 1ð Þi, sj
È É

: s ∈ n + 1,⋯, 2nf gÈ É
∪ 0i, sj
È É

, 2n + 1ð Þi, sj
È É

, s ∈ 2n + 2,⋯, 3n + 1f gÈ É
,

ð18Þ

see Figure 12. From the edge set of G9, the following con-
ditions are verified: Each graph ðK1,2 ∪ K2,2nÞi,j has precisely
two edges of length λ ∈ f1, 2,⋯, bð4n + 1Þ/2cg, the length 0
is found once in ðK1,2 ∪ K2,2nÞi,j, the length 2n + 1 is found

once in ðK1,2 ∪ K2,2nÞi,j, for every λ ∈ f1, 2,⋯, bð4n + 1Þ/2cg

,G9 has precisely 2:
m

2

 !
=mðm − 1Þ edges of length λ, the

length 0 is found
m

2

 !
times in G9, and the length 2n + 1

is found
m

2

 !
times in G9: Hence,

Kð4n+2Þ,ð4n+2Þ,⋯,ð4n+2Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
m

can be decomposed by G9.

Theorem 14. Let n ≥ 2,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G10 ≅ ∪
0≤i<j≤m−1

2K1,nð Þi,j: ð19Þ

Proof. Suppose Vðð2K1,nÞi,jÞ = fvs : s ∈ f0, 1, 2,⋯, 2n + 1gg:
The mapping ψk can be used to define an orthogonal label-
ling for the subgraph G10, which can be defined by ψk : Vð
ð2K1,nÞi,jÞ⟶ℤ2n × fi, jg which is defined by ψkðv0Þ =
ðn − 2Þi, ψkðv1Þ = ni, ψkðvs+2Þ = sj, s ∈ f0,⋯, 2n − 1g, and

the edge set of ð2K1,nÞi,j is Eðð2K1,nÞi,jÞ = ffni, ð2s + 1Þjg, f
ðn − 2Þi, ð2sÞjg: s ∈ f0, 1,⋯, n − 1gg, see Figure 13. From
the edge set of G10, the following conditions are verified:
Each graph ð2K1,nÞi,j has precisely two edges of length λ ∈
f1, 2,⋯, bð2n − 1Þ/2cg, the length 0 is found once in

0i

(n+1)j (2n)j

(2n+1)i

(3n+1)j(n+2)j (2n+2)j (2n+3)j(4n+1)j

(4n+1)i (2n)i

Figure 12: The labelling for ðK1,2 ∪ K2,2nÞi, j:

(n–2)i

1j 3j 5j (2n–1)j 0j 2j 4j (2(n–1))j

(n)i

Figure 13: The labelling for ð2K1,nÞi,j:
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ð2K1,nÞi,j, the length n is found once in ð2K1,nÞi,j, for every
λ ∈ f1, 2,⋯, bð2n − 1Þ/2cg,G10 has precisely 2:
m

2

 !
=mðm − 1Þ edges of length λ, the length n is found

m

2

 !
times in G10, and the length 0 is found

m

2

 !
times

in G10: Hence, K2n,2n,⋯,2n|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

can be decomposed by G10.

Theorem 15. For all positive integers n with gcd ðn, 3Þ = 1,
m ≥ 2: Then, there is an orthogonal labelling for

G11 ≅ ∪
0≤i<j≤m−1

nK2,2ð Þi,j: ð20Þ

Proof. Suppose VððnK2,2Þi,jÞ is VððnK2,2Þi,jÞ = fvs : s ∈ f0, 1
, 2,⋯, 4n − 1gg: The mapping ψk can be used to define an
orthogonal labelling for the subgraph G11, which can be
defined by ψk : VððnK2,2Þi,jÞ⟶ℤ4n × fi, jg which is
defined by

ψk vsð Þ = si, s ∈ 0, 1,⋯, 2n − 1f g, ψk v2n+sð Þ
= 2sð Þ mod 4nð Þð Þj, s ∈ 0, 1,⋯, 2n − 1f g, ð21Þ

and the edge set of ðnK2,2Þi,j is

E nK2,2ð Þi,jÀ Á
= si, 2sð Þj
n o

: s ∈ 0, 1,⋯, 2n − 1f g
n o
∪ s − 2nð Þi, 2s − 2nð Þ mod 4nð Þð Þj
n o

: s ∈ 2n,⋯, 4n − 1f g
n o

:

ð22Þ

From the edge set of G11, the following conditions are
verified: Each graph ðnK2,2Þi,j has precisely two edges of
length λ ∈ f1, 2,⋯, bð4n − 1Þ/2cg, the length 0 is found once
in ðnK2,2Þi,j, the length 2n is found once in ðnK2,2Þi,j, for
every λ ∈ f1, 2,⋯, bð4n − 1Þ/2cg,G11 has precisely 2:
m

2

 !
=mðm − 1Þ edges of length λ, the length 0 is found

m

2

 !
times in G11, and the length 2n is found

m

2

 !
times

in G11: Hence, K4n,4n,⋯,4n|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

can be decomposed by G11.

Theorem 16. Let n ≥ 3,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G12 ≅ ∪
0≤i<j≤m−1

K3,nð Þi,j: ð23Þ

Proof. Suppose VððK3,nÞi,jÞ = fvs : s ∈ f0, 1, 2,⋯, 2n + 4gg:
The mapping ψk can be used to define an orthogonal label-
ling for the subgraph G12, which can be defined by ψk : Vð
ðK3,nÞi,jÞ⟶ℤ3n × fi, jg which is defined by ψkðv0Þ = 0i,
ψkðv1Þ = 2i, ψkðv2Þ = 4i, ψkðvsÞ = ð3ðs − 3ÞÞj, s ∈ f3,⋯, n + 2
g, and the edge set of ðK3,nÞi,j is EððK3,nÞi,jÞ = ffai, bjg: a ∈
f0, 2, 4g, b ∈ f0, 3, 6,⋯, 3n − 3gg, see Figure 14. From the

3j0j

0i 2i 4i

(3n–3)j

Figure 14: The labelling for ðK3,nÞi,j:

(2n)i

0j 1j (2n–2)j (2n–1)j

3i

3j

0i

4j 5j 6j (2n–)j

(2n–3)i

(2n)j

2i

Figure 15: The labelling for ðK1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n‐6Þi,j:

0i

0j

1i

2j 3j (n–1)j

Figure 16: The labelling for ðC2ð1, n − 2ÞÞi,j:

9Journal of Function Spaces



RE
TR
AC
TE
Dedge set of G12, the following conditions are verified: Each

graph ðK3,nÞi,j has precisely two edges of length λ ∈ f1, 2,⋯
, bð3n − 1Þ/2cg, the length 0 is only present once in ðK3,nÞi,j,
the length 3n/2 is found once in ðK3,nÞi,j if n is even, for every

λ ∈ f1, 2,⋯, bð3n − 1Þ/2cg,G12 has precisely 2:
m

2

 !
=mðm − 1Þ

edges of length λ, the length 0 is found m

2

 !
times inG12, and

the length 3n/2 is found m

2

 !
times in G12 if n is even. Hence,

K3n,3n,⋯,3n|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

can be decomposed by G12:

Theorem 17. Let n ≥ 4,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G13 ≅ ∪
0≤i<j≤m−1

K1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n−6ð Þi,j: ð24Þ

Proof. Suppose VððK1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n‐6Þi,jÞ = fvs : s ∈
f0, 1, 2,⋯, 2n + 4gg: The mapping ψk can be used to define
an orthogonal labelling for the subgraph G13, which can be
defined by ψk : VððK1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n‐6Þi,jÞ⟶ℤ2n+1
× fi, jg which is defined by

ψk v0ð Þ = 3i, ψk v1ð Þ = 2n − 3ð Þi, ψk v2ð Þ = 2i, ψk v3ð Þ
= 0i, ψk v4ð Þ = 2nð Þi, ψk v5ð Þ = 3j, ψk v6ð Þ
= 2nð Þj, ψk v7ð Þ = 0j, ψk v8ð Þ = 1j, ψk v9ð Þ
= 2n − 2ð Þj, ψk v10ð Þ = 2n − 1ð Þj, ψk vs+1ð Þ
= s − 6ð Þj, s ∈ 10,⋯, 2n + 3f g,

ð25Þ

and the edge set of ðK1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n‐6Þi,j is

see Figure 15. From the edge set of G13, the following con-
ditions are verified: Each graph ðK1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n‐6Þi,j
has precisely two edges of length λ ∈ f1, 2,⋯, ng, the length 0
is found once in ðK1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n‐6Þi,j, for every λ ∈
f1, 2,⋯, ng,G13 has precisely 2: m

2

 !
=mðm − 1Þ edges of

length λ, and the length 0 is found
m

2

 !
times in G13: Hence,

Kð2n+1Þn,ð2n+1Þn,⋯,ð2n+1Þn|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
m

can be decomposed by G13.

4. Decompositions of Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

by
Connected Caterpillars

Theorem 18. Let n ≥ 2,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G14 ≅ ∪
0≤i<j≤m−1

C2 1, n − 2ð Þð Þi,j, ð27Þ

Proof. Suppose VððC2ð1, n − 2ÞÞi,jÞ = fvs : s ∈ f0, 1,⋯, ngg:
The mapping ψk can be used to define an orthogonal
labelling for the subgraph G14, which can be defined by

ψk : VððC2ð1, n − 2ÞÞi,jÞ⟶ℤn × fi, jg which is defined by

ψk v0ð Þ = 0i, ψk v1ð Þ = 1i, ψk v2ð Þ = 0j, ψk vsð Þ
= s − 1ð Þj, s ∈ 3, 4,⋯, nf g, ð28Þ

and the edge set of ðC2ð1, n − 2ÞÞi,j is

E C2 1, n − 2ð Þð Þi,jÀ Á
= 0i, 0j
È É

, 1i, 0j
È ÉÈ É

∪ 1i, sj
È É

: s ∈ 2, 3,⋯, n − 1f gÈ É
,

ð29Þ

see Figure 16. From the edge set of G14, the following con-
ditions are verified: Each graph ðC2ð1, n − 2ÞÞi,j has precisely
two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0 is
found once in ðC2ð1, n − 2ÞÞi,j, the length n/2 is found once
in ðC2ð1, n − 2ÞÞi,j, for every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G14

has precisely 2: m

2

 !
=mðm − 1Þ edges of length λ, the length

n/2 is found
m

2

 !
times in G14, and the length 0 is found

m

2

 !
times in G14: Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

can be decomposed

by G14.

0j

0i

3j 4j (n–1)j1j

(n–1)i

Figure 17: The labelling for ðC3ð1, 0, n − 3ÞÞi,j:

E K1,1 ∪ K1,2 ∪ K1,4 ∪ K1,2n‐6ð Þi,jÀ Á
= 3i, 3j
È É

, 2n − 3ð Þi, 2nð Þj
n o

, 2i, 2nð Þj
n o

, 2nð Þi, 0j
È É

, 2nð Þi, 1j
È É

, 2nð Þi, 2n − 2ð Þj
n o

, 2nð Þi, 2n − 1ð Þj
n on o

∪ 0i, aj
È É

: a ∈ 4, 5,⋯, 2n − 3f gÈ É
,

ð26Þ
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Theorem 19. Let n ≥ 3,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G15 ≅ ∪
0≤i<j≤m−1

C3 1, 0, n − 3ð Þð Þi,j: ð30Þ

Proof. SupposeVððC3ð1, 0, n − 3ÞÞi,jÞ = fvs : s ∈ f0, 1,⋯, ngg:

The mapping ψk can be used to define an orthogonal labelling for
the subgraph G15, which can be defined by ψk : Vð
ðC3ð1, 0, n − 3ÞÞi,jÞ⟶ℤn × fi, jg which is defined by ψkðv0Þ
= 0i, ψkðv1Þ = ðn − 1Þi, ψkðv2Þ = 0j,
ψkðv3Þ = 1j, ψkðvsÞ = ðs − 1Þj, s ∈ f4, 5,⋯, ng, and the edge set
of ðC3ð1, 0, n − 3ÞÞi,j is

see Figure 17. From the edge set of G15, the following con-
ditions are verified: Each graph ðC3ð1, 0, n − 3ÞÞi,j has pre-
cisely two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the
length 0 is found once in ðC3ð1, 0, n − 3ÞÞi,j, the length n/2 is
found once in ðC3ð1, 0, n − 3ÞÞi,j if n is even, for every λ ∈ f1
, 2,⋯, bðn − 1Þ/2cg,G15 has precisely 2: m

2

 !
=mðm − 1Þ

edges of length λ, the length n/2 is found
m

2

 !
times in G15

if n is even, and the length 0 is found
m

2

 !
times in G15:

Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G15.

Theorem 20. Let n ≥ 4,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G16 ≅ ∪
0≤i<j≤m−1

C4 1, 0, 0, n − 4ð Þð Þi,j: ð32Þ

Proof. Suppose VððC4ð1, 0, 0, n − 4ÞÞi,jÞ = fvs : s ∈ f0, 1,⋯,
ngg: The mapping ψk can be used to define an orthogonal
labelling for the subgraph G16, which can be defined by ψk

: VððC4ð1, 0, 0, n − 4ÞÞi,jÞ⟶ℤn × fi, jg which is defined by

s ∈ f2, 3, ⋯ , n − 3g, and the edge set of
ðC4ð1, 0, 0, n − 4ÞÞi,j is

see Figure 18. From the edge set of G16, the following
conditions are verified: Each graph ðC4ð1, 0, 0, n − 4ÞÞi,j has
precisely two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the
length 0 is found once in ðC4ð1, 0, 0, n − 4ÞÞi,j, the length n/
2 is found once in ðC4ð1, 0, 0, n − 4ÞÞi,j if n is even, for every

λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G16 has precisely 2:
m

2

 !
=mðm

− 1Þ edges of length λ, the length n/2 is found
m

2

 !
times

in G16 if n is even, and the length 0 is found
m

2

 !
times in

G16: Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G16.

Theorem 21. Let n ≥ 5,m ≥ 2 be integers. Then, there is an

orthogonal labelling for

G17 ≅ ∪
0≤i<j≤m−1

C5 1, 0, 0, 0, n − 5ð Þð Þi,j: ð35Þ

E C3 1, 0, n − 3ð Þð Þi,jÀ Á
= 0i, 0j
È É

, n − 1ð Þi, 0j
È É

, n − 1ð Þi, 1j
È ÉÈ É

∪ 0i, sj
È É

: s ∈ 3, 4,⋯, n − 1f gÈ É
, ð31Þ

ψk v0ð Þ = 0i, ψk v1ð Þ = n − 1ð Þi, ψk v2ð Þ = 0j, ψk v3ð Þ = 1j, ψk v4ð Þ = n − 2ð Þj, ψk vs+3ð Þ = sj, ð33Þ

E C4 1, 0, 0, n − 4ð Þð Þi,jÀ Á
= 0i, 0j
È É

, 0i, 1j
È É

, n − 1ð Þi, n − 2ð Þj
n o

, n − 1ð Þi, 1j
È Ég ∪ si, 0j

È É
: s ∈ 2, 3,⋯, n − 3f gÈ É

,
n

ð34Þ
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Proof. Suppose VððC5ð1, 0, 0, 0, n − 5ÞÞi,jÞ = fvs : s ∈ f0, 1,
⋯, ngg: The mapping ψk can be used to define an orthogonal
labelling for the subgraph G17, which can be defined by ψk

: VððC5ð1, 0, 0, 0, n − 5ÞÞi,jÞ⟶ℤn × fi, jg which is defined
by

and the edge set of ðC5ð1, 0, 0, 0, n − 5ÞÞi,j is

see Figure 19. From the edge set of G17, the following con-
ditions are verified: Each graph ðC5ð1, 0, 0, 0, n − 5ÞÞi,j has pre-
cisely two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length
0 is found once in ðC5ð1, 0, 0, 0, n − 5ÞÞi,j, the length n/2 is
found once in ðC5ð1, 0, 0, 0, n − 5ÞÞi,j if n is even, for every λ

∈ f1, 2,⋯, bðn − 1Þ/2cg,G17 has precisely 2: m

2

 !
=mðm − 1Þ

edges of length λ, the length n/2 is found
m

2

 !
times in G17

if n is even, and the length 0 is found
m

2

 !
times inG17:Hence,

Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G17.

0i

1j 0j

(n–1)i

(n–2)j

3i2i (n–3)i

Figure 18: The labelling for ðC4ð1, 0, 0, n − 4ÞÞi, j:

0i 4i

0j 2j 3j

2i

5j 6j (n–1)i

Figure 19: The labelling for ðC5ð1, 0, 0, 0, n − 5ÞÞi,j:

0i

0j

2i

(n–1)j

3i 4i (n–4)i(n–1)i

(n–2)j 2j

Figure 20: The labelling for ðC6ð1, 0, 0, 0, 0, n − 6ÞÞi,j:

ψk v0ð Þ = 0j, ψk v1ð Þ = 0i, ψk v2ð Þ = 2j, ψk v3ð Þ = 4i, ψk v4ð Þ = 3j,
ψk v5ð Þ = 2i, ψk vs+1ð Þ = sj, s ∈ 5, 6,⋯, n − 1f g,

ð36Þ

E C5 1, 0, 0, 0, n − 5ð Þð Þi,jÀ Á
= 0i, 0j
È É

, 2i, 3j
È É

, 0i, 2j
È É

, 4i, 2j
È É

, 4i, 3j
È ÉÈ É

∪ 2i, sj
È É

: s ∈ 5, 6,⋯, n − 1f gÈ É
, ð37Þ
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Theorem 22. Let n ≥ 6,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G18 ≅ ∪
0≤i<j≤m−1

C6 1, 0, 0, 0, 0, n − 6ð Þð Þi,j: ð38Þ

Proof. Suppose VððC6ð1, 0, 0, 0, 0, n − 6ÞÞi,jÞ = fvs : s ∈ f0, 1,

⋯, ngg: The mapping ψk can be used to define an orthogo-
nal labelling for the subgraph G18, which can be defined by
ψk : VððC6ð1, 0, 0, 0, 0, n − 6ÞÞi,jÞ⟶ℤn × fi, jg which is
defined by

ψkðv6 Þ = ðn − 1Þj, ψ kðvs+4Þ = si, s ∈ f3, 4,⋯, n − 4g,
and the edge set of ðC6ð1, 0, 0, 0, 0, n − 6ÞÞi,j is

see Figure 20. From the edge set of G18, the following condi-
tions are verified: Each graph ðC6ð1, 0, 0, 0, 0, n − 6ÞÞi,j has pre-
cisely two edges of lengthλ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0
is only present once in ðC6ð1, 0, 0, 0, 0, n − 6ÞÞi,j, the length n/2
is found once in ðC6ð1, 0, 0, 0, 0, n − 6ÞÞi,j if n is even, for every

λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G18 has precisely 2: m

2

 !
=mðm − 1Þ

edges of length λ, the length n/2 is found
m

2

 !
times in G18 if

n is even, and the length 0 is found
m

2

 !
times in G18: Hence,

Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G18.

Theorem 23. Let n ≥ 7,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G19 ≅ ∪
0≤i<j≤m−1

C7 1, 0, 0, 0, 0, 0, n − 7ð Þð Þi,j: ð41Þ

Proof. Suppose VððC7ð1, 0, 0, 0, 0, 0, n − 7ÞÞi,jÞ = fvs : s ∈ f0,
1,⋯, ngg: The mapping ψk can be used to define an orthog-
onal labelling for the subgraph G19, which can be defined by
ψk : VððC7ð1, 0, 0, 0, 0, 0, n − 7ÞÞi,jÞ⟶ℤn × fi, jg which is
defined by ψkðv0Þ = 2j, ψkðv1Þ = 1i, ψkðv2Þ = 0j, ψkðv3Þ = 0i,
ψkðv4Þ = 3j, ψkðv5Þ = 6i, ψkðv6Þ = 4j,
ψkðv7Þ = 2i, ψkðvs+2Þ = sj, s ∈ f6, 7,⋯, n − 2g, and the edge
set of ðC7ð1, 0, 0, 0, 0, 0, n − 7ÞÞi,j is

see Figure 21. From the edge set of G19, the following condi-
tions are verified: Each graph ðC7ð1, 0, 0, 0, 0, 0, n − 7ÞÞi,j has
precisely two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the
length 0 is only present once in ðC7ð1, 0, 0, 0, 0, 0, n − 7ÞÞi,j,
the length n/2 is found once in ðC7ð1, 0, 0, 0, 0, 0, n − 7ÞÞi,j
if n is even, for every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G19 has pre-

cisely 2:
m

2

 !
=mðm − 1Þ edges of length λ, the length n/2

is found
m

2

 !
times in G19 if n is even, and the length 0 is

found
m

2

 !
times in G19: Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

can be decom-

posed by G19.

Theorem 24. Let n ≥ 8,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G20 ≅ ∪
0≤i<j≤m−1

C8 1, 0, 0, 0, 0, 0, 0, n − 8ð Þð Þi,j: ð43Þ

Proof. Suppose VððC8ð1, 0, 0, 0, 0, 0, 0, n − 8ÞÞi,jÞ = fvs : s ∈ f
0, 1,⋯, ngg:Themappingψk can be used to define an orthogonal

ψk v0ð Þ = 0j, ψk v1ð Þ = n − 1ð Þi, ψk v2ð Þ = n − 2ð Þj, ψk v3ð Þ
= 0i, ψk v4ð Þ = 2j, ψk v5ð Þ = 2i,:

ð39Þ

E C6 1, 0, 0, 0, 0, n − 6ð Þð Þi,jÀ Á
= n − 1ð Þi, 0j
È É

, n − 1ð Þi, n − 2ð Þj
n o

, 0i, n − 2ð Þj
n o

, 0i, 2j
È É

, 2i, 2j
È É

, 2i, n − 1ð Þj
n on o

∪ si, n − 1ð Þj
n o

: s ∈ 3, 4,⋯, n − 4f g
n o

,

ð40Þ

E C7 1, 0, 0, 0, 0, 0, n − 7ð Þð Þi,jÀ Á
= 1i, 2j
È É

, 1i, 0j
È É

, 0i, 0j
È É

, 0i, 3j
È É

, 6i, 3j
È É

, 6i, 4j
È É

, 2i, 4j
È ÉÈ É

∪ 2i, sj
È É

: s ∈ 6, 7,⋯, n − 2f gÈ É
,

ð42Þ
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labelling for the subgraph G20, which can be defined by ψk : Vð
ðC8ð1, 0, 0, 0, 0, 0, 0, n − 8ÞÞi,jÞ⟶ℤn × fi, jgwhich is defined
by-
ψkðv0Þ = 6i, ψkðv1Þ = 5j, ψkðv2Þ = 4i, ψkðv3Þ = 2j, ψkðv4Þ = 0i,
ψkðv5Þ = 0j, ψkðv6Þ = 3i, ψkðv7Þ = 6j,.

ψkðv8Þ = 2i,φðvi+2Þ = i1, i ∈ f7, 8,⋯, n − 2g, and the edge
set of ðC8ð1, 0, 0, 0, 0, 0, 0, n − 8ÞÞi,j is

E C8 1, 0, 0, 0, 0, 0, 0, n − 8ð Þð Þi,jÀ Á
= 6i, 5j
È É

, 4i, 2j
È É

, 0i, 2j
È É

, 0i, 0j
È É

, 3i, 0j
È É

, 3i, 61f g, 2i, 6j
È ÉÈ É

∪ 2i, sj
È É

: s ∈ 7, 8,⋯, n − 2f gÈ É
, ð44Þ

1i 0i

2j 0j 3j

6i

4j 6j (n–2)j

2i

7j

Figure 21: The labelling for ðC7ð1, 0, 0, 0, 0, 0, n − 7ÞÞi,j:

0i 3i

2j 0j 6j

2i

7j 8j (n–2)j

4i6i

5j

Figure 22: The labelling for ðC8ð1, 0, 0, 0, 0, 0, 0, n − 8ÞÞi, j:

0i 8i

0j 4j 5j

2i

7j 8j (n–3)j

1i4i

2j6j

Figure 23: The labelling for ðC9ð1, 0, 0, 0, 0, 0, 0, 0, n − 9ÞÞi,j:

1i 5i 3i

(n–2)j

0i8i

4j 0j 2j 8j 9j 10j6j

4i

Figure 24: The labelling for ðC10ð1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ÞÞi, j:
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see Figure 22. From the edge set of G20, the following con-
ditions are verified: Each graph ðC8ð1, 0, 0, 0, 0, 0, 0, n − 8ÞÞi,j
has precisely two edges of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,
the length 0 is found once in ðC8ð1, 0, 0, 0, 0, 0, 0, n − 8ÞÞi,j,
the length n/2 is found once in ðC8ð1, 0, 0, 0, 0, 0, 0, n − 8ÞÞi,j
if n is even, for every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G20 has pre-

cisely 2:
m

2

 !
=mðm − 1Þ edges of length λ, the length n/2

is found
m

2

 !
times in G20 if n is even, and the length 0 is

found
m

2

 !
times in G20: Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

can be decom-

posed by G20.

Theorem 25. Let n ≥ 9,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G21 ≅ ∪
0≤i<j≤m−1

C9 1, 0, 0, 0, 0, 0, 0, 0, n − 9ð Þð Þi,j: ð45Þ

Proof. Suppose VððC9ð1, 0, 0, 0, 0, 0, 0, 0, n − 9ÞÞi,jÞ = fvs : s
∈ f0, 1,⋯, ngg: The mapping ψk can be used to define an
orthogonal labelling for the subgraphG21,which can be defined
by ψk : VððC9ð1, 0, 0, 0, 0, 0, 0, 0, n − 9ÞÞi,jÞ⟶ℤn × fi, jg
which is defined
by-
ψkðv0Þ = 6j, ψkðv1Þ = 4i, ψkðv2Þ = 2j, ψkðv3Þ = 1i, ψkðv4Þ = 0j,
ψkðv5Þ = 0i, ψkðv6Þ = 4j, ψkðv7Þ = 8i,.

ψkðv8Þ = 5j, ψk ðv9Þ = 2i, ψkðvs+3Þ = sj, s ∈ f7, 8,⋯, n
− 3g, and the edge set of ðC9ð1, 0, 0, 0, 0, 0, 0, 0, n − 9ÞÞi,j is

see Figure 23. From the edge set of G21, the following
conditions are verified: Each graph
ðC9ð1, 0, 0, 0, 0, 0, 0, 0, n − 9ÞÞi,j has precisely two edges of
length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0 is found once
in ðC9ð1, 0, 0, 0, 0, 0, 0, 0, n − 9ÞÞi,j, the length n/2 is found
once in ðC9ð1, 0, 0, 0, 0, 0, 0, 0, n − 9ÞÞi,j if n is even, for every

λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G21 has precisely 2: m

2

 !
=mðm − 1Þ

edges of length λ, the length n/2 is found m

2

 !
times in G21 if

n is even, and the length 0 is found
m

2

 !
times in G21: Hence,

Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}
m

can be decomposed by G21.

Theorem 26. Let n ≥ 10,m ≥ 2 be integers. Then, there is an
orthogonal labelling for

G22 ≅ ∪
0≤i<j≤m−1

C10 1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ð Þð Þi,j: ð47Þ

Proof. Suppose VððC10ð1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ÞÞi,jÞ = f
vs : s ∈ f0, 1,⋯, ngg: The mapping ψk can be used to define
an orthogonal labelling for the subgraph G22, which can be
defined by ψk : VððC10ð1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ÞÞi,jÞ⟶
ℤn × fi, jg which is defined by

and the edge set of ðC10ð1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ÞÞi,j is

E C9 1, 0, 0, 0, 0, 0, 0, 0, n − 9ð Þð Þi,jÀ Á
= 4i, 6j
È É

, 4i, 2j
È É

, 1i, 2j
È É

, 1i, 0j
È É

, 0i, 0j
È É

, 0i, 4j
È É

, 8i, 4j
È É

, 8i, 5j
È É

, 2i, 5j
È ÉÈ É

∪ 2i, sj
È É

: s ∈ 7, 8,⋯, n − 3f gÈ É
,

ð46Þ

ψk v0ð Þ = 4i,

ψk v1ð Þ = 6j, ψk v2ð Þ = 8i, ψk v3ð Þ = 4j, ψk v4ð Þ = 0i, ψk v5ð Þ = 0j, ψk v6ð Þ = 1i, ψk v7ð Þ
= 2j, ψk v8ð Þ = 5i, ψk v9ð Þ = 8j, ψk v10ð Þ = 3i, ψk vs+2ð Þ = sj, s ∈ 9, 10,⋯, n − 2f g,

ð48Þ

E C10 1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ð Þð Þi,jÀ Á
= 4i, 6j
È É

, 8i, 6j
È É

, 8i, 4j
È É

, 0i, 4j
È É

, 0i, 0j
È É

, 1i, 0j
È É

, 1i, 2j
È É

, 5i, 2j
È É

, 5i, 8j
È ÉÈ É

∪ 3i, sj
È É

: s ∈ 8, 9,⋯, n − 2f gÈ É
,

ð49Þ
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see Figure 24. From the edge set of G22, the following
conditions are verified: Each graph

ðC10ð1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ÞÞi,j has precisely two edges
of length λ ∈ f1, 2,⋯, bðn − 1Þ/2cg, the length 0 is found
once in ðC10ð1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ÞÞi,j, the length n/2
is found once in ðC10ð1, 0, 0, 0, 0, 0, 0, 0, 0, n − 10ÞÞi,j if n is
even, for every λ ∈ f1, 2,⋯, bðn − 1Þ/2cg,G22 has precisely

2: m

2

 !
=mðm − 1Þ edges of length λ, the length n/2 is found

m

2

 !
times in G22 if n is even, and the length 0 is found

m

2

 !
times in G22: Hence, Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

can be decomposed

by G22.

5. Conclusion

As known, there are several types of graphs labelling. Herein,
we are concerned with orthogonal labelling notion. As a gen-
eralization to the orthogonal labelling approach provided in
the literature for finding the decomposition of circulant-
balanced complete bipartite graphs Kn,n, we have developed
a generalized orthogonal labelling approach for decompos-
ing the circulant-balanced complete multipartite graphs
Kn,n,⋯,n|fflfflfflffl{zfflfflfflffl}

m

;m, n ≥ 2, in this study. In the future, we will work

to improve the orthogonal labelling approach so that it may
be used with all types of circulant graphs.

Nomenclatures

Km: Complete graph having m vertices
kH: k disjoint unions of graph H
Km,n: Complete bipartite graph with size m + n, where the

vertex set is divided into two sets with sizes m and n
Cx: Cycle graph on x vertices
Pm: Path graph on m vertices
VðGÞ: Vertex set of graph G
EðGÞ: Edge set of graph G
G ∪H: Disjoint union of graphs G and H.
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It is well known that flooding brings great losses to people’s production and life, just because it is unsuspected, is extremely
extensive, and has high frequency. More than half of the people in China live in flood-prone areas, and their lives and
properties are threatened. Flood risk assessment is one of the measures of flood management, and it is economically and
socially important to assess flood risk. The scope of the traditional monitoring and forecasting early warning system is mainly
limited to the area affected by flash floods, while the objective reality of real-time monitoring, forecasting, and early warning of
flood disasters in the area affected by river floods and by the scheduling of riverine terrace power stations is not possible. The
multiphysics remote sensing big data fusion analysis can divide the data into grids according to the grid method in the sliding
time window, filter the normal data by information entropy in each grid, judge the remaining data that may be abnormal by
using local abnormality factor, and eliminate the abnormal data according to the judgment result. This paper introduces the
application of remote sensing in flood control field, proposes the framework of basin flood prediction based on multiphysics
field remote sensing big data fusion analysis, and designs each functional module of the system according to the object-
oriented idea to realize the functions of data management, image processing, spatial analysis, and simulation output. The
method can change the problems of cumbersome data processing and basic parameter rate determination in traditional
hydrological methods and can find certain regularity through the connection between all related factors. Meanwhile, the use of
artificial intelligence and other technical means makes the calculation speed faster and the obtained results are closer to the
actual measured values, which is beneficial to guide the practical work.

1. Introduction

North of the Qinling and Huaihe rivers and downstream of
the Yellow River basin in China is a relatively typical semi-
humid and arid region under temperate monsoon climate.
Every July and August, under the influence of the western
Pacific subtropical monsoon, the region experiences a steep
increase in rainfall resulting in floods along the river basin,
posing a serious threat to people’s property and life safety
[1]. Flooding has brought about a bad impact on human
production and life and has become one of the biggest losses
from natural disasters [2]. A real-time flash flood disaster
monitoring and forecasting early warning system covering

the whole basin has been basically built, and the existing
basin flash flood disaster early warning system cannot meet
the actual needs of flood control departments in terms of
joint river-wide flood scheduling and joint warning [3].
However, how to integrate, mine and analyze, and expand
the application of the survey and evaluation results of flash
flood disaster prevention and control is a major issue facing
the watershed and even the whole Guangxi water conser-
vancy industry.

In the process of struggling with floods, people have con-
cluded the experience of regulating floods with water conser-
vancy projects and have controlled floods to some extent by
constructing a large number of flood control projects such as
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embankments and reservoirs [4]. After the reservoirs were
built, some water conservancy projects were implemented
later in their upstream basins, resulting in changing the run-
off process, and if the flood prediction model did not reflect
this change in a timely manner, the accuracy of the predic-
tion model would not be up to the requirements [5]. How-
ever, flood control engineering treats the symptoms but
not the root cause, and consumables are labor intensive, so
the concept of flood treatment has changed from control
to management, from relying on flood control engineering
to combining flood control and management [6]. With the
development of satellite remote sensing technology, espe-
cially the increase in the number of domestic remote sensing
satellites launched and the significant reduction in the cost
of use, the operational use of multiphysics field remote sens-
ing technology means for regular flood monitoring has
become possible [7]. Multiphysics remote sensing, in a broad
sense, is a detection technique that senses a target object or
natural phenomenon at a long distance without direct con-
tact [8]. Flood risk uncertainty addresses the factors in flood
risk, which include the gestating environment, the causative
factors, and the hazard-bearing bodies [9]. With the devel-
opment of society and human changes to the environment,
the gestation environment has become more and more com-
plex, including man-made factors in addition to natural
ones, such as expansion of fields, occupation of river chan-
nels, and global warming [10]. Hydrological forecasting pro-
vides information for flood control and a basis for making
decisions, which can forecast flood processes accurately
and timely and can provide a scientific basis for the develop-
ment of flood control plans.

The main problems can be divided into the following: the
pollution of rivers caused by human waste and sewage and the
prevention and control of natural disasters such as river water
allocation and flooding. By analyzing the hydrological situa-
tion in the river network through the numerical simulation
model of the river network, we can provide the law of the evo-
lution of each hydraulic element of the river with time and
space and provide an important database for the flood control
planning of the river network. However, the inherent draw-
back of single-point rainfall measurement determines that it
cannot fully represent the real spatial and temporal distribu-
tion of precipitation in a watershed or region, while in most
cases, the observed values of runoff usually can truly reflect
the changes of precipitation in a watershed. Therefore,
through the use of multiphysics field remote sensing satellite
data, we provide regular monitoring of water body dynamics
during the flood warning period for flood monitoring needs
and combine with ground monitoring data and flood forecast-
ing data to carry out water body inundation extent, impact
evaluation, and impact forecasting.

The innovation of this paper is to adopt the ordered
weighted average method of multiphysical field remote sens-
ing big data fusion analysis. By changing the decision-
making risk coefficient, we can change the importance of
evaluation indicators and get the evaluation results of differ-
ent attitudes. The technical process of flood remote sensing
monitoring and the establishment of flood prediction model
are discussed. The idea of watershed flood forecasting based

on multiphysical field remote sensing big data fusion analy-
sis is to divide uncertainty into objective world uncertainty
and human cognitive uncertainty. In this paper, a flood fore-
casting model is proposed, which uses the input of control
quantity to replace the impact of human activities in each
river section and subtly examines these methods from other
angles.

2. Flood Prediction of River Basin Based on
Multiphysical Field Remote Sensing Big Data
Fusion Analysis

2.1. Technical Process of Flood Remote Sensing Monitoring.
Permanent flood multiphysics field remote sensing monitor-
ing needs to follow an operational technical process to guar-
antee the monitoring procedures and result specification. To
ensure the standardization of monitoring procedures and
results, the level of monitoring technology should be
improved, and the professional training of environmental
monitoring technicians should be strengthened [11]. It is
necessary to provide monitoring personnel with the oppor-
tunity to visit and learn and broaden their horizons. Experts
with rich monitoring knowledge and years of practical mon-
itoring experience are invited to provide business guidance
and operational technical skills training. Strive to improve
the level of monitoring point distribution, on-site sampling,
laboratory analysis, and preparation of monitoring reports.
Strengthening the construction of environmental monitor-
ing quality management system is to ensure the accuracy
of environmental monitoring data [12]. Especially in the
case of multiple people and groups involved, it is possible
to ensure the convergence of data and product results
between the processes. The steps of the flood risk level eval-
uation in the study area are broadly based on six steps for
summary analysis and evaluation, as shown in Figure 1
below.

First is the emergency monitoring preparation. Emer-
gency monitoring includes rainfall monitoring information,
meeting information, local disaster reporting information,
reaching emergency monitoring forecast setting monitoring
start indicators, or receiving monitoring instructions from
relevant departments to start monitoring procedures. Inter-
net technology was applied to collect information on meteo-
rological cloud maps, radiation, radar, etc. on a global scale
and high-precision multiphysics field remote sensing of
impact data, historical hydrology, geographic data, etc. The
Maskingen equation for storage and discharge can be writ-
ten as

W= K xl + 1 − xð ÞO½ � = KQ′, ð1Þ

whereKis storage parameter,xis specific gravity factor, andQ
shows discharge.

The data are cleaned automatically or manually, the
database is designed to unify the data format and require-
ments, a refined global hydrograph is generated based on
the DEM data, and the hydrological parameters of the corre-
sponding area are automatically analyzed based on
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geomorphological data, land use data, global image data, etc.
The threshold value T of the method is calculated by averag-
ing E, squared difference between pixels P, and root mean
square value Q between pixels for this window together,
and the parametric equations for performing the threshold
calculation are as follows:

T = a ∗ E + b ∗ p + c ∗Q: ð2Þ

For different factors in flood risk with different weight
priorities, we obtained a flood risk hierarchical analysis
structure using hierarchical analysis. The test focuses on
how clouds interfere with the acquisition of water surface
information, because a large number of samples are required
to construct the correlations. However, there is not much
multiphysics field remote sensing information that can be
relied on, so this study uses all the collected multiphysics
field remote sensing data and then removes the reservoir
water surface information under cloud disturbance. This
requires both real-time flood computation and real-time
model computation, which is a complex project. The com-
monly adopted approach is shown in Figure 2.

The second is satellite image processing. The biggest dif-
ference between satellite image processing based on emer-
gency flood monitoring and conventional situation
processing is to complete the processing as soon as possible
to buy time and improve timeliness. The parameters such as
socioeconomic development data, river topography and geo-
morphology, reservoir capacity and hydropower station gen-
eration scale, irrigation area crop type, and irrigation scale
within the basin are collected in conjunction with the basin
flood measurement and reporting needs. If a stochastic pro-
cess is a Markov decision process, then for that stochastic
process, there must be a strategy that yields better results
than the other strategies in all cases, which is also called
the optimal strategy, then

π∗ sð Þ = arg max Q s, að Þ, ð3Þ

where s is time, π∗ðsÞ is optimal strategy, and a is action.
Then, the optimal value return function can be obtained:

Q∗ s, að Þ = 〠
x∗∈s

T s, að Þ R s, að Þ + γV∗ s∗ð Þð Þ, ð4Þ

where γ is impact factor.
Through the judgment matrix obtained by two-by-two

comparison of each factor in the hierarchy, so as to obtain
the maximum characteristic root of the judgment matrix
and the corresponding eigenvector, we get the weight rank-
ing of the corresponding factors, which provides reference
and basis for decision-making. The following equation is
often used to calculate the entropy value between samples,
the smaller the entropy value indicates the greater the simi-
larity between samples. For an n-dimensional space, the
Minkowski distance between point X and point Y can be
expressed as

dis X, Yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
xi − yij jp, i = 1, 2,⋯, np

s
, ð5Þ

where xi is the i dimension characteristic data of point X and
yi is the i dimension characteristic data of point Y .

The analysis uses historical disaster data and historical
hydrological data to correct hydrological parameters for pre-
cipitation forecasting results, which are gridded at 3 km2 ×
3 km2. Compared with large and medium-sized reservoirs,
small reservoirs have larger gaps in management level and
system due to regional differences, which can reduce the
accuracy of actual survey and operation information. More-
over, some small reservoirs lack complete information on
the change of reservoir volume even during the field floods.
If the gray value of the background can be reasonably seen as
constant throughout the image and all objects have almost
the same contrast with the background, then as long as the
correct Min value is chosen, using a fixed global closed value
will generally have a better segmentation effect.

Finally, the last step is water body extraction. After the
preprocessing of multiphysics field remote sensing images
is completed, water body extraction is carried out to obtain
water body extent information, through specific technical

Selection of
evaluation index

Indices
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Classification
of evaluation

grades

Analysis of
evaluation results 
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Figure 1: Flood risk assessment steps.
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Figure 2: Real-time flood routing process.
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means to open up the meteorological data collection channel
between the flood forecasting end of the basin and the
National Weather Bureau, Weather Forecast Center, and
Meteorological Agency. The weather data collection chan-
nels with the National Weather Bureau of China, the
National Weather Bureau of the United States, the European
Weather Forecast Center, and the Japan Meteorological
Agency are established, where the minute precipitation data
from the Public Weather Service Center of the China Mete-
orological Administration are used for 0~1.5 h short progno-
sis. At the same time, historical disaster data are collected
and the model parameters are recorrected, so as to form a
closed loop and continuously improve the forecast accuracy.
Later, the detected data with higher accuracy can be applied
when calculating the correlation between reservoir capacity
and area of various small reservoirs. A threshold that works
well in one area of the image may work poorly in other areas.
Based on the weight ranking and expert experience evalua-
tion, we obtained the basic probability distribution function
of the evidence-based inference theory, and the risk level of
the study area was obtained by fusing the flood factors with
the evidence-based theory. In this case, it is appropriate to
take the grayscale threshold as a function value that varies
slowly with the position in the image.

2.2. Establish Flood Forecasting Model. Due to the delayed
nature of storm floods and the need for real-time forecast-
ing, a direct “rainfall-water level” model needs to be consid-
ered. The river model and the flood algorithm are combined
into one, specifically for storm flood prediction. In the early
warning response tracking system, the staff of flood control
office will start the corresponding flash flood prevention
and control plan by the level of warning information and
carry out the flood control work according to the prepara-
tion of the plan; the business process of the early warning
system is shown in Figure 3 below.

First of all, the forecast accuracy has to meet or exceed the
results obtained by following the steps of determining the
model and then performing the flood evolution, including
the accuracy of both the flood arrival moment and the maxi-
mum flood flow. A more objective evaluation of the forecast
error of the model is made using the Nash efficiency factor:

ENS = 1 − ∑n
i=1 Oi − Pið Þ2

∑n
i=1 Oi − �Oi

À Á2 , ð6Þ

where Oi is the ith measured value and Pi is the ith analog
value.

There are uncertainties in estimating economic losses
linked to human lives, uncertainties in economic accounting
of flood control projects, and uncertainties in estimating dis-
count rates and other economic parameters. As the incom-
ing runoff is back-propagated from the water level, there
are also often missing data or abnormal data values in the
collected data. After the soil moisture satisfies the field water
holding capacity, all rainfall produces flow, which corre-
sponds to the hyperinfiltration produced flow. The structure
of the storage full produced flow is

P − E − R =WM −W1, ð7Þ

where B is rainfall period, E is time period evapotranspira-
tion, W1 is soil moisture at the beginning of the period, R
is time period discharge, and WM is field capacity.

Therefore, the derivative term in the differential equa-
tion of water flow motion is approximated by a difference
equation using the Tairau series expansion as a tool, so that
a system of difference equations can be obtained at each cal-
culation time. While assessing the importance of the indica-
tor layers, the importance of the indicators is reranked by
considering the influence of the magnitude of the indicator
attribute values, and the decision risk factor is changed to
adjust the participation of the indicators in the evaluation.
Combine indicators between “with” and “or” and adjusting
“with” and “or” by changing the magnitude of the decision
risk factor “ratio to provide a comprehensive decision strat-
egy. If a system of difference equations solves a disaster, i.e.,
each equation can be solved independently, it is called
explicit format: conversely, if a joint solution is required, it
is called implicit format. The weights of the feature terms
obtained from the calculation are normalized by the follow-
ing formula:

W t, dð Þ = 1 + log2t f t, dð Þ × log2 N/nlð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−∑t∈d 1 + log2t f t, dð Þ × log2 N/ntð Þð Þ½ �p , ð8Þ

whereWðt, dÞ is the weight, t f ðt, dÞ is the frequency, Nis the
total number of all videos in the training set, and nt is the
number of documents in which the word t appears.

Secondly, the established model is used to calculate the
flooding algorithm based on the monitoring data and to cal-
culate the areas that are vulnerable to danger; flood warnings
are communicated to the area, and flood control measures
such as dike reinforcement or early reservoir release are car-
ried out for the area; with the different Tairau spreading and
parallel formats used, the differential formats can be divided

County defense
office reported

Early warning
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Decision reference

Start response

External data
sharing

Data display

Issue early warning

Figure 3: Business flow chart of the early warning system.

4 Journal of Function Spaces



RE
TR
AC
TE
D

RE
TR
AC
TE
D

into first order, second order, and even higher order accord-
ing to the order of approximation accuracy and also into
central and upwind (or eccentric) formats according to the
nature of the formats. For a century sequencex with n sam-
ples, construct an order column.

Sk = 〠
k

i=1
ri, k = 2, 3,⋯, n: ð9Þ

Among them,

ri =
+1, when xi > xj

0, when xi ≤ xj

(
 j = 1, 2,⋯, i: ð10Þ

Before the simulation calculation, the data for outlier
rejection, missing value interpolation, and other work, after
processing the formation of the data series, in the calculation
can improve the accuracy of the prediction results, to get
more desirable results. For optical images using a simple
water body index method to extract the water body bound-
ary, the basic principle is to use the band ratio operation
method to achieve the purpose of highlighting the water
body, weakening the non-water body. No time parameter
is provided, time parameter in year-month-day format is
provided; weighted average of 10 rainfall stations is pro-
vided; rainfall data of 10 stations are provided, respectively;
runoff data of the previous day is provided; runoff data of
the previous day is not provided. Using the finite element
assembly algorithm, the river water level equation and the
Hanpoint water level equation are superimposed to solve
the overall equation, which improves the stability of the
algorithm and fast convergence of the model because the
overall equation takes into account the strong scour effect
of water level distribution and change in the river network.
Let x ∈ Rn be an unknown parameter vector, the measure y
is a m-dimensional random vector, and a set of samples of
y with capacity N is fy1, y2, y3g, for which the statistic is

x̂ Nð Þ = ϕ y1, y2,⋯, ynf g: ð11Þ

Finally, waiting for the flood water to flow through the
area, the flood water that travels in the downstream channel
is evolved in real time based on the actual monitoring data
transmitted back, and so on. To make the differential equa-
tion correctly reflect the physical mechanism of water flow,
such as using the central format to calculate rapids, it is
physically inappropriate to use only the continuity of the
solution. Control differential equations express the physical
laws of conservation of mass and conservation of momen-
tum, while differential equations sometimes do not strictly
maintain the nature of conservation; the numerical solution
will appear in the amount of water and momentum imbal-
ance of conservation errors. For the satellite image data such
as HSPA-1, ENVISION 1A/1B, RESOURCE-3, and
RESOURCE-1 02C, which only have blue, green, red, and
near-red bands, the normalized difference water index
(NDWI) is used to automatically extract water bodies using

the contrast between absorption and reflection of water bod-
ies in the green and near-red bands. The data structure of
finite element is used for river network description similar
to the rod system structure, and the data preparation is sim-
ple for the problem of adding river cross sections in the pro-
gram study phase. By means of 3S technology and Internet
technology, while relying on the water and rainfall data
information that has been collected into the reservoir, rapid
response and unified command and dispatch of flash flood-
related events are realized.

3. Application Analysis of Big Data Fusion
Analysis in Basin Flood Prediction

3.1. Calibration Analysis of Water Source Parameters. Due to
the complexity of hydrological elements, describing the rela-
tionship between systems by physical quantities is inherently
error-prone, coupled with the fact that many actual mea-
surements are not observable, or are missed, or the observa-
tions are not representative. Energy losses are mainly
concentrated in the data transmission process. In order to
compress the amount of data and reduce energy consump-
tion while improving the accuracy of data fusion, a water
source model parameter rate determination method is pro-
posed. This method often uses the empirical method to
determine the initial values of the parameters and then uses
the hydrological model calculation to perform the calcula-
tion of the production and convergence processes. Then,
the hydrological model calculations are used to calculate
the production and sink processes, and the process is com-
pared with the measured process, and the optimization and
debugging are continuously carried out to determine the
optimal values of the parameters empirically using the prin-
ciple of minimum error. Next, to verify whether the control
law is effective, the performance indexes are selected as 10,
20, and 30, and the simulation curves are shown in Figure 4.

First, continuous data for a certain period are selected for
the calculation, and the selected time series data information
including the abundance and exhaustion years gives better
results. In the distributed big data fusion principle, the dis-
tributed data set is first obtained and the data set is divided
into several subsets. Then, by drawing Tyson polygons based
on the location of watershed stations, the area weights of
Tyson polygons are used to obtain the weighted sum of
watershed surface rainfall. The data collection and caching
mechanism of the complex heterogeneous multilayer net-
work is centered on real-time sensing of data and accurate
processing of decision information, eliminating the quality
constraints of network data by redundant information and
various types of interference from the external environment.
For individual phase to be analyzed, the selected data can be
selected based on the geographic base map and remote sens-
ing base map through interactive methods and exported.
Based on the operational data of the reservoir and the multi-
physical field remote sensing data, the relationship between
the reservoir volume and the watershed area is described;
then, what changes in the volume of the small reservoir
ponds and dams are derived based on the evaporation infor-
mation of the precipitation, and the flood interception
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volume of the corresponding flood period is derived. By
visualizing the rainfall map with histograms according to
time, users can clearly grasp the local rainfall changes. The
comparison curves of water level and storage volume at dif-
ferent times are shown in Figure 5 below.

Secondly, the calculated results are compared with the
measured results to calculate the error, and the optimal
values of the parameters are obtained by repeating the calcu-
lation until the final error is minimized. Then, several sub-
sets are clustered at the same time to get several clustering
centers. In order to well fuse the detection data of the wire-
less sensor network and make the obtained estimated values
match the actual values more closely to achieve the purpose
of high accuracy and high reliability state estimation, the
Mann-Kendall test is introduced to compress the data in
order to reduce the data communication. Using the Mann-
Kendall test, the annual rainfall in the watershed was tested
for abrupt changes and the annual rainfall Mann-Kendall
curve was plotted. Kendall’s statistic curve is shown in
Figure 6.

However, the data collection and transmission probabil-
ity control for multilayer networks and the decision mecha-
nism to maintain the stability of the system become the
bottleneck problem of network big data integration. So the
flash flood disaster prediction and early warning system
carries out simulation prediction and comprehensive
research and judgment by establishing mathematical models
for various types of disasters. It uses 2D and 3D visualization
to present the results and determine the current warning
level and hazard level of the event. And according to the
simulation prediction and comprehensive research and
judgment results to predict the secondary and derived from
the disaster, the scope of influence, consequences, and risk of
flash flood disaster are assessed. When there is a large varia-
tion of water flow along the course (such as the existence of
bottom slope), the calculation of the nonflush term is more

complicated and may bring considerable errors. Therefore,
the amount of regulation of each flood control means
should be allocated and the prediction results should be
obtained by computer algorithm. Other objective functions
can also be used as criteria to evaluate the error, such as
annual runoff and surface water flow process, although
not as objective as the flow process line, but its advantage
is that it only reflects local factors, such as only reflecting
the production of flow and has nothing to do with the
confluence. The higher the elevation of the region and
the larger the standard deviation of elevation represent,
the easier the drainage of the region and the less likely
to have waterlogging and flooding, according to which
the influence degree distribution under the combined
effect of elevation and standard deviation of elevation is
obtained, as shown in Table 1 below.

Finally, the process line is the total result of the whole
process of flow production and convergence, which can be
used as an optimization criterion and can also be called
overall optimization. To determine whether the sum of the
cluster centers is less than the scale threshold of the data
fusion problem, if the result is yes, then the number of data
is the value obtained from the sum of the data clustering
centers is clustered and the resulting categories are fused to
complete the distributed data fusion. In the case that the
sum of squared residuals of all measured values is mini-
mized, the arithmetic mean is considered as the most reliable
value to complete the estimation of the actual value. If the
rapid flow is influenced by the upstream flow pattern only,
while the slow flow is influenced by both upstream and
downstream flow patterns, this can be achieved by taking
the difference backward along the feature. When solving
the criterion weights of the influencing factors relative to
the total study content, it is necessary to solve the relative
weights of the same level factor judgment matrix for the fac-
tors at the previous level first.
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Figure 4: Simulation curve.
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3.2. Calculation and Analysis of Order Weight. In the study
of flood risk evaluation based on ordered weighted averag-
ing, when decision-makers are more pessimistic, the lower
the importance of the sequential layers, the higher the
weight they are assigned, and the evaluation results show
the least important attributes of the indicators. A two-by-

two comparison of factors at each level compares their
importance to the study content and is represented by
numerical values. In order to study the change process of
incoming flow in flood and nonflood periods, the informa-
tion of incoming flow in flood and nonflood periods from
2012 to 2021 was used to draw Figure 7.

First, the problem is analyzed and studied. For the study
of flood risk evaluation, it is necessary to classify and stratify
the analysis of the influencing factors of flooding. Since the
fluxes transported across the interface between control bod-
ies are equal in size and opposite in direction for adjacent
control bodies, the fluxes along all internal boundaries can-
cel each other for the whole calculation domain. Assuming
the river as a channel, the relationship between the water
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Figure 5: Comparison curve of water level and water storage capacity.
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Figure 6: Annual rainfall Mann Kendall statistics curve.

Table 1: Distribution table of comprehensive influence degree.

Elevation and elevation standard deviation 0-5 5-10 >10
0-20 0.772 0.567 0.417

20-40 0.651 0.437 0.393

40-60 0.578 0.329 0.377
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level and the storage volume of each river section is found,
and the change in water level and the rate of advance of
the flood are obtained according to the relationship between
the difference between the inlet and outlet of the tank stor-
age theory and the constant value of the increase and
decrease of the tank storage volume. The data is normalized
and passed to Keras, a deep learning framework, in a
NumPy data structure, and the optimal clustering result is
used to limit the region for generating cluster heads. Next,
the LSTM framework structure is selected to determine the
dimensionality of the input vector in terms of the eigenvalue
dimension. Using the system field statistics function, the
flooded area is counted and the total flooded area is output
or recorded, and the results of the loss calculation corre-
sponding to different eigenvalues are shown in Figure 8.

Secondly, the dominant or subordinate relationship
between factors at the same level is analyzed, and the lower
level factors are subordinate to and influence the lower level

factors, and according to this rule, the recursive hierarchical
structure model is established. The process of flow at the
mouth is often high peaks, steep shapes, rapid and slow flow
conversion, and water depth disparity, resulting in the clas-
sical format that often fails, requiring the use of a format
based on completely shallow water equations and high reso-
lution of discontinuity and the need to use a small time step;
the explicit format is usually more favorable than the
implicit format. It generalizes, abstracts, and simplifies the
objective phenomena of nonconstant flow in open channels
based on the basic principles of mass conservation law, New-
ton’s second law, and energy conservation to obtain this
nonlinear hyperbolic system of partial differential equations.
The output dimension of the LSTM cell window is selected
to be 100, and the dense function is connected to compress
the 100-dimensional output into 1-dimensional, and a suit-
able excitation function is selected to convert the final fore-
cast results. After finishing the inundation state extraction,
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Figure 7: Change process diagram of inflow in flood season and nonflood season.
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to equal area projection, and the area field is recalculated by
using the system calculation geometry function. Calculate
the presoil water content, deduce the real-time soil infiltra-
tion rate, derive the net rainfall process from the precipita-
tion process, and analyze the influencing factors of river
network storage in the basin. The data collected in the
abnormal data rejection results are transmitted to the cluster
head node to complete the distributed data intelligent fusion.

Finally, the eigenvectors of the maximum eigenvalue of
the judgment matrix are normalized to the weights, after
which the relative weights of the elements of the lowest level
are multiplied by the relative weights of the elements of the
upper level, which is the criterion weight of the final
required elements. There are often some extremely shallow
water areas in the flow field, the flow friction loss should
be specially treated (because the water depth is zero when
the friction ratio drop calculated by Manning’s formula
tends to infinity), and the numerical solution is required
not to produce false oscillations, so as to avoid calculation
instability. Adjusting the values of decision risk coefficients,
we can get the order weights under other decision risk coef-
ficients, which are summarized in Table 2.

The basic equations of nonconstant flow in open chan-
nels are formed by the continuous and momentum equa-
tions, and their corresponding functions elucidate the
relationship between the flow elements and the process
coordinates and time. The loss functions are selected as
mean square error, mean absolute error, and root mean
square error (MSE), followed by the Adam optimizer, and
the flood process and flood volume in the study area are sim-
ulated using Python language programming, and the simula-
tion results are compared with the measured information.
Because the cluster head selection is random, the number
of member nodes within the cluster varies from cluster to
cluster, which will make the network of cluster head nodes
with more member nodes consume more energy and lead
to unbalanced network load and shorter survival period of
network nodes after data fusion. Therefore, if you need to
calculate the inundation depth and water volume, you can
extract the boundary range of the water body that needs to
calculate the water volume through the system and turn
the water body boundary surface to line and line to scatter
point.

4. Conclusions

With the rapid advancement of computer technology, the
application of big data is getting more and more widespread
attention. Big data analysis methods are new technologies
and new methods based on the original calculation methods

as well as mathematical models, which are constantly
improved and updated. Flood risk uncertainty and multi-
source information fusion are a hot topic in current
research; however, the causes affecting flood occurrence are
complex, and the uncertainty of the objective world and
human cognition reinforces the uncertainty in flood risk
assessment. Big data fusion analysis can significantly
improve data utilization and address the problems of high
network energy consumption and short survival period of
network nodes in current data fusion algorithms. The appli-
cation of multiphysics field remote sensing big data fusion
analysis to flood risk evaluation research better reflects the
differences in risk attitudes of different decision-makers,
because different decision-makers have different criteria for
considering the importance of indicators, which is more in
line with the actual situation of flood risk evaluation. The
application of basin flood forecasting based on multiphysics
field remote sensing big data fusion analysis to carry out
operational normal monitoring of floods can complement
the ground monitoring, forming a three-dimensional moni-
toring, which can provide data support for flood and
drought disaster defense. It can also be connected to the
flood control command system, as a part of the flood control
command system, through cooperation with meteorology,
hydrology, rivers, Skynet, and other departments to central-
ize the data through the server and the system to facilitate
the relevant command decision-makers to grasp the data,
timely planning, and timely release, to protect everyone’s life
and property safety. On the other hand, the study did not
analyze the relationship between the relevant factors. It is
necessary to use artificial intelligence and other technical
means to find a certain regularity. It makes the calculation
speed faster, and the results obtained are closer to the mea-
sured values, which is of great benefit to guide the practical
work.
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As a complex machine learning algorithm, deep learning can extract object shape information and more complex and advanced
information in images by using a deep learning model. In order to solve some problems of deep learning in image feature
extraction and classification, this paper designs a modeling method of multifocus image segmentation algorithm based on deep
learning. The acceleration effect of FPGA (field programmable gate array) on deep learning and weight sharing is analyzed. By
introducing deep learning, the trouble of determining the weight coefficient is eliminated, and the energy function is simplified.
Therefore, the relevant parameters of multifocus image segmentation can be easily set, and better results can be obtained. The
multifocus image segmentation algorithm based on deep learning can not only obtain closed and smooth segmentation curves
but also adaptively deal with topology changes due to high segmentation accuracy and stable algorithm. The results show that
the model effectively combines the local and global information of the image, so that the model has good robustness. The
depth learning algorithm is used to calculate the average value of local inner and outer pixels of an image. Even for complex
images, relatively simple contour curves can be obtained.

1. Introduction

Images are able to describe what people see with their eyes;
however, it is quite difficult for computers to process human
visual objects [1]. The multifocus picture division is a key
step from picture handling to analysis of pictures, which is
aimed at dividing the image into several specific regions with
unique properties and extract the target of interest [2]. The
advent of computers has provided the possibility to study
images in greater depth and with the help of computer tech-
nology, image engineering has gradually evolved. Deep
learning is a large-scale nonlinear circuit with real-time sig-
nal processing capability; like cellular automata, it consists of
a large number of cellular elements and allows direct com-
munication between only the closest cells [3]. Multifocus
image segmentation is a crucial step from image processing
to image analysis and is a fundamental computer vision
technique [4]. In image analysis, entropy, as a statistical fea-
ture of an image, captures the magnitude of the quantity of
data contained in the image [5]. This is due to the fact that
image segmentation, separation of objectives, extraction of

characteristics, and determination of parameters transform
the raw picture into a more extracted and compressed shape,
which makes higher layer of analysis and comprehension
feasible [6].

A multifocus picture division is a difficult and hot point
in picture handling, which makes the basic pavement for the
analysis and reconstruction of the image later [7]. The pic-
ture handling system can be expressed in three levels, and
the combination of these three levels is also called image
engineering low-level processing techniques which mainly
include image filtering, image enhancement, image restora-
tion, image restoration, and image coding and compression.
The multifocused picture division is a class of picture han-
dling between the bottom-level picture handling and the
middle-level analysis of pictures. Picture division is an
important element in analysis of pictures, which is the pro-
cess of dividing the original image into several subregions
that are not connected to each other and extracting the part
of interest from these regions [8]. Traditional picture divi-
sion methods are mainly based on the underlying image fea-
tures that can be observed by the human eye, such as color,
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texture, and edges [9]. When there is a large difference
between the target and the background in the image, it can
be segmented completely. However, when the features such
as grayscale and color of the target and the background are
closer or the background in the image is complex, the seg-
mentation results obtained by traditional picture division
methods often have more missplitting and the segmented
targets are incomplete and lack of detail information [10].

CNN (convolutional neural network) is a locally con-
nected network in which each unit is interconnected only
with its neighboring neurons, and the influence of other
neurons in the neighborhood is realized by passing informa-
tion from unit to unit. Simply put, it is a machine learning
algorithm that gives computers the ability to learn potential
patterns and features from a large amount of existing data to
be used for intelligent recognition of new samples or to
anticipate the likelihood of something in the future. The
advantage is that its multilayer structure can automatically
extract different levels of distinguishing features of an image
from a large number of samples, and these features are more
effective and robust compared to the underlying features
designed and extracted manually. The multifocus picture
division is the key process from analysis of pictures to image
understanding, separating the region of interest from the
image, which simplifies the complexity of picture handling
on the one hand and provides the basis for subsequent
extraction of image features and quantitative analysis on
the other.

The innovative points of this paper are shown below:

(1) In order to assist the complete segmentation of the
region, the representation of the target shape is par-
ticularly important. In this paper, the shape is char-
acterized by building a model, and subsequently,
the a priori shape information is used to assist the
multifocus picture division

(2) With the introduction of deep learning, the trouble
of determining the weighting coefficients is elimi-
nated and the energy function is simplified; thus, it
is easy to set the relevant parameters for the multifo-
cus picture division and obtain better results

(3) The multifocus picture division algorithm based on
deep learning can not only obtain closed and smooth
segmentation curves but also handle topological
changes adaptively due to the high segmentation
accuracy and stable algorithm

2. Modeling Idea of Multifocus Picture Division
Algorithm Based on Deep Learning

2.1. Construction Method of Conditional Random Field
Model. The conditional random field is a discriminative
model for modeling the probability distribution between
the marker X and the observation Y . In the multifocus pic-
ture division, if the kind of similarity present in the same
region is particularly valued and the uniformity of the seg-
mented region is required too much, it will result in many
blank regions or irregular edges. If there is a difference in

the gray value between the target and the background in a
gray image, the target and the background in the image
can be separated by threshold segmentation. If only one
threshold is selected, the segmentation is called single-
threshold segmentation, which will divide the image into
two parts: the target and the background. The segmentation
with multiple thresholds is called multithreshold segmenta-
tion, which will divide the graph into multiple regions.

The network objective function is then measured in
terms of the sum of squared total errors.

Jp tð Þ = 1
2〠R

dRp − yRp



2
, ð1Þ

where JpðtÞ is the p group input objective function.
The conditional random field model can combine

knowledge and experience of the target to be segmented
based on the underlying visual properties of the image itself
such as edge, texture, grayscale, and color, and the target to
be segmented, such as the shape, brightness, color, and other
empirical knowledge of the target, in an organic way.
Depending on the level of abstraction and the research
method, there are three characteristic levels: picture han-
dling, analysis of pictures, and image understanding. This
is shown in Figure 1 below.

First, the conditional probability is defined using the
DBN network and the marker variables of pixel points on
the graph structure and the marker variables of neighboring
pixel points. The basic unit of DBN is the cell: it contains lin-
ear and nonlinear circuit elements, typical elements are lin-
ear capacitance, linear resistance, and linear and nonlinear
controlled and independent current sources. The structure
of DBN is no connection within the top two layers, full con-
nection between each layer, and the remaining other layers
are The DBN model structure is shown in Figure 2.

Before segmentation, a suitable threshold is determined
and then all pixels are compared with the threshold, and
pixels greater than or equal to the threshold are classified
as the target class and those smaller are classified as the
background class. The neuron nodes on each characteristic
image of the convolution layer are obtained by convolving
various zones of the input image using the same convolution
kernel. This operation ensures that all neuron nodes on the
feature map share a set of convolutional kernel weights. In
deep neural networks, the neuron nodes between layers are
no longer fully connected, and the local spatial correlation
between layers is used to connect the neuron nodes of each
adjacent layer only to the neuron nodes of the upper layer
that are close to it, i.e., locally connected. A multilayer for-
ward network is built with the function to calculate the out-
put M of the hidden layer.

Mj = f 〠
n

i=1
WijXi − bj

 !
, j = 1, 2,⋯,m: ð2Þ

For the actual noisy image, the edge points detected by
the differential operator alone do not form a closed bound-
ary to separate the target from the background. The
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multiregion segmentation of this conditional random field
model has only one unsigned distance level set function,
and then, the model is solved using the VIIM algorithm
to achieve the evolution of the boundary curves in each
region. The large scaling factor a is used at low frequen-
cies, with a large observation range on the time axis, while
the frequency domain is equivalent to using low-frequency
wavelets for a generalized observation. a is the scale factor,
reflecting the frequency information of the signal; b is the
translation factor, reflecting the time information of the
signal. The signal power spectrum of the wavelet trans-
form can be defined as

S ωð Þ = 2π
N

〠
N

i=1

Ws a, iTg

À Á�� ��2
Δω

: ð3Þ

There is always a discontinuity between two adjacent
regions with different gray values, and this discontinuity
is often easily detected by finding the first- or second-

order derivatives. After continuous processing, the correla-
tion coefficient matrix of the evaluation index is calculated:

R = rij
À Á

p×p ð4Þ

where rij is the correlation coefficient of the ith evalu-
ation sample with the jth indicator.

Second, the labeling of each pixel considers only its color
characteristics, which often have complex color probability
distributions for natural images. To obtain better modeling
results, a Gaussian mixture model can be used to model
the probability density function. GMM and its variant k
-means (K-means) algorithm are clustering tools often used
in industrial practice. Because GMM introduces the concept
of implicit variables in modeling, we cannot directly use
MLE (maximum likelihood estimate) for parameter estima-
tion. Then, the EM (expectation maximization) algorithm
is introduced to train the model with hidden variables. To
be able to obtain the model results quickly, AMG and SFM
algorithms can be used to increase the time step and reduce
the area to be computed, respectively. Multiple forward
propagation and backward propagation can be used after
which the model learns more distinguishing features of the
input image and obtains a higher correct classification rate.
The input samples are normalized to ensure that the data
are in the specified range ½1, 2� this interval, which facilitates
the processing of data and improves the network efficiency.
The input sample normalization process is given by

X = T − Tmin
Tmax − Tmin

, ð5Þ

where T is the unprocessed input value, Tmax is the max-
imum value of neural network input, and Tmin is the mini-
mum value of neural network input.

Since SFM can accept input images of arbitrary size, the
feature map of the last convolutional layer is upsampled
using a deconvolution layer to restore it to the same size as
the input image. Thus, a prediction can be generated for
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Image
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Image
understanding
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Figure 1: Position of the multifocus picture division in image engineering.
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Figure 2: DBN network structure.
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each pixel while preserving the spatial information in the
original input image. After the division of pixel points is
completed, the two types of pixel points form two image
regions representing the target and the background, respec-
tively, and the segmentation is completed.

Finally, the identification of the markers in the image is
done by two potential functions and the characteristic
observed data of the whole image. The best marker Y , which
is the marker corresponding to the maximum a posteriori
probability, can be converted into the minimization of the
energy function. Therefore, it is most convenient to use
threshold segmentation when the difference between target
and background grayscale in the original image is more
obvious. Threshold segmentation accomplishes the work of
obtaining a closed contour of a given shape from the (dis-
continuous) edge points in the image space by an accumula-
tion operation in the parameter space. When using the
region extraction method, the pixels are assigned to individ-
ual objects or regions; in the boundary method, only the
boundary between the presence and the region needs to be
determined; in the edge method, the edge pixels are first
determined and they are connected to form the desired
boundary. Meanwhile, the high resolution of downsampling
is fused with the features of upsampling to further improve
the accuracy of segmentation localization. Most importantly,
deep learning can be loaded on smart mobile terminals,
which in turn makes it easier and faster to receive data from
remote servers and upload and download the data.

2.2. Model Structure of Multifocus Picture Division
Algorithm. The multifocus picture division algorithm model
uses the SegNet model as the backbone network for segmen-
tation, which contains two components: an encoder and a
decoder. The multifocus picture division algorithm is done
by the DTCNN that finds the image gradients one at a time
and is invariant throughout the multilayer iterations. The

processing module for each direction is composed of 3
DTCNN networks: the contour curve expansion network,
the refinement network, and the correction network, as
shown in Figure 3.

First, the last layer of convolutional features in Conv1
and Conv2 stages, and all convolutional layer features in
Conv3, Conv4, and Conv5 stages are selected. For a given
image operation, local rules are those features that reflect
the essential and structurally invariant nature of the picture
handling process, usually a set of if-then statements. The
development of the model requires a server design via
Nginx, which in turn facilitates the loading of third-party
libraries needed for the service invocation process on mobile
terminals. This project also requires the implementation of a
Python based web microframework using Flask. When the
net input to the output node is too large, the output layer,
for example, is normalized by the above sample normaliza-
tion formula to obtain

δlj = dj − yj
� �

ulj ⋅ 1 − ulj
� �

: ð6Þ

Therefore, when the variance of foreground and back-
ground gray values is the largest, the probability of fore-
ground and background misclassification is the smallest
and the segmentation result is the most accurate. A properly
designed serial boundary algorithm can remove the false
edge points and directly obtain a single pixel wide and con-
tinuous boundary. A properly designed serial boundary
algorithm selects one or more values and compares them
with the grayscale values of the image to segment the target
and background areas. The number of targets can be deter-
mined by the number of values selected. The initial contour
curve is artificially given on the target region of interest, i.e.,
the initial value is one or more closed curves, and an energy
function is minimized so that the contour curve is deformed

Initial contour

Expand the
network

Refine network External image
gradient field

Correction
network

Final outline

Figure 3: Processing block diagram of multifocus picture division algorithm.
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by the motion in the image and finally approximates the tar-
get boundary of the region. The class of forward neural net-
work functions N is dense in the space of vector-valued
continuous functions, in a consistent parametric sense,
where the class of forward network functions is defined as
a set of the following type.

N = Y ∈ Rm, Y =W K+1ð ÞNk Nk−1 ⋯N1 Xð Þ½ �f g
n o

, K = 1, 2, 3:⋯

ð7Þ

Next, all features of the last three stages (Conv3-D,
Conv2-D, and Conv1-D) are selected and do layer-by-layer,
pixel-by-pixel summation fusion for them as well. Using the
least squares derivation, the algorithm is less complex and
the operation time is shorter compared to other threshold
segmentation methods and is used more frequently. The
grayscale value corresponding to the position of the valley
of the histogram is taken as the thresholding value for the
original image and use this as the boundary to divide all
pixels of the image into two parts the one located on one side
of the valley point is the target and marked with a target
marker. The learning method of the template is essentially
an optimization-seeking process, and the obtained template
coefficients are the optimal solutions that meet the require-
ments, so the template can be designed by the mathematical
optimization-seeking method. The features are expanded
sequentially, where the aggregated features at each moment
are obtained by splicing the feature words with different
granularity at that moment, and the results are shown in
the following equation:

ci = c1i ; c2i ;⋯cki
h i

, ð8Þ

where cki is the convolution window of the i word which
is the characteristic representation of k.

The cloud computing layer uploads the scene images and
performs multifocus picture division using the FCN8-
VGG16 network when the network is open. The trained
U-Net model is downloaded, and the segmented image and
U-Net model at the remote cloud server are uploaded to
the smart mobile terminal via a 5G mobile network. The
mechanism that drives the contour motion lies in minimiz-
ing the energy function when making the region that sat-
isfies the consistency expand to the maximum or contract
to the minimum, i.e., the boundary of the consistency
region.

Finally, all the feature graphs above are stitched together
in a way that they are cascaded and then fed into the fresh
convolution layer and Softmax layer for studying and getting
the final result graph of division. This is the metric space of
the image, which determines the position corresponding to
the histogram valley points, i.e., the threshold, to obtain
the convolutional layer clustering of the image. The convolu-
tion layer uses the ReLU function, and no data is filled in
while the convolution operation is performed, so the convo-
lution operation affects the pixels of the feature map. Both
the prior probability P (observed data|label) and the poste-

rior probability P can be evaluated, while the traditional
feedback neural network only evaluates the posterior proba-
bility, that is, the network weights and radial basis function
parameters are determined, and the output of DL can be
expressed as

yj = 〠
h

i=1
ωij exp −

xp − ci
 2

2σ2

 !
, j = 1, 2, 3,⋯, n, ð9Þ

where ωij is the weight of hidden layer and output.
Suppose the targets with uniform grayscale in the image

show a clustering phenomenon on the metric space, i.e.,
there are obvious pluralities in the grayscale histogram
waveform and valley points. Then, the grayscale correspond-
ing to the grayscale histogram valley points are used as sub-
points, and the interval is divided into N segments, and each
segment is used as a different marker. The radial basis func-
tion and dynamic weights are the key of interval segmenta-
tion, and the expression of radial basis function is

R = xp − ci
À Á

= exp −
xp − ci
 2

2σ2

 !
, ð10Þ

where kxp − cik is the norm of xp − ci, xp is the sample
data input by the input layer, and ci and σ re the center
and width of radial basis function.

The principle is to design the fitting target with a set of
curves to be selected and define the energy function associ-
ated with each curve in the set to be selected. The energy
function is designed with the principle that favorable prop-
erties lead to energy reduction, including continuity and
smoothness of the curves. The remote service component
layer serves remote procedure calls through a web server in
the background and tensor flow on the GPU (graphics pro-
cessing unit) to perform image transfer and data processing
operations. Therefore, the model can be used to process
large image databases, and the picture division model in this
paper is highly efficient and robust compared to the com-
monly used picture division models.

3. Application Analysis of Deep Learning in
Multifocus Picture Division
Algorithm Modeling

3.1. FPGA Accelerated Analysis of Deep Learning. This sec-
tion explores FPGA (field programmable gate array) acceler-
ation schemes for deep learning to enable fast and efficient
processing of data for deep learning. For those images with
strong contrast between target and background, the method
can quickly and accurately segment multi-focused images
into the images we want. The value of FPGA acceleration
is that it provides a unified solution to a range of computer
vision problems and has been successfully applied to com-
puter vision fields such as boundary extraction, picture divi-
sion and classification, motion tracking, 3D reconstruction,
and stereo visual matching. The mean square error of deep
learning after FPGA acceleration is also consistently lower
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than that of RBF neural network, indicating that FPGA
acceleration can improve the prediction accuracy of the
model, and the model mean square error comparison is
shown in Figure 4 below.

First, the process of computing the product accumula-
tion of the input feature map and the weight matrix needs
to be performed K ∗ K ∗N times the product accumulation
of the weights and the input, and the N input feature map is
convolved to obtain the M size R ∗ C output feature map. In
order to obtain the color feature probability distribution of
target and background, the initial region information of
manual marker needs to be extracted separately. The convo-
lutional characteristics of the appropriate phase in the
encoder and decoder are coupled in a cascade by channel
splicing and then fed into a newly convolutional level to be
further learned and complete the ultimate classification fore-

cast. The proposed deep learning is used to analyze the mul-
tifocus picture division evaluation metrics, and the metrics
that contribute the most to the picture division are filtered
out, and the results of the principal component analysis are
shown in Figure 5 below.

When the value of this pixel is +1, if the sum of the pixel
values in its neighborhood is greater than the threshold, then
this pixel is not an edge pixel and the value of this pixel tends
to 0. Conversely, if the sum of the pixel values in its neigh-
borhood is less than this threshold, then this pixel is an edge
pixel. As for the position of the boundary, since the serial
approach takes fuller consideration and relies on the previ-
ously obtained results when making the current decision,
the accuracy of the position of the whole boundary is easily
guaranteed to be high if the starting point is chosen
correctly.
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Figure 4: Mean square error of model.
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Secondly, when two matrices are matrix multiplied, each
output result needs to take one row and one column of data
of the two matrices, respectively, for product accumulation
to get the final result. The manually extracted target and
background pixels both have the same pattern information,
so the color feature space can be described by pattern points.
Prior to coupling the cascade of convolutional characteristics
in each of the latter three phases in the encoder and decoder,
the sophistication of the model after cascading multiple
levels of features can be reduced to simplify the training of
the model, and the level dependence of the characteristics
extracted from the deeper convolutional layers is considered
to maintain the local consistency of the features and improve
the performance of division. Boundary tracking finds the
neighboring points with the highest gray level from the orig-
inal image and finds the neighboring points with the maxi-
mum gray level as the boundary points. In the specific
implementation, it is necessary to first find a raw pixels for
each image zone to be divided as the growing starting posi-
tion, then take the raw pixels and compare them with the
pixels in the surrounding neighborhood, and if there are
pixels with the identical or comparable properties to the
raw pixels, they are incorporated into the zone where the
raw pixels are situated. The neural network is able to auto-
matically learn previous experience from the provided data
samples without the tedious process of searching and repre-
sentation and is able to automatically approximate those
functions that best portray the laws of the sample data,
and the evaluation results under different sample order
numbers are shown in Figure 6.

Finally, to reduce the number of repeated accesses from
off-chip memory DDR, on-chip storage is used to cache
the input data and the weight matrix. The initial marker
region is smoothed and filtered using the same pattern
points that many pixels have to characterize the local feature
points corresponding to some pixels. The use of pattern
points to describe the color feature space allows for a signif-

icant reduction in algorithm complexity when estimating
whether a pixel belongs to the target or the background.
Since pixels in the same region of the original image have
similar features, these pixels are combined to form different
regions by some predefined rules (growth rules). Thus, in a
noise-free monotonic point-like image, this algorithm will
trace the maximum gradient boundary, but even a small
amount of noise will make the tracking temporarily or per-
manently off-boundary. For feature fusion, the CMLFDNN
model amplifies the last three phases of features in the
encoder and decoder, respectively, level-by-level and does
pixel-by-pixel summation to fuse them prior to coupling
them in cascade, which takes into account the dependency
of the levels of accumulated characteristics retrieved in dif-
ferent convolution phases and maintains the local consis-
tency of the active contours. In this way, the active contour
can converge to the local boundary under the guidance of
the energy function as it moves within the range of values
taken, and the continuity and smoothness of the curve itself
are maintained.

3.2. Weight Sharing Analysis of Deep Learning. In the case
of the same spectral difference, if the spatial distance or
image gradient is smaller, the weight is larger; on the
contrary, the weight is smaller. For example, the neigh-
boring pairs of points on both sides of the potential
boundary have a small distance but a large gradient.
The traditional weight sharing model is generally based
on the Gaussian mixture model, which is also very simple
and effective in multifocus picture division algorithms.
The Gaussian mixture model is a kind of highly global
optimization-seeking model, which is widely used in the
fields of signal processing, image processing, and pattern
recognition. The accuracy curve of the model evaluation
is shown in Figure 7.

However, there is noise in segmentation and there are
many segmentation algorithms based on a small number of
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local data points. Therefore, weight sharing based on deep
learning has the interactive ability to represent the shape of
anatomical structures concisely and analytically and seg-
ment the target boundary precisely. In deep learning, each
convolution filter of the convolution layer is repeatedly
applied to the whole perceptual field to convolve the input
image, and the convolution result constitutes the feature
map of the input image to extract the local features of the
image.

First of all, in deep learning, it is assumed that layer m
− 1 is the input layer and all neuron nodes in layer m are
connected with all neuron nodes in layer m − 1. The process
of convolutional computation to matrix multiplication is
actually merging the input loop and the convolutional kernel
loop, and merging the output row loop, thus reducing the
number of loops to 2. In other words, take a point first
and then compare the adjacent points. If they are similar,
they will be merged together. If they are not similar, the cal-
culation will be stopped immediately. Then, the gradient of
the energy generalization function is calculated and the evo-
lution equation of the level set function is obtained by using
the continuous gradient descent method, and the final zero
level set is determined as the multifocus picture division
result. Here, it is assumed that the subsampling layer in the
network is in the middle of the two convolutional layers,
and if the postlevel sampling layer is a fully connected layer,
we can solve the sensitivity map for subsampling directly.
That is, an unsupervised codec network is trained to extract
the deep features of the input image, and then, these features
and spatial frequencies are used to measure the image pixel
activity and obtain the decision map. Under the condition
of limited training sample data, increasing the number of
convolutional filters in the network model will make the
number of weight parameters to be learned increase, which
may cause the network to be difficult to reach a steady state
during the training process. The experimental results of the
four network models are compared as shown in Table 1
below.

Second, the m layer feature image contains neurons, and
the weight parameters are shared among different connec-
tions, so we can still use gradient descent to learn the shared
weight parameters. The equivalent mapping of convolution
calculation into matrix multiplication simplifies the loop
structure, which is more suitable for FPGA design and more
convenient for subsequent design optimization. In the
reverse update phase of deep learning, the cost function will
change very slowly at first, and then, the learning process of
the network will become very slow. Therefore, the strength
of the final gradient at each location will be enhanced by
the nearby gradients by weighting the gradient at each loca-
tion in the local window. That is, the loss function is con-
structed based on the deviation of the output result from
the desired result, and the weights of the ω are continuously
adjusted using the BP algorithm to minimize the result of
the loss function. Since both edges and noise are grayscale
discontinuities, it is difficult to overcome the effect of noise
by directly using differential operations. Therefore, the
image should be smoothed and filtered before detecting the
edges with the differential operator and then apply the con-
sistency check method to adjust the decision map to get the
final decision map. The performance of the deep learning-
based multifocus picture division algorithm model in this
paper is compared with the GA-BPNN evaluation model
and SVM-based evaluation model. The simulation data
remain unchanged, showing that the constructed genetic
algorithm optimized RBF neural network model has high
evaluation accuracy and computational efficiency, as shown
in Figure 8 below.
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Table 1: Comparison of experimental results of four network
models.

Classifier C1 C2 C3 Misclassification rate

Conv-net-1 3 17 26 8%

Conv-net-2 4 24 32 17%

Conv-net-3 7 27 41 27%
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Finally, an improvement to the original gradient descent
method is needed to make the gradient of the shared weights
the sum of the gradients of the shared connection parame-
ters without considering the location of the local features
when feature extraction is performed on the image. In the
process of converting the convolution calculation into
matrix multiplication, the input feature map does not need
to be changed, but the size of the weight matrix and the
order of data arrangement need to be rearranged. Consider-
ing the resource limitation of the FPGA, N = 5 is set, in
which case the resource consumption of the three LSTM
models is shown in Table 2.

The cost function is redefined and the partial derivatives
of the cost function with respect to the weights and biases
are positively correlated with the errors. When the error is
large, the bias derivatives are guaranteed to be relatively
large even if the derivative values of the nodes are small at
this time, thus making the learning rate relatively large. This
makes it suitable for detecting changes in focus and has the
best overall detection performance under normal imaging
conditions. The image can be divided into regions, and the
convolution kernel of the first network layer calculates these
regions separately. After the convolution kernel gets the fea-
ture responses for these regions, the responses are used as
input data for the second network layer, and so on. Training
deep learning through supervised learning enables the net-
work to learn the complementary relationships of different
focused regions in the original image to achieve a globally
clear image.

4. Conclusions

Image target segmentation refers to the assignment of a cat-
egory label to each pixel in an image. It plays a forward and
backward role in the whole study, both as a test of the effec-
tiveness of all image preprocessing and as a basis for subse-
quent analysis of pictures and interpretation. However, for
the variational level set model where the internal energy is
a length generalized function, the conventional picture divi-
sion calculating the Sobolev gradient of the whole energy
generalized function does not show higher computational
efficiency. And deep learning algorithms are widely used
for processing various types of data such as images, videos,
sounds, and texts. It is capable of various tasks such as image
recognition, target detection, speech recognition, and
machine translation and has achieved great success in vari-
ous fields such as security, medical, entertainment, and
finance. A convolutional neural network is a classical deep
learning algorithm that combines feature extraction and
classification problems, omitting the work of manual rule-
based feature extraction. In this paper, we design a modeling
method for the multifocus picture division algorithm based
on deep learning and analyze FPGA acceleration for deep
learning and weight sharing. The model effectively combines
the local and global information of the image, which makes
the model have better robustness. The method of deep learn-
ing computation is used in calculating the local internal and
external pixel averages of the image, and a relatively simple
contour curve can be obtained even for complex images.
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Figure 8: Comparison results of evaluation performance.

Table 2: Resource consumption table.

Available 256-node language model 428-node language model 639-node language model

ALMs 23189 65% 49% 37%

RAMs 18924 38% 28% 19%

DSPs 9956 42% 39% 26%
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With the continuous development of urbanization, the urban population is becoming more and more dense, and the demand for
land is becoming more and more tense. Urban expansion has become an indispensable part of urban development. This paper
studies the optimization of neural network structure by genetic algorithm, puts forward the prediction model of urban scale
expansion based on a genetic algorithm optimization neural network, and compares the performance of the model with the
basic model. A genetic algorithm BP neural network (GA-BP) optimized by the genetic algorithm is used to shorten the
running time of the algorithm and improve the prediction accuracy, but it is easy to fall into local solution. The genetic
algorithm is improved by immune cloning algorithm, and the CGA-BP neural network model is established to obtain the
global optimal solution. Compared with the BP neural network model and GA-BP neural network model, the CGA-BP neural
network model converges faster, and the training times reach the error condition after 79 times, while the BP neural network
model and GA-BP neural network model need 117 times and 100 times, respectively, and the fitness value corresponding to
the number of iterations of the model is larger. Therefore, the CGA-BP neural network algorithm can make prediction more
accurately and quickly and predict the expansion of urban scale through urban conditions.

1. Introduction

Urban spatial expansion is the most direct manifestation of
urban land use change. Urban spatial expansion is a compre-
hensive reflection of the changes of spatial layout and struc-
ture in the process of urbanization. With the advancement
of global urbanization, urban spatial expansion has become
a hot field in urban development research at home and
abroad. The rapid development of urbanization in China
has brought the unprecedented characteristics of urbaniza-
tion. The continuous expansion and disorderly spread of
cities in space have brought a series of problems. The contra-
diction between supply and demand of urban land is becom-
ing more and more acute, which has become one of the main
challenges that China will face now and in the next decade.
Under the background that the concept of urban space man-
agement has been widely recognized, the rational and
orderly expansion of urban space has more strategic signifi-
cance in China. Therefore, the research on the simulation

and prediction of urban spatial expansion has important
and urgent social and economic needs.

With the development of urbanization, urban expansion
has become an inevitable trend. Predicting its scale is condu-
cive to the direction of social development and the propor-
tion of economic investment [1]. A neural network model
is one of the common prediction means. The neural network
has the characteristics of direct input to direct output. It
adjusts its parameters to make the output results meet the
conditions. Its high accuracy is one of the necessary condi-
tions for prediction [2]. The genetic algorithm is to make
up for the defect of neural network falling into local solution.
The common genetic algorithms are the niche genetic algo-
rithm and immune clonal genetic algorithm. The niche
genetic algorithm is to preserve the population, reduce the
fitness of the population, increase the probability of elimina-
tion, and increase the diversity of the population. It is a more
accurate model [3]. The research is using the genetic algo-
rithm to optimize the model constructed by the neural
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network, which is more accurate and scientific for predic-
tion. In order to reduce the redundant connection and
unnecessary computational cost of neural network, quantum
immune cloning algorithm is applied to the optimization
process of neural network. The neural network structure is
optimized by generating weights with sparsity. The algo-
rithm can effectively delete the redundant connections and
hidden nodes in the neural network and improve the learn-
ing efficiency, function approximation accuracy, and gener-
alization ability of the neural network at the same time.

Immune clonal genetic algorithm is used to optimize
neural network. Immune clonal genetic algorithm essentially
adopts proportional replication operator and proportional
mutation operator. Select the antibody with the highest affin-
ity before antigen and antibody for replication, get a new set,
and generate the global optimal antibody through highmuta-
tion probability. This makes the immune clonal algorithm
obtain the optimal solution quickly on the basis of maintain-
ing the diversity of the population, which is the advantage of
the model, such as more adaptability and efficiency.

The innovation of this research is to solve the defect that
the neural network model is easy to fall into the local opti-
mal solution by combining the characteristics of introducing
new species and increasing species and group diversity into
the genetic algorithm. The urbanization expansion is gradu-
ally mature this year. In this field, the prediction is made by
combining the genetic algorithm and neural network for the
first time, and the nonlinear function characteristics of the
neural network are used to make the prediction of urban
expansion more accurate and provide a scientific basis for
urban development.

The research is mainly divided into four parts. Section 2
mainly analyzes and summarizes the current application and
effect of the genetic algorithm and neural network. Section 3
introduces the factors affecting the development of urban
scale and constructs the prediction model of the genetic
algorithm optimization neural network. Section 4 analyzes
and compares the new capabilities of the optimization model
and the traditional model. Section 5 evaluates the analysis
and research results and puts forward the deficiencies in
the research.

2. Related Work

Dawid’s team applied the genetic algorithm to the spider
web model and explained the results of different settings
by simulating different coding schemes and fitness functions
with state dependence. It found the relationship between the
coding and convergence attributes of the genetic algorithm,
the adaptability of the genetic algorithm in the economic
system and the learning behavior of bounded rational
groups [4]. Researchers such as Domashova et al. proposed
a genetic algorithm to build the best framework of multilayer
perceptron, create a random population, confirm the selec-
tion method of fitness function and parent sample selection,
and propose the modification of crossover and mutation
operators to ensure the operability of the algorithm for large
and small individuals and solve the classification problem
with minimal error [5]. Shukla and other scholars use the

model established by the convolutional neural network to
diagnose COVID-19 patients with chest X-ray images and
use the multiobjective genetic algorithm to adjust the recog-
nition parameters. The experiment shows that 20x cross-
validation can overcome the overfitting dilemma, and the
recognition of the COVID-19 model has achieved obvious
results, providing technical support for the process of
diagnosis and screening of diseases [6]. Feng and other
researchers proposed a network structure based on genetic
algorithm, which generates a basic model dominated by an
integrated algorithm by adjusting parameters and takes the
original personal identification data as the numerical value.
The results show that the prediction accuracy of the inte-
grated model is better than the basic model, making personal
identification occupy an important position in biological fea-
ture recognition [7]. Nikbakht’s team applied the genetic
algorithm to the neural network to find the optimal solution
and optimized the hidden layer, integration point, and neu-
ron number of each layer to achieve the highest accuracy, so
as to predict the stress distribution of the structure. The
results show that the prediction accuracy of the neural net-
work has been significantly improved after the optimization
of the genetic algorithm [8]. Han and other researchers used
the genetic algorithm to optimize the BP neural network and
build a GA-BP hybrid model. 13 of the 16 selected product
design schemes were added to the hybrid model as parame-
ters. After training, the predicted and actual values were
obtained. Finally, the remaining schemes were verified. The
results showed that the errors of several groups of data were
3.4%, 9%, and 3.1%, reflecting that the hybrid GA-BP model
can predict the design scheme quickly, conveniently and
accurately [9]. Ni’s team proposed a router optimization algo-
rithm based on the genetic ant colony algorithm in an IPv6
environment. The algorithm integrates genetic algorithm
and ant colony algorithm, rewards or punishes by comparing
the smoothness of the search path and the best path, and trains
the obtained optimal solution. Experimental results show that
the algorithm effectively solves the network quality problem
and improves the service quality to users [10].

Researchers such as Gamidi and Ke proposed an artifi-
cial neural network model to predict the properties of eutec-
tic based only on pure component physical properties. In the
model grouping, the proportion of training model and test
model is 7 : 3. When the training stops, the total value is
higher than 0.986. The corresponding dissolution properties
of eutectic and ideal solubility of eutectic are successfully
predicted [11]. Zhang and other scholars combined PM2 5.
The prediction model based on the Bi-LSTM neural network
is constructed based on the concentration and meteorologi-
cal information data. The meteorological characteristics are
introduced and compared with the neural network model
based on Gru. The results show that the model is effective
for PM2 5. The prediction error of the concentration is
smaller [12]. Pattnaik’s team developed a prediction model
based on the artificial neural network and Taguchi to predict
the response. By using a lower level Taguchi orthogonal
array to conduct a small number of experiments in the pro-
cess of wire laying out, the results show that the modified
model can predict the response more accurately [13].
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Kenanoğlu and other researchers established an artificial
neural network model by using LM learning algorithm to
adjust the weight in the forward network. The results show
that the model has high-precision prediction of motor tor-
que, motor power, and emissions and plays an important
role in promoting low-carbon emissions [14]. Abuelezz’s
team proposed a model for predicting the vertical total elec-
tron content of the upper ionosphere based on neural net-
work and compared it with the IRI2016 model. The results
show that the IRI2016 model is inferior to this model in all
cases [15]. Chen and other researchers established a film
scoring prediction model based on the convolutional neural
network. Through experiments, it is found that the perfor-
mance of a ten-layer convolutional neural network is the
best, and the accuracy is about 56%, and the predicted value
is close to the actual value, which provides a new model for
film scoring prediction [16]. Gade’s team proposed a New-
mark sliding displacement prediction model based on the
neural network. The mixed effect algorithm was used to
evaluate the event residual. It was found that the model
had no deviation and was consistent with the observed dis-
placement characteristics, proving the applicability of the
model and effectively predicting the seismic slope displace-
ment hazard [17]. Ma and other researchers put forward a
network state prediction algorithm of intelligent production
line, which calculates and predicts the operation of the net-
work through the optimized BP neural network. The results
show that the optimal data prediction cycle is obtained in a
large number of network data prediction experiments, and
the accuracy is more than 90%, which is of great significance
to improve the quality of network communication [18].

Based on the above analysis, genetic algorithm and neu-
ral network structure play an important role in classification,
screening, and prediction, improve the accuracy of results,
and promote the development of various fields. However,
the relevant algorithms are rarely used in urban scale expan-
sion, and the model provides a new scientific basis for urban
scale expansion prediction.

3. Application of CGA-BP Neural Network in
Urban Scale Expansion Model

3.1. Prediction of Urban Scale Expansion and Construction of
Neural Network. Urban construction land is directly related
to the rational layout and optimal utilization of urbanization
land and has an important impact on the competitiveness
and development of the city. With the rapid development
of social economy and the improvement of urbanization
level, the demand for urban construction land will continue
to increase. The acceleration of urban construction land
expansion has become an inevitable trend. This paper plans
and optimizes the layout to improve the utilization efficiency
and rational utilization of urban construction land.

The expansion of urban scale is to meet the balance of
supply and demand. Therefore, it is necessary to meet the
rational layout and maximize the benefits. The feasibility of
urban scale expansion should consider the following factors:
demographic factors, economic factors, location factors,
social factors, policy factors, etc. [19]. The traditional predic-

tion methods include the linear regression method and gra-
dient descent method. The linear regression method takes
the factors affecting the price as variable parameters, which
are expressed by x = ½x1, x2,⋯,xm�T (T represents matrix
transposition), d represents the sum of output variables, w1,
w2,⋯wm represents unknown parameters, and the expected
error of the model is expressed by ε, so the linear regression
equation shown in formula (1) can be established.

d = 〠
m

j=1
wjxj + ε: ð1Þ

The gradient descent method randomly initializes the fac-
tors affecting house prices to achieve the purpose of optimiz-
ing the function and obtains the optimized linear regression
model, as shown in

h θð Þ = 〠
n

j=0
θjxj: ð2Þ

In formula (2), m represents the number of training set
samples, n represents the number of features, hðxÞ represents
the fitting function, JðθÞ represents the loss function, and the
loss function formula is shown in

J θð Þ 1
2m

〠
m

i=1
yi − hθ xi

À ÁÀ Á2
: ð3Þ

Random gradient descent method and batch gradient
descent method are commonly used gradient descent
methods. In the random gradient descent method, the partial
derivative of the error function JðθÞ is shown in

∂J θð Þ
∂θj

= −
1
m
〠
m

i=1
yi − hθ xi

À ÁÀ Á
xij ð4Þ

After the update of each θ, the function of risk minimiza-
tion is obtained, as shown in

θij = θj =
1
m
〠
m

i=1
yi − hθ xi

À ÁÀ Á
xij: ð5Þ

It can be seen from equations (4) and (5) that when the
value of m is particularly large, the process of fitting the
function will consume more time. In the batch gradient
descent method, all sample sizes are trained and the partial
derivatives of parameters are obtained. The calculation for-
mula is shown in

θij = θj + yi − hθ xi
À ÁÀ Á

xij ð6Þ

After eliminating the characteristic function, the batch
gradient descent method can obtain the optimal solution of
more data with fewer samples and determine which gradient
descent method to choose according to the actual demand
(brindle k m et al. 2021) [20]. During data analysis, some
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original data have problems such as duplication or deletion.
Therefore, the original data needs to be preprocessed so that
the data can be applied to the model. The data processing
method is to remove the uniqueness. The data that does
not belong to the characteristics of the data sample and has
no impact on the modeling can be deleted directly. The miss-
ing data can be supplemented or deleted by the average. The
data often has orders of magnitude differences, so the data of
different orders of magnitude and different quantity levels
are standardizes and regularized to ensure the experimental
reliability. The common ones are min max standardization
and Z-score standardization [21].

Min max standardization is to map the value x of attri-
bute A into the ½0, 1� interval through standardization, and
the formula is shown in

x′ = x −min x
max x −min x

: ð7Þ

Z-score standardization is to regularize the average and
standard deviation of the original data x. The obtained for-
mula is shown in

x′ = x − xmean
xstd

: ð8Þ

In equation (8), mean represents the average value and
std represents the standard deviation. Set the data set as

D = fðx1!, y1Þ, ðx2!, y2Þ,⋯ð xN�!, yNÞg, xi!= ðxð1Þi , xð2Þi ,⋯xðdÞi ,ÞT
and calculate the norm Lp as shown in

Lp xi
!À Á

= x 1ð Þ
i

��� ������ ���p + x 2ð Þ
i

��� ������ ���p+⋯+ x dð Þ
i

��� ������ ���p� �1/p
: ð9Þ

The result of regularization is shown in

xi
!=

x 1ð Þ
i

Lp xi
!À Á , x 2ð Þ

i

Lp xi
!À Á ,⋯,

x dð Þ
i

Lp xi
!À Á

 !T

: ð10Þ

The specific process of BP neural network model is
shown in Figure 1.

3.2. Neural Network Optimized by Immune Clonal Genetic
Algorithm. The good genes suitable for the environment will
be selected by the environment to survive, and the unsuit-
able genes will be gradually eliminated. This natural law idea
of survival of the fittest is applied to the process of finding
the optimal solution to obtain the genetic algorithm (GA)
[22]. Genetic algorithm can adjust the search algorithm
through its own adaptation, without formulating certain
rules. It can also find the optimal solution with probability
when the objective function is not clear and can process
multiple sample data at the same time, so as to improve
the efficiency of the algorithm without avoiding the local
optimal solution [23].

At the initial stage of the algorithm, data samples will be
randomly generated. The samples have the attributes to
solve the problem. After imitating the way of biological

selection, cross-reproduction, and obtaining mutated genes,
the algorithm will generate a sample set more suitable for
solving the problem and finally obtain the optimal solution
through repetition, Then, the algorithm is accelerated by
adjusting the parameters to obtain the optimal solution
without falling into the local optimal solution [24]. The main
steps are to code with specified numbers, letters, and other
methods, generate random initial samples, evaluate the fit-
ness in the initial sample individuals, and judge whether
the operation meets the termination conditions through
selection, crossover, and mutation. The flow chart is shown
in Figure 2.

The chromosome coding of genetic algorithm is very
important to the evolutionary efficiency. The commonly
used coding includes binary coding, gray coding, and float-
ing point coding. Although binary coding has many process-
ing features and high accuracy in genetic algorithm, it is not
universal. The commonly used coding is floating-point cod-
ing. Floating-point coding uses real numerical values to real-
ize algorithm operation, which is direct, simple, and widely
used. The fitness function of genetic algorithm is used to
evaluate the fitness value of sample individuals. The design
of fitness function needs to avoid the problems that large
individual differences in the early stage of evolution affect
the search ability and small differences in the later stage of
evolution weaken the performance of the algorithm. The
selection of fitness function directly affects the convergence
speed of genetic algorithm and whether it can find the opti-
mal solution. Because genetic algorithm basically does not
use external information in evolutionary search, it only uses
the fitness of each individual of the population to search
based on the fitness function. Because the complexity of fit-
ness function is the main component of the complexity of
genetic algorithm, the design of fitness function should be
as simple as possible to minimize the time complexity of cal-
culation. The transformation method of fitness function
value is shown in

Fit f xð Þð Þ = 1
1 + c + f xð Þ , c ≥ 0, c + f xð Þ ≥ 0, ð11Þ

where c represents the bound estimation of f ðxÞ, and
equation (11) is used to find the minimum value problem.

Start

Input layer

Update weight
Hidden layer

Output layer

Calculation
error

Whether the
expected error is

met

Update threshold

End
Y

N

Figure 1: BP neural network algorithm flow.
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Similarly, the problem of finding the maximum value can be
obtained, and the function is shown in

Fit f xð Þð Þ = 1
1 + c − f xð Þ , c ≥ 0, c − f xð Þ ≥ 0: ð12Þ

Genetic operation includes the process of selection,
crossover, and mutation. Individuals with problem-solving
attributes are selected from large samples to form new sam-
ples. The quality of individuals directly affects the results of
the algorithm. In order to meet the randomness of sampling,
the sampling mode of roulette can be selected. The probabil-
ity formula of Roulette is shown in equation (13). Genetic
operation includes the process of selection, crossover, and
mutation. Individuals with problem-solving attributes are
selected from large samples to form new samples. The qual-
ity of individuals directly affects the results of the algorithm.
In order to meet the randomness of sampling, the sampling
mode of roulette can be selected. The probability formula of
roulette is shown in

pk =
f xkð Þ
F

=
f xkð Þ

∑n
k=1 f xkð Þ , k = 1, 2,⋯, n:, ð13Þ

where pk represents the probability of being selected, xk
represents any individual, and f ðxkÞ represents the fitness
value of any individual. After the selection operation is com-
pleted through the above function, the crossover operation is
carried out. First, the parent is selected. The parent is a com-
bination obtained by random pairing of two individuals, and
the individual selection is random sampling from the sample
with the highest fitness value. The individual attributes are
exchanged through one-point crossing and multipoint
crossing to obtain the offspring. The one-point crossing dia-
gram is shown in Figure 3.

Randomly select a point on the chromosome, divide the
chromosome into two parts, and exchange the parts before
or after the intersection to obtain new offspring. This process
is cross-operation [25]. Now, swap the 5678 alleles of the
parent in Figure 2, and the chromosome number is encoded
in binary. Then, the fitness values f of the parent before

crossover are ð24 + 22 + 20Þ2 = 441 and ð27 + 24 + 21Þ2 =
21316, respectively. After exchange, the fitness values of
the offspring are ð24 + 21Þ2 = 324 and ð27 + 24 + 22 + 20Þ2 =
22201. The results show that the fitness value of the offspring
may evolve more than that of parents through the recombi-
nation of parents. Mutation operation is based on the theory
of small probability. Some genes of chromosome mutate to
form new individuals. Binary coding is to change “1” into
“0” or “0” into “1.” When such mutation operator is used
in GA, it can not only prevent the immature phenomenon
of the algorithm in the training process but also achieve
the effect of optimizing GA. The parameters of the genetic
algorithm depend on the population size M, and according
to the actual situation, the value range is 10 − 200, the cross-
over probability Pc and the general value range of crossover
probability 0:4 − 0:99, and the mutation probability Pm and
the general value range 0:0001 − 0:1.

Due to the great limitations of the BP neural network,
the convergence speed of function is slow and the accuracy
of prediction value is relatively low. Using Hamming dis-
tance method to measure the common points or similarities
between different individuals, the penalty function is applied
to increase the elimination probability of individuals with
low fitness and maintain individuals with high fitness. This
method is niche technology. Adjusting the fitness of all indi-
viduals is to use the mechanism of sharing function to
express the sharing degree with the sum of the sharing
values among all individuals, as shown in

Si = 〠
n

j=1
S dij
À Á

: ð14Þ

The sharing value of individual i and individual j is rep-
resented by dij, S represents the sharing function, and the
sum of sharing degrees of all individuals is represented by
Si. The adjustment formula of individual fitness is shown in

Fit f s ið Þð Þ = f ið Þ
Si

: ð15Þ
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Initial random sample

Assess fitness
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Variation
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Figure 2: Chart of genetic algorithm.
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The step of immune cloning algorithm is to randomly
generate a set H, which contains antibodies, and the size of
the antibody is expressed in N . Then, the affinity between
each antibody in the set is calculated, and the n antibodies
with the highest affinity value are reconstituted into a new
set. Copy the antibodies in the new set. Each antibody copies
a certain number to temporarily form a clone set. The clon-
able set is given a certain mutation probability, and the
mutated set is represented by Cn. Calculate the antibody
affinity in the mutated set and then select the first few anti-
bodies with the highest affinity value. These antibodies form
a memory cell set and replace the antibodies with low affin-
ity value in the initial set H, so as to maintain the diversity of
antibody population.

4. Experimental Design and Analysis

Too much sample data selection will lead to slow operation
speed. On the contrary, too little sample data will affect the
accuracy of prediction. Here, 500 groups of data samples
are selected, of which 400 groups are randomly selected as
input data, and the remaining 100 groups are used as test
samples to test the effect of the model through error compar-
ison. The columns contained in a dimension that represent
the dimension are called dimension attributes. Get dimen-
sion properties from the report. Or talk to business person-
nel to get. When the attribute hierarchy is instantiated as a
series of dimensions instead of a single dimension, it is called

a snowflake pattern. The operation of merging the attribute
hierarchy of a dimension into a single dimension is called
denormalization. Using snowflake mode, users need a lot
of correlation operations in the process of statistical analysis,
which has high complexity and poor query performance. It
is convenient, easy to use, and has good performance. Due
to different dimensions between data sources, effective com-
parison cannot be carried out. It needs to be normalized to
convert dimensional data into dimensionless data and map
the data of statistical probability between ½0, 1�, and the map-
ping of data is in the range of ½−1, 1�. The normalization for-
mula of the original data through the premnmx function is
shown in

0 0 0 1 0 1 0 1

1 0 0 1 0 0 1 0

1 2 3 4 5 6 7 8

441

21316

f

0 0 0 1 0 0 1 0

1 0 0 1 0 1 0 1

1 2 3 4 5 6 7 8

324

22201

f

Figure 3: One-point intersection example.
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Figure 4: Normalized urban expansion curve.

Table 1: Contribution rate of different dimensions.

Dimension
Contribution rate

(%)
Dimension

Contribution rate
(%)

1 47.1767 8 93.0468

2 58.2130 9 95.1792

3 67.7811 10 96.8751

4 74.3844 11 97.5912

5 80.8125 12 98.3073

6 85.8746 13 99.6110

7 89.9968 14 100.0000
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PN =
2 p −min pð Þ
max p −min p

− 1,

TN =
2 t −min tð Þ
max t −min t

− 1:
ð16Þ

In equation (16), p is the input sample of the original
data, t is the output sample of the original data, min p and

min t represent the minimum value of the original input
sample and output sample, respectively, and max p and
max t represent the maximum value of the original input
sample and output sample, respectively. PN and TN
obtained by normalization represent the factors affecting
the expansion of urban scale and the value of expansion
scale, respectively. The data obtained after fitting by the BP
neural network is still the normalized data, and the inverse
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Figure 5: Network training error corresponding to the number of hidden layers.
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normalization function is also required to obtain the normal
value. After normalizing the original data output samples,
the numerical diagram is obtained, as shown in Figure 4.

The dimensionality of data samples is different and
needs to be reduced. PCA dimensionality reduction method
can be used. Based on linear transformation, the high-
dimensional data is projected into the low-level space, that
is, the dimensions with a large amount of information in
the data are saved and the unimportant information is
deleted, which can effectively reduce the running time of
the algorithm. Firstly, the sample features are averaged, that
is, the difference between the sample features and the feature
mean of the rigid sample, the eigenvalues and eigenvectors
in the covariance matrix of the sample are calculated, and
the eigenvectors corresponding to the previous maximum
eigenvalues are selected and recombined into a new matrix
to obtain a new sample set. According to the experimental
data, the contribution rates corresponding to different
dimensions are obtained according to PCA dimensionality
reduction, as shown in Table 1.

According to the dimension reduction experiment, the
convergence curve of contribution rate after 9-dimensional
class is gradually slow, so 9-dimensional data are selected
for experimental simulation. In the construction of the BP
neural network model, a three-layer network structure is
selected to meet the requirements of the operation rate.
Nine-dimensional data is used as the number of neurons
in the input layer of neural network, and the number of neu-
rons in the output layer is the result of urban expansion pre-
diction. The number of neurons in the hidden layer needs to
be determined by trial and error. Too few or too many neu-
rons in the hidden layer will affect the output error. There-

fore, the number of neurons in the hidden layer is
determined to be 5-16 according to the common empirical
formula. When the number of sample sets is different and
other conditions are the same, the comparison of network
errors corresponding to different numbers of nodes in the
hidden layer is shown in Figure 5.

According to the simulation results in the figure, when
the training error reaches the minimum value of 0.053645,
the number of neurons in the hidden layer is 14, so the num-
ber of neuron nodes is 14. To sum up, the number of neu-
rons in the input layer of the experimental model is 9, the
number of neurons in the hidden layer is 14, and the num-
ber of neurons in the output layer is 1.

If the learning rate of BP neural network is set too high,
it may lead to the error of optimal solution. If the learning
rate is too small, it will lead to the long running time of
the algorithm. The appropriate learning rate can make the
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Figure 7: Network training error corresponding to different training times.

Table 2: Algorithm and simulation time corresponding to different
cross-probabilities.

Crossover
probability

Algorithm
error

Simulation time
(seconds)

0.4040 0.0438 0.2679

0.4888 0.0396 0.2679

0.5737 0.0815 0.1733

0.6585 0.0374 0.2836

0.7434 0.0754 0.1576

0.8282 0.0840 0.1733

0.9130 0.0281 0.6618

0.9979 0.0399 0.8193
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Table 3: Parameters of neural network.

Parameter name Parameter value Parameter name Parameter value

Number of network layers 3 Training times 150

Enter the number of layers 9 Population size 50

Number of hidden layers 14 Number of iterations 80

Number of output layers 1 Crossover probability 0.652

Learning rate 0.45 Variation probability 0.01
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Figure 8: Comparison of BP neural network training under different models.
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algorithm have better operation performance. Set the learn-
ing rate to 0.2 to 0.7. The results are shown in Figure 6.

Different training times also have a certain impact on the
prediction accuracy. Therefore, gradually increase the train-
ing times based on the determination of the neural network
framework structure and analyze its correlation with the
accuracy prediction. The results are shown in Figure 7. The
population size can be determined by the optimized perfor-
mance of the algorithm. After comparing the prediction
accuracy and simulation time, it can be determined that
the population size is the best of 50.

The convergence accuracy of the genetic algorithm will
be affected by the number of iterations. It is necessary to find
a balance between efficiency and accuracy when the algo-
rithm converges. When the crossover probability is large,
the offspring will produce unstable changes and destroy
the excellent model of the population. On the contrary,
when the crossover probability is small, the evolution pro-
cess of the algorithm will slow down and spend a lot of time
in the genetic search stage. Therefore, the crossover proba-
bility is generally limited to 0.4-0.99. The error size and sim-
ulation time results corresponding to different crossover
probabilities are shown in Table 2. When the algorithm
error is small and the simulation time is appropriate, the
crossover probability is 0.652.

Because the mutation probability will affect the genera-
tion of new individuals, the mutation probability is too high,
and the generation probability of new individuals will also
increase, which may also destroy the existing excellent pat-
tern structure. On the contrary, the mutation probability is
too small, there is no change of new individuals, and it is
not conducive to the convergence of the algorithm. There-
fore, the range of mutation probability is limited to 0.0001-
0.1, and the initial value is 0.01. Through the above experi-
ments, the parameters of the prediction model for predicting
urban scale expansion are obtained, which are summarized
as shown in Table 3.

After the model parameters are determined, the perfor-
mance of the model is reflected through the model results.
The relationship between the training times under different
models and the target error is shown in Figure 8.

The mean square error levels of the three neural net-
works can be seen from Figure 8. Among them, the mean
square error level of the BP neural network is the highest,
and GA-BP neural network. The lowest error is the CGA-
BP neural network. The difference between the estimated
quantity and the estimated quantity is the smallest. After
training the GA-BP neural network and CGA-BP neural
network model, the relationship between iteration times
and fitness value is shown in Figure 9.

5. Conclusion

For urban development, a prediction model of urban scale
expansion based on the BP neural network optimized by
Xiaosheng genetic algorithm is proposed and compared with
other models. The results show that the neural network
parameters have suitable values, the number of model
dimensions is about 9, the contribution rate of the model

is more than 95% and tends to be stable, the network train-
ing error is the smallest, the number of hidden layer nodes is
14, and the model learning rate is 0.45. The number of data
samples will also affect the network training error, and with
the increase of training times, the error change is no longer
significant. When the number of samples is 400, the number
of training times is 50, and the error tends to be flat. Consid-
ering the optimization accuracy and simulation time, the
population size is the best value of 50. When the number
of iterations of the model is 150, the genetic algorithm
begins to converge and the running time of the algorithm
is less. The crossover probability can be seen from Table 2.
When the crossover probability is 0.652, the error is small
on the basis of moderate simulation time, and the mutation
probability can neither be large nor small, so it is set to 0.01.
When the parameter conditions are the same, the BP neural
network model, GA-BP neural network model, and CGA-BP
neural network model are compared. The CGA-BP neural
network model achieves the target error when the number
of training is 79, which is better than the other two models.
The fitness value corresponding to the number of iterations
also shows that the best fitness value of thr CGA-BP neural
network when the number of iterations is the least is also
higher than other models, Therefore, the neural network
model optimized by genetic algorithm is more suitable for
the prediction of urban scale expansion. However, there
are still some limitations in this paper. Limited by various
conditions, the research still has deficiencies, and the param-
eter setting is not comprehensive enough. Genetic algorithm
is insufficient to optimize the neural network structure
model. In the follow-up work, it is necessary to further
improve the quality of the research model and obtain the
prediction results more accurately.
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The demand for energy in factories is huge. With abundant energy supply, factories can raise their production capacity to a new
height. Energy is the material basis of domestic economic development. As the largest developing country in the world, energy
shortage has become an urgent problem for China. In this paper, an Internet of Things based on big data ecosystem is
proposed to analyze the energy consumption of the factory and build a model. The Internet of Things technology of big data
ecosystem can be summarized as a technology that uses information sensing devices to complete the transaction and network
connection according to the protocol content. A total of 853,000 power distribution operations were carried out in the power
grid. In 2019, the average ratio of decision tree algorithm, machine learning algorithm, and machine learning algorithm was
36.8%, 37.4%, and 43.5%, respectively. Compared with the three methods, the method in this paper increased by 37.9% year-
on-year and reduced the power outage by 2.63 million households, which is equivalent to a corresponding reduction of 35
users per operation. The functional requirements of the IoT energy consumption analysis system in factories based on big data
ecosystem are reflected in three aspects: energy consumption monitoring and management, power control and management,
and energy consumption supervision and analysis. Based on the management of energy consumption monitoring and power
control through the software platform, the functional requirements of the system are analyzed.

1. Introduction

After the founding of New China, especially since the reform
and opening up, China’s manufacturing industry has devel-
oped rapidly and continuously, and a complete and indepen-
dent industrial system has been built, which has effectively
promoted the process of industrialization and moderniza-
tion and significantly enhanced the overall national strength.
Panfactory electric power pays more attention to how to
mine the value of collected data; that is, through the analysis
and mining of data, it can achieve the optimal management
of the whole power system of the factory and then promote
energy conservation and consumption reduction on the
energy consumption side and use energy intelligently, thus

providing important support for the transformation and
upgrading of the energy system [1, 2]. At present, factories
are playing an extremely important role. Uninterrupted
operation refers to the operation in which factory personnel
directly contact live lines or equipment, or factory personnel
use special tools, equipment, or devices to work on live lines
or equipment, so as to carry out maintenance and testing on
uninterrupted power lines or equipment [3, 4]. The demand
for energy in factories is huge. With abundant energy sup-
ply, factories can raise their production capacity to a new
height. Energy is the material basis of domestic economic
development. As the largest developing country in the world,
energy shortage has become an urgent problem to be solved
in China [5]. In this case, it is necessary to supervise the
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energy and further help the factory to reduce costs and
increase efficiency, so as to build a more perfect smart factory.

This paper proposes an Internet of Things based on big
data ecosystem, analyzes the energy consumption of facto-
ries, and constructs a model. The Internet of Things technol-
ogy of big data ecosystem can be summarized as a
technology that uses information sensing equipment to
complete the connection between transactions and networks
according to the protocol content [6, 7]. In this technology,
things mainly use information sensing media to promote
information data exchange, sorting, adjustment, and optimi-
zation and then complete the optimization, identification,
positioning, tracking, supervision, and other functions of
intelligent system [8]. The Internet of Things of big data eco-
system is the application extension and business expansion
based on the Internet. The composition and operation of
the Internet of Things can achieve the connection between
things and networks. The Internet of Things is regarded as
a great opportunity for development and change in the
information field. The Internet of Things of big data ecosys-
tem is a network with self-configuration capability. Similar
to the Internet, the Internet of Things must also operate
according to the communication protocol [9, 10]. Internet
of Things technology has been extended to all aspects of
people’s life. It can be said that driven by Internet of Things
technology, it has played an important role in both social
and economic development and the improvement of peo-
ple’s quality of life [11]. The rapid development of the Inter-
net has led to a sharp increase in the number of users and
data of various Internet applications. Only increasing the
storage capacity of single point devices cannot solve the
massive data processing needs of users and enterprises. At
the same time, the big data ecosystem gradually developed
on the basis of distributed file system to meet the storage
and calculation of massive data has been gradually
improved [12].

Based on the Internet of Things technology of big data
ecosystem and the sensor nodes of Internet of Things that
monitor the factory energy consumption analysis data of
actual production equipment in factories as specific data
sources, this paper puts forward an innovative design con-
cept for the overall architecture of the factory energy con-
sumption analysis system based on the Internet of Things
of big data ecosystem, adapts the characteristics of big data
of factory energy consumption analysis, designs and imple-
ments a complete factory big data processing system, and
puts forward energy-saving strategies according to the anal-
ysis of big data of factory energy consumption by this system
[13, 14]. The research and development of processing tech-
nology and system architecture of massive data generated
in the analysis of energy consumption in factories are still
in its infancy. Because of its many differences with Internet
big data, a set of processing methods and tools that directly
copy Internet big data cannot meet the demand of Wang Ye
production for big data processing [15]. However, due to
insufficient investment in information technology in tradi-
tional industries, relatively backward technology, and lack
of rational use of data, the big data ecosystem of factory
energy consumption analysis is still far from perfect.

The innovation of this paper is to propose an Internet of
Things based on big data ecosystem, analyze the energy con-
sumption of factories, and establish a model. Compared with
the traditional three methods, the outage time of the pro-
posed method is reduced by 15.3% year-on-year, which is
equivalent to reducing the downtime of 35 users by 2.33 h
each time. In the future, the Internet of Things must face
the realistic problem of the proliferation of Internet of
Things devices. At the same time, mobile communication
itself has high requirements for the reliability and immedi-
acy of communication. Therefore, on the premise of meeting
the needs of all parties, mature dynamic spectrum manage-
ment in the Internet of Things can be realized. And correctly
use the spectrum sensing technology to realize the content of
spectrum sharing in the Internet of Things.

Based on the big data ecosystem, the application of the
Internet of Things in the factory energy consumption analy-
sis model is analyzed. The Section 1 describes the back-
ground of industrialization and modernization. The
Section 2 analyzes the research status of related work. The
energy consumption of the Internet of Things in the factory
is analyzed. Section 3 analyzes the principle and model of the
Internet of Things big data ecosystem. Section 4 implements
the plant energy consumption analysis model and designs
the IoT plant energy consumption analysis system. Section
5 summarizes the full text. The research will gradually
increase data types and design more targeted algorithms to
process and analyze data, so as to further optimize energy-
saving strategies and verify the energy-saving effects of rele-
vant strategies.

2. Related Work

2.1. Research Status at Home and Abroad. Ulusoy et al. pro-
posed that in most factories, due to the failure to coordinate
the energy distribution among various production depart-
ments, the comprehensive utilization rate of factory energy
is still high, and it is difficult to achieve the energy-saving
goal, so it is impossible to achieve the statistical analysis of
energy consumption of the whole factory, and there is no
data support for whether the energy consumption is saved
[16]. Gutierrez-Osorio et al. proposed that the energy con-
sumption system uses information technology to promote
energy conservation and consumption reduction, which is
an important measure to improve the fine management level
of enterprises, and provides technical support for enterprises
to accurately grasp and analyze the development trend of
energy conservation and consumption reduction and make
scientific use of energy [17]. Li et al. put forward that the fac-
tory still records and manages energy information in a man-
ual way, which wastes a lot of labor costs. The data stays on
paper, which cannot guarantee the accuracy of the data and
provide data basis for leaders’ decision-making quickly and
accurately. At the same time, there is a lack of statistics on
the operation of equipment startup and shutdown, resulting
in low efficiency of energy information processing and lack
of decision-making mechanism to effectively use energy
consumption data and deeply analyze the operation status
of energy system, and the control of energy consumption
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cost always lags behind the occurrence of cost [18]. Mumtaz
et al. Proposed the acquisition method of node preprocess-
ing, which means that the acquisition node preprocesses
the sensor data to a certain extent. For example, aggregate
multiple data to a certain extent, and then transmit. After
preprocessing, the bandwidth required for the transmission
of collected data will be greatly reduced, which will lead to
the corresponding reduction of energy consumption [19].
Orenga-Rogla et al. proposed that for factories, in order to
directly or indirectly reduce the total amount of greenhouse
gas emissions and achieve “zero emission” of carbon dioxide,
it is necessary to implement staggered peak power consump-
tion; that is, according to the load characteristics of the power
grid, transfer part of the load during the peak period of power
grid to the low period of power consumption through admin-
istrative, technical, and economic means, so as to reduce the
peak and valley load difference of the power grid and opti-
mize the allocation of resources and improve the security
and economy of power grid [20]. Ahad and Biswas proposed
to establish a perfect energy consumption monitoring and
energy management system; realize the informationization,
visualization, and controllability of the dynamic process of
energy consumption; and monitor and manage the energy
consumed in the factory production process, which can
greatly improve the energy efficiency [21]. Sánchez et al.
put forward that nearly 50% of the energy saving in Califor-
nia comes from the energy efficiency services of public utili-
ties. Applying accurate electricity metering data can directly
provide users with the basis for energy-saving decisions
and, at the same time, improve and change the current elec-
tricity consumption mode to improve the energy efficiency.
As electricity involves all users, the energy saving generated
by energy efficiency services will account for 50% of the total
energy saving in the whole state [22]. Broring et al. put for-
ward that in order to ensure that the carbon emissions reach
the standard without affecting the realization of the enter-
prise’s production objectives, the factory should realize auto-
matic meter reading by the Internet of Things, remote
control, and other technologies, and the computer should
monitor the energy consumption data in real time and make
corresponding adjustments to help enterprises save costs,
reduce carbon emissions, and achieve green production
[23]. Asch et al. put forward a model-based approach com-
bining the advantages of preprocessing, further abstracting
the data collection model, selecting a reasonable algorithm
according to the characteristics of data, calculating the col-
lected data to a certain degree, and finally sending informa-
tion such as a certain coefficient or weight of the relevant
data, thus reducing the traffic volume and greatly reducing
the energy consumption [24]. The central air conditioner
produced by Jan et al. is the key energy-consuming equip-
ment, which usually accounts for more than 50% of the total
energy consumption of the enterprise. Compared with other
energy-consuming equipment, the cost of energy consump-
tion control and renovation of central air-conditioning is
small, and it will not affect production [25].

2.2. Research Status of Internet of Things in Factory Energy
Consumption Analysis. The above open-source technologies

and frameworks have been widely used in the field of Inter-
net, but there are still many improvements and adaptations
for plant energy consumption analysis. Therefore, the Inter-
net of Things based on big data ecosystem is studied in the
factory energy consumption analysis in this paper. The fac-
tory energy consumption analysis platform designed in this
paper is also designed and implemented on the basis men-
tioned above. Energy consumption is divided into two parts:
energy consumption online monitoring system and energy
consumption management system. It can provide some
energy consumption statistics for enterprises and summarize
them into the local total energy. The other is to help enter-
prises save energy fundamentally. According to the annual
and quarterly comprehensive energy consumption of the
products, the energy consumption at the plant level is man-
aged in a multiangle and multilatitude manner. From the
aspects of energy use type, monitoring area, production pro-
cess/section time, sub items, etc., the energy consumption
statistics of enterprises, year-on-year and month-on-month
analysis of energy consumption per unit product, and energy
consumption per unit output value are carried out by means
of curves and digital tables. Find out the loopholes and
unreasonable places in the process of energy use, so as to
adjust the energy distribution strategy and reduce the waste
in the process of energy use. In the field of Internet of Things
of big data ecosystem, embedded system is also widely used.
It is a place for embedded system technology in the system
development of all kinds of Internet of Things terminals.
Based on the big data ecosystem, the Internet of Things faces
the total power consumption, total water consumption, total
incoming line, and other elements in the process of plant
energy consumption analysis. The enterprise integrated
energy consumption management system is an integrated
management and control system. It is aimed at the energy
instruments such as water, electricity, gas, and steam in
industrial enterprises and carries out remote data acquisition
and control through networking, integrating wired and wire-
less measurement and control and computer LAN. Form a
network system with multiple transmission media to moni-
tor the operation status of on-site energy media in real time.
The parameters of each instrument can be remotely col-
lected and set through the network, and the running status
of the instrument can be monitored in real time through
the computer terminal. The results of energy consumption
monitoring are reflected in the form of histogram and data,
in which the histogram faces each cycle such as day, month,
and year. In the process of querying factory energy con-
sumption analysis, you can freely filter indicators and set
the energy consumption data range, time range, and indica-
tor type required in the query.

3. Internet of Things Principle and Model of
Big Data Ecosystem

At present, the related technologies of big data are mainly
used in the Internet environment, which is used to process
the device data and massive media data generated in the
network. The Internet of Things technology of big data
ecosystem mainly uses communication radio frequency
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identification technology and data communication technol-
ogy to form an integrated network. Its main feature is to
realize information sharing and provide convenient condi-
tions for information exchange and development in various
industries. With the maturity of technologies in the field of
big data processing, the demand for data mining has become
more and more obvious, and related machine learning
algorithms have been applied to big data ecosystems, and a
series of open-source machine learning frameworks for big
data ecosystems, represented by Mahout and MLiib, have
emerged. The function realization of the factory energy con-
sumption analysis model is based on the Internet of Things
of big data ecosystem. Using the query tool script of the
Internet of Things of big data ecosystem can enable non-
technical personnel to query and count the data in the mas-
sive data scene like relational database, which is a very
reasonable solution. The database language provided by the
plant energy consumption analysis model and the data sta-
tistics requirements of the platform realized in this paper
that are not strong in real-time requirements use the plant
energy consumption analysis model. The IoT flow chart of
big data ecosystem is shown in Figure 1.

The real-time data query processing of Internet of
Things based on big data ecosystem can meet the needs
of users for fast data query and can quickly locate energy
consumption information and equipment information in
massive data. Making use of the advantages of the Internet
of Things of the pan-big data ecosystem in comprehensive
state perception and efficient information processing to
carry out pioneering changes in the analysis and manage-
ment of factory energy consumption can effectively change
the defects of long energy consumption and low efficiency.
This paper presents an energy consumption analysis
model of Internet of Things in factories based on big data
ecosystem. The overall structure of the model is shown in
Figure 2.

The model is mainly based on the data acquisition sys-
tem, and the function analysis module realizes the establish-
ment and management of uninterrupted power operation
scheme. The data acquisition system mainly collects relevant
data from the electricity acquisition system, PMS2.0 system,
marketing system, GIS system, and SCADA system. The
PMS2.0 system takes asset life cycle management as the
main line, condition maintenance as the core, realizes the
integration of drawings and numbers, and has the linkage
mechanism of “account-card-object.” The real condition of
equipment can be collected through the PMS system.

The application of energy detection method in the local
detection of secondary users is the most common, because
its implementation difficulty is relatively low, the calculation
cost is low, and the judgment method is direct. A binary
detection model can be used to simulate whether the
received main user signal exists. The sampling signal eðtÞ
of the secondary user at time t is as follows:

H1 : e tð Þ = s tð Þh tð Þ +w tð Þ,
H0 : e tð Þ =w tð Þ,

(
ð1Þ

where H1 represents the busy channel, that is, the primary
user is using the channel; H0 is the opposite; sðtÞ represents
the signal of the primary user; wðtÞ is the additive white
Gaussian noise ðAWGNÞ existing in the channel; and hðtÞ
is the channel gain between the secondary user and the pri-
mary user. Assuming sðtÞ and wðtÞ are independent of each
other, using the energy detection method, when the second-
ary user samples S times on a channel, the energy calculated
by the secondary user for the received signal is

E = 〠
S

n=1

e nð Þj j2
S

: ð2Þ

Because when n changes, E follows the standard normal
distribution, E constitutes a chi-square distribution. γ is the
instantaneous signal-to-noise ratio of the received signal.
When the main user does not exist, E follows the central chi-
square distribution with degree of freedom 2S. When the main
user exists, E follows the noncentral chi-square distribution
with 2S degree of freedom and 2γ noncentral parameter

H1 : E ~ χ2
2S 2γð Þ,

H0 : E ~ χ2
2S:

(
ð3Þ

Assuming that the number of sampling points S is large
enough and that the signal and noise are zero-mean circularly
symmetric Gaussian random distributions and they are inde-
pendent of each other, according to the central limit theorem,
E conforms to Gaussian distribution.

H1 : E ~N σ2
w 1 + γð Þ, 2σ

2
w 1 + γð Þ2

S

 !
,

H0 : E ~N σ2w,
2σ4w
S

� �
:

8>>>><
>>>>:

ð4Þ

The detection probability and false alarm probability in
single energy detection are

Pd = P E ≥ λ H1jf g =Q
λffiffiffiffiffiffiffiffiffiffi

2/Sð Þp
σ2
w γ + 1ð Þ

−
ffiffiffi
S
2

r !
, ð5Þ

Pf = P E ≥ λ H0jf g =Q
λ − σ2wffiffiffiffiffiffiffiffiffiffi
2/Sð Þp

σ2w

 !
, ð6Þ

QðxÞ = ð1/ ffiffiffiffiffiffi
2π

p ÞÐ +∞x e−ðt
2/2Þdt is the right tail function of

the standard normal distribution, which decreases with the
increase of x, and is a decreasing function. Therefore, it can
be seen from formula (5) that the higher the signal-to-noise
ratio, the greater the detection probability. It can be seen from
formula (6) that the larger the sampling point S is, the smaller
the false alarm probability is.

By analyzing the characteristics of the noise energy of the
signal, the high and low thresholds λH and λL are set. The
noise uncertainty parameters of wireless environment are
the ratio of actual noise power to Gaussian white noise
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power ρ, ρ = σ∧2
w/σ2w. The high and low thresholds of

double-threshold energy detection method are

λH = ρλ = ρσ2
w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
S
Q−1 Pfð Þ + 1

r !
,

λL =
λ

ρ
= σ2w

ρ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
S
Q−1 Pfð Þ + 1

r !
:

ð7Þ

When E ≥ λH, it is determined that the main user exists.
If E ≤ λL, it is determined that the main user does not exist.
If it is between two threshold values, the result is considered
unreliable and no definite conclusion is given for the time
being. The high and low thresholds are related to the chan-
nel state and can be adjusted adaptively according to the
channel state. When the noise power in the channel is large,
the difference between the high and low thresholds can be
increased when the value increases. When the channel
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quality is good, the difference between high and low thresh-
olds can be reduced by reducing the value to make the deter-
mination more accurate. If the ρ value in the channel is 1,
the high and low thresholds of λL = λH = λ are equal, which
is equivalent to single threshold detection.

When the energy observation value Ei is in the middle of
the high and low thresholds λH and λL, the secondary user
thinks that the subchannel result is unreliable and will tem-
porarily store the data locally. If FC wants to make a second
round of judgment, it will upload the value to FC. Secondary
user’s decision Di for i subchannel can be expressed as

0 ≤ Ei ≤ λL : Di = 0,
Ei ≥ λH : Di = 1:

(
ð8Þ

In the local decision of secondary users, among theK
subchannels detected by secondary users, K1 get the decision
result 1 and K2 get the decision result 0. In addition, the sub-
channels with no definite conclusion of ðK − K1 − K2Þ are
considered unreliable, and the energy data of these “unreli-
able channels” are stored locally. Then, the secondary user
will conclude the channel state according to the “m-out-of-
k” rule above, and the conclusion Dl is

K1 < A : Dl = 0,
K1 ≥ A : Dl = 1:

(
ð9Þ

In this formula, l ∈ ½1,NA� represents the l secondary
user, and A ∈ ½1, K� is the threshold value when the second-
ary user locally fuses the results of each subchannel; that is,
the secondary user will judge that there is a primary user sig-
nal on the measured subchannel when the judgment result
of at least A subchannel in K subchannel is 1. Then, the sec-
ondary user whose local judgment Dl is 1 will send the local
judgment result to FC, and the secondary user whose local
judgment is 0 will not send the local judgment.

As the Internet big data-related technology has experi-
enced a long period of development, the technology has
become mature, and many of its methods have been
applied to many industries and environments outside the
Internet. As a medium, the Internet of Things integrates
everything in the world with the virtual Internet to form
a unified integrated network. The operation of the world
will carry out social and economic activities based on the
integrated network.

4. Implementation of Plant Energy
Consumption Analysis Model

4.1. Design of Energy Consumption Analysis System for
Internet of Things Factory. With the popularization of the
Internet of things infrastructure and the diversification of
sensor information collection, the amount of data generated
by the bottom information collection nodes of the Internet
of Things based on the big data ecosystem is increasing
exponentially. How to reasonably and effectively process
and utilize these data and make them become the basis of

industrial production and management is an urgent problem
to be solved at present. The Internet of Things based on big
data ecosystem has self-organization ability and generally
requires low power consumption of nodes. Therefore, the
ability of the Internet of Things equipment of the plant
energy consumption analysis system is limited. For various
optimization algorithms in cognitive radio, the main goal
of optimization is to improve the accuracy of spectrum sens-
ing. Once spectrum sensing is applied to the Internet of

Table 2: Cluster statistics query function select statement test.

Test group Average loading time

Group 1 180.502 s

Group 2 182.608 s

Group 3 179.004 s

Group 4 188.553 s

Table 3: Test of count statement of statistical query function.

Test group Average loading time

Group 1 30.677 s

Group 2 31.677 s

Group 3 31.522 s

Group 4 31.687 s

Table 4: KL divergence value when k is 3.

Clustering dimension Cluster 1 Cluster 2 Cluster 3

Devld 0.448 0.156 0.024

Date 0.217 0.422 0.367

Time 0.271 0.487 0.517

Period 0.324 0.713 0.571

Table 5: KL divergence value when k is taken as 5.

Clustering
dimension

Cluster
1

Cluster
2

Cluster
3

Cluster
4

Cluster
5

Devld 0.725 0.131 0.612 0.598 0.758

Date 0.138 1.078 0.467 0.312 0.603

Time 0.222 1.395 0.648 0.352 0.976

Period 0.391 2.402 0.815 0.538 1.067

Table 1: Real-time display page loading time of energy
consumption test group.

Test group Average loading time

Group 1 5.62 s

Group 2 5.25 s

Group 3 5.36 s

Group 4 5.57 s
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Things, it is necessary to consider the actual energy con-
sumption factors. The functional requirements of the plant
energy consumption analysis system of the Internet of
Things based on the big data ecosystem are reflected in three
aspects: energy consumption monitoring and management,
power control management, and energy consumption super-
vision and analysis. The energy consumption supervision is
analyzed on the basis of managing energy consumption
monitoring and power control through the software plat-
form, and the functional requirements of the system are
analyzed here.

4.2. Experimental Results and Analysis. Aiming at the
demand of real-time energy consumption information, this
experiment uses real-time power information to represent
real-time energy consumption information. The data display
is accurate and has certain reference value. At the same time,
the webpage loading time has been tested in 4 groups, 10
times in each group, and the average loading time of each
group is shown in Table 1.

For the application scenario of statistical query, select the
energy consumption data in a certain period of time. Import
the energy consumption data into HDFS and create a table.

Table 6: KL divergence value when k is 6.

Clustering dimension Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

Devld 0.597 0.832 0.456 0.604 0.844 0.607

Date 0.367 0.354 0.365 0.412 0.154 0.402

Time 0.454 0.575 0.388 0.495 0.264 0.595

Period 0.688 0.835 0.687 0.686 0.542 10.95
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Figure 3: Number of times of live work in distribution network of power grid factory.
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Here, the basic select and count statements are selected for
testing. Each statement is divided into five groups for testing,
and each group is tested ten times. The average query time is
shown in Tables 2 and 3.

In cluster analysis, the selection of the number of clusters
K has great influence on the results of cluster analysis. After
many experiments, too many K values are selected, and only
the most representative K values are selected into the follow-
ing description; that is, K values of 3, 5, and 7 are selected for
clustering. When the number of clusters K is 3, the results
obtained according to the cluster analysis are shown in
Table 4.

From the comparison in Table 4, it can be seen that the
sensor network nodes represented by Devld have the highest
correlation among clusters 1 and 3, and the sensor network
nodes imply working areas. Different working areas in the
actual factory are responsible for different groups, so the work-
ing groups have great influence on clustering. In cluster 2, the
working time KL value of equipment period is the largest,
which indicates that its correlation is high in cluster 2. Con-
tinue to analyze the KL value of the dimension of period

employees’ length of service which is in the second largest
position in cluster 3, so the correlation of employees’ length
of service is larger in cluster 3, which is also the key index.

When the value of K is 5, the same experiment is carried
out on the data, as shown in Table 5.

When the value of K is 6, repeat the above clustering
process, as shown in Table 6.

It can be seen from Tables 5 and 6 that there is little dif-
ference in KL values of Devld in each cluster except cluster 2,
and the KL values of each dimension in other clusters are
relatively large in the two dimensions of period and time,
indicating that they are highly correlated in each cluster. It
can be concluded that when k is 6, the KL value of each
dimension is basically similar to that when k is 5, and the
dimension with the highest correlation in each cluster is
the same. After many tests of taking a larger value of k, the
distribution of KL value basically does not change much,
so it is more appropriate to take a value of k of about 3 to 4.

With the rapid development of social economy, the tra-
ditional uninterrupted operation can no longer meet the
power supply reliability requirements of people’s demand
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for a better life because of its long time-consuming and low
efficiency. In this experiment, for the analysis of the effec-
tiveness of live work in distribution network of a factory
from 2016 to 2021, the decision tree algorithm, machine
learning algorithm, and the method in this paper, including
the completion times of live work, are used for three exper-
imental comparisons. The experimental results are shown in
Figures 3–5.

As can be seen from Figures 3–5, there are 853,000 times
of uninterrupted power distribution in power grid factories.
When the current year is 2019, the average percentage of
decision tree algorithm, machine learning algorithm, and
machine learning algorithm is 36.8%, 37.4%, and 43.5%,
respectively. Compared with the three methods, the method
in this paper increases by 37.9% year-on-year and reduces
the power outage by 2.63 million h households. The excess
power supply is about 748.59 million kW·h, which is equiv-
alent to the power generation of 1.36 million kW installed
power plant for about 2 years.

Similarly, this experiment is aimed at the analysis of the
effect of reducing the average outage time of power outage
users in power grid factories from 2016 to 2021 and adopts
decision tree algorithm, respectively. The machine learning
algorithm and the method in this paper, including the num-
ber of live-line operations, are compared twice. The experi-
mental results are shown in Figures 6 and 7.

From Figures 6 and 7, it can be seen that the power grid
factory reduces the average outage time of users. When the
year is 2020, the average proportion of decision tree algo-
rithm is 50.1%, the average proportion of machine learning
algorithm is 45.5%, and the average proportion of this
method is 30.5%. Compared with the three methods, the
method in this paper reduces 15.3% year-on-year, which is
equivalent to reducing the outage time of 35 users by
2.33 h each time. The future Internet of Things must face
the realistic problem of the proliferation of Internet of
Things devices. At the same time, mobile communication
itself has high requirements for the reliability and immedi-
acy of communication. Therefore, how to realize mature
dynamic spectrum management in the Internet of Things
and properly use spectrum sensing technology under the

condition of meeting the requirements of all parties is the
key to realize spectrum sharing in the Internet of Things.

5. Conclusions

With the development of large-scale data, modern personal
data protection technology continues to develop. In princi-
ple, it cannot prevent the disclosure of personal data. At
the same time, the current laws are imperfect and lack strong
technical support. The IoT of big data ecosystem is studied
in the factory energy consumption analysis model. The
power grid plant has 853,000 times of uninterrupted power
distribution. When this year is 2019, the average percentages
of decision tree algorithm, machine learning algorithm, and
machine learning algorithm are 36.8%, 37.4%, and 43.5%,
respectively. Compared with the three methods, this method
has a year-on-year increase of 37.9% and a reduction of 2.63
million hours of power failure. The energy consumption
data collected by the system is not rich enough, and the anal-
ysis and mining of energy consumption data need to be fur-
ther deepened. On the premise of meeting the needs of all
parties, this paper can realize the mature dynamic spectrum
management in the Internet of Things. And correctly use the
spectrum sensing technology to realize the content of spec-
trum sharing in the Internet of Things. In the future work,
data types will be gradually increased, and more targeted
algorithms will be designed to process and analyze the data,
so as to further optimize the energy-saving strategies and
verify the energy-saving effects of relevant strategies.
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With the continuous development and application of data computing in the whole society in the construction of digital campus
and intelligent campus of each higher education institution. In the environment of education, universities use these data well,
which not only affects the orderly operation of higher education but also will become an inexhaustible power to help higher
education promote the reform and innovation of education and teaching system. In this paper, we focus on the teaching
operation and students’ independent learning by taking students’ evaluation data and students’ online learning data of Y
school as the research objects. We conducted a preliminary analysis and transformation of students’ evaluation data of a
university, eliminated the abnormal evaluation data by using the improved cosine phase dissimilarity algorithm, standardized
the evaluation data by using the normalization method, and used the traditional K-modes algorithm. Based on these three
problems, the traditional K-modes algorithm was improved in three aspects, including the determination of the number of
clustering families, the determination of the measurement of clustering distances, and the experimental results showed that the
improved algorithm was more reasonable and effective.

1. Introduction

Since the McKinsey report first introduced the concept of
“big data,” human society has been paying more and more
attention to “big data,” and people are widely aware. The
potential value of “big data” has been widely recognized.
Therefore, in view of the great potential, all countries in the
world regard “big data” as important as oil, coal, minerals,
natural gas, etc., and the research on “big data” at home
and abroad has entered a brand new era. Research on “big
data” has a crucial impact on various fields such as scientific
progress, national security, and national education [1].

According to the study, the continuous expansion of
data application will have a far-reaching impact on all fields
of the whole society [2]. Big data is not only affecting peo-
ple’s learning, living, working, and thinking in an unprece-
dented way but also influencing the way of production,
operation, organization, and management in various indus-
tries. It can be said that the era of big data is not only affect-
ing the industry revolution but also the big changes in
education [3]. Therefore, many experts and scholars have

conducted a series of fruitful researches and discourses based
on this, which have reform and innovation of university
education and teaching system.

On March 29, 2012, BDRI was launched in the United
States, elevating big data to a national strategy [4]. At the
same time, some U.S. teaching fields have made all-round
reports on intelligent computing, which has accelerated the
change of the whole field. [5]. In the report, the basic situa-
tion of online education big data application in the United
States is analyzed with the case of online education big data,
especially the case of adaptive personalized learning system
discusses more comprehensively the development situation
and a series of challenges and problems that will be faced
by online education in the future [6]. Desire2Learn, a Cana-
dian company, develops systems for student-directed learn-
ing, academic alert, and intervention services, and so on [7].

Its technology is no longer a traditional information
technology, but provides the needs of intelligent transforma-
tion, integrating technologies, services, and solutions such as
artificial intelligence, 5G, cloud computing, and the Internet
of Things. At present, from intelligent manufacturing to
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intelligent transportation, remote diagnosis and treatment,
and online education, all walks of life are experiencing the pro-
cess of digital and intelligent transformation [8]. In particular,
5G not only accelerates the intelligent transformation of the
industry but also makes the traditional “cloud pipe end” IT
architecture including cloud computing center, network
pipeline, and terminal ineffective, thus giving birth to a new
architecture [9]. “New IT” can also support intelligent
manufacturing and promote the high-quality development of
manufacturing industry. With digital and intelligent transfor-
mation and upgrading, China’s huge manufacturing industry
is transforming into high-quality high-end manufacturing
and intelligent manufacturing [10].

It is very important to deeply explore the potential
resources and application value of big data in higher educa-
tion to guide higher education institutions to fully imple-
ment the fundamental task of moral education and the
concept of student-centered education, to promote the deep
integration and intelligent transformation of higher educa-
tion teaching activities, to promote the scientificization of
higher education teaching system and decision-making sys-
tem, to help the transformation and upgrading of scientific
research paradigm in higher education institutions, and to
build a more scientific management system in higher educa-
tion institutions [11]. It is very important to promote
decision-making system of higher education, help the trans-
formation and upgrading of scientific research paradigm of
higher education, and build up a more scientific manage-
ment system of higher education [11]. A large amount of
dynamic data will be generated in the process of school
teaching and learning. With the help of big data technology,
people can easily collect and mine these data to improve
school teaching and learning and promote school quality
and efficiency. And decision-making can make the evalua-
tion results with higher reliability and credibility and make
the decision-making more scientific and accurate [12].

Taking the student evaluation data and student online
learning data of Y school as the research object, this paper
focuses on teaching operation and students’ autonomous
learning. The traditional K-modes algorithm is innovatively
improved in three aspects: the determination of cluster
family number and the determination of cluster distance
measurement. The experimental results show that the
improved algorithm is more reasonable and effective. This
paper makes a targeted exploration from the two aspects of
teaching operation and students’ online learning and draws
some preliminary conclusions with certain reference value.
Student evaluation, expert evaluation, peer evaluation,
supervision, and evaluation institutions, and daily teaching
monitoring data can be formed into more comprehensive,
accurate, popularized, and influential results. It will provide
more targeted decision-making, reform, and innovation
basis for education and teaching managers and front-line
teachers [13].

This paper focuses on two aspects of new era of big data
environment of university education as the research back-
ground, takes the real student evaluation data and student
online learning behavior data of a university as the research
object, and carries out the relevant application research on

the teaching operation and learning situation of a university
by using the improved clustering algorithm and the neural
network algorithm based on machine learning, and the
experimental result method has good scientific, and the the-
sis is divided into five sections: Section 1 describes the
research background of this paper and the main structure
of this paper; Section 2 introduces the current situation of
domestic and foreign research in related fields and summa-
rizes the research significance of this paper; Section 3 takes
the student evaluation data of a university as the research
object and adopts to model and analyze the school teaching
and learning situation based on the abnormal data elimina-
tion and specification of the student evaluation data. The
operation is modeled and analyzed, and the teacher teaching
status evaluation model is established. In Section 4, the pro-
posed scheme is tested and analyzed. Section 5 summarizes
the research content of this paper and provides an outlook
on future research directions.

2. The Related Works

Scholars have different interpretations on the definition or
connotation of precision teaching. Precision teaching is
divided into four stages: precision teaching breeding, preci-
sion teaching creation, precision teaching expansion, and
precision teaching informatization. Carefully analyzing the
statements of scholars at home and abroad on precision
teaching, we find that no matter at which stage of precision
teaching, scholars’ statements on precision teaching have the
following common characteristics: data-based teaching,
evaluation based teaching, learner centered teaching, and
teaching that emphasizes recording and analyzing students’
learning behavior and performance. Therefore, we believe
that the essence of accurate teaching is the spirit of scientific
reflection [14, 15].

Chen Shongyeh et al. pointed out that precision teaching
is supported by many theories, such as teaching theory,
learning theory, curriculum theory, and technology theory.
There are also many idealized models in implementation.
Its experience is that the theory must be localized, and
school-based. Only by integrating theory with practice can
it be more widely used and reflect the localization character-
istics of precision teaching [16]. Zhang Junchao et al.
pointed out that when carrying out precision teaching, many
regions or schools will adopt a one size that fits all approach
in operation, requiring teachers to fully adopt new technolo-
gies and subvert the original teaching methods or teaching
habits. According to our practical experience, we believe that
teachers’ habits should be changed step by step and students’
habits should not be changed as much as possible [17].
Zhang Yannan et al. believe that the arrival of the era of
big data in education will certainly be a revolutionary change
due to its many characteristics such as comprehensiveness,
real-time, and potential, which make a series of problems
that are difficult to solve in the traditional education field
are greatly improved, such as the balance, science, and ratio-
nality of education, and then the education model, education
implementation path, and scientific evaluation of education
[18]. Yang Xianmin et al. believe that one of the important
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reasons for students’ heavy academic burden is that teachers
do not grasp the learning situation. Teachers’ teaching effect
is positively correlated with their understanding of students.
The greatest value of big data precision teaching lies in accu-
racy, which is to deeply and fully understand the learning
situation by collecting student data. Therefore, if we want
to collect students’ data fully and completely, we should col-
lect students’ classroom homework, synchronous test, simu-
lated test, and other data horizontally. The data of students
from enrollment to graduation are collected vertically [19].

At present, many studies have comprehensively dis-
cussed the concept of educational evaluation and the con-
text of big data in education and pointed out specific
implementation paths, which have indicated the direction
for the comprehensive reform and coordinated develop-
ment of education teaching [20]. In the environment of
big data in education, based on the accelerated evolution
of the new round of technological revolution and industrial
change, take the national strategy, new industry, new eco-
nomic development, and the future development direction
of industry as the guide, and take the cultivation of innova-
tion and practical as the guide. With the cultivation of
innovation spirit and practical ability of college students
as the core, the universities use these data well, which not
only affects the orderly operation of the whole education
teaching system but also will become the inexhaustible
power teaching system in higher education.

K-modes algorithm has many advantages, but there are
also many shortcomings, so He, San, Ng et al. proposed
the method of calculating the distance between sample data
by the frequency of occurrence within a class; Hsu et al. cal-
culated the distance between sample data based on hierar-
chy; Ganti et al. and Ahmad et al. used the degree of
cooccurrence data; these studies have made some improve-
ments to K-modes algorithm. These studies have improved
the K-modes algorithm, and its clustering ability has been
greatly improved in the corresponding applications, but
there are still shortcomings in the problems discussed in this
study, mainly because they all ignore the different attributes
of the connections and differences between different objects,
and for this reason, some improvements are made to the K
-modes algorithm for the specific problems studied in this
paper. On this basis, this paper takes the big data of educa-
tion and teaching in a university as the background and
establishes relevant mathematical models with the help of
big data related theories and technologies to guarantee that
the evaluation and prediction of school teaching are more
scientifically based and convincing.

3. Application of Improved K-Modes
Algorithm in the Evaluation of Teaching
Status of University Teachers

3.1. Basic Structure of Neural Network. K-modes algorithm
is a clustering algorithm used to classify attribute data in
data mining. K-modes algorithm is an extension of K
-means algorithm. It can only deal with numerical data,
but not classified attribute data. However, the traditional K

-means algorithm is only suitable for data sets with continu-
ous attributes, and neural algorithm is needed to supplement
the data sets with discrete attributes. In the process of prac-
tical application, a single neuron cannot fit too complex
mapping relationship. We need to build more complex net-
works to approximate those more complex objective func-
tions. Using multilayer networks can sometimes find a
good convergence relationship after less iterative training,
as shown in Figure 1.

Neurons, as the most basic building blocks of neural net-
works, are responsible for computational or processing func-
tions, which are usually expressed in terms of computational
functions called excitation functions, and their functions
vary greatly for different applications, so they should be
selected with great care. The biological structure of a neuron
is shown in Figure 2.

3.2. Problem Formulation and Data Selection and Data
Structure Analysis of Evaluation Data. The evaluation indi-
cators are as follows:

(1) Quality literacy

They have high moral character and serious and
responsible teaching, pay attention to the image of teachers,
strictly abide by teaching discipline, and do not suspend
and transfer classes at will, no late arrival, and early depar-
ture, profound professional knowledge, solid practical skills,
fluent expression in Mandarin, and standardized board
writing.

(2) Teaching attitude

The teaching attitude is correct, the class is well pre-
pared, and the teaching schedule can be reasonably arranged
according to the syllabus; the class is organized in an orderly
and active atmosphere, and the teaching content is orga-
nized rigorously without reading from the text.

(3) Teaching skills

The lectures are clear, accurate, and focused on difficult
points; they focus on the systematic, scientific, and advanced
knowledge and are able to update the teaching content in a
timely manner by combining the frontiers and dynamics of
the field.

(4) Extracurricular sessions

He teaches and nurtures students, focuses on the cultiva-
tion of students’ innovative and practical abilities, pays
attention to the process management, reviews homework
carefully, provides timely counseling, answers questions,
often takes the initiative to communicate with students, pays
attention to students’ feedback, and continuously improves
teaching.

The alternatives are the following: excellent, good, mod-
erate, pass, and fail.

In order to illustrate the problem, improve the efficiency
of the experiment, and focus the work on the improvement
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of the method, all the data of student evaluation in the
follow-up of this paper are the data of one college of the uni-
versity (referred to as College R for the convenience of the
subsequent narrative) for the last ten academic years, i.e.,
from the second half of 2009 to the second half of 2019, with
a total of 237,924 student evaluation records.

The data tables related to the evaluation data table in
the Academic Affairs Management System of Campus Y
are: Student Information Data Table (Student Number,
Name, ......), Teacher Information Data Table (Employee
Number, Name, ......), Course Information Data Table
(Course Code, Course Name, ......), teaching task data sheet
(academic year, semester, course code, course selection
number, employee number, ......), course selection data sheet
(academic number, course selection number, ......), and stu-
dent evaluation. There are 7 tables of indicators (serial
number, evaluation item, content, and evaluation level).
The student evaluation data table is based on XN, XQ,

XH, XKKH, and ZGH as the main code, and the sex asso-
ciated with other data is the external code, for example, for
the student information table data, its external code is XH,
to effectively ensure the integrity and consistency of all rel-
evant data in the system.

3.3. Student Evaluation Data Preprocessing. In this paper,
there are four evaluation indicators for student evaluation
data, and each indicator has five values, which is a multidi-
mensional subtype problem. Since the subtypes are different
from the numerical data, it is difficult to measure the differ-
ences between the data in a hierarchical way, and also for the
sake of presentation, without changing the interpretation,
each evaluation value of student evaluation is transformed
accordingly in this paper, i.e., each different subtype is
assigned a rank that exactly matches its value. The specific
transformation strategy is as follows:

f ðxÞ is the transformation function of the evaluation value;

Cell body
LAN’s node

Dendrites

Synapse

Schwann cell

Myelin sheath

Axon

Nucleus

Figure 2: Schematic diagram of the biological structure of a neuron.

Nerve

Input layer Hidden
layer

Output
layer

Figure 1: Schematic diagram of neural network structure.
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x: for PJi original rating, x ∈ fexcellent, good, moderate,
failingg, i = 1, 2, 3, 4;

f xð Þ = 5, x = excellent,
f xð Þ = 4, x = good,

f xð Þ = 3, x =medium,
f xð Þ = 2, x = pass,
f xð Þ = 1, x = failed:

ð1Þ

Anomalous data in student evaluation data are often due
to the fact that individual students do not evaluate a course
taught by a particular instructor objectively and fairly, but
rather evaluate it with a strong personal touch, resulting in a
large deviation between their evaluations and those of other
students. There is a significant correlation between students’
cognitive style and some dimensions of college students’ social
adaptability. Field-independent cognitive style is significantly
correlated with learning adaptability, career choice adaptabil-
ity, self-care adaptability, and physical and mental adaptabil-
ity. Field-dependent cognitive style is significantly correlated
with interpersonal adaptability and role adaptability. There-
fore, these anomalous data need to be removed from the eval-
uation of teaching data.

For example, for two sample data x, y, their original
evaluation values are (1, 1, 1, 1) and (5, 5, 5, 5), and the
replacement values are (1-3, 1-3, 1-3, 1-3, 1-3) and (5-3,
5-3, 5-3, 5-3), respectively.

The corresponding phase dissimilarity is calculated as

cos x, yð Þ = −1 × 2ð Þ + −1 × 2ð Þ + −1 × 2ð Þ + −1 × 2ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−1ð Þ2 + −1ð Þ2 + −1ð Þ2 + −1ð Þ2

q
×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
+22 + 22 + 22 + 22

p = −1:

ð2Þ

Applying the method above, 237924 student evaluation
records from 1326 categorical sample data files of College
R were subjected to anomalous data elimination, and the
results are shown in Figure 3.

3.4. Application of the Improved K-Modes Algorithm to the
Evaluation of College Teachers’ Teaching Ability. After elim-
inating and merging the abnormal evaluation data in the
previous section, the K-modes algorithm will be applied to
evaluate the teaching ability with the evaluation of 59
instructors in a semester in College R. As we can see from
the discussion of K-modes algorithm in Section 2, K
-modes algorithm is a 0-1 matching algorithm based on
whether the values of each attribute of the sample data are
the same or not. However, the algorithm also has three seri-
ous shortcomings in solving some specific problems with
certain relationships among attributes.

Firstly, in the k-means algorithm, K is given in advance,
and the selection of this k value is very difficult to estimate.
In the initial K-means clustering, we need to determine an
initial partition algorithm, and then, we need to optimize
an initial partition algorithm. The selection of this initial
clustering center has a great impact on the clustering results.

Finally, the algorithm needs to constantly adjust the sample
classification and constantly calculate the adjusted new clus-
ter center. Therefore, when the amount of data is very large,
the time overhead of the algorithm is very large.

In this paper, each uses the method of minimizing sum
of squared error (SSE) to determine the number of clustering
families K .

(1) Definition of SSE

SSE = 〠
k

l=1
〠
x∈Ll

Dist x, Zlð Þ2, ð3Þ

where k is the number of clustering families, Zl is the cluster-
ing center of the l cluster Ll, and Distðx, ZlÞ is the similarity
between the sample data x and the clustering center Zl. Dif-
ferent similarity calculations often bring large differences to
the clustering results, since the frequency-based similarity
calculation is measured by the frequency of each attribute
of each sample data in the whole sample data set.

(2) Calculation of the frequency of sample data

In order to obtain the frequency of each attribute of the
sample data, it is necessary to count the number of occur-
rences of each rating value in the whole sample data set.
Let xij be the evaluation value of the attributes of the sample
data, f ðxijÞ be the frequency of xij, C be the set of allowed
values of xij, for this example, C be {5 (excellent), 4 (good),
3 (moderate), 2 (pass), 1 (fail)}, Cp be the number of times
the element of p in the set C appears in the sample data
set, where i = 1, 2,⋯, n, n is the number of sample data, j
= 1, 2,⋯,m, m is the dimension of the sample data, p = 1,
2,⋯, P, P = jCj is the base of the set C, i.e., f ðxijÞ can be cal-
culated by the formula:

f xij
À Á

= C1, xij = 5,

f xij
À Á

= f xij
À Á

= C2, xij = 4,

f xij
À Á

= f xij
À Á

= C3, xij = 3,

f xij
À Á

= f xij
À Á

= C4, xij = 2,

f xij
À Á

= f xij
À Á

= C5, xij = 1:

ð4Þ

(3) Frequency-based similarity calculation

The frequency of the sample data is calculated by the
following formula:

AVF xið Þ = 1
m
〠
m

j=1
f xij
À Á

, ð5Þ

where xi is the sample data and f ðxijÞ is the frequency of the
sample data xi on the attribute j.
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(4) Preclustering to determine the number of clusters K

The frequency-based similarity was used to pre-cluster
the classes 1-7 with K-modes, and the minimum error sum
of squares versus the number of clusters K was obtained as
shown in Figure 4.

From Figure 5, it is obvious that the inflection point of the
image appears at K = 3, so it is more appropriate to cluster 3
classes for a semester of student evaluation results in College
R. In order to prove this point, the same method was used to
precluster all teachers’ evaluation data of school Y . The pre-
clustering results showed that the inflection point of the image
appeared atK = 5; when the dimensionality of the sample data
was doubled, the preclustering results showed that the inflec-
tion point of the image appeared at K = 7. Therefore, the value
of K varies for different types and scales of problems and
should be treated with caution in specific problems.

From the principle of K-modes algorithm to achieve
clustering, it is known that for the randomly selected K clus-
tering centers, iterate and update the clustering centers con-
tinuously according to the closest distance principle, and the
goal is to minimize the SSE. Inspired by this idea, the scheme
of this paper is specified as follows.

Each sample data point other than the one already
selected as a cluster center is used as the hypothetical initial
cluster center at l + 1, and the SSE with l + 1 is calculated,
and the data point with the fastest decreasing SSE value is
selected as the true initial cluster center at. The data point
with the fastest decreasing SSE value was selected as the true
l + 1l > K initial cluster center, repeated, and terminated
when K is the known number of classifications.

Based on the above idea, the following model is developed:

Z = zl zlj ∈ X, l ≤ Kf g,
zl =maxx∈XDXJSSE xð Þ,

DJJSSE xð Þ = 〠
l−1

j=1,x∈Lj

Dist x, xj
À Á2 + minx∈X 〠

n

i=1
Dist x, xið Þ2

 ! 
,

ð6Þ

where Z is the set of initial clustering centers, zl is the sample
data point that makes SEE fall fastest x, i.e., the l initial clus-
tering center, x is the sample data, and n is the number of
sample data.

The traditional K-modes algorithm of clustering distance
calculation uses the similarity (0-1 match, 0 for same and 1
for different) of sample data and cluster center data for the
metric; this method is feasible and effective for applications
where the sample attributes take values independently of each
other, but if there is a certain connection between different
attributes of the sample, and different values under the same
attribute also have a certain connection; the method’s exposed
deficiencies are very large. For example, in this case, if the stu-
dents’ evaluation of teacher 1 is (2, 2, 3, 2), and the evaluation
of teacher 2 is (5, 4, 5, 4), and the cluster center is (3, 5, 4, 3),
the distance of teacher 1 from the cluster center is ð1, 1, 1, 1,
1Þ = 4, and the distance of teacher 2 from the cluster center
is ð1, 1, 1, 1, 1Þ = 4, using the traditional K-modes algorithm
for similarity measurement. ð1, 1, 1, 1Þ = 4, which is obviously
far from the actual situation. Therefore, on the one hand, the
results of clustering may vary greatly depending on the initial
clustering centers, and the results are unstable, as can be seen
from the table comparison; on the other hand, because the
distance measure does not consider the connection between
different attributes and different values of the same attribute
and simply uses 0-1 matching to measure the distance, the
clustering results are poor and do not match the actual situ-
ation. Therefore, in this paper, the distance measure of cooc-
currence proposed by Ahmad et al. is used to improve the
similarity of the traditional K-modes algorithm by using
the similarity between different attribute values under the
same attribute with other attributes.

The application of the improved K-modes algorithm
for cluster analysis of student evaluation data to achieve
the evaluation of teachers’ teaching ability can be summa-
rized in two stages and eight basic steps, as follows.

Phase I: data preprocessing, consisting of four basic steps
Step 1: sample data conversion, i.e., rating values from

(excellent, good, moderate, passing, and failing)
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Figure 3: Number of records containing anomalous data versus number of files and number of records.
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Convert to (5, 4, 3, 2, 1)
Step 2: sample data splitting, i.e., all the evaluation data

are split into multiple classification data files by “academic
year + semester + course code + employee number” as the
splitting code

Step 3: sample anomaly data elimination, i.e., using the
cosine dissimilarity calculation model, the sample data
whose evaluation values in each categorical data file are sig-
nificantly different from other evaluation values are elimi-
nated from the corresponding categorical data file

Step 4: merge and restore the sample classification data
files, i.e., for the sample classification data files, merge each
teacher’s evaluation into one record according to the merge
code of “academic year + semester + employee number”,
and restore it

Phase II: clustering evaluation, consists of four basic steps
Step 1: a reasonable number of clusters K is determined

by applying the frequency-based (AVF) similarity calcula-
tion algorithm for clusters that have not been given a specific
number of clusters K or have been given a number of clus-
ters K but have poor clustering results

Step 2: even poor usability of clustering results due to the
selection of outlier data points or proximity points, K initial
clustering centers are determined by using the sum of least
errors squared (SSE) algorithm to avoid the occurrence of
two types of situations

Step 3: traditional K-modes clustering algorithm does
not consider the relationship between different attributes
and different values of the same attribute in the 0-1 match-
ing method when calculating the clustering distance, the
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Figure 4: Plot of the minimum error sum of squares versus the number of clusters K .
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Figure 5: Statistics of students’ evaluation of teaching in a semester in school Y .
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traditional K-modes clustering algorithm is improved by
using the cooccurrence of evaluation value as the distance
measure

Step 4: based on the clustering results, we analyze the
overall teaching situation of all teachers and the teaching sit-

uation of each teacher in each semester by semester, man-
agers to grasp the overall teaching situation of all teachers,
and teachers in each teaching unit in a timely manner and
thus provide a scientific basis for correct decision-making
and targeted measures; on the other hand, we provide
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Figure 6: Histogram of the percentage of teachers in the three categories at school Y .
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teachers with a timely understanding of their own teaching
situation and that of other teachers, so that they can take tar-
geted measures to improve their teaching. On the other
hand, it provides teachers with a timely understanding of
their own and other teachers’ teaching conditions, so that
they can take targeted measures to enhance the internal driv-
ing force for continuous improvement of teaching

4. Analysis of Simulation Results

The teaching status can reflect the teaching operation of a
university as a whole, but this whole is also composed of

individual teachers, so it can also reflect the overall teaching
ability of teachers in a university. Based on the improved K
-modes clustering algorithm, the teaching situation of the
university was analyzed by clustering the teachers of the
whole university, the teachers of secondary teaching units,
and the individual teachers at three levels based on the time
period of academic year semester.

The change in the percentage of teachers in the three cat-
egories is shown in Figure 6. The percentages of teachers in
the three categories in each semester were basically equal,
with the first category (at least 3 out of 4 indicators rated
“good” or higher) accounting for at least (43%, 45%), and
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the second category (2-3 out of 4 indicators rated “good”),
“good” grade. The second category (at least one of the four
indicators is rated as “moderate”) is within the range of
(26%, 28.5%); the third category (all four indicators are rated
below “moderate”) is within the range of (26%, 28.5%). It
can be seen that although students’ evaluation groups are
changing, their perceptions of teachers’ teaching are basi-
cally the same, indicating that students’ evaluation is fair
and just overall. Figure 7 shows the change in the proportion
of first-class teachers over the past five years.

Figure 8 shows the proportion of class II teachers in
school y in the past five years. Figure 9 shows the changes
in the proportion of three types of teachers in school y in
the past five years. From the clustering results, it is obvious
that a little more than 40% (the first category of clustering)
of teachers in the school are relatively qualified, nearly 30%
(the second category of clustering) are in the basic qualified
state, and nearly 30% (the third category of clustering) are
not in the “basic quality” and “teaching.” This indicates that
the overall teaching operation of the university is not opti-
mistic and is far from the fundamental goal of establishing
moral education and still needs to be reversed and improved
with great efforts.

The results of three k-modes were compared in terms of
cluster centers, number of clusters, percentages, sum of
squares of least errors, correctness, and recall rates, using
the evaluation of a semester at YR as an example.

Correct rate =
∑k

i=1ei
� �

n
,

Recall rate =
∑k

i=1 ei/ei +mið Þ
� �

k
:

ð7Þ

Figure 10 compares three different clustering algorithms
for each index in the teaching evaluation data. From the
experimental results of the three different algorithms, it is
obvious that the improved K-modes outperform the first
two algorithms in all metrics.

5. Summary and Outlook

Focusing on teaching operation and students’ autonomous
learning, this paper uses the improved K-modes algorithm
to cluster analyze the classroom teaching operation and
preliminarily analyzes and converts the student evaluation
data of a university. On this basis, the abnormal evaluation
data is eliminated according to the improved cosine algo-
rithm, and the normalization algorithm is used to normalize
the data. The traditional K-modes algorithm is used to clus-
ter the data, and the main problems are pointed out. Taking
the real data of a university as the research object, this paper
makes a targeted exploration from the two aspects of teach-
ing operation and students’ online learning and draws some
preliminary conclusions with certain reference value, which
can form a more comprehensive, accurate, popularized,
and influential result of students’ evaluation, expert evalua-
tion, peer evaluation, supervision, and evaluation institu-
tions, and daily teaching monitoring data. It will provide
more targeted decision-making, reform, and innovation
basis for education and teaching managers and front-line
teachers. However, there are still some limitations in this
paper. Research needs to determine the number of cluster
family K . Determine the initial K cluster centers and then
the distance measurement from the K cluster centers. In
future research, K-modes algorithm can be improved in
these three aspects to evaluate teachers’ teaching ability.
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Figure 10: Comparison of three different clustering algorithms for each index in teaching evaluation data.
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The employment of university graduates has always been a matter of great concern to educational administrative departments and
governments at all levels. EPI (employment prosperity index) is a weather vane that reflects the situation of the labor market, and
it is also an important reference for the national economic situation. This paper constructs college students’ EPI from different
aspects, such as employment environment, employability, employment status, and public service, focuses on the calculation
method of college students’ EPI, and obtains the general formula for calculating college students’ EPI. Based on the data
obtained from a university, the EPI system is optimized by using MLM (multinomial logit model). Through empirical research,
it is found that EPI, which is optimized by the system, has the function of evaluating the employment environment of college
students, which not only provides macroemployment policies for the government but also provides scientific and effective
employment service policies for universities.

1. Introduction

As an important part of the market economy, the indicators
reflecting the changing trend of the employment market
need to be timely, accurate, and representative, which is of
great practical significance to the government’s macromar-
ket regulation, the recruitment of enterprises, and the
employment of workers. China has entered the economic
transition period; while abandoning the theory of only eco-
nomic growth, employment data has also become the key
indicator of governments at all levels. EPI (employment
prosperity index) describes the overall and long-term
employment situation in order to predict the future trend
of employment and economic growth. With the improve-
ment of human resource market and social security system
in various places, designing and constructing EPI has
become a realistic topic before us. The implementation of
the family planning policy has led to the reduction of the
birth population, which in turn has led to the weakening
of social consumption, the increase of national savings, the
decline of social consumption demand, the slow growth of
employment, and employment difficulties.

EPI is a comprehensive description of the overall situa-
tion of labor and employment, so finding out the important
factors that affect the employment boom is the first step in
the compilation of the index, and many scholars have made
a lot of research results [1]. Literature [2] shows that the
trade surplus has obvious promoting effect on employment
in China, but the promoting effect and contribution rate of
consumption to employment growth are more obvious.
Maintaining a moderate inflation level is conducive to the
growth of employment. The promotion effect of investment
on employment lags behind for about half a year. In litera-
ture [3] combined with the empirical data of the study area,
the regional EPI was constructed by using AHP and factor
analysis. Literature [4] uses the diffusion index method to
compile the employment demand prosperity index. Litera-
ture [5, 6] holds that unemployment is the result of college
graduates’ unwillingness to reduce their retained wages. It
is found that the research on college students’ employment
from different disciplines has different focuses, and the
research on higher education employment from multidisci-
plinary and compound perspectives has made great prog-
ress. However, there are many shortcomings in the
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theoretical deduction and problem-solving. Literature [7]
points out that the adjustment of college students’ employment
policy should constantly improve the employment market of
college students with interest mechanism, guide college stu-
dents’ employment with interest compensation mechanism,
and ensure the public interest in college students’ employment
with interest balance mechanism. Literature [8] points out that
the change of employment policy not only has its own develop-
ment rules and characteristics but also has the characteristics of
being influenced by social-related factors. In literature [9, 10]
using the prosperity index compiling method, the diffusion
index and composite index of employment demand cycle pros-
perity are compiled, and the index system of labor demand
cycle prosperity analysis is formed.

At present, China’s educational decision-making on col-
lege students’ employment generally lacks scientific basis
and quantitative criteria, largely because the quantitative
research on college students’ employment is not deep and
the support of effective data is lacking [11]. However, only
according to the “employment rate,” it is difficult to reflect
the actual situation of college students’ employment, nor
can it provide a scientific basis for solving the employment
difficulties of college students. Therefore, the construction
of EPI for college students can not only reflect the current
social employment situation but also predict the current
employment development trend, so as to help government
departments make corresponding decisions and solve the
upcoming problems on the premise of anticipating the
employment development trend. The establishment of EPI
model for college students can not only predict the quantity
and types of talents in various sectors of society but also cal-
culate the future employment prosperity of existing college
students and measure the rationality of cultivating various
talents in universities. This paper focuses on how to calculate
EPI of college students.

2. Research Method

2.1. EPI System for College Students. EPI of college students
mainly reflects the restriction and influence of economic
growth on the number and structure of college students’
employment, and it is reflected by quantitative and intuitive
data. The main object of EPI for college students is contem-
porary college students, which is different from the general
EPI. Analyzing the employment problem of college students
from the perspective of employment prosperity greatly
enriches the current index system for evaluating the employ-
ment of college students. Based on a large number of objec-
tive data, it is convincing and credible to evaluate the
employment environment of college students.

When analyzing the degree of regional employment
prosperity, an effective and reliable index is urgently needed
to comprehensively and intuitively reflect the active degree
of the local enterprise employment market, reveal the ups
and downs of the human resource market within the moni-
toring scope, and provide guidance for employers and job
seekers to realize benign interaction [12, 13]. In view of this,
through investigation and analysis, our research group has
determined the constituent factors that affect the degree of

regional employment prosperity, including the inflow of
labor, the outflow of labor, the total number of employees
in the enterprise, the demand for human resources, the sup-
ply of human resources, the recruitment completion rate of
the enterprise, the recruitment ratio, the change rate of the
long-term unemployed, and the reference unemployment
rate.

Establishing a scientific index system is an important
link of EPI analysis and synthesis for college students. The
determination of the comprehensive quality evaluation
index must conform to the objective and practical evalua-
tion concept and play a guiding role in improving the com-
prehensive quality of college students. Therefore, it must be
constructed with a rigorous and scientific attitude. Set up a
special leading group in colleges and universities. The
members of the group must be researchers or related per-
sonnel with certain professional qualities. A systematic
index system is formed by investigating the opinions of col-
lege students, graduates, and relevant employment man-
agers through procedural steps to form a relatively
complete thinking. It provides a reliable index data source
for comprehensive evaluation through its quotation. The
following principles are followed in the selection of indica-
tors: the principle of comprehensiveness: the index system
should reflect the employment situation and changing trend
of college students from all angles as far as possible; princi-
ple of importance: the change of indicators has an impor-
tant impact on the employment situation and trend of
college students; principle of representativeness: the
selected indicators can reflect the employment situation
and changing trend of college students and have certain rep-
resentativeness; and principle of operability: the obtained
data of indicators should be easy to collect and collate.
Therefore, the index system of EPI established in this sub-
ject is shown in Figure 1.

The employment quality of college students is related to
the development of education. Increasing investment in edu-
cation will enhance the development level of higher education
and provide a financial basis for cultivating high-quality
college students, and the employability of high-quality talents
will be correspondingly strong. The factors that affect college
students’ employment competitiveness include students’
subjective ability to work. The objective aspects of college stu-
dents’ employment competitiveness are affected by social
development, including development goals and school charac-
teristics. In order to solve the employment problem of gradu-
ates, it is more difficult for enterprises to recruit. Improving
the employment competitiveness of graduates is a key project
to adapt to the reform of higher education and the develop-
ment of market economy. It is also an important measure to
ensure the survival and development of universities.

One of the functions of EPI for college students is to estab-
lish a contact intermediary between the market and students
and to play the role of employment service for college students
through this intermediary. For college students, it can help
them broaden their professional caliber according to market
needs and establish rational employment expectations [14].
For college graduates, EPI can be used to guide them to grasp
employment opportunities reasonably.
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2.2. The Calculation of College Students’ EPI. Employment is
the greatest livelihood. The purpose of stabilizing growth
and protecting market players is to protect employment,
that is, to protect people’s livelihood and social stability
[15]. With the increase in the number of college graduates,
the severe employment situation, and fierce competition,
the number of postgraduate applicants is increasing year
by year, and the number of postgraduate entrance examina-
tions has surged. In literature [7], the data of talent activity
in major cities are compared. Talent activity = the ratio of
the number of people with strong job − seeking intention to
the talent base. The higher the talent activity, the more tal-
ents flow in, and the stronger the attraction of the city to tal-
ents (Figure 2).

Due to the pressure of work, life, and environment in first-
tier cities, talents are moving to new first-tier cities with more
comfortable life and less competition. In addition, due to the
shortage of land in first-tier cities and the high cost of living,
in recent years, major Internet and technology companies
have started to move many businesses to new first-tier and
second-tier cities for the long-term development of their com-
panies, which has brought a large number of jobs to these cit-
ies. There are more and more new opportunities, and at the
same time, the housing prices are within the affordable range,
so the level of talent activity in these areas is at a high level.

The role of human capital investment is not immediate
[16, 17]. Its role can continue to play in a long period of
time. Although the knowledge is updated quickly, the cumu-
lative effect of human capital stock is long-lasting. The
update is only a further development on the original basis,

and human capital investment just adapts to this way. The
role of human capital investment in urban competitiveness
is often indirect, difficult to quantify, and time-delayed. Its
role is generally realized through labor force, scientific and
technological progress, and other factors and links.

This paper puts forward the competitiveness model
(Figure 3). In this model, the author puts forward four kinds
of material resources and four kinds of human capital ele-
ments and divides the direct and indirect effects of environ-
mental changes on material and human capital elements
into four stages:

(1) The city provides its own labor force and natural
resources

(2) The role and status of politicians and administrators
are particularly important, and their thoughts and
behaviors play a decisive role in the development of
urban economy

(3) Entrepreneurs have become the core role

(4) It is no longer possible to maintain the competitive
advantage for a long time by relying solely on entre-
preneurs’ adventurous spirit. In this dynamic pro-
cess, the functions of the four types of human
capital are also different, and each stage has a human
capital that plays a major role

The direct factors, including enterprise development and
industrial structure, support each other and restrict each
other. Among them, scientific and technological innovation
is the internal power of enterprise development, and its role
in urban competitiveness should be realized by enterprises.
Industrial structure grasps the development direction from
a macroperspective, and enterprises are the core of the whole
force. The activities of enterprises are related to all aspects of
urban development.

Referring to the calculation method of economic pros-
perity index, the calculation method of college students’
EPI first calculates the benchmark fluctuation index Hindex:

Hindex tð Þ = ∑N
i=1di tð ÞWi

∑N
i=1Wi

: ð1Þ
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Figure 1: EPI system.
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HindexðtÞ is the benchmark fluctuation index, which
takes different values with time; diðtÞ is the value of the ith
index at time t; Wi is the weight of the ith index, which is
generally determined by correlation coefficient weight or
expert scoring method; N is the number of indicators.

Employment growth rate is the ratio of the increase of
employment population to the employment population in
the previous period. Among them, the employment popula-
tion refers to the population aged 16 or above, engaged in
certain social labor or business activities, and obtained labor
remuneration or business income. The employment growth
rate reflects the actual utilization of all labor resources in a
certain period. The index formula is

Egrowth rate =
Eemployed population − ELast employment population

ELast employment population
× 100%:

ð2Þ

Among them, Egrowth rate is the growth rate of employed
population; Eemployed population is the current employment
population; ELast employment population is the population in per-
manent employment.

Long-term unemployment index is

U =
Fi/P
Fj/P

× 100%: ð3Þ

Among them, U is the long-term unemployment rate
index; Fi, Fj is the number of people receiving unemploy-
ment insurance for six consecutive months in the base
period and the number of people receiving unemployment
insurance for six consecutive months in the current period;
P is the total number of participants.

In order to facilitate the unity of calculation, all types of
indicators are positively processed in this paper. The specific
method is as follows:

For the index of reversibility, this paper takes the recip-
rocal to make it positive:

Xi =
1
Xt

, ð4Þ

where Xt is the actual value and Xi is the converted index
quantity.

The following is the index conversion with moderate
optimal criteria:

Xi =
1

Xt − Xβ

, ð5Þ

where Xβ is the median value of the group composed of the
actual value and the optimal value, which is the converted
index quantity.

In this paper, the Pearson correlation coefficient method
is used to calculate the correlation matrix of each index. By
screening the highly correlated variables and indicators, only
one of the highly correlated indicators and variables is
reserved. The calculation formula is

r =
N∑xiyi−∑xi∑yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N∑x2i − ∑xið Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N∑y2i − ∑yið Þ2
q : ð6Þ

The value range of correlation coefficient r is [-1,1].
When r⟶ 1 or − 1 is used, it indicates that the correlation
degree is stronger; on the contrary, the correlation coefficient
r⟶ 0 is weaker.

2.3. Optimized Implementation of EPI System. EPI can not
only objectively and truly reflect the present situation and
trend of employment but also fully show the macroeco-
nomic situation, the relationship between labor supply and
demand, and the implementation effect of employment pol-
icy [18]. Because the labor transferred from the primary and
secondary industries cannot meet the demand of talents in
the tertiary industry from skills, knowledge, and other
aspects, resulting in the friction of the structure of labor sup-
ply and demand, there may be a situation that the supply of
labor in the primary and secondary industries exceeds
demand, while the supply of labor in the tertiary industry
is in short supply.

Employment elasticity is the percentage change of
employment quantity corresponding to every percentage
change of economic growth. The change of employment
elasticity depends on factors such as economic structure
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Technological
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Figure 3: The function model of human capital on urban competitiveness.

4 Journal of Function Spaces



RE
TR
AC
TE
D

and labor cost. The capital investment and labor cost
required for a certain amount of labor employment consti-
tute the unit cost of employment. Employment elasticity is
related to economic growth and employment growth.
Employment elasticity is the ratio between the two growth
rates, so a high employment elasticity does not mean that
employment is more full. On the contrary, low employment
elasticity does not mean that unemployment is more serious.
Generally speaking, in the process of economic maturity, the
elasticity of employment will gradually decrease. The
decreasing employment elasticity indicates that the labor
increment required to create an incremental value becomes
smaller, which actually means the improvement of labor
productivity. If the proportion of labor-intensive economy
such as small- and medium-sized enterprises and service
industry in the economic structure is large, the proportion
of capital is low, the employment cost is relatively low, and
the employment elasticity is high.

At present, it is more and more difficult for college grad-
uates to find jobs, and the pressure is increasing. On the one
hand, it is related to the rapid growth of the number of col-
lege graduates employed; on the other hand, the employ-
ment of college graduates is closely related to the
socioeconomic situation, industrial structure, and graduates’
own psychology. With the continuous development of social
economy, the average per capita income of the people is con-
stantly increasing, and the labor force will first move from
the primary industry to the secondary industry. When the
per capita national income is further increased, the labor
force will move to the tertiary industry as a whole.

Logistic regression model is one of the most commonly
used statistical analysis models when analyzing classified
dependent variables. The logit form of logistic regression
model is

ln pi
1 − pi

� �
= α + βxi: ð7Þ

When there are k independent variables, the model is
extended to

ln
pi

1 − pi

� �
= α + 〠

k

k=1
βkxki: ð8Þ

Logistic regression in the general sense requires that the
dependent variable y has only two values, namely, the binary
variable. In fact, the logistic regression model is not limited
to the application of binary response variables [19].

For multiclass response variables, that is, the response
variables with three or more classes, logistic regression is
also applicable as long as the model is slightly improved.

MLM (multinomial logit model) is based on logistic
probability density function. If the variable t is a random
variable of logistic function, its probability density func-
tion is

f tð Þ = e−1

1 + e−1ð Þ2
,−∞ <∞: ð9Þ

In MLM, the observed probability of a y value of 1 is

pi = p T ≤ α + βxi½ � = F α + βxið Þ = 1
1 + e− α+βxið Þ : ð10Þ

In order to better study the influence of different
industries on college students’ employment, a linear
regression analysis is adopted to establish a regression
model between each industry and college students’
employment, and a linear regression model between the
output value of different industries and the number of
college students’ employment is preliminarily established:

yi = a + bxi + εi, ð11Þ

where y is the dependent variable, x is the independent
variable, ε is the random error, a, b is the regression
parameter to be estimated, b can represent the employ-
ment contribution rate per unit output value, and sub-
script i represents the i observed value.

Using the retail price index of urban commodities can
not only reflect the changes of urban retail prices in different
periods but also analyze the impact of retail price changes on
the monetary expenditure and living consumption level of
urban residents. The calculation of average price of repre-
sentative products is

pt =〠 pi
n
, ð12Þ

where pt is the average price of the product with the tspeci-
fication, pi is the price of the ith survey of the product with
the t specification in the survey period, and n is the number
of surveys of the product with the t specification in the sur-
vey period.

Taking whether graduates are employed or not as depen-
dent variables, and taking the above-mentioned different
factors as independent variables, a regression model is estab-
lished. Because there are only two possibilities for dependent
variables, 0 and 1 (employed is 1 and unemployed is 0),
which are dichotomous variables, and explanatory variables
are classified variables, so they are not suitable for ordinary
linear regression models. Therefore, this paper adopts bino-
mial logit model for analysis. The model form is as follows:

ln
p

1 − p

� �
= a + 〠

n

t=1
bixi + ε: ð13Þ

In the formula, p is the probability of graduates’ employ-
ment, and 1 − p is the probability of graduates’ nonemploy-
ment; a is a constant term; xi is the explanatory variable; bi is
the regression coefficient of each explanatory variable; ε is a
random error term.
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3. Result Analysis

The employment part of the original data in this example
comes from the statistical data of the employment situation
of fresh graduates of H University Employment Guidance
Service Center. After obtaining the original data, strict cod-
ing input and verification have been carried out. Therefore,
the data quality is reliably guaranteed.

Through the overall analysis of the above comprehensive
score, we will further analyze the influence of each dimen-
sion on EPI score in detail and summarize the dimension
indicators that have important influence on EPI score.
Figure 4 shows the EPI scores of college students in 2013-
2020 according to dimensional indicators.

We reflect the unfair employment phenomenon through
the income gap; that is, as the income gap between urban
and rural residents in H University area is gradually widening,
the unfair employment phenomenon will adversely affect the
EPI scores of college students. On the other hand, the eco-
nomic development index shows a tortuous upward trend.

Under normal circumstances, with the development of
economy, the GDP created by people should develop in
the same direction as the regional economic growth. In
terms of social insurance and labor supply and demand,
the scores of both show a trend of first increasing and then
decreasing. The possible reason for this phenomenon is that
the government policy and the social market environment
have different demands on the labor force.

The motivating factors that influence graduates’ satisfac-
tion include job satisfaction, job nature, and promotion
opportunities. Policy and administration, interpersonal rela-
tionship, and personal life are the health care factors that
affect graduates’ employment satisfaction. With the expan-
sion of the scope of responsibilities and working face of the
talent market, the government should take active policies
and measures to strengthen the service of the talent market
for college graduates’ job selection and employment, estab-
lish and improve the service window specifically for college
graduates, collect the demand information of enterprises
and institutions for college graduates extensively, and effec-
tively combine it with the employment of college graduates.
Figure 5 shows the scores of EPI secondary indicators of col-
lege students from 2013 to 2020.

It can be seen that the average rate of talent supply ratio is
higher than the rate of demand. The main difference between
the high-paid talent market and the labor market is that
although the groups needed by the two are the same, the
employment tendency of college students is, of course,
directed at high-paid jobs. This will lead to the pressure that
the supply of some posts far exceeds the demand of posts.
However, some post personnel are seriously lacking. The pol-
icy comes from the demand of the society for this kind of pol-
icy. Therefore, if we want to have an idealized policy, we
should not only ensure the process of policy implementation
but also ensure the timely formulation of employment policy.
In the process of policy implementation, all aspects of policy
implementation should give timely information feedback to
the problems arising from policy implementation and revise
the employment policy. This is the idealized policy.

The main purpose of this logistic regression model is to
analyze the influencing factors of university graduates’ reluc-
tance to stay in H city. Therefore, when setting the dummy
variable for the explained variable “whether to stay in H
city,” we take “stay in H city” as the benchmark variable
and set the value to 0, take “not staying in H city” as the
observation variable, and set the value to 1. Logistic regres-
sion is carried out by SPSS software, and three very insignif-
icant factors, such as salary amount, consumption level, and
corresponding position, are eliminated. The regression
results are shown in Table 1.

Considering the significance level, among the influenc-
ing factors, salary level, educational background, talent pol-
icy, and the number of famous enterprises have the
greatest influence on staying in H city. Among them, the sal-
ary level is the most important factor, and its chi-square test
value reaches 60.1%. That is to say, the main factor that

Employment environement

100

90

80

70

60

50

40In
de

x 
sc

or
e

30

20

10

2013 2014 2015 2016 2017
Year

2018 2019 2020
0

Employability
Work status
Public employment
service

Figure 4: EPI scores of college students by dimensional indicators
from 2013 to 2020.

100
2013

2014

2015

2016

2017

2018

2019

2020 80
60
40
20

0

Total change
Demand

Total change
Demand

Supply

Figure 5: Scores of EPI secondary indicators of college students
from 2013 to 2020.

6 Journal of Function Spaces



RE
TR
AC
TE
D

graduates do not stay in H city is that the salary level in H
city is too low. The correlation coefficient of knowledge of
talent policy is 1.04, that is to say, the lack of knowledge of
talent policy in H city has caused graduates to be reluctant
to stay in H city to some extent.

To some extent, it is also detrimental to career develop-
ment. Many universities lack professional career guidance
teachers, which makes career planning education useless.
Most students do not really understand the exact meaning
of career planning, and they do not really master the
methods and skills of career planning. Most of the plans
made are mere formality and lack of practicality, which leads
to the failure of career planning to give full play to its due
role. This may be the reason why the vocational qualification
certificate and career planning have no significant impact on
the employment of college graduates.

Table 2 lists the EPI and month-on-month changes of
enterprises of different sizes in the first quarter of 2019.

In Table 2, from the month-on-month changes, in
terms of demand numbers, the number of medium-sized
enterprises decreased, while the number of small enter-
prises was basically the same, while the number of large
and microenterprises increased significantly, with an
increase of 10.5% and 27.1%, respectively. In terms of
EPI, except for microenterprises, the EPI of enterprises
of other sizes increased to a certain extent year-on-year.
This may be due to the fact that microenterprises are in
the “start-up stage,” and most enterprises have weak mar-
ket competitiveness and short life cycle, so the employ-
ment demand has declined to some extent.

According to the calculation results of the factors of eco-
nomic conditions, employment factors, and employment
policies of large- and medium-sized cities, the scores of the
employment monitoring indexes of eight cities in 2020 can
be obtained, as shown in Figure 6:

As can be seen from the above table, from the index
score, the employment situation in economically developed
areas is also better. The score of Shanghai is far lower than
that of other first-tier cities, which is due to the low eco-
nomic condition monitoring index and employment moni-
toring index of Shanghai. Shanghai’s economic growth
slows down in 2020. Due to industrial transformation and
upgrading, the contradiction between supply and demand
in the labor market is prominent. These factors affect the
scores of employment monitoring index in large- and
medium-sized cities.

4. Conclusion

Based on the data of a university, this paper uses MLM
(multinomial logit model) to optimize the EPI system.
Through empirical research, it is found that the system-
optimized EPI has the function of evaluating the employ-
ment environment of college students. It not only provides
the government with macroemployment policies but also
provides scientific and effective employment service policies
for colleges and universities. As an index system to evaluate
and guide college students’ employment, EPI mainly
includes employment elasticity and employment effect of
college students in different industries. EPI after system opti-
mization can not only reflect the overall trend of the job
market but also reflect the structural changes of the job mar-
ket such as subregion, subindustry, suboccupation, and sub-
enterprise scale. At the same time, we can also get the long-
term trend, seasonal characteristics, and periodic changes of
the prosperity degree of the job market through the decom-
position and analysis of this index, so as to grasp the long-
term, short-term, and medium-term prosperity degree
changes of the job market more carefully. It provides guid-
ance for employers and job seekers to realize benign interac-
tion, provides intuitive graphic data support for government
departments at all levels to understand the dynamics of
human resource market, and provides scientific basis for
labor and employment management service departments to
grasp the overall employment situation and make targeted
employment policy decisions.

However, the study still has some limitations. The con-
clusion and applicability of the research on the employment
competitiveness of this paper are conditional. The research

Table 1: Results of econometric regression analysis after MLM
correction.

Explanatory variable Coefficient of regression Significant level

Academic degree -1.25 0.00

Gender 0.74 0.03

Salary level 2.24 0.00

Job prospect 1.89 0.07

Talent policy 1.04 0.001

Economic conditions 1.01 0.05

Table 2: Changes of EPI of enterprises of different scales from
month to month.

Scale
Demand
number

Number of
applicants

EPI
increase

Miniature 27.1% 28.3% -0.01%

Small-sized 1.2% 26.1% -0.22%

Medium-
sized

-2.3% 25.5% -0.23%

Large-scale 10.5% 21.1% -0.15%
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Figure 6: Scores of employment monitoring index of cities in 2020.
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People often suffer from unpredictable injuries during physical exercise. One of the important reasons is the absence of a scientific
sports health management system. Therefore, the construction of such a scientific and effective system has gradually attracted the
attention of scholars, which is of great significance to realizing people’s scientific and personalized physical fitness. An intelligent
sports health management system based on big data analysis and the Internet of things (IoT) is constructed to solve this problem.
The system consists of the user, IoT, cloud, system analysis, evaluation, and data layers. Firstly, a new multilabel feature selection
algorithm is proposed in the system analysis layer. The suggested multilabel feature selection algorithm maps the sample space to
the label space through the L21 norm. Then, the consistency of various topologies is guaranteed by combining with feature
popularity so that the factors affecting user health can be better selected. Secondly, the experiment is compared with SCLS,
SSFS, and six other multilabel feature selection algorithms in 6 classic medical multilabel datasets. Experimental results under
five indexes show the effectiveness and superiority of the proposed feature selection algorithm. Finally, the feasibility of the
proposed intelligent sports management system is analyzed.

1. Introduction

Nowadays, people will pay more attention to their health
and beauty and more people will choose to experience a
happy life, which requires the support of a fitness system tai-
lored for themselves. Scientific and reasonable fitness behav-
ior can meet people’s needs for a better life and make people
have a beautiful appearance and happy mood. Moreover, the
unscientific fitness mode often brings all sorts of misfortune
to people, for example, causing muscle injury, joint deforma-
tion, heart function injury, iron deficiency anemia, sports sex
hematuria proteinuria, and other diseases. At present, peo-
ple’s cognition of how to reasonable fitness is still relatively
narrow and most of them follow the trainer’s years of expe-
rience to give a more rational way of wellness. However,
despite this, there will still be many nonstandard, accessible
to damage practices of physical fitness and damage user
health. Combining the excellent experience of coaches with

people’s situations and building a tailor-made sports health
management system for people has become an urgent prob-
lem to be solved. In life, we should nip it in the bud. User
health should be based on prevention rather than treatment.
Scientific and reasonable health management and fitness are
the main ways to maintain health.

In the era of rapid development of science and technol-
ogy, user health is no longer limited to running, Tai Chi,
long jump, and other ways. There are a variety of exercises,
even for one part of the body, such as wrist kicks, which have
become popular in recent years. It has become a headache
for people to choose fitness methods for themselves. After
all, the correct choice will get twice the result with half the
effort. The wrong choice is likely to be ineffective or even
counterproductive. This paper proposes an intelligent sports
health management system based on big data analysis and
the IoT to solve the abovementioned problems. The main
contributions of this paper are as follows:
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(1) In order to make the intelligent sports health man-
agement system more targeted, combined with big
data analysis technology, a new multilabel feature
selection algorithm is suggested to ensure that the
main factors affecting user health can be extracted
effectively by this method

(2) Combining the proposed multilabel feature selection
algorithm with the IoT technology, the basic frame-
work of the intelligent sports management system
is constructed

(3) A series of comparative experiments were carried out
on six classical medical multilabel datasets, and the
experimental results proved the effectiveness of the
suggested algorithm. The feasibility of the suggested
intelligent sports health management system is illus-
trated through the feasibility analysis

The structure of the paper is as follows: in the second
section, the symbol description and related work are given.
In the third section, the theoretical support, optimization
solution technique, algorithm design, and convergence proof
of the proposed feature selection model are given and the
design principle of the proposed system is introduced. In
the fourth section, the experimental settings are compared
with SCLS and SSFS and the experimental results are ana-
lyzed. Finally, the summary and prospects of this paper are
given in the fifth section.

2. Literature Review

In this section, we not only make a brief overview of feature
selection in big data analysis but also make a brief overview
of the health management system as follows:

There has been much research on feature selection algo-
rithms in recent years. In many works, feature selection
models are divided into three types: filter [1–3], wrapper
[4, 5], and embedded [6, 7]. This paper mainly uses embed-
ded feature selection. Literature [8] combines logistic regres-
sion, manifold learning, and sparse regularization to
construct a feature selection algorithm. In the literature [9],
a possible structure sharing (LSS) term is designed and the
construction of the feature selection algorithm is completed
in combination with spiritual learning.

Both [10, 11] used dynamic graphs to learn the basic
manifold structure of samples or labels and then combined
them with linear regression to build feature selection models.
Reference [10] strengthens the local connection between
samples and labels by combining with subspace to better
special features. Reference [11] strengthened the correlation
between the weight matrix and sample space and between
the weight matrix and label space by comprehensively
restricting the weight matrix, making the weight matrix
more representative of the weight of features and more
accessible to distinguish features.

Furthermore, several multilabel feature selection algo-
rithms include a variety of factors. For instance, many
scholars use a multilabel feature selection strategy character-
ized by mutual information:

Among them, modeling the feature selection process as a
multicriteria decision process was proposed for the first time
in [12]. This approach applies to multilabel data, using the
TOPSIS (order preference technology similar to ideal solu-
tion) approach as the well-known MCDM algorithm to eval-
uate features based on relationships with multiple labels as
different criteria.

The SCLS algorithm was proposed in [13], which is an
effective feature selection algorithm. Still, the feature selec-
tion algorithm is easily affected due to the excessive combi-
nation of labels and features. Multilabel feature selection
algorithms also use mutual information to evaluate features.
They feature sorting algorithms to achieve feature selection,
such as MDMR [14], PMU [15], and FIMF [16].

And there are a lot of studies on health management sys-
tems. The comprehensive health management service plat-
form for the public is proposed in [17], which promotes the
development of sports health management services through
intelligent sensors and intelligent health system detection
equipment. Aiming at the problems of a long cycle and high
cost of existing intelligent sports health management sys-
tems, an improved particle swarm optimization algorithm
is proposed in [18] to optimize the intelligent sports health
management system. A new type of intelligent sports man-
agement system is proposed in [19], which is constructed
by using information technology and human-computer
interaction technology under artificial intelligence and com-
bining it with deep learning technology. There is an orga-
nized review of healthcare management systems in [20] and
enhancement of healthcare management systems through
many of the latest IoT-oriented healthcare applications.

Firstly, most of the abovementioned multilabel feature
selection algorithms are based on linear regression and
mutual information. Among them, the multilabel feature
selection algorithm based on linear regression has poor
robustness due to the loss function (least square) of linear
regression. Moreover, the multilabel feature selection algo-
rithm based on mutual information has high algorithm
complexity and is not suitable for the analysis of high-
dimensional data. Therefore, in order to better analyze
user data features, a multilabel feature selection algorithm
based on L21 norm regression is constructed to promote
the analysis ability of the system. In addition, the existing
intelligent sports health management system seldom uses
expert experience data to guide data analysis. Finally, a
new type of intelligent sports health management system
is constructed by adding expert experience data into sys-
tem analysis and combining the proposed multitag feature
selection algorithm.

3. Method

To address the problem identified in Section 2, in this sec-
tion, the design principle of an intelligent sports health man-
agement system based on big data analysis and IoT is
introduced in detail from three aspects: feature selection in
big data analysis technology, the IoT technology, and intelli-
gent sports health management system.
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3.1. IoT Technology. The IoT technology refers to the use of
the contractual network protocol, and the use of IoT infor-
mation induction of all kinds of equipment (infrared image
sensor, the world’s first GPS satellite positioning system,
radio and laser image scanner, etc.) will be connected to
the Internet at the same time with any kind of objects. The
IoT network can simultaneously achieve a variety of voice
and image control, track objects’ location, and make image
monitoring and information management to facilitate the
IoT information network exchange and data communica-
tion. Thus, the IoT has unique advantages in fitness data col-
lection and information output.

About the IoT and its application in intelligent sports
health management systems, the first aspect is data collec-
tion: a large number of actual and reliable data are the basis
for the construction of the suggested model, including not
only users’ physical health status data but also medical
index data, as well as the experience summary data of
well-known coaches, etc. With these data, data mining tech-
nology can be used to analyze people’s physical conditions
and give a reasonable way of fitness. At the same time,
the IoT technology can collect information through various
intelligent fitness equipment, such as brilliant fitness brace-
lets, and innovative tracks.

Among them, wearable devices have been widely used in
sports activities. The most common are smart bracelets,
mobile phones, etc. Such devices can collect a user’s daily
energy intake and output and data such as the user’s heart
rate and exercise.

In terms of data output, the IoT technology can push the
evaluation results of big data analysis and suggested fitness
methods to users through various intelligent devices, such
as wearable devices, mobile phones, computers, and VR.
These intelligent devices typically have screens that allow
users to read information pushed by the IoT.

Among them, VR equipment can help users learn stan-
dard movements. Users can achieve the maximum fitness
effect in the shortest time. In addition, due to the novelty
of VR, it can also enhance users’ interest in fitness, develop
more users, and lead the wave of reasonable fitness for all.

3.2. Symbol Description. This subsection will briefly intro-
duce the symbols and meanings used in this article. The spe-
cific content is shown in Table 1. For any matrix M:

In addition, X ∈ Rn×d represents the sample matrix, Y ∈
Rn×m represents the real label matrix, and W ∈ Rd×m is the
matrix of coefficients.

3.3. Big Data Analysis Technology (Feature Selection). Big
data analysis technology is an essential component of knowl-
edge discovery, using computer algorithms to analyze data.
In many databases, the required data should be obtained
and the data should be properly converted, mined, and uti-
lized to obtain valuable information. Generally speaking,
the objects of big data analysis are basically structured, semi-
structured, or other structured data.

Feature selection is a kind of big data analysis technology
that selects d most representative features from n features of
the sample. Feature selection is used for data dimensionality

reduction. The selected features are also the most represen-
tative, so we can analyze the main factors affecting user
health through feature selection to provide more targeted
scientific and reasonable fitness methods. Due to the com-
plexity of data from users and their lives, multilabel feature
selection is more of the system, for analyzing the main fac-
tors affecting user health. Therefore, we propose a new mul-
tilabel feature selection method as follows:

Given multilabel dataset X ∈ Rn×d, its corresponding
label set Y ∈ Rn×m. According to the assumption of the prob-
lem, the loss function LðWÞ of the model is constructed and
the optimal solution is sought by minimizing LðWÞ. The for-
mula is as follows, where W ∈ Rd×m is the feature weight
matrix, which can reflect the importance of features.

Φ =min L Wð Þ: ð1Þ

In addition, the penalty function RðWÞ is often imposed
on the weight matrix W and the property of constraint W is
that the model is further idealized:

Φ =min L Wð Þ + αR Wð Þ, ð2Þ

where α is the penalty factor.
Due to the least square loss function of linear regression,

although the calculation is simple, it is not as robust as the
L21 norm. Therefore, L21 norm regression is used to describe
the relationship between the sample set and the label set:

L Wð Þ = XW − Yk k2,1: ð3Þ

The basic framework of the suggested algorithm is
constructed:

Φ =min XW − Yk k2,1 + αR Wð Þ: ð4Þ

In the suggested algorithm, we constrain the learning of
feature weight matrix in the following ways:

Let X•i represent the ith-column vector of dataset X and
Wi• represent the ith-row vector of the weight matrix W; if
X•i and X•j are similar, then, Wi• and Wj• are similar. Thus,
the similarity between features can be used to guide the
learning of the weight matrix and build the feature manifold
learning model:

Table 1: Notations of this paper.

Symbol Meaning

Mij The ith row and jth column of M

Mi∗ The ith row vector of M

M∗j The jth column vector of M

MT M transpose

tr Mð Þ Trace of M
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Input: data matrix X ∈ Rn×d , label matrix Y ∈ Rn×m, regularization parameters α and β, select the number of features K.
Output: feature selection result I.

a) Calculate LXT according to Eq (5) and (6).
b) The initialization matrices H and D are the identity matrices.
Repeat:

Update W: W = ðD−1XTHX + αD−1LXT + βÞ−1D−1XTHY
Update D: D = 1/kWi•k2
Update H: H = 1/kðXW − YÞi•k2

Until it converges.
c) Compute kWi•k2 ; ði = 1, 2,⋯,dÞ and sort it to find the first k largest assigned to I

Algorithm 1: The suggested algorithm.

IOT

IOT

Wearable devices

Cell phone

Computer

Intelligent fitness
equipment

Smart gym

Smart runway

Health
indicators

Expert
experience

User data

Users

Users

Cell phone

Computer

IOT
Cell phone

Computer

IOT
Cell phone

Computer

Figure 1: Structure diagram of smart sports health system.

Table 2: Dataset parameters.

No. Dataset Instances Features Labels Cardinality Training Test

1 Abide 2417 103 14 4.237 1500 917

2 Oasis 593 72 6 1.869 391 202

3 Ddsm 645 260 19 1.014 322 323

4 Mias 2407 294 6 1.047 1211 1196

5 Mura 600 294 5 1.236 400 200

6 Luna16 662 1185 27 1.252 463 199

Table 3: Display of optimal experimental results under index hamming loss.

Algorithm MFS_MCDM SSFS SCLS MDMR PMU FIMF Ours

Abide 0.2014 0.2137 0.2006 0.1999 0.2006 0.2021 0.1947

Oasis 0.2302 0.2418 0.2500 0.2409 0.2673 0.2252 0.2162

Ddsm 0.0471 0.0495 0.0499 0.0505 0.0504 0.0520 0.0468

Mias 0.1066 0.1290 0.1073 0.1348 0.1137 0.1587 0.1024

Mura 0.2050 0.2164 0.2110 0.2240 0.2270 0.2340 0.2000

Luna16 0.0342 0.0428 0.0326 0.0024 0.0056 0.0030 0.0020
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1
2
〠
d

i=1
〠
d

j=1
Wi• −Wj•

 2
2SXT ij

=
1
2
〠
d

i=1
〠
d

j=1
Wi• −Wj•
À Á

Wi• −Wj•
À ÁTSXTij

= Tr WT PXT − SXTð ÞWÀ Á
= Tr WTLXTW

À Á
,

ð5Þ

where LXT ∈ Rd×d is the Laplacian matrix of the Eigen similar
matrix; PXT ∈ Rd×d is the diagonal matrix, PXT ii =∑d

j=1SXT ij is
the ith diagonal element of PXT , SXT is the feature similarity

matrix, and SXT ij represents the similarity between feature
X•i and X•j. In this study, SXT is calculated by Pearson’s cor-
relation coefficient with square constraint and its formula is
as follows:

SXT ij =
X•i −X•j

 2
2

σ
, if X•i ∈NK X•j

À Á
orX•j ∈NK X•ið Þ

0, others,

8><
>: ,

ð6Þ

where NKðX•iÞ is the K neighborhood of X•i.

Table 4: Display of optimal experimental results under index ranking loss.

Algorithm MFS_MCDM SSFS SCLS MDMR PMU FIMF Ours

Abide 0.1742 0.1925 0.1745 0.1710 0.1723 0.1747 0.1673

Oasis 0.1864 0.2010 0.2056 0.1994 0.2570 0.2012 0.1700

Ddsm 0.1944 0.2138 0.2655 0.2591 0.2585 0.2586 0.2055

Mias 0.1201 0.1463 0.1129 0.1444 0.1290 0.1994 0.1027

Mura 0.2258 0.2477 0.2167 0.2550 0.2483 0.2662 0.1954

Luna16 0.0480 0.0869 0.0653 0.0066 0.0080 0.0078 0.0062

Table 5: Display of optimal experimental results under index one-error.

Algorithm MFS_MCDM SSFS SCLS MDMR PMU FIMF Ours

Abide 0.2356 0.2508 0.2268 0.2366 0.2366 0.2366 0.2236

Oasis 0.3119 0.3455 0.3614 0.3564 0.3614 0.3515 0.2673

Ddsm 0.5465 0.5872 0.6454 0.6744 0.6395 0.7035 0.5291

Mias 0.3169 0.3661 0.2977 0.3905 0.3904 0.4983 0.2617

Mura 0.4200 0.4300 0.4000 0.4450 0.4700 0.5000 0.3650

Luna16 0.4221 0.5477 0.4472 0 0 0 0

Table 6: Display of optimal experimental results under index coverage.

Algorithm MFS_MCDM SSFS SCLS MDMR PMU FIMF Ours

Abide 6.4569 6.6772 6.4482 6.3642 6.3708 6.3740 6.2814

Oasis 1.9851 2.0842 2.1139 2.0891 2.3614 2.0545 1.9158

Ddsm 2.2755 2.5542 3.2012 3.0495 3.0526 3.0526 2.3746

Mias 0.7032 0.8329 0.6681 0.8253 0.7492 1.0953 0.6154

Mura 1.1750 1.2520 1.1650 1.3200 1.2900 1.3550 1.0650

Luna16 1.6181 2.7236 2.1809 0.5930 0.6080 0.5930 0.5729

Table 7: Display of optimal experimental results under index average precision.

Algorithm MFS_MCDM SSFS SCLS MDMR PMU FIMF Ours

Abide 0.7551 0.7312 0.7563 0.7579 0.7562 0.7552 0.7655

Oasis 0.7815 0.7584 0.7496 0.7551 0.7143 0.7510 0.8071

Ddsm 0.5302 0.5143 0.4435 0.4158 0.4435 0.4074 0.5162

Mias 0.8058 0.7727 0.8163 0.7633 0.8034 0.6906 0.8365

Mura 0.7288 0.7208 0.7437 0.7058 0.7002 0.6791 0.7655

Luna16 0.7071 0.6044 0.6882 0.9919 0.9907 0.9915 0.9939
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Figure 2: Continued.
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Thus, a multilabel feature selection model is constructed:

Φ =min XW − Yk k2,1 + αtr WTLXTW
À Á

: ð7Þ

Meanwhile, in order to enable the suggested algorithm to
perform feature selection better and faster, L21 norm sparse
constraint is applied to W in equation (7):

Φ =min XW − Yk k2,1 + αtr WTLXTW
À Á

+ β Wk k2,1: ð8Þ

In terms of the optimization solution of the abovemen-
tioned formula, due to the nonsmoothness of the L21 norm,
it can be transformed into the following:

Φ =min tr XW − Yð ÞTH XW − Yð Þ
� �

+ αtr WTLXTW
À Á

+ βtr WTDW
À Á

,
ð9Þ

where H = 1/kðXW − YÞi•k2, D = 1/kWi•k2.
For the solution of equation (9), the derivative function

with respect to W is required:

∂Φ
∂W

=XTHXW −XTHY + αLXTW + βDW: ð10Þ

Set the derivative to 0:

XTHXW −XTHY + αLXTW + βDW = 0: ð11Þ

Thus, it can be concluded that the updating formula for
W is as follows:

W = D−1XTHX + αD−1LXT + β
À Á−1D−1XTHY: ð12Þ

Through solving the abovementioned problems, the
suggested multilabel feature selection algorithm is shown
in Algorithm 1:

The big data analysis technology can conduct cluster
analysis and collation of the massive sports fitness and
health data of residents collected to evaluate the user health
status and sports injury status. Applying big data processing
technology in sports injury assessment can improve the
accuracy and effectiveness of sports injury assessment and
enhance the efficiency of sports injury data processing. Spe-
cifically, the predictive model predicts possible sports inju-
ries and chronic diseases caused by excessive exercise for
users; data mining technology is used to analyze people’s fit-
ness behaviors to guide sports training. The recommenda-
tion model is used to recommend personalized scientific
fitness methods for users.

3.4. The Structure and Function of the Suggested System. The
intelligent sports health management system based on big
data analysis and the IoT comprises five layers (Figure 1):
user, IoT, cloud, system analysis, evaluation, and data,
respectively.

3.4.1. First, Basic Information Collection and Management
Functions. This function is used to manage the basic health
information of users. The specific role is to input and view
primary personal exercise data (including resident number,
name, region, age, gender, weight, item, duration of contin-
uous exercise, time of each exercise, sports injury history,
and past medical history). Data entry and viewing of the
personal physical activity status (including basic personal
information, maximum heart rate during exercise, exercise
time, amount of exercise, calories consumed, and lactic acid
accumulation). Introduction of personal fitness and health
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Figure 2: Hamming loss: the quality of each algorithm varies with the selected feature quantity.
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Figure 3: Continued.
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information, including: residents will automatically import
WeChat sports information, wearable smart device informa-
tion, innovative fitness equipment information into the sys-
tem, etc; Fitness and health information statistics, including
fitness statistics chart, health status statistics chart, etc.

3.4.2. Secondly, Data Analysis, and Health Status Assessment
Function. The feature can assess a user health at the right
time based on the user input, information collected by wear-
able devices and intelligent fitness equipment, and big data
analysis technology. This function uses a predetermined
health assessment model to assess the user health at rest
and during exercise according to the real-time collection of
basic exercise information and exercise status information.
These predetermined fitness assessment models are derived
from fitness assessment models in sports medicine.

3.4.3. Thirdly, Exercise Reminder and Disease Prediction
Function. Based on big data analysis technology and the
sports medicine model, this function predicts sports injuries
and diseases that may occur during users’ fitness. Fuzzy clus-
tering technology was used to cluster users into multiple user
types according to the five indicators of age, weight, gender,
exercise program, duration of continuous exercise, and med-
ical history. Collaborative filtering technology and a fuzzy
time series prediction model were used to predict possible
sports injuries and diseases.

3.4.4. Finally, a Scientific and Reasonable Fitness Program
Recommended Functions. The feature is based on collabora-
tive filtering of content, data mining techniques such as
association rules, and medical models of motion. This func-

tion can recommend scientific exercise and fitness methods
for residents according to their age, gender, weight, medical
history, exercise environment and other information, so as
to correct the wrong actions of residents in the exercise,
avoid sports injury, physical disease and other adverse
conditions, and improve the health promotion effect of
physical fitness.

4. Results and Discussion

To verify the effectiveness of the proposed feature selection
algorithm and the feasibility of the proposed intelligent
sports fitness system, six classical medical datasets were used
to test the effectiveness of the suggested multilabel feature
selection algorithm and the quality of the FSML algorithm
was compared with SCLS [13], MDMR [14], PMU [15],
FIMF [16], SSFS [9], and MFS_MCDM [12]. In addition,
ML-KNN [21] is used for classification and evaluation.

4.1. Experimental Setup. Six classic datasets from the medical
field were used: Abide, Oasis, Ddsm, Mias, Mura, and
Luna16. The specific parameters of each dataset are shown
in Table 2:

In terms of experimental settings, first, the experimental
data are discretized [22]. Second, set the parameters in algo-
rithms MDMR, ML-KNN, and FIMF to default values.
Finally, because some parameters need to be randomly ini-
tialized in the MFS_MCDM algorithm and SSFS algorithm,
the experimental results given by the MFS_MCDM algo-
rithm and SSFS algorithm are the mean of 10 times running
and the experimental results provided by all algorithms are
the optimal results under the optimal parameters.
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Figure 3: Ranking loss: the quality of each algorithm varies with the selected feature quantity.
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Figure 4: Continued.
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In terms of evaluation indicators, five evaluation indexes:
hamming loss, one-error, coverage, average precision, and
ranking loss, were selected to evaluate and compare the
quality of each experimental algorithm comprehensively.
The specific meanings of each indicator are as follows:

Let D ∈ Rn×d be the sample data of the training set and
Y ∈ Rn×m be the corresponding label set data. hðDi•Þ repre-
sents the binary label vector, and ranki•ðqÞ represents the
rank predicted by label Yq•.

(1) Hamming loss indicates the percentage of misclassi-
fied labels

HL =
1
n
〠
n

i=1

1
m

h Di•ð ÞΔYi•k k1, ð13Þ

where Δ is the symbol of symmetry difference

(2) Ranking loss is the ratio of labels to the reverse order

RL =
1
n
〠
n

i=1

1
1TmYi•1Tm fYi •

〠
q:Yq

i•=1
〠

q′:Y
q′
i• =0

Pð Þ, ð14Þ

where P = δðranki•ðqÞ ≥ ranki•ðq′ÞÞ, δðzÞ is indicator func-
tions and fYi • is the complement of Yi• on Y

(3) One-error indicates the sample proportion of the
“most relevant predicted label” that does not exist
in the “real label.”

OE =
1
n
〠
n

i=1
δ Yl

i• = 0
� �

, ð15Þ

where l = arg min
q∈½1,m�

ranki•ðqÞ

(4) Coverage is the average number of moves that the
“sorted labels” need to make to cover the real label
correlation set

CV =
1
n
〠
n

i=1
arg max

q:Yq
i•=1

ranki• qð Þ − 1 ð16Þ

(5) Average precision refers to the label whose correla-
tion is higher than that of a particular label

AP =
1
n
〠
n

i=1

1
1TmYi•

〠
q:Yq

i•=1

∑q′:Yq′
i•=1

P
ranki• qð Þ ð17Þ

Among the five evaluation indexes, except coverage, the
range of the other indexes is ½0, 1�. Among these five evalua-
tion indexes, the larger the value of the average precision index

10 20 30 40 50

0.6

0.55

0.5

0.45

0.4

0.35

Number of selected features

O
ne

-e
rr

or

Ours
PMU
FIMF
MDRM

MFS_MCDM
SCLS
SSFS×

(e) Mura

10 20 30 40 50

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

O
ne

-e
rr

or

Number of selecteed features

Ours
PMU
FIMF
MDRM

MFS_MCDM
SCLS
SSFS×

(f) Luna16

Figure 4: One-error: the quality of each algorithm varies with the selected feature quantity.
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Figure 5: Continued.
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is, the better the algorithm quality is, while the smaller the
value of other indexes is, the better the algorithm quality is.

4.2. Analysis of Experimental Results. Tables 3–7 show the
experimental comparison results of the suggested algorithm
with six advanced multilabel feature selection algorithms,
and the optimal results are shown in bold. The experiment
was carried out under five commonly used multilabel feature
selection evaluation indexes. Tables 3 and 5 show that the
hamming loss and one-error index values of the suggested
algorithm on each experimental dataset are optimal. In
Tables 4, 6, and 7, although the index values of ranking loss,
coverage, and average precision of the suggested algorithm
on Ddsm datasets are slightly inferior to those of the MFS_
MCDM algorithm, the index values on the other five exper-
imental datasets are still optimal. Therefore, the overall qual-
ity of the suggested algorithm is better than that of the
comparison algorithms.

In addition, in Tables 3–7, we can find that the quality of
the suggested feature selection algorithm has been improved
to some extent compared with that of the comparison algo-
rithm under different data and indicators.

It can be calculated in Table 3 that, on Mias and Luna16
datasets, the quality of the feature selection algorithm sug-
gested in this paper under the hamming loss index improves
by a maximum of 35.48% and 95.33%, respectively, com-
pared with the comparison algorithm. As can be seen in
Table 4, on Mias and Mura datasets, the quality of the fea-
ture selection algorithm suggested in this paper under the
ranking loss index is 48.5%–90.3% and 26.6%–98.3% higher
than that of the comparison algorithm, respectively.

In addition, it can be calculated in Table 5 that on the
Mura dataset, the quality of the suggested algorithm under

the one-error index is improved by 27%–87.5% compared
with that of the comparison algorithm. In Table 6, the
quality of the suggested algorithm under index coverage
improves 43.8%–78.9% on dataset Mias. It can be calcu-
lated in Table 7 that, on Ddsm and Mura datasets, the
quality of the feature selection algorithm suggested in this
paper under the ranking loss index is 2.6%–26.7% and
2%–64.4% higher than that of the comparison algorithm,
respectively.

In addition, to display the comparison of various algo-
rithms in a more specific and intuitive way, the number of
selected features is taken as the horizontal axis. The quality
value under the corresponding index is taken as the vertical
axis to show the change of the corresponding index value of
the selected features in each algorithm within the range of
½10, 15, 20, 25, 30, 35, 40, 45, 50�.

Specifically, in Figures 2–6, we can intuitively observe
the change of the optimal result of the comparison algorithm
under the optimal parameter as the number of selected fea-
tures increases and the quality comparison of each algorithm
under the same dataset and the same indicator when the
number of selected features is ½10, 15, 20, 25, 30, 35, 40, 45,
50�. As can be seen in Figure 2, under the hamming loss
index, the curves of the suggested algorithm on all datasets
are below the curves of the comparison algorithm, thus indi-
cating the superiority of the suggested algorithm in the ham-
ming loss index. It can be seen in Figures 3–5 that the curve
of the suggested algorithm in Abide, Oasis, Mias, and Mura
datasets is obviously below the angle of the suggested algo-
rithm. It shows the superiority of the suggested algorithm
in ranking loss, one-error, and coverage index. It can be seen
in Figure 6 that the curve of the suggested algorithm in
Abide, Oasis, Mias, and Mura datasets is obviously above
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Figure 5: Coverage: the quality of each algorithm varies with the selected feature quantity.
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the angle of the suggested algorithm, thus demonstrating the
superiority of the suggested algorithm in the average preci-
sion index.

The multilabel feature selection algorithm suggested in
this paper effectively deals with feature selection problems
and has certain advantages over the comparison algorithm.

In addition, ranking and significant differences among
experimental algorithms are shown in Figure 7 [23]. In
Figure 7, the horizontal axis represents rankings, from left to
right, ranking higher and higher, and a horizontal line con-
nects algorithms with no significant difference. Specifically, it
can be observed in Figure 7 that the ranking of the suggested
algorithm under each index always remains the first, which
indicates that the overall quality of the suggested algorithm
is better than that of the comparison algorithm. Although
the suggested algorithm has no significant difference with
SCLS and MFS_MCDM algorithms under each index, it sig-
nificantly differs from other comparison algorithms.

4.3. Performance Analysis of the Proposed Algorithm. To
prove the feasibility of feature selection, a convergence
experiment of the proposed algorithm was designed and car-
ried out. In the experiment, regular term parameters α = 1
and β = 1 were set and the algorithm iteration times were
50. The experimental results are shown in Figure 8:

In addition, we also analyze the time complexity of the
suggested algorithm. As can be seen in the pseudocode in
Algorithm 1, if the number of iterations is T , the time com-
plexity of updatingW of the suggested algorithm is Oðtd2nÞ;
the time complexity of update D is OðtdmÞ; and the time
complexity of updating H is OðtdnÞ. Therefore, the total
time complexity of the suggested algorithm is Oðtd2n + td
n + tdmÞ. As can be seen in Figure 8, the value of t is gener-

ally less than 10, so the time complexity of the suggested
algorithm is greatly affected by the sample number n and
feature number d.

Finally, we compared the running time of experimental
algorithms on six experimental datasets and the results are
shown in Table 8:

As shown in Table 8, although the running time of the
proposed algorithm in Oasis, Mias, and Luna16 data is not
as good as the MFS_MCDM algorithm, it is better than
other algorithms. In addition, the running time of the pro-
posed algorithm is also optimal on the whole.

4.4. Feasibility Analysis of the Suggested System

4.4.1. Technical Feasibility Analysis. First, under the rapid
development of computer technology and science and tech-
nology, the number of computer operation talents is
increasing, which can play a role of talent support for big
data analysis techniques in the design of sports health man-
agement systems. Secondly, with the rapid development of
computer technology in recent years, the continuous
improvement of relevant hardware and software technology
can lay an excellent technical guarantee for the data analysis
link in the design of sports and health management sys-
tems, continuously improving the application value of
unstructured data, and expand the path for users to obtain
data information. Third, the rapid development of cloud
storage, computing technology, data storage technology,
and the IoT provide intelligent and diversified support for
constructing a sports health management system.

They have targeted feasibility analysis. Sports health
management systems’ construction, innovation, and devel-
opment are closely related to data analysis, feedback, and

0.78

0.76

0.74

0.72

0.7

0.68

0.64

0.66

0.62
10 20 30 40 50

Number of selected features

Ours
PMU
FIMF
MDRM

MFS_MCDM
SCLS
SSFS×

Av
er

ag
e p

re
ci

sio
n

(e) Mura

1

0.95

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.5

0.55

10 20 30 40 50

Number of selected features

Ours
PMU
FIMF
MDRM

MFS_MCDM
SCLS
SSFS×

Av
er

ag
e p

re
ci

sio
n

(f) Luna16

Figure 6: Average precision: the quality of each algorithm varies with the selected feature quantity.
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application. In the era of big data, data mining can play the
role of economic evaluation. The application of big data
analysis technology to analyze user health data and design
fitness programs can comprehensively analyze the physical

health indicators of each user and collect and master the
fitness situation of each user, as well as the fitness experience
of relevant experts, to provide users with scientific and rea-
sonable fitness programs and optimize the application of
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Figure 7: The form of the mean rank graph of the results of Bonferroni-Dunn test.
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Figure 8: Convergence of the suggested algorithm on experimental data.
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various fitness methods. Data mining technology can inte-
grate user health information, expert experience, medical
index information, and the IoT information, play the role
of data retrieval, application, and interaction, pay full atten-
tion to users’ physical health, and provide targeted efficient
scientific and reasonable fitness programs.

5. Conclusion

Through a lot of research and experiments, a new type of
intelligent sports management system is proposed in this
paper. The system was built by combining big data analysis
with IoT technology. In the system, the relevant informa-
tion is collected and pushed through the IoT technology,
ensuring the reliability of collected information and the
timeliness of pushed information. Information analysis is
achieved through the multilabel feature selection algorithm
proposed in this paper, which can better analyze and extract
the main factors affecting user health and provide a solid
basis for designing targeted fitness programs. In addition,
we not only compared the proposed feature selection algo-
rithm with SSFS, SCLS, and other algorithms but also car-
ried out the feasibility analysis of the proposed intelligent
sports health management system. The experimental results
and system feasibility analysis show that the proposed intel-
ligent sports health management system is feasible and
superior. We will combine more big data analysis tech-
niques to make the suggested system more targeted and
effective in future studies.
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Table 8: Running time (sec) of the multilabel feature selection methods.

Algorithm MFS_MCDM SSFS SCLS MDMR PMU FIMF Ours

Abide 0.0081 4.0996 0.5040 34.7042 131.9868 4.2689 0.0076

Oasis 0.0021 0.2829 0.0820 2.9552 9.1605 0.2407 0.1820

Ddsm 0.0212 0.6920 0.3622 35.5024 67.2589 5.6493 0.0020

Mias 0.0413 7.6726 0.9843 40.1615 161.0445 1.8438 0.1431

Mura 0.0292 0.9856 0.3069 12.4732 49.8773 0.5106 0.0193

Luna16 0.0010 0.0290 0.0201 0.2026 0.8025 0.0443 0.0204
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There exists a phenomenon that subjectivity highly lies in the daily evaluation process. Our research primarily concentrates on a
multiperson evaluation system with anomaly detection to minimize the possible inaccuracy that subjective assessment brings. We
choose the two-stage screening method, which consists of rough screening and score-weighted Kendall-τ distance to winnow out
abnormal data, coupled with hypothesis testing to narrow global discrepancy. Then we use fuzzy synthetic evaluation method
(FSE) to determine the significance of scores given by reviewers as well as their reliability, culminating in a more impartial
weight for each reviewer in the final conclusion. The results demonstrate a clear and comprehensive ranking instead of
unilateral scores, and we get to have an efficiency in filtering out abnormal data as well as a reasonably objective weight
determination mechanism. We can sense that through our study, people will have a chance of modifying a multiperson
evaluation system to attain both equity and a relatively superior competitive atmosphere. A preprint has previously been
published (Ni, 2022).

1. Introduction

The evaluation system has long been an indispensable part
of measuring the performance of particular behaviour. For
years, subjective evaluation and objective assessment have
been rather separated in their respective fields. However,
with the booming improvement in science and technology,
these two indicators are somehow gradually intertwined
and have the objective one taken the lead. Even so, subjective
evaluation cannot be erased for good, on the account that it
has its unique characteristics indeed, which can be general-
ized as minute scope, fair adaptability, low cost, and high
randomness. When it comes to examinations or appraisals,
expertise revision of contributions, personnel recruitment,
project bidding, judgments on equipment’s function or mer-
chandise’s quality, and even government’s policymaking,
subjective assessment operates in every tiny aspect of the
society, paving the way for its unremitting upswing.

Practically, the two evaluation strategies have their lean-
ings. To minimize the repercussion of their defects, under a
particular circumstance, there are scholars wedded to incor-
porating the two assessment methods together, in the hope

that the results can be much fairer as well as more reliable
[1–3]. Nevertheless, in many scenarios, objective evaluation
data is hard to obtain, and many a strength of subjective
evaluation make it a more practical means. A simple way
to increase the credibility of the evaluation is to summarize
the information of multiple reviewers, which will lead to
the inconsistency of results so that a significant number of
researchers address themselves into how to integrate various
information to make the ultimate review authentic as much
as possible. To avert a mixture of standards, experts should
conduct an evaluation with respect to various indices in
different situations. Xing [4] proposes correlation analysis
[5] to measure the reliability of reviewers, screening out
the discrepant values and, at the same time, streamlining
the assessment indices that possess a strong correlation with
each other. Regarding that different reviewers have different
standards over objects, Xing [4] chooses to apply fuzzy anal-
ysis hierarchy process (FAHP) [6] to the problem, in the
hope of a comparable and definite weight factor for each
evaluation index. That is to say, by forming a fuzzy judg-
ment matrix that consists of experts’ appraisals, we can
determine the weight factors in the assessment system.
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Nevertheless, most works fail to consider the confidence
of different reviewers, and they just take average to obtain
the score of a specific assessment index for each individual.
Moreover, those proposed assessment indices will also be
affected both subjectively and professionally, and on a cer-
tain condition, we cannot even put forth a scientific index,
for instance, when teachers in schools rate their students,
the only factor worth referring to is the final score. Thus,
our research will prioritize the information-limited prob-
lems and attempt to refine the disadvantages of subjective
evaluation as below:

To start with, the evaluation standard differs from per-
son to person, so there is no absolute right or wrong, and
every authority has his/her own precept and preference. In
other words, for a certain wide range of scoring standards,
diverse experts have enormous differences in the under-
standing of the evaluation standards and the grasp of the
assessment scales, which simultaneously give rise to a con-
spicuous contrast. The second lies in the psychological
impact of each expert during the evaluation process. When
scoring, the experts will inevitably be influenced more or less
by the scores of other students he has given. That is to say,
subsequent scores will be subject to all of the previous scor-
ing results, which conduce to the essential variation.

According to the imperfections that exist in the subjec-
tive evaluation, our study intends to improve the multiper-
son subjective evaluation method through the lens of
mathematical modeling, which is widely applied in various
kinds of engineering and simulation problems [7–10]. We
endeavour to provide resolutions in the design of assessment
procedure as well as assessment approaches, making evalua-
tion results and objective facts coordinate as much as possi-
ble. In this case, we may help stamp out the bias and
constraints of individual evaluation and demonstrate impar-
tiality as well as authority, so as to shape a superior compet-
itive atmosphere.

In our research process, we use two-step screening as a
quick start to examine the anomalous data. Given that the
standard Q-test method [11] and 3-σ principle [12] fail to
work well when the samples are inadequate, we can utilize
these methods for a rough selection and then apply
Kendall-τ distance to examine the data winnowed out for
the sake of advancing the secondary screening procedure.
In light of the drawbacks that original Kendall-τ distance
can hardly fully contemplate the differences among values
of scores, we rework the idea as score-weighted Kendall-τ
distance and regard it as an objective function, screening
out the abnormal data which will result in a minor decrease
in the objective. Moreover, still in the data preprocessing
stage, we propose to mitigate the discrepancy of scores given
by the same reviewer between two classes through hypothe-
sis testing. Later, considering the fuzzy relationships among
reviewers’ judging criteria, we interpret the outcomes from
different experts as different judging indices of objects eval-
uated, so as to use the fuzzy synthetic evaluation model
[13–16]. When weighing those experts’ reviews, we not only
take the weight stemmed from the fuzzy synthetic evaluation
into consideration but also calculate another type of weight
derived from the scale of anomalous data excluded, which

can tell the reliability of the evaluation. Coupling the two
weights with each other, we take the average as the final
weight for the index, thereby measuring the accuracy of eval-
uation more efficiently [17].

In the following sections, we first present the formula-
tion of the entire problem. And then, we narrate the for-
mation process of our evaluation method, including the
two-stage screening method, hypothesis test, and fuzzy
synthetic evaluation method. Subsequently, we conduct
experiments and show the effectiveness of our methods.
Furthermore, we ultimately draw a conclusion of the ques-
tions and elucidate the notion of our research and modifi-
cation for a more equitable evaluation system.

2. Problem Formulation

In this section, we introduce standard problem formulation
that we aim to tackle via our proposed model. Moreover,
we also specify certain assumptions which contribute to
the completeness of our definition.

Let gkij denote the grade given by reviewer i to student j
in class k, where i = 1, 2,⋯,m, j = 1, 2,⋯, nk, and k = 1, 2,
⋯, C. Let πi denote the ranking of all students, whose papers
are reviewed by reviewer i, in descending order of their
grades.

We mainly focus on two representative assessment situ-
ations. The first is that we are given one class with n stu-
dents whose papers need to be graded by m reviewers.
The second situation is that we are given k classes, where
k ≥ 2, and each of the m reviewers must grade all the clas-
ses. In both cases, the task is to estimate the actual grades
of all the students and determine their final rankings as fair
and objective as possible, without knowing about the evalu-
ation principles or preferences of each reviewer. It is worth
mentioning the following assumptions that help avoid cer-
tain intricate controversies:

(1) Each reviewer grades papers under the same external
conditions

(2) All papers are kept secret before reviewing

(3) Reviewers are not allowed to discuss with each other

(4) Students’ rankings are only determined by their final
synthesized scores

3. The Proposed Evaluation System

3.1. Anomaly Detection. Since the only difference between
the two situations is the number of classes, we decide to
tackle this at the end of the analysis. For the screening of
the abnormal data, the most common method is indubitably
the trimmed mean, which strikes out a certain proportion of
the highest and lowest scores and averages the remaining
ones. However, in our research, we actually have only a
small amount of reviewers for the evaluation task, where
the trimmed method cannot operate to its full potential
and has low robustness [18]. On the one hand, under the
premise that students have only a few scores, removing high
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scores or low scores can reduce extreme data to a certain
extent, but it also causes a significant loss of data. In this
case, for some superficially extreme scores, we decide to win-
now them out instead of directly discarding them. This effec-
tively considers that despite the extremity of the lateral
comparison among scores given by different reviewers, this
kind of extremity can be rather valuable in the whole rank-
ings given by a specific reviewer. Taking this factor into con-
sideration and then designing a rational objective function,
we can reach out to a relatively optimal two-step screening
method. On the other hand, each reviewer may generally
rate students from different classes high or low due to vari-
ous evaluation standards, and there remains a certain con-
trast among scoring intervals. Therefore, the scores given
by the reviewers do not comply with the normal distribution
of their true average score, so the horizontal comparison can
be meaningless. As a consequence of that, if we substitute
students’ scores with their rankings, this new indicator can
also make the two-step screening method well-performed.

3.1.1. Rough Screening. There are plenty of typical means to
filter outliers, such as 3-σ principle, quantile method, and Q-
test. However, in terms of our research, we notice that there
are not enough samples, because each student have gained
scores only from few reviewers, and at the same time, the
degree of anomaly fails to reach the standards of the
methods mentioned above. For the second situation, after
we transform their original scores into rankings as discusses
above, it will face the same trouble.

Aware of this problem, we alter our perspective from
designing an efficient one-round screening method to a
two-stage method. In the first step, we roughly calculate
the average and variance of students’ scores and then sub-
sume data into a set G1 if its deviation from the average is
greater than α times of its variance, that is,

G1 = j, i, gij
� �

: gij − avgj
��� ��� ≥ α∙stdj

n o
, ð1Þ

where avgj and stdj are the average and standard deviation
of student j’s scores, respectively. We call G1 the anomaly
set after proceeding step i, and α is a hyperparameter
required to be fine-tuned. The second step is much more
pivotal and will be specified in the following section.

3.1.2. Second Screening via Score-Weighted Kendall-τ
Distance. To conduct the second step of winnowing out
abnormal data, we would like to introduce the definition of
Kendall-τ distance [19] to you for a quick start.

Definition 1. We define the Kendall-τ distance between τ1
and τ2 as below:

δK τ1, τ2ð Þ = 〠
u≻τ1 v

I v≻τ2
u

È ÉÂ Ã
, ð2Þ

where f·g denotes certain events, I½·� denotes the indicative
function, and x ≻ τ y denotes that student x is ranked higher
than student y in rank τ.

The ranking of students can be directly obtained through
their scores. According to Definition 1, we can sense that if
two reviewers’ reviews on a particular student differ a great
deal, then the Kendall-τ distance will be relevantly larger.

Having a deeper insight into the problem, the given def-
inition of Kendall-τ distance practically remains some draw-
backs because it simply contains the order of two students
but overlooks the specific difference in scores. However, in
our research, the problem encountered has siccar grades sta-
tistics, so that we can make a modification and obtain a
score-weighted Kendall-τ distance as below:

δSK πk, πlð Þ = 〠
u≻πk

v

gku − gkvð Þ + glv − gluð Þ½ �
2 ∙I v≻πl

u
È ÉÂ Ã

∙I u, v ∈ πkf g ∩ u, v ∈ πlf g½ �,
ð3Þ

where πk and πl are rankings given by reviewers k and l,
respectively, and u ∈ πk denotes that the score of student u
from reviewer k has not been filtered out. We hope that
the following objective function will become as small as pos-
sible after we winnow out the target data.

L π1,⋯, πmð Þ = 〠
1≤k<l≤m

δSK πk, πlð Þ: ð4Þ

If we, respectively, consider how much the objective
function L will decline after removing a subset of the abnor-
mal set G1, it will become an exponential time complexity
algorithm, which is pretty impractical. Hence, we apply a
greedy method that only needs to figure out how much the
objective function will decline when one abnormal score
gij ∈ G1 is deleted. Those who cause significant decline are
more likely to be eliminated. Here, we do not necessarily
use formula (4) for calculation every single time but merely
compute the decline value for each gij as below:

Δij =〠
k≠i

δSK πk, πið Þ:−δSK πk \ gkj

n o
, πi \ gij

n o� �� �

=〠
k≠i

 
〠
j≻πk

v

gkj − gkv

� �
+ giv − gij
� �

2 ∙I v≻πi
j

È ÉÂ Ã

+ 〠
j≻πk

v

gkj − gkv

� �
+ gij − giv
� �

2 ∙I j≻πi
v

È ÉÂ Ã!

=〠
k≠i

〠
v

gkj − gkv
��� ��� + giv − gij

��� ���
2

∙I j≻πi
v, v≻πk

j
È É

∪ j≺πi
v, v≺πk

j
È ÉÂ Ã

::

ð5Þ

After sorting Δ = fΔij : gij ∈ G1g in descending order, we
select the largest dΔij and find their corresponding gij ∈ G1
to form another abnormal set G2, where the size of d can
be heuristically tuned. Note that if an anomaly gij has
already been blanked out, theoretically, the corresponding
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with respect to a smaller scores set. To put it more clearly, if
a gi0 j0 is moved away, terms related to reviewer i0, or say πi0

,

in equation (3) will become zero due to the existence of the
second indicative function I½fu, v ∈ πkg ∩ fu, v ∈ πlg�. How-
ever, if we denote the set recalculated decline values as
Δ’ = fΔ’ij : gij ∈ G1 \ fgi0 j0gg, we can easily verify that if

Δi1 j1
≤ Δi2 j2

, then Δ’i1 j1 ≤ Δ’i2 j2 . Therefore, getting rid of the
anomalies greedily merely with respect to Δ is reasonable.
We present a concise architecture in Figure 1 to summarize
the two-stage screening.

3.2. Fuzzy Synthetic Evaluation. Based on the problem anal-
ysis in Part 2, after the screening of abnormal data, we need
to synthesize all the information to determine the final score
of each student. Inspired by the methods in [20, 21], we clev-
erly adapt the fuzzy synthetic evaluation method to our less
informatics problem setting, treating each reviewer as an
evaluation index. We have the observation matrix G =
ðgijÞ1≤i≤m,1≤j≤n, where m is the number of reviewers and n

is the number of students. Since the scores given by each
reviewer can be understood as a benefit indicator, we can
establish a fuzzy benefit matrix B = ðbijÞ1≤i≤m,1≤j≤n, where

bij =
gij −minjgij

maxjgij −minjgij
: ð6Þ

It should be noted that, in accordance with Section 4.1,
some gij has been screened out. We do not fill in the blanks
for those missing values but choose to ignore them, which
means that if gij is missing, bij is also missing in matrix B.

Coming up then, we need to establish the weight wi, 1
≤ i ≤m of each reviewer. Firstly, the coefficient of variation
is adopted to fully consider the influence of the size of eval-
uation intervals on the degree of differentiation of students.
The coefficient of variation corresponding to each reviewer
is calculated according to formula (7), aiming at fully con-
sidering the unknown influence of the size of evaluation
intervals on ranking:

vi =
σi

�gi
, i = 1,⋯,m, ð7Þ

where

�gi =
1
n
〠
n

j=1
gij, ð8Þ

σi =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n − 1〠
n

j=1
gij − �gi
� �2vuut , i = 1, 2,⋯, n: ð9Þ

Note that when calculating σi and �gi, the sample size is
taken as the number of scores given by the evaluation
reviewer i, excluding the screening ones. Then, vi is normal-
ized to obtain the first component of the weight:

w 1ð Þ
i = vi

∑m
i=1vi

, i = 1,⋯,m: ð10Þ

Secondly, we consider the credibility of each reviewer
and use ni, the number of reviewer i’s screened scores, to
obtain another part of the weight:

w 2ð Þ
i = n − ni

∑m
i=1 n − nið Þ , i = 1,⋯,m: ð11Þ

Finally, the weight of each reviewer is determined by the
following formula:

wi =
w 1ð Þ

i +w 2ð Þ
i

2 , i = 1,⋯,m: ð12Þ

Then, Fj =∑m
i=1wi∙bij is calculated for student j, and

their ranking can be obtained after sorting fFjg.
Actually, the ultimate goal of our calculations is to deter-

mine the ranking of students. Now that the ranking has been
obtained, if we want to output the final score, we only need
to select a reference value, for example, minj g1j, and further
plus Fj (maxj g1j −minj g1j). Then, the final score f j of stu-
dent j is

f j = Fj maxjg1j −minjg1j
� �

+minjg1j: ð13Þ

We also provide a clear flow chart of how to utilize FSE
in our problem as shown in Figure 2.

3.3. Normal Hypothesis Tests. For the second situation, we
propose to perform the normal hypothesis test before
screening abnormal data. For simplicity, we only consider
the case with two classes. Since we can give feasible solu-
tion, it can be easily generalized to multiclass scenarios by
fixing one target class and conducting hypothesis test
between the target and other classes one by one. Specifi-
cally, we test the mean and variance of the grades given
by one reviewer to two classes. We assume that the grades
given by reviewer i to class k follow the normal distribution
Nðμki , σk

i Þ, i = 1,⋯,m, k = 1, 2; we need to test the following
two questions:

(1) H0 : μ
2
i − μ1i = 0↔H1 : μ

2
i − μ1i ≠ 0

(2) H0 : σ
2
i /σ1

i = 1↔H1 : σ
2
i /σ1

i ≠ 1

Rough screening Calculate decline
values

Heuristically
select d largest

Δij

Final
corresponding gij

G2
G1 Δ

Figure 1: Architecture of two-stage screening method.
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Set the confidence level to α. Note that μki and σk
i are

unknown, and here, we have large samples. Therefore, we
apply t-test to the first question and F-test to the second,
and the rejection region of the test for question (a) and ques-
tion (b) are, respectively, as below:

D1 =
�

g1
i1,⋯,g1

in1
, g2

i1,⋯,g2in1
� �

: G2
i −G1

i

Swi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1n2
n1 + n2

r����
����

> tn1+n2−2
α

2
� ��

,

D2 =
(

g1
i1,⋯,g1in1 , g

2
i1,⋯,g2in1

� �
: S2i
À Á2
S1i
À Á2

> Fn2−1,n1−1 1 − α

2
� �

or S2i
À Á2
S1i
À Á2 > Fn2−1,n1−1

α

2
� �)

,

ð14Þ

where

Gk
i =

1
nk

〠
nk

j=1
gkij,

Swið Þ2 = 1
n1 + n2 − 2 n1 − 1ð Þ S1ð Þ2 + n2 − 1ð Þ S2ð Þ2Â Ã

,

Ski
� �2

= 1
nk − 1〠

nk

j=1
gkij −Gk

i

� �2
, i = 1,⋯, 5, k = 1, 2:

ð15Þ

All the statistics mentioned above can be obtained from
the existing data. Based on the results of the two tests as well
as the practical meaning of confidence rate, we scale the
scores differently:

(1) If both of the test results are rejection, we apply the
following transformation to the scores of class 2
given by the reviewer i:

g2ij = 1 − αð Þ S1i
S2i

g2ij −G2
i

� �
+G1

i

� �
+ αg2ij ð16Þ

(2) If the result of question (a) is rejection and that of
question (b) is acceptance, we apply the following
transformation to the scores of class 2 given by the
reviewer i:

g2ij = 1 − αð Þ g2ij − G2
i +G1

i

� �
+ αg2ij ð17Þ

(3) If the result of question (b) is rejection and that of
question (a) is acceptance, we apply the following
transformation to the scores of class 2 given by the
reviewer i:

g2
ij = 1 − αð Þ S1i

S2i
∙ g2ij −G2

i

� �
+G1

i

� �
+ αg2ij ð18Þ

(4) If both of the test results are acceptance, we keep
them unchanged

After rescaling, we can merge the two classes’ grades into
one table and then conduct abnormal data screening and
fuzzy synthetic evaluation.

4. Experiments

In this section, we conduct two experiments that testify to
the effectiveness of our methods. We will specifically
describe the dataset we use and present the results in detail.

4.1. Settings. For each aforementioned situation in Section 2,
we collect two corresponding datasets for evaluating the

Fuzzy benefit
matrix B

Observation
matrix G

Abnormalities
screening

Calculate
coefficient of

variation

Confidence of
each reviewer

Weights of each
reviewer

Final scores

Figure 2: Flow chart of calculating students’ final scores via fuzzy synthetic evaluation.
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critical statistics of the datasets.
Notably, all the scores are rated following the percentage

system, ranging from 0 to 100, preventing the uncertainties
introduced from other level ranking systems. Apart from
that, we do not have any knowledge of the reviewers’ criteria
for judging.

4.2. Results

4.2.1. Experiment I. In the first scenario, the intervals of the
grades given by the three reviewers are 65-95, 62-99, and 60-
98, respectively, which are almost identical. Therefore, there
is no need to use the student’s ranking instead of grades to
filter out abnormal data.

We first apply the method proposed in Section 3.1.1 to
screen out 33 anomalous scores. After that, we calculate the
quantity for each anomalous score based on equation (5)
and sort the results in decreasing order as below: Δ=fð91, 3,
2667:0Þ, ð57, 3, 1811:5Þ, ð6, 3, 1503:5Þ, ð53, 3, 1447:5Þ, ð7, 3,
1444:5Þ, ð62, 3, 1429:5Þ, ð60, 3, 1384:5Þ, ð94, 1, 1361:0Þ, ð8, 2,
1121:5Þ, ð68, 3, 1120:0Þ, ð74, 3, 1104:0Þ, ð82, 2, 1017:0Þ, ð90,
2, 952:0Þ, ð102, 1, 871:0Þ, ð71, 3, 831:0Þ, ð48, 3, 816:0Þ, ð69, 3,
764:5Þ, ð27, 2, 757:5Þ, ð20, 3, 731:0Þ, ð19, 1, 726:0Þ, ð25, 3,
715:0Þ, ð47, 3, 696:0Þ, ð86, 1, 658:5Þ, ð33, 3, 648:0Þ, ð73, 3,
645:5Þ, ð89, 2, 642:5Þ, ð58, 3, 625:0Þ, ð51, 3, 624:0Þ, ð84, 3,
571:5Þ, ð17, 2, 548:5Þ, ð2, 1, 452:0Þ, ð78, 1, 334:0Þ, ð97, 2,
128:0Þg. “(j, i, x)” denotes Δij = x.

We set the confidence to 0.80; that is, select the first 33
× 0:80% ≈ 26 elements in collection fΔijg and take their
corresponding gij as the final anomalous scores: G2 = fð91, 3
, 98Þ, ð57, 3, 65Þ, ð6, 3, 60Þ, ð53, 3, 68Þ, ð7, 3, 67Þ, ð62, 3, 67Þ,
ð60, 3, 63Þ, ð94, 1, 95Þ, ð8, 2, 85Þ, ð68, 3, 70Þ, ð74, 3, 63Þ, ð82,
2, 75Þ, ð90, 2, 85Þ, ð102, 1, 85Þ, ð71, 3, 74Þ, ð48, 3, 70Þ, ð69, 3,
71Þ, ð27, 2, 69Þ, ð20, 3, 72Þ, ð19, 1, 88Þ, ð25, 3, 62Þ, ð47, 3, 74Þ,
ð86, 1, 90Þ, ð33, 3, 61Þ, ð73, 3, 73Þ, ð89, 2, 95Þg. “(j, i, x)”
denotes gij = x.

The next step is to proceed with the fuzzy synthetic eval-
uation. The observation matrix can be directly obtained
from the dataset, and simple calculation leads to the fuzzy
benefit matrix. When these are all done, we can calculate
the two types of weights:

w 1ð Þ = 0:325675,0:377674,0:296651ð Þ,
w 2ð Þ = 0:349153,0:345763,0:305085ð Þ,
w = 0:337414, 0:361718, 0:300868ð Þ:

ð19Þ

Finally, we calculate the final score using formula (13),
and the quicksort algorithm [22] can be harnessed to

accelerate ranking. Because the weights are all decimals,
we assume the final score should be kept to two decimal
places. Students with the same score are regarded as the
same ranking (for the specific final score table, please refer
to Supplementary 1).

4.2.2. Experiment II. There are apparent differences between
the evaluation intervals of the five teachers in the second
dataset. As mentioned above, we propose to use the students’
initial ranking as the score to screen out outliers and then
conduct fuzzy synthetic evaluation and other operations.
However, the greatest problem here is to mitigate the devia-
tion of evaluation intervals. Thus, we are supposed to first
implement the method in Section 3.3. After rescaling, we
can fairly compare the grades of different classes; thus, fuzzy
synthetic evaluation can be conducted to get final scores and
rankings. For the sake of emphasis, we do not present the
results of the screening operation. The final scores are pre-
sented in Supplementary 2.

5. Discussions

In this section, we reflect on the strengths and weaknesses of
our methods in detail.

(1) Based on the experiment results in Section 4.2.1, we
can see that the two-stage method shows great per-
formance in screening out the abnormal scores.
The scores we selected are abnormal at first glance,
matching the criterion of human’s intuitive judge-
ment. Moreover, their corresponding decline values
are rigorously verified to be large, which goes beyond
human intuition and is more trustworthy

(2) Based on the experiment results in Section 4.2.2, we
can see that the hypothesis test is suitable for multi-
class situations. The distribution of rating is similar
to the normal distribution in the real world. The
renormalization maintains the scores of different
classes in similar level, which is revealed through
the rational distributed top students in two classes

(3) We can design concise and efficient algorithms
according to the two flow charts we presented in
Sections 3 and 4, which demonstrate the feasibility
of applying our methods on larger datasets

(4) There are some hyperparameters existing in our
methods. We mainly tuned them via heuristic
methods, but it contains certain biases. It is better
to design a mechanism that can automatically fine-
tune the parameters

(5) When performing the screening of abnormal data,
slightly different approaches are used in the two sce-
narios, respectively, but these methods cannot
wholly override all possible abnormalities. Supposing
that multiple criterion are used to eliminate the out-
liers in data for a specific problem and some data
appear to be an exception in all methods, we can

Table 1: Statistics for the two datasets.

Statistics Dataset I Dataset II

Reviewer number (R) 3 5

Class number (C) 1 2

Student number (S) 107 61,50
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more confidently determine the data as abnormal
ones

(6) The fuzzy synthetic evaluation (FSE) method is a
comprehensive evaluation method based on the
problems of fuzziness and uncertainty in the evalua-
tion criteria, evaluation factors, and the problem of
difficulty in quantifying qualitative indicators. It
can express a fuzzy object with a precise number so
that the evaluation of fuzzy events is scientific and
reasonable. Nevertheless, the application of the FSE
method usually brings about relatively high subjec-
tivity in the determination of indicators, fuzzy rela-
tion matrix, weight, etc. Besides, there is no clear or
systematic method for determining the membership
function, which conspires to a specific difference in
results

6. Conclusions

The evaluation problem we concentrate on in our study is
based on the fact that for schooling and appraisals, there
exist a certain range of situations where no uniform standard
is contained. In those cases, assessment results appear to be
entirely subjective and divergent. It turns out that the evalu-
ation problem has an inextricable connection with people’s
daily lives, and this is why our research is intended to center
on this question and make an expansion. Our research pro-
poses a modified score-weighted Kendall-τ distance as the
judging criterion, adopts FSE and normal hypothesis test
to be the principle investigating methods, and uses Python
and MATLAB as auxiliary tools for implementation and
testing. Under the auspices of fundamental scientific mate-
rials, we ultimately get to winnow out anomalies and then
synthesize different factors for a comprehensive evaluation,
culminating in a relatively equitable judging system. We
believe that our work can give inspiration to improve the
evaluation system under certain situations lacking in objec-
tive criteria. Besides, the two-stage screening method can
be further extended to multistage version by properly exam-
ining other important characteristics of the reviews, which is
left as a future work.
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Arterial bifurcation plays a key role in cardiovascular system, so studying the characteristic of the blood flows near bifurcated
arteries is of great importance in hemodynamics. The lattice Boltzmann (LB) model is used to observe the behavior of the
particle deposition near the bifurcated artery. The mechanical quantity, including particle trajectories, velocities, and angular
velocities, is studied numerically by LB simulations. The particle is prone to stasis as it is close to the wall of bifurcated vessel
for small flow Reynolds number. Larger branch angle leads to higher possibility of particle stagnation. The numerical results
are consistent with the clinical observation. The study provides a basis for understanding the mechanism of hemodynamics
near bifurcations and will provide a research basis for clinical diagnosis and treatment of patients with atherosclerosis.

1. Introduction

Arterial branching is a major feature in the cardiovascular
system. The most common branching pattern is that one
stream of blood divides into two independent streams.
As a stream-dividing unit, arterial bifurcation plays a key
role in cardiovascular system. Atherosclerosis refers to
the deposition of lipids (cholesterol, cholesterol esters,
and phospholipids) in the intima of the artery, accompa-
nied by the proliferation of smooth muscle cells and fiber
components, and gradually develops into localized plaques.
Clinical and autopsy studies show that arterial disease
such as atherosclerosis has high selectivity of the lesion
in complex flow areas such as bifurcation, confluence,
and bend in the coronary artery, abdominal aorta, femoral
artery, and carotid artery. Investigating the characteristic
of the blood flows near bifurcated arteries is of great
importance in hemodynamics and may provide a better
understanding of the relation between arterial disease
and structure of arterial bifurcations. Due to the complex-
ity and limitations of blood vessels and the human body,
numerical simulation is considered to be an effective
method to measure blood circulations.

As a branch of fluid mechanics, Computational Fluid
Dynamic (CFD) is the use of numerical methods to solve
hydrodynamic problems. It adopts numerical methods to
solve the governing equations of fluid dynamics and predict
the laws of fluid motion. Especially in complex situations,
measurement is often difficult or even impossible, but CFD
can easily provide detailed information about flow fields.
In recent years, it has been widely used in chemical, metal-
lurgy, architecture, environment, and other related fields.

Since the proposal of the lattice Boltzmann method
(LBM) [1], it has been reckoned as an effective method in
CFD. The LBM has the advantages of simple algorithm, easy
processing of complex boundary, and suitable for parallel
computing. Recently, the LBM has been extensively applied
in theoretical research and engineering fields and has been
successfully used to implement blood flow simulations. The
research contents mainly include transient blood flow in
arteries with an artificial heart valve [2], blood flow in cere-
bral aneurysms [3], multicomponent blood flows [4], leuko-
cyte rolling in virtual blood vessel [5], vesicle shape changes
[6], and blood membrane dynamics [7]. The lattice Boltz-
mann biviscosity model was also further proposed to study
blood flow problems [8]. Recently, the LBM was developed
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to study blood flow in arteries with aneurysm [9], advection-
diffusion of chemicals and applications to blood flow [10],
and deformable blockages in an elastic vessel [11].

The characteristics of blood flow near branches have
been studied to understand the occurrence and development
of diseases. The distribution of flow dynamic factors in two-

dimensional symmetric bifurcation [12] and in an optimum
bifurcation geometry [13] is studied numerically. The sepa-
ration of red blood cells at microvascular bifurcations [14]
and the effect of stenosis growth on blood flow at the bifur-
cation [15] were also studied by using the lattice Boltzmann
method.

Most studies concentrate on the dynamic factors, such as
flow velocity, shear stress, and pressure and shear rate, by
assuming the blood is Newtonian fluid. But actually, the
blood flow is composed of plasma, erythrocytes, leukocytes,
platelets, and lipids (cholesterol, cholesterol esters, and
phospholipids). The transportation of blood cells and lipids
in blood vessels performs a very important duty in cardio-
vascular system. Here, the particles are used to substitute
for blood cells or lipids. This paper focuses on the motion
of the particles in the fluid flow near the bifurcated artery.
The dynamic properties of the particle near symmetric arte-
rial bifurcations for different positions, Reynolds numbers,
and branch angles are studied numerically. The study pro-
vides a basis for understanding the mechanism of hemody-
namics near bifurcations of the cardiovascular system and
the deposition of lipids in the intima of the artery.

2. The Lattice Boltzmann Model

This paper uses a D2Q9 (two-dimensional square lattice
with nine velocities) lattice Boltzmann model. f iðx, tÞ is a
nonnegative real number which describes the distribution
function of fluid at site x at time t. The nine possible moving
directions are e0 = ð0, 0Þ; ei = ðcos ððπði − 1ÞÞ/2Þ, sin ððπði −
1ÞÞ/2ÞÞ for i = 1, 2, 3, 4; and ei =

ffiffiffi
2

p ðcos ððπð2i − 1ÞÞ/4Þ, sin
ððπð2i − 1ÞÞ/4ÞÞ, for i = 5, 6, 7, 8. The distribution functions
satisfy the following equation according to the lattice Boltz-
mann model [1]:

f i x + ei, t + 1ð Þ + f i x, tð Þ = −
1
τ

f i − f i
eqð Þ

h i
: ð1Þ

The fluid density and macroscopic velocity are denoted
by ρ and u separately, which obey the following equations:

ρ =〠
i

f i =〠
i

f i
eqð Þ,

ρu =〠
i

f iei =〠
i

f i
eqð Þei:

ð2Þ

Using Chapman-Enskog multiscale expansion, a suitable
choice of the local equilibrium distribution function is

f eqi = αiρ 1 + 3ei ⋅ u + 9
2 ei ⋅ uð Þ2 − 3

2 u
2

� �
, ð3Þ

where α0 = 4/9,α1 = α2 = α3 = α4 = 1/9,, and α5 = α6 = α7 =
α8 = 1/36. The pressure is defined as p = ð1/3Þρ, and the
kinematic viscosity is denoted by ν = ð1/6Þð2τ − 1Þ, respec-
tively [1].

H
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Figure 1: Schematic diagram of an arterial bifurcation in two
dimensions.
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Figure 2: The velocities at position x = 800 (near straight vessel)
and x = 1000 (near bifurcation vessel), respectively, in the case of
without particle in the artery.
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Figure 3: The trajectories of the particle settled at different
positions for Re = 38:7. The angles between two branches is θ =
33:4°.
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3. Results and Discussion

In this study, the two-dimensional configuration of the sym-
metric bifurcated artery is shown in Figure 1, which consists
of a main vessel with diameter H of 60 lattice unit and two
branches. The length of the main vessel is set to be 1000 lat-
tice unit. The angles between two branches are denoted by θ.
Here, the plasma is considered a Newtonian fluid and the
particles are used to replace blood cells or lipids. In the
study, the mass density of the plasma is 1 and the radius of
the particle is 4.5 in lattice unit. τ = 0:55 in each simulation.
At the inlet of the main vessel, the velocity profile is sup-
posed to be a parabolic distribution along the axial direction
with the maximum center velocity v0. The flow at outlets of
two branches is considered to be fully developed. At the
beginning, the distribution functions at all the fluid nodes
are supposed to be zero velocity equilibrium distribution
functions except for those at inlet of the main vessel. The
curved boundary condition depicted in references [16, 17]

is applied for the boundaries of the particle. The hydrody-
namic force and moment on the particle boundary are calcu-
lated based on the method of stress-integration [18, 19].

A half-step “leapfrog” scheme is used to update the
translational and rotational motion of particles at each New-
tonian dynamic time step [20].

V t + 1
2 δt

� �
=V t −

1
2 δt

� �
+ δtF tð Þ

M
,

R t + δtð Þ = R tð Þ + δtV t −
1
2 δt

� �
+ δt2F tð Þ

M
,

ð4Þ

where V and R are the velocity and displacement of particle
centroid movement, respectively, andM are the mass of par-
ticle. At 10000 time steps, the flow field at the bifurcation of
blood vessels reaches stability, at which time the particle is
released. The flow Reynolds number at the inlet of the par-
ent vessel is defined as Hv0/2ν.
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Figure 4: The particle x-directional position (a), x-directional velocity ux (b), y-directional velocity uy (c), and angular velocity ω (d) at
different time steps t for the particle settled at xi = 800, yi = 0:5; xi = 800, yi = 13:5; and xi = 800, yi = 23:5, respectively. The angles
between two branches is θ = 33:4°, and the flow Reynolds number is 38.7.
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3.1. The Velocity Field Near the Bifurcation. Figure 2 displays
the velocity difference between the straight vessel and bifur-
cated vessel in the artery. The velocity vx at x = 800 (near
straight vessel) is a parabola while the velocity vy is negligible
compared with vx. The existence of the bifurcation greatly
hinders the x-directional flow vx and leads to the sharp
increase of outward velocity vy near the bifurcation. The
velocity is continuously distributed in the blood vessel with-
out sudden change or eddy current, but a low velocity region
is formed at the bifurcation and junction of the blood vessel.
Clinical experiments also find the sudden increase of wall
shear stress, and wall pressure happens on the wall near this
position. Platelet particles and blood cell particles gather at
this position, coupled with the synergistic effect of coagulase.
The platelet and blood cell particles will grow continuously,
so this position becomes the most suitable thrombus form-
ing position.

3.2. Effect of Particle Initial Position on Its Deposition. If the
blood vessel is straight, the fluid at these sites can be
assumed as Poiseuille flow. When the particles flow into
a straight pipe, the particles will stabilize in a position
with a fixed distance from the center of the pipe after a
certain distance of flow. This feature of motion is known
as the Segŕe-Silberberg effect [21]. The phenomenon shows
that the particles are separated by the driving force of the
fluid along the mainstream direction and the lateral force
perpendicular to the mainstream. This lateral force is the
main cause of agglomeration movement of particles. The
change of blood flow field near the bifurcation results in
the change of the force on the particle, which leads to
the particle’s moving state. In order to compare the effect
of vascular bifurcation for different particle positions, the
particle is released atyi = 0:5,yi = 13:5, andyi = 23:5
forxi = 800, respectively. In the simulations,Re = 38:7
andθ = 33:4°. Figure 3 (dot line) shows the trajectory of
the particle which is released at yi = 13:5. The particle set-
tled at this place can move forward and pass through the
whole vessel eventually. Unlike the behavior in straight
tube, the particles released at yi = 0:5 and yi = 23:5 have
large difference in the final positions. But they all stop in
the end. The particle stagnates at the inner wall of the
branch for yi = 0:5 while the particle stops near the main
vessel wall for yi = 23:5. The stagnation of the particles
can make the adhesion of particle to the vessel. This adhe-
sive obstruction is one of the reasons of atherosclerosis or
thrombus. It is observed experimentally that the athero-
sclerosis or thrombus has a higher possibility at the loca-
tion near bifurcations than straight vessel [22, 23].

The particle x-directional position, ux, uy, and ω are
also shown in Figure 4, respectively, in order to describe
the process of particle changing with the time in detail.
The particle released at yi = 0:5 (center of the main vessel)
moves the fastest and stops the earliest while the particle
settled at yi = 23:5 (boundary of the main vessel) is just
the opposite. But they all stagnate at the junction between
the straight vessel and the bifurcations. The particle
released at yi = 13:5 reaches at the junction at about 100

time steps. The bifurcation decreases the motion of the
particle in the x-direction while it increases the particle
motion in the y-direction. Although the particle velocity
in the branch is much smaller than that of in the main
vessel, the particle can move forward and pass through
the whole vessel successfully.

3.3. Effect of Flow Reynolds Number on Particle Deposition.
Figure 5 displays the behavior of particle near symmetric
bifurcation for different Reynolds numbers. The circles
denote the particle stagnation position. Smaller Reynolds
number causes the particle stagnates in the main vessel while
larger Reynolds number leads to the particle stop in the
branch if the particle is settled near the upper boundary.
The particle passes through the whole vessel for Reynolds
number is even higher, for example, of Re = 77:4. The
increasing of fluid velocity can reduce particle deposition
near the boundary of the artery. The particle released near
the center of the main vessel deposits near the angle of the
bifurcation when the Reynolds number is even higher. This
result explains why this position is the most suitable throm-
bus forming position.
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Figure 5: The trajectories of the particle for different flow Reynolds
numbers for the particle are settled at xi = 800, yi = 0:5 and xi = 800,
yi = 23:5 separately. The angles between two branches is θ = 33:4 °.
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3.4. Effect of Bifurcation Angle on Particle Deposition.
Figure 6 displays the behavior of particle near symmetric
bifurcation for different branch angles θ. The particle is
released atxi = 800,yi = 13:5for flow Reynolds number which
is 38.7. It is deduced from Figure 6 that the particle finally
settles down at the junction of between the main vessel
and the branches if θ is about 42°. Larger branch angle θ
results in the particle stagnating in the main vessel. The par-
ticle can pass through the whole vessel if θ is smaller than
36°. The particle finally stops in the branches if θ is between
36° and 46°. Smaller flow Reynolds number and larger
branch angle bring about higher possibility of particle stag-
nation near the bifurcations, which contributes to intimal
thickening and atherosclerosis development. The artery with
small flow Reynolds number and large branch angle is prone
to develop atherosclerosis, which is consistent with the clin-
ical observation [22, 23].

4. Conclusions

In summary, we used a lattice Boltzmann method to study
the properties of particle moving near the arterial branches.
The following conclusions are obtained by the simulation
results.

(1) In the straight vessel, the fluid at these sites can be
assumed as Poiseuille flow. The particles finally
stabilize in a position with a fixed distance from
the center of the pipe. Compared with the straight
vessel, the change of blood flow field near the
bifurcation results in the change of the force on
the particle, which leads to the change of particle’s
moving state.

(2) The bifurcation has the function of hindering the
particle motion. The particle is prone to stagnate
near the wall of bifurcated vessels. Larger branch
angle and smaller flow Reynolds number lead to
larger possibility of the particle residence.

(3) The adhesive obstruction of the blood vessel has
large reason of stasis of particles. Our study will con-

tribute to the understanding of hemodynamic mech-
anisms around bifurcation and will contribute to the
understanding of some cardiovascular diseases.

However, the current simulation is only a preliminary
study of two-dimensional flow near arterial branches. Due
to the complexity of blood flows and arterial structure, more
studies combined with clinical observation are needed, and
we are paying attention to this area.
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Green PPP projects are of great significance to green infrastructure construction and green economic development. This study
analyzes 552 Green PPP projects related to sewage treatment and clean energy in African countries during 2005-2019 to
determine how institution quality and multilateral financial institutions influence Green PPP projects’ success. We find that (1)
successful (failed) Green PPP projects experience increase (decrease) new Green PPP projects’ success rate. (2) Higher private
capital risk-taking degree increases the likelihood of failure. (3) Institution quality affects project success through a mixed effect
on private capital’s risk-taking degree: rule of law, government effectiveness, control of corruption, and regulatory quality
positively promote private capital’s risk taking; voice has an opposite effect. (4) Multilateral financial institutions’ participation
in Green PPP projects promotes higher private capital risk taking.

1. Introduction

Green infrastructure construction can break through the
limitations of traditional ecological protection and help real-
ize the coordinated and sustainable development of ecology,
society, and economy. Traditionally, most green infrastruc-
ture construction capital comes from the public, especially
the governments. However, after the global financial crisis,
developed economies’ governments face the pressure of fis-
cal deficit and deleverage, and developing economies’ finan-
cial systems cannot meet the capital demands of green
infrastructure construction. Moreover, existing international
financial organizations provide insufficient support to fill the
gap [1]. Determining ways to introduce new investment sub-
jects and innovating financing channels in green infrastruc-
ture construction is an urgent problem to solve the capital
shortage. In recent years, some economies have been explor-
ing ways to introduce private capital into green infrastructure
construction, of which the green public-private partnership
(Green PPP) model is considered the best. Green PPP means
that government capital and social capital provide green

technology facilities and services to the public in a coopera-
tive manner to meet social development and public demand.
Currently, Green PPP is considered the most effective way to
address capital shortage for green infrastructure construc-
tion. In developed countries, there is a significant growth in
private capital participation in green infrastructure construc-
tion, and Green PPP infrastructure construction projects are
emerging in developing countries [2, 3].

African countries are developing rapidly and face great
demand for green infrastructure construction. IMF’s African
department noted that PPP is an important model to solve
the problem of Africa’s great infrastructure construction
demand. Companies in various countries are actively “going
global,” and private capital is increasingly willing to partici-
pate in African Green PPP infrastructure construction pro-
jects. However, there are huge differences among African
countries, and there are many investment risks. Private cap-
ital investment in Green PPP projects in Africa is still in the
exploratory stage. Thus, it is necessary to study existing
Green PPP projects in African countries and explore their
success factors. This is of great significance to global private
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capital’s participation and success in African Green PPP
projects. Although multilateral financial institutions such
as the Asian Infrastructure Investment Bank (AIIB) were
established to promote infrastructure construction in emerg-
ing market countries, some countries have reservations.
Despite several studies on the AIIB’s necessity, there is lack
of studies demonstrating the role of multilateral financial
institutions in promoting green infrastructure construction
using empirical research methods.

Our study focuses on three issues: (1) Why do Green
PPP projects have different results (success or failure) in
different countries? (2) Which factors affect Green PPP
projects’ success or failure? (3) Which factors affect private
capital’s participation degree in Green PPP projects?
Answering these questions is essential for global private
capital willing to participate in African countries’ Green
PPP projects. Our study examines 552 Green PPP projects
in African countries for 2005-2019 using the Probit and
Cross-section regression models to answer these questions.
The main conclusions are as follows: (1) Green PPP project
experience affects new Green PPP projects’ results. Coun-
tries with successful Green PPP project experience increase
in the new Green PPP projects’ success rate, while countries
with failed Green PPP project have experience the opposite
effect. (2) The more risks private capital takes in Green PPP
projects, the higher is the likelihood of project failure. (3)
Institution quality can influence the success of a Green
PPP project by affecting private capital’s choice of risk-
taking degree in the project, and this latter is a mixed effect:
rule of law, government effectiveness, control of corruption,
and regulatory quality promote private capital’s risk taking
in Green PPP projects; voice has an opposite effect. (4)
Multilateral financial institutions’ involvement in Green
PPP projects’ financing channels promote private capital’s
higher risk taking.

This study contributes academically by conducting fur-
ther empirical research on Green PPP issues. It identifies
how institution quality and multilateral financial institutions
affect Green PPP projects’ internal risk structure and results
(success or failure). Although prior literature studied similar
problems, there were shortcomings. For example, qualitative
research was often adopted to discuss institution quality’s
impact on PPP project success, but the channel affecting this
success is a black box. This study’s marginal contribution lies
in quantifying institution quality through empirical research
and internalizing it into the private capital’s choice of a
Green PPP project’s internal risk structure. The logic is
that institution quality affects private capital’s risk-taking
degree in a Green PPP project, which is reflected by the
project’s internal risk structure—an important factor deter-
mining Green PPP projects’ success or failure. Green PPP
projects’ internal risk structure reflects the degree of risk
transfer from public to private capital and is based on pri-
vate capital’s choice of risk-taking degree in the project. As
a policy implication, this study recommends the problems
global private capital should focus on when participating
in African green infrastructure construction, and it dem-
onstrates the importance of multilateral financial institu-
tions, such as AIIB, in promoting and guaranteeing

global private capital participation in African green infra-
structure construction.

The rest of the study is organized as follows. Section 2
reviews the literature and develops research hypotheses. Sec-
tion 3 presents data sources and empirical research methods.
Section 4 discusses the regression results. Section 5 concludes
with some suggestions.

2. Literature Review and Research Hypotheses

2.1. Green PPP and Its Internal Risk Structure Classification.
The internal risk structure is the core of Green PPP research;
different internal risk structures of Green PPP projects
reflect different degrees of private capital participation. In
the broad sense, Green PPP refers to all types of cooperative
relationships the government establishes with private capital
in the provision of green technology facilities and services.
In the narrow sense, Green PPP is a contractual arrange-
ment involving cooperation between government and pri-
vate capital with risk and profit sharing [4–7]. Thus, Green
PPP projects’ process operation involves the local govern-
ment and private capital teaming up to set up a project com-
pany called the special purpose vehicle, and they cooperate
in the whole project implementation process by forming a
contractual community to optimize risk and profit sharing.
Lopes and Caetano [5] summarized Green PPP projects’
characteristics: task bundling, risk transfer, and long-term
contracting. Given Green PPP projects’ long-term traits,
Martimort and Straub [8] proposed that their contract
arrangement should feature moral hazard, limited liability,
and nonreversible contract constraints. In Green PPP pro-
jects, different contract arrangements between government
and private capital represent private capital’s degree of risk
taking in the project, thus indicating the different internal
risk structures of the Green PPP projects. Private capital
can choose different contract arrangements according to
the Green PPP project location’s institution quality, and so
Green PPP projects have different internal risk structures.

According to the World Bank’s Private Participation in
Infrastructure (PPI) Database, PPP projects’ contract
arrangement as well as internal risk structure can each be
divided into 4 types and 12 subtypes. The 4 types are man-
agement contract and lease, brownfield, greenfield, and
divestiture. Private capital takes on increased risks in each
of these PPP project types. The 12 subtypes include manage-
ment contract; lease contract; rehabilitate, operate, and
transfer (ROT); rehabilitate, lease, or rent and transfer
(RLT); build, rehabilitate, and transfer (BROT); built, lease,
and transfer (BLT); build, operate, and transfer (BOT);
build, own, and operate (BOO); merchant; rental; full; and
partial.

2.2. Factors Influencing the Result (Success or Failure) of a
Green PPP Project. A Green PPP project’s result (success
or failure) reflects its risks. Some of its risks are endogenous
and vary from project to project. Private capital can control
them to some extent [9, 10]. Some risks of Green PPP pro-
jects are exogenous, which are related to the project loca-
tion’s economic environment and political system [11–14].
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Existing literature found that the following factors generally
affect Green PPP projects’ results.

2.2.1. Successful Green PPP Operation Experience in Green
PPP Project Location. Successful Green PPP operation expe-
rience is usually an open signal of a good cooperation
between the government and private capital, which is crucial
to new Green PPP projects’ success [15–17]. Some studies
suggested that countries with successful Green PPP experi-
ence have a higher probability of success when launching
new Green PPP projects, whereas countries with failed
Green PPP project experience may face the same obstacles
and greater risk of failure in new Green PPP projects [18].

2.2.2. Internal Characteristics of a Green PPP Project. The
internal risk structure, total amount of project investment,
and cycle of the project may all affect Green PPP projects’
results [4, 5, 18]. Specifically, the probability of failure of
green PPP projects increases as the degree of risk sharing
in the private sector increases, the total project investment
increases, and the project cycle lengthens.

2.2.3. Institution Quality of the Green PPP Project Location.
A country’s institution quality—comprising the rule of law,
government efficiency, corruption, control of private capital,
etc., as well as regional and historical factors such as religion
and culture—is not easy to quantify. Some studies used the
World Bank’s WGI and International Country Risk Guide’s
(ICRG) Country Risk Index—the most influential interna-
tional databases for measuring institution quality—to empir-
ically study the relationship between the PPP location’s
institution quality and PPP projects’ success rate [13, 19,
20]. However, none analyzed the relationship’s mechanism.
Further research suggests that a Green PPP project’s internal
risk structure is related to its location’s institution quality. Its
internal risk structure reflects private capital’s participation
degree in the project, which is positively correlated with
the project location’s institution quality [21, 22].

2.2.4. Financial Channels for a Green PPP Project. Most
infrastructure construction projects need external financing.
Estache [23] argued that commercial banks always play a
self-serving role in PPP projects, and so PPP projects’ suc-
cess rate cannot improve if commercial banks provide the
financing. However, Galilea and Medda [18] empirically dis-
covered that Green PPP projects are more likely to succeed if
financed by multilateral financial institutions such as the
World Bank or Asian Development Bank. These tend to be
nonprofit, and their participation in Green PPP projects
anchors the government and private capital into a better
contract arrangement and execution.

2.2.5. Macroeconomic Environment of the Green PPP Project
Location. A country’s macroeconomic conditions and eco-
nomic openness are closely related to the infrastructure con-
struction’s efficiency. Private capital tends to invest in
countries with stable macroeconomic environments. Devel-
opment of a financial market and construction of credit cul-
ture in the PPP project location are also essential [16].

2.3. Research Hypotheses. Many Green PPP projects fail due
to lack of private capital’s evaluation of such projects’ long-
term uncertainty, making their actual risks significantly
higher than expected, resulting in default or renegotiation
[24]. When making Green PPP investment decisions, private
capital prioritizes governments with experience. If a govern-
ment has successful (failed/no) Green PPP project experi-
ence, a new Green PPP project with this government is
more likely to succeed (face risks). Therefore, we conclude
Hypothesis 1.

Hypothesis 1. For African countries, new Green PPP pro-
jects’ success rate is positively correlated with experience of
successful Green PPP projects.

A Green PPP project’s internal risk structure reflects the
degree of risk transfer from the government to private capi-
tal, and private capital chooses its risk-sharing degree
according to project information and own characteristics.
To achieve higher profit, private capital must find a balance
between taking more risks and making more profits: it may
have a subjective desire to increase risk taking, thus increas-
ing Green PPP projects’ failure rate.

Hypothesis 2. Private capital’s choice of risk-sharing degree
is negatively correlated with a Green PPP project’s success
rate.

A good political and judicial system reduces the transac-
tion cost and political risk of private capital’s participation in
Green PPP projects. When choosing the degree of risk shar-
ing in a Green PPP project, private capital judges whether
the local government has an adequately credible commit-
ment to ensure Green PPP projects’ progress, there are clear
measures and schedules to implement the Green PPP con-
tract, there are reasonable incentive pricing mechanisms,
and so on. According to the WGI database, institution qual-
ity includes six specific indicators—control of corruption,
voice and accountability, political stability/no violence, rule
of law, government effectiveness, and regulatory qual-
ity—and the higher is their value, the better can the coun-
try’s institution quality be considered and quantified. Some
literature empirically tested these indicators’ positive effects
on private capital’s risk-sharing degree in PPP projects
[18–20]. However, our study argues that, among these indi-
cators, “voice and accountability” has certain particularity;
as its judgment criteria is subjective, the databases judge
“voice and accountability” based on developed countries’
principle of the political system. The abovementioned
empirical literature was also based on developed countries’
PPP projects, while our study focuses on Green PPP projects
in African countries; therefore, the judgment criteria for
“voice and accountability” is different. More importantly,
there has been controversy about the impact of democratic
decentralization and government centralization on the sup-
ply of public goods. The concentration of government
resources and power can, to a certain extent, increase the
government’s mobilization and action power, reduce uncer-
tain risks and transaction costs of Green PPP projects, and
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create greater incentives for private capital, so as to promote
private capital’s participation in Green PPP projects to a
greater extent.

Institution quality influences Green PPP projects’ inter-
nal risk structure by influencing private capital’s degree of
participation, thus influencing the result (success or failure)
of Green PPP projects. When selecting Green PPP projects’
risk structure, rational private capital selects the most suit-
able risk-sharing degree according to the institution quality
of the Green PPP project location; that is, the institution
quality is internalized in a Green PPP project’s internal risk
structure. Accordingly, we hypothesize the following:

Hypothesis 3. Institution quality has a mixed effect on a
Green PPP project’s success. The five institution quality
indicators of control of corruption, political stability/no vio-
lence, rule of law, government effectiveness, and regulatory
quality positively affect private capital’s risk-sharing degree
in a Green PPP project, while the indicator of voice and
accountability has the opposite effect.

Generally, private capital is at a disadvantage when
cooperating with the government. It is unable to strictly
supervise the government, making the government prone
to abuse its power and increase Green PPP projects’ risks.
Multilateral financial institutions’ participation in Green
PPP projects is conductive to forming a multilateral cooper-
ation mechanism, implementing international standards,
and effectively supervising the government. For example,
commercial financial institutions can provide financing for
a Green PPP project, but cannot effectively supervise the
government, but multilateral financial institutions are non-
governmental organizations, which usually pool sovereign
wealth from different countries and negotiate with govern-
ments on behalf of donor countries to reach a Green PPP
project contract arrangement. Benefitting from their under-
lying sovereign power, multilateral financial institutions can
urge governments to ensure Green PPP projects’ smooth
operation to reduce private capital’s risk in participating in
the Green PPP project. Therefore, we propose the following.

Hypothesis 4.Multilateral financial institutions’ participation
increases private capital’s risk-sharing degree in a Green PPP
project.

3. Data and Research Methods

3.1. Green PPP Project Data. The Green PPP project data
used in our study were taken from the World Bank’s PPI
database, an authoritative database of private capital’s infra-
structure construction involvement in various countries. It
covers the major sectors of energy, transportation, commu-
nication, and sewage. Our study focuses on Green PPP pro-
jects in African countries, and so we selected all 2005-2019
Green PPP project data in sewage and clean energy related
sectors for 53 African countries from the PPI database as
our empirical research object (Table 1).

The Green PPI database mainly provides the following
information about Green PPP projects.

3.1.1. Financial Closure Year. This is the year of a Green PPP
project’s beginning. This is when the government and pri-
vate capital formed a legally binding contract arrangement
in which both share project risks. It is also the completion
date of the Green PPP project-financing plan.

3.1.2. Project Status. This refers to the Green PPP project’s
current status. The PPI database defined the “project status”
based on whether the project operates normally within the
Green PPP contract term, and it assigned six status types
to all Green PPP projects: operational, construction, con-
cluded, cancelled, distressed, and merged. Among them, a
“merged” Green PPP project is one that has been renamed
or replaced; that is, its observed data are invalid. Therefore,
Green PPP projects with “merged” status are excluded from
our empirical analysis. Most Green PPP projects’ status is
“operational” or “construction,” meaning they are not really
finished; they will continue to be affected by different factors
in the following period and may eventually succeed or fail
miserably. Given the high uncertainty of ongoing Green
PPP projects, our definition of their “success” or “failure”
should be limited to completed projects. Specifically, the def-
inition of a Green PPP project’s “success” or “failure” in our
study is as follows: if a Green PPP project’s project status is
“concluded,” that project is a “success,” and the value of
dependent variable status is 1 in the empirical analysis; if
the project status is “distressed” or “cancelled,” the Green
PPP project is a “failure,” and status equals 0. The summary
of project statuses of the Green PPP projects in our study is
presented in Table 2.

3.1.3. Type/Subtype of PPI. This refers to contract arrange-
ment the type/subtype of each Green PPP project. Different
contract arrangements represent different Green PPP pro-
jects’ internal risk structures and different degrees of risk
taking by private capital. In increasing order of private cap-
ital’s risk-taking degree, the PPI database divides the PPIs
into four types, that is, management contract and lease, con-
cession, greenfield projects, and divestiture. These Green
PPP project types were divided into 12 subtypes, also based
on private capital’s risk-taking degree. According to the
type/subtype of PPI, we constructed the dependent regres-
sion variables (Type_level: 1-4 and SubType_level: 1-12).
Specific construction results are as follows: management
contract and lease, Type level = 1; concession, Type level =
2; greenfield projects, Type level = 3; and divestiture, Type
level = 4. The 12 subtypes were assigned the following
values: management contract, SubType level = 1; full,
SubType level = 2; the values in the middle increase in order.
Summary of Green PPP projects’ type/subtype of PPI in our
empirical test sample is presented in Tables 3 and 4.

3.1.4. Sponsors. Sponsors are private capital investors who
are the real risk takers in the Green PPP project. In our
study, we constructed dependent regression variables
(DummySponsors = 0 or 1) to measure whether Green PPP
projects involve one or more private capital investors. Dum-
mySponsors equals 0 if a PPP project has only one private
capital investor and 1 for more than one investor.
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3.1.5. Multilateral Support. This refers to whether a Green
PPP project involves multilateral financial institutions, and
we expressed this using the Multilender (=0 or 1)-dependent
regression variable. Specifically, Multilender equals 1 if a
Green PPP project involves multilateral financial institutions
and 0 otherwise.

3.1.6. Investment and Period. The PPI database provides
information on Green PPP projects’ investment amount
and project period, which are two important indicators to
control different Green PPP projects’ risks. A higher invest-
ment amount or longer project period means the Green PPP
project will face more uncertainties. Therefore, we con-
structed two control variables: investment and period.

3.2. Other Relevant Data

3.2.1. Green PPP Project Experience. According to the PPI
database, our study used the number of successful Green
PPP projects in a location country before launching a new
Green PPP project as the measurement index of successful

project experience (SuccessPPI). Similarly, we used the num-
ber of failed projects as a measure of experience with failed
projects (NoSuccessPPI).

3.2.2. Institution Quality. The quantification of institution
quality is often subjective and difficult. Our study used the
World Bank WGI database, which includes six specific indi-
cators to measure institution quality (Table 5). Among these,
(a) control of corruption (Anti_Corruption) reflects a gov-
ernment’s ability to monitor, prevent, and control corrup-
tion. The variable Anti_Corruption ranges from -2.5 to 2.5,
with a higher value indicating the government’s ability to
control corruption. (b) Voice and accountability (Voice)
reflects a country’s degree of democracy. It mainly includes
two aspects: whether people have the right to elect the gov-
ernment and whether the public media are not restricted
in the process of news reporting. Voice ranges from -2.5 to
2.5, with a higher value indicating the people’s right to speak
and the public’s influence on social and economic affairs. (c)
Political stability/no violence (Stability) reflects a govern-
ment’s possibility of being disturbed/overturned by a viola-
tion of the constitution or violence. Stability ranges from
-2.5 to 2.5, with a higher value indicating the degree of gov-
ernment’s stability. (d) Rule of law (Law) reflects the degree
of compliance with the laws of social subjects, quality of con-
tract execution, property rights protection, police and courts,
and degree of violence and crime. Law ranges from -2.5 to
2.5, with a higher value indicating the degree of the rule of
law. (e) Government effectiveness (Effectiveness) reflects
the quality of public service provided by the government,
including the quality of policy setting and implementation
and credibility of government commitments. Effectiveness
ranges from -2.5 to 2.5, with a higher value indicating the

Table 1: Countries and income groups of sample Green PPP projects.

Country Income level Country Income level Country Income level

Algeria UM Gabon UM Rwanda Low

Angola UM Gambia Low Senegal LM

Benin Low Ghana LM Seychelles UM

Botswana UM Guinea Low Sie. Leone Low

Burkina Faso Low Guinea-Bissau Low Somalia Low

Burundi Low Kenya Low S. Africa UM

Cameroun LM Lesotho LM S. Sudan LM

Cape Verde LM Liberia Low Sudan LM

C. African Low Madagascar Low Swaziland LM

Chad Low Malawi Low STP LM

Comoros Low Mali Low Tanzania Low

Dem. Rep. Congo Low Mauritania Low Togo Low

Rep. Congo LM Mauritius UM Tunisia UM

Ivory Coast LM Morocco LM Uganda Low

Djibouti LM Mozambique Low Zambia LM

Egypt LM Namibia UM Zimbabwe Low

Eritrea Low Niger Low — —

Ethiopia Low Nigeria LM — —

Source: Private Participation in Infrastructure Dataset, World Bank. Notes: Green PPP = green public–private partnership; LM= lower-middle-income
country; UM= upper-middle-income country.

Table 2: The summary of the project status of the sampled Green
PPP projects.

Ongoing Completed Cancelled Crisis Total

Low income 173 18 13 8 212

LM income 162 13 7 8 190

UM income 138 9 2 1 150

Total 473 40 22 17 552

Source: Private Participation in Infrastructure Dataset, World Bank. Notes:
Green PPP = green public–private partnership; LM= lower-middle-income
country; UM= upper-middle-income country.
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government’s effectiveness. (f) Regulatory quality (Regula-
tion) reflects the government’s ability to set and implement
policies that benefit private capital development. Regulation
ranges from -2.5 to 2.5, with a higher value indicating the
government’s positive role in promoting private capital
development.

The World Bank WGI database gives specific values to
these six variables in countries where the Green PPP projects
in our study are located. Considering the multicollinearity
problem, we calculated these six variables’ correlation
coefficients and found that Anti_Corruption had high posi-
tive correction with Law, Effectiveness, and Regulation.

Table 3: Type/subtype of sampled Green PPP projects and their variable value.

Type_level Contracts Brownfield

Variable assignment 1 2

Subtype_level
Management
contract

Lease contract ROT RLT BROT

Variable assignment 1 2 3 4 5

Type_level Greenfield Divestiture

Variable assignment 3 4

Subtype_level BLT BOT BOO Merchant Rental Partial Full

Variable assignment 6 7 8 9 10 11 12

Source: Private Participation in Infrastructure Dataset, World Bank. Notes: Green PPP = green public–private partnership; ROT = rehabilitate, operate, and
transfer; RLT = rehabilitate, lease, or rent and transfer; BROT= build, rehabilitate, and transfer; BLT = built, lease, and transfer; BOT = build, operate, and
transfer; BOO= build, own, and operate.

Table 4: Summary of the type/subtype of PPI of the sampled Green PPP projects.

Type_level Subtype_level Contracts Low income LM income UM income Total

1
1 Management contract 10 12 10 32

2 Lease contract 3 6 0 9

2

3 ROT 11 13 4 28

4 RLT 5 20 0 25

5 BROT 4 13 6 23

3

6 BLT 0 0 1 1

7 BOT 18 32 16 66

8 BOO 36 32 79 147

9 Merchant 92 47 21 160

10 Rental 15 2 7 24

4
11 Partial 14 14 6 34

12 Full 1 2 0 3

Total 209 193 150 552

Source: Private Participation in Infrastructure Dataset, World Bank. Notes: PPI = private participation in infrastructure; Green PPP = green public–private
partnership; LM= lower-middle-income country; UM= upper-middle-income country; ROT = rehabilitate, operate, and transfer; RLT = rehabilitate, lease,
or rent and transfer; BROT= build, rehabilitate, and transfer; BLT = built, lease, and transfer; BOT = build, operate, and transfer; BOO= build, own, and
operate.

Table 5: The summary of the Institution Quality.

Variable Index Range Definition

Anti_Corruption Control of corruption [-2.5,2.5] The ability of a government to prevent and control corruption

Voice Voice and accountability [-2.5,2.5]
The level of democratization in a country, including whether civilians

have the right to vote

Stability Political stability no violence [-2.5,2.5] The regime’s stability

Law Rule of law [-2.5,2.5] Institutionalized level in one country

Effectiveness Government effectiveness [-2.5,2.5] Quality of public service and credibility of government

Regulation Regulatory quality [-2.5,2.5]
Whether the government is willing to implement policies to improve

the private sector

Source: Worldwide Governance Indicators database, World Bank.
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Therefore, only Anti_Corruption, Voice, and Stability were
retained in the following regression analysis.

3.2.3. Control Variables. The control variables include the
following.

(1) National Income Level (Income). The level of a country’s
income usually affects investors’ enthusiasm for investment.
We divided the sample countries into low income (Low_
Income), lower middle income (Lower_Middle_Income),
and upper middle income (Upper_Middle_Income) accord-
ing to the PPI classification criteria for national income
levels and assigned them values 1, 2, and 3, respectively, in
the first empirical regression analysis. In the second empiri-
cal regression analysis, taking low-income as the benchmark,
we introduced dummy variables i_Lower_Middle_Income
and i_Upper_Middle_Income.

(2) GDP Growth Rate (Ln_L_GDP_Growth). GDP growth
rate in the year of a Green PPP project’s start can affect
the demand for green infrastructure construction and enthu-
siasm of private capital investment. We construct variable
Ln_L_GDP_Growth and use GDP growth rate data for a
Green PPP project’s financial closure year.

(3) Capital Opening Index (L_Open). The degree of capital
openness in the Green PPP project locations can affect a
Green PPP project’s results (success or failure) and private
capital’s degree of participation. Therefore, we introduce
capital opening related variables into the empirical regres-
sion. We constructed the capital opening index, calculated
as Open indext = FDIt/GDPt . We construct control variable
L_Open, whose value is one lag phase value of the capital
opening index.

(4) Temporal Trend (i_Year). To eliminate the temporal
trend’s influence, we introduce the time control variable i_
Year into the empirical regression, which takes the specific
value of 1 when the year is 2005 and 15 when the year is
2019; the rest may be deduced by analogy.

3.3. Research Methods

3.3.1. Regression Model 1: Factors Influencing Green PPP
Projects’ Success or Failure. The first regression model
empirically analyzes factors influencing Green PPP projects’
success or failure of a (Status). The dependent variable is
Green PPP projects’ success or failure, which is a binary var-
iable. Probit model is mostly used for binary variables. Its
advantage lies in its simple form and easy processing. It is
the most basic and effective statistical model. In many cases,
there is no linear relationship between independent variables
and dependent variables, so the model can achieve the orig-
inal linear hypothesis by adjusting the fitting appropriately.
Following Percoco [21], we adopt the Probit model in the
first regression:

P Y = 1 Xjð Þ = eX′β

1 + eX′β
, ð1Þ

where X is the independent variable and β is the regression
coefficient. In this regression model, Green PPP project
experience (SuccessPPI or NoSuccessPPI), type/subtype of
PPI (Type_level and SubType_level), sponsors (Dummy-
Sponsors), investment (Investment), institution quality
(Corruption, Voice, and Stability), and other control vari-
ables (e.g., Income and L_Open) are independent variables.
The dependent variable is project status (Status). If the pro-
ject status of a Green PPP project is “concluded,” Status
takes the value of 1 and 0 if the project status is “distressed”
or “cancelled.” Table 6 describes the variables statistics in
regression model 1.

3.3.2. Regression Model 2: Factors Influencing Green PPP
Projects’ Internal Risk Structures. Regression model 1 reveals
which factors will contribute to the success of a Green PPP
project. Among them, we focus on the influence of internal
risk structures. Then, the next question is, which factors
affect a Green PPP project’s internal risk structure? Which
factors affect private capital’s risk-taking degree in a Green
PPP project? To answer these questions, we adopted cross-
section regression model 2 to analyze factors influencing a
Green PPP project’s internal risk structure. The advantage
of cross-section model is that it can effectively solve the
problem of insufficient sample size, estimate the impact of
some factors that are difficult to measure on the explained
variables, and help correctly understand the relationship
between economic variables.

RiskSharing = α + 〠
m

i=1
ηi ⋅QIt + γ ⋅Multilender

+ 〠
n

j=1
σj ⋅ Propj + 〠

q

I=1
θt ⋅ ControlI + ξ,

ð2Þ

where RiskSharing is the dependent variable representing
private capital’s risk-taking degree in a Green PPP project.
Private capital’s different risk-taking degrees in Green PPP
projects are given by different contract arrangements of
Green PPP projects, represented by variables Type_level
and SubType_level. In regression model 2, the independent
variables include institution quality (Corruption, Voice,
and Stability), multilateral support (Multilender),Propj (Dum-
mySponsors, Investment, and Period),ControlI (L_Open, i_
Low_Income, i_Lower_Middle_Income, i_Upper_Middle_
Income, Ln_L_GDP_Growth, and i_Year). Regression model
2 only uses successful projects as research samples. Table 7
describes the variables’ statistics in regression model 2.

4. Regression Result Analysis

4.1. Which Factors Determine the Success or Failure of a
Green PPP Project? Table 8 presents results of regression
model 1. In column (1), we empirically tested the effect of
Green PPP project experience (SuccessPPI or NoSuccessPPI),
subtype of PPI (SubType_level), sponsors (DummySponsors),
investment (Investment), institution quality (Corruption,
Voice, and Stability), and other control variables (L_Open
and i_Income) on new Green PPP projects’ success. We found
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that subtype of PPI (SubType_level) has a statistically negative
effect on Green PPP project success at the 5% significance
level, meaning higher risk-taking degree of private capital in
a Green PPP project increases the likelihood of project failure.
Institution quality (Corruption, Voice, and Stability) and
other variables (SuccessPPI, NoSuccessPPI, DummySponsors,
L_Open, and i_Income) do not have a statistically significant
impact on a Green PPP project’s success.

In column (2), we remove these control variables and
conduct regression considering a correlation between the
control variables and institution quality. We found that sub-
type of PPI (SubType_level) has a statistically negative effect
on new Green PPP projects’ success at the 1% significance
level, Green PPP project experience (SuccessPPI) has a sta-
tistically positive effect at the 5% significance level, and
Green PPP project experience (NoSuccessPPI) has a statisti-
cally negative effect at the 1% significance level. Investment
(Investment) has a statistically negative effect at the 5% sig-
nificance level, and institution quality (Corruption, Voice,
and Stability) does not have a statistically significant impact.

In column (3), we remove institution quality (Corrup-
tion, Voice, and Stability) from the regression. We found
that Green PPP project experience (SuccessPPI) has a statis-
tically positive effect on a new Green PPP project’s success at
the 5% significance level, Green PPP project experience
(NoSuccessPPI) has a statistically negative effect at the 1%
significance level, investment (Investment) has a statistically
negative effect at the 1% significance level, and subtype of
PPI (SubType_level) has a statistically negative effect at the
10% significance level.

Through the above three regression results, we can find
that Hypothesis 1 and Hypothesis 2 are both accepted.
And the control variables also play a corresponding role in
the regression model. To further study institution quality’s
influence on a Green PPP project’s success, we introduced
interaction variables between the institution quality and sub-
type of PPI variables (Voice∗Subtype_level, Corruption∗
Subtype_level, and Stability∗Subtype_level). In column (4)
regression, we added institution quality (Corruption, Voice,
and Stability), subtype of PPI (SubType_level), and their

Table 6: Summary statistics of variables in regression model 1.

Variable Observation Mean Std. dev Minimum Maximum

Status 79 0.242 0.335 0.000 1.000

SuccessPPI 79 1.612 1.881 0.000 7.000

NoSuccessPPI 79 2.012 2.115 0.000 5.000

DummySponsors 79 0.312 0.437 0.000 1.000

Investment 79 104.666 397.082 0.000 2,990.883

Type_level 79 1.926 0.894 1.000 4.000

Subtype_level 79 5.320 3.978 1.000 12.000

Voice 79 -0.109 0.302 -1.972 0.402

Anti_Corruption 79 -0.692 0.298 -1.084 0.320

Stability 79 -0.908 0.569 -2.263 0.414

L_Open 79 11.131 11.755 1.228 84.198

Income 79 1.658 0.732 1.000 3.000

Table 7: Summary statistics of variables in regression model 2.

Variable Observation Mean Std. dev Minimum Maximum

Type_level 513 1.426 0.513 1.000 4.000

Subtype_level 513 5.088 1.818 1.000 12.000

Voice 513 -0.524 0.767 -1.875 0.463

Anti_Corruption 513 -0.689 0.254 -1.465 0.547

Stability 513 -0.973 0.407 -2.440 1.209

Multilender 513 0.021 0.167 0.000 1.000

DummySponsors 513 0.226 0.462 0.000 1.000

Investment 513 649.559 1,108.240 0.000 4,093.656

Period 513 25.470 12.483 1.000 99.000

L_Open 513 15.198 13.013 0.762 109.427

I_Year 513 4.304 3.182 1.000 12.000

i_Lower_Middle_Income 513 0.402 0.383 0.000 1.000

i_Upper_Middle_Income 513 0.447 0.394 0.000 1.000

Ln_L_GDP_Growth 513 2.984 1.480 -1.500 5.500
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interaction variables (Voice∗Subtype_level, Corruption∗
Subtype_level, Stability∗Subtype_level), and we removed
other control variables from the regression. We found that
subtype of PPI (SubType_level) has a statistically negative
effect on a Green PPP project’s success at the 5% significance
level, while institution quality (Corruption, Voice, and Sta-
bility) and the interaction variables (Voice∗Subtype_level,
Corruption∗Subtype_level, and Stability∗Subtype_level) do
not have a statistically significant impact. Such regression
results show that institution quality does not directly influ-
ence Green PPP project success, and the influences of insti-
tution quality and Green PPP projects’ internal risk
structure are not affected by each other.

In column (5) regression, we added control variables
with a significant influence in the previous regression. Thus,
institution quality (Corruption, Voice, and Stability) and the
interaction variables (Voice∗Subtype_level, Corruption∗
Subtype_level, and Stability∗Subtype_level) do not have a
statistically significant impact on Green PPP project success.

The regression results show that, although scholars deem
that institution quality affects Green PPP project’s success,
in our empirical test samples, institution quality’s influence
on a Green PPP project’s success is not expressed.

4.2. Which Factors Determine the Internal Risk Structure of a
Green PPP Project? Regression model 2 tests factors that
influence private capital’s risk-taking degree in a Green
PPP project, namely, factors influencing Green PPP projects’
internal risk structure (Type_level and SubType_level). The
full sample contains 513 Green PPP projects with project
status of concluded, operational, and construction. We con-
ducted regression in two subindustries: clean energy and
sewage. The result of regression model 1 is presented in
Table 9.

From the full sample regression results, the degree of
democracy in a country (Voice) has a statistically negative
effect on private capital’s risk-taking degree in a Green
PPP project (Subtype_level) at the 1% significance level.

Table 8: Results of regression model 1: factors determining the success or failure of a Green PPP project.

Variable (1) (2) (3) (4) (5)

SuccessPPI
0.03061 0.00562∗∗ 0.00424∗∗ 0.000305 0.00914∗∗

(0.0304) (0.00218) (0.00172) (0.00164) (0.00406)

NoSuccessPPI
-0.7378 -0.1824∗∗∗ -0.1108∗∗∗ -0.0775∗∗ -0.3111∗∗

(0.553) (0.0579) (0.0411) (0.0341) (0.1251)

DummySponsors
-0.865 -0.789 -0.767

(0.759) (0.507) (0.538)

Investment
-12.49 -3.298∗∗ -3.058∗∗∗ -4.699∗

(8.825) (1.442) (0.758) (2.426)

Subtype_level
-0.467∗∗ -0.211∗∗∗ -0.147∗ -0.306∗∗ -0.218∗∗

(0.204) (0.0573) (0.797) (0.118) (0.113)

Voice
-7.438 -0.708 -0.663 -1.359

(5.358) (0.509) (0.623) (0.923)

Anti_Corruption
7.089 0.616 0.735 0.845

(4.561) (0.711) (1.041) (1.447)

Stability
5.656 0.224 -0.0716 1.141

(4.109) (0.673) (0.664) (0.817)

Voice ∗ Subtype_level
0.0491 -0.252

(0.0889) (0.195)

Corruption ∗ Subtype_level
-0.211 -0.0410

(0.274) (0.253)

Stability ∗ Subtype_level
0.0678 0.152

(0.152) (0.153)

L_Open
-0.198 -0.0203

(0.158) (0.0159)

i_Income
-5.725 -0.522

(4.796) (0.445)

Constant
20.22 2.290 2.819 1.262 1.039

(14.63) (0.609) (1.665) (0.772) (1.527)

Observation 79 79 79 79 79

R2 0.746 0.598 0.638 0.495 0.597

Notes: ∗∗∗ , ∗∗ , and ∗ indicate the significance levels of 1%, 5%, and 10%, respectively.
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Thus, the more democratic is a country, the less willing is
private capital to take risks in its Green PPP projects. The
government’s ability to control corruption (Anti_Corrup-
tion) has a statistically positive effect on private capital’s
risk-taking degree in a Green PPP project (Subtype_level)
at the 5% significance level. Thus, the Hypothesis 3 is
accepted and a country can increase private capital’s willing-
ness to participate in Green PPP projects by improving its
ability to control corruption. Since Anti_Corruption is
highly positively correlated with Law, Effectiveness, and
Regulation, the above result also means that if a country
has high degree to compliance with laws, high-quality public
services, and high ability to set private capital development
policies, private capital would be willing to take more risks
in its Green PPP projects. Multilateral financial institutions
involved in Green PPP projects (Multilender) have a statisti-
cally positive effect on private capital’s risk-taking degree in
a Green PPP project (Subtype_level) at the 5% significance

level. The regression results show that the Hypothesis 4 is
accepted and it implies that the private capital tends to par-
ticipate in the Green PPP project which involves multilateral
financial institution. A Green PPP project’s investment and
period of (Investment and Period) have a statistically posi-
tive effect on private capital’s risk-taking degree in a Green
PPP project (Subtype_level) at the 1% significance level.
The control variables (L_Open, i_Low_Income, i_Lower_
Middle_Income, i_Upper_Middle_Income Ln_L_GDP_
Growth, and i_Year) all have a statistically positive effect
on private capital’s risk-taking degree in a Green PPP project
(Subtype_level).

There are differences in the regression results of the two
subindustries (clean energy and sewage). Multilateral finan-
cial institutions’ involvement (Multilender) and private cap-
ital investors (DummySponsors) positively influences
private capital participation in the clean energy sector’s
Green PPP projects, while the influence on sewage sector is
relatively weak. The main reason is that Green PPP project
investment in the clean energy sector is large, and participa-
tion of multilateral financial institutions and multiple private
capital investors can increase risk. On the contrary, the
Green PPP project’s period (Period) positively influences
private capital participation in Green PPP projects in the
sewage sector, while the influence on the clean energy sector
is relatively weak. This is because Green PPP projects’ period
in the sewage sector is long; the risk-sharing mechanism is
particularly sensitive to Green PPP projects’ period.

4.3. Robustness Test. The multicolumn regression in Tables 8
and 9 has the effect of a robustness test. To further verify the
models’ robustness, we replaced Subtype_level with Type_
level in regression models 1 and 2 and found no changes
in the conclusion. We also used Corruption, Democratic
Accountability, and Government Stability from the ICRG
database to replace the Anti_Corruption, Voice, and Stabil-
ity in both regression models: the regression result did not
change substantially.

5. Conclusion

Our study used the dataset of 552 Green PPP projects to
analyze the effects of institution quality and multilateral
financial institutions on Green PPP projects’ results (success
or failure). We focused on African countries that have huge
Green PPP projects demands for green infrastructure con-
struction. We show that the institution quality of a Green
PPP project location leads private capital to take more risks
in the Green PPP project and indirectly influences the pro-
ject’s results. Our study is the first to connect the institution
quality with the result of Green PPP projects through its
internal risk structure.

Our analysis used a Probit regression model to estimate
factors influencing a Green PPP project’s success or failure.
We found that a country with successful Green PPP project
experience is associated with an increase in success rate
when launching a new Green PPP project, and private capi-
tal’s risk-taking degree in a Green PPP project negatively
influences Green PPP project success. However, institution

Table 9: Results of regression model 2: factors determining the
internal risk structure of a Green PPP project.

Variable Full sample Energy Sewage

Voice
-0.586∗∗∗ -0.0227 -0.182

(0.146) (0.161) (0.310)

Anti_Corruption
0.867∗∗ -0.0479 -0.182

(0.397) (0.403) (1.173)

Stability
-0.168 0.204 -0.173

(0.183) (0.177) (0.428)

Multilender
0.520∗∗ 0.407∗∗ 0.420

(0.246) (0.186) (0.573)

DummySponsors
0.126 0.221∗∗ 0.119

(0.107) (0.162) (0.141)

Investment
0.0362∗∗∗ 0.00107 -0.0127

(0.0112) (0.0153) (0.162)

Period
0.0318∗∗∗ 0.00361 0.0601∗∗∗

(0.00488) (0.00576) (0.0161)

L_Open
0.0129∗ 0.0136∗∗∗ -0.0155

(0.00711) (0.00490) (0.0178)

I_Year
-0.0103 -0.0307∗∗ -0.0762∗∗

(0.0166) (0.0102) (0.0303)

I_Lower_Middle_Income
-1.365∗∗∗ -1.011∗∗∗ 1.054∗

(0.305) (0.203) (0.692)

I_Upper_Middle_Income
-1.849∗∗∗ -0.778∗ 0.840

(0.494) (0.499) (0.899)

Ln_L_GDP_Growth
-0.582∗∗∗ -0.609∗∗∗ 0.296

(0.163) (0.148) (0.366)

Constant
5.203∗∗∗ 6.344∗∗∗ -1.344

(1.226) (1.205) (1.668)

Observation 513 312 201

R2 0.147 0.191 0.299

Notes: ∗∗∗ , ∗∗ , and ∗ indicate the significance levels of 1%, 5%, and 10%,
respectively.

10 Journal of Function Spaces



RE
TR
AC
TE
D

quality has no statistically significant impact on Green PPP
project success. To explore the role of institution quality,
we introduced interaction variables between the institution
quality and subtype of PPI variables into the regression
model. We found that although scholars deem that institu-
tion quality influence the success of a Green PPP project,
this influence is not seen directly in our empirical test
samples.

Then, we used a cross-section regression model to esti-
mate factors affecting Green PPP projects’ internal risk
structure. The regression results showed that institution
quality has a mixed effect on Green PPP projects’ internal
risk structure. Voice has a negative impact on private capi-
tal’s risk taking in a Green PPP project. This implies that
concentration of government resources and power can, to
a certain extent, increase the government’s mobilization
and action power, reduce uncertain risks and transaction
costs of Green PPP projects, and create greater incentives
for private capital. This will promote private capital’s partic-
ipation in Green PPP projects to a greater extent in African
countries.

The regression results also found that multilateral finan-
cial institutions’ participation can affect the internal risk
structure of Green PPP projects. This implies that multilat-
eral financial institutions can urge governments to ensure
Green PPP projects progress smoothly and reduce the risk
in private capital’s participation in Green PPP projects.
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Sparrow search algorithm has the problem of redundancy of convergence speed due to its fast convergence speed, and it is easy to
fall into local optimum in multimodal environment. To solve the above problem, this paper presents a personalized
multipopulation sparrow search algorithm (MPSSA). By introducing multiple population mechanisms to reduce the probability
of falling into the local optimum due to single-population search, by using a personalized subpopulation strategy to improve
the personalized differences of subpopulations and balance the exploratory ability of algorithm development, then by using
weighted center-of-gravity communication strategy to improve the quality of communication between populations, and finally
by using dimension by dimension dynamic reverse learning to improve the accuracy of search. The superiority of MPSSA is
validated by comparing the benchmark function and CEC2017. Finally, the algorithm solves the problem of poor quality due
to the dimension increase of the UAV cooperative track. MPSSA helps the UAV to quickly plan a better and stable track
group to ensure the UAV to complete the cooperative task safely and stably.

1. Introduction

With the development of the times, science and technology
is increasingly showing the characteristics of cross-cutting
and penetration, the complexity of various engineering
problems is increasing, and the calculation dimension is
increasing, so the efficiency of optimization has become a
major difficulty in soft computing [1–5]. As the core means
to solve optimization problems, algorithm is the focus of
many scholars’ attention and research. For common optimi-
zation problems, there are often discontinuity, nonlinearity,
nonunique variables, and constraints, and modeling is not
easy. Traditional optimization algorithms such as exhaus-
tion, integer programming, constraint planning, graph the-
ory, etc. need to traverse the entire space to solve such
problems, resulting in high time and space complexity,

space-occupying and low efficiency of the algorithm. At the
same time, traditional algorithms require high objective
functions and constraints and can only be used in differen-
tiable cases. Therefore, the solution obtained by the algo-
rithm is generally only a local optimal solution, and the
accuracy of the solution cannot reach the actual require-
ments. As a new evolutionary computing technology, the
swarm intelligence algorithm overcomes the drawbacks of
the traditional optimization algorithm perfectly and enters
a new stage for solving optimization problems with its own
self-organization and adaptive characteristics.

The swarm intelligence optimization algorithm is a ran-
dom optimization algorithm (also known as probability
search algorithm) constructed to simulate the group behav-
ior of natural organisms [6–10]. Compared with most
gradient-based optimization algorithms and traditional
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algorithms, the intelligence of swarm intelligence optimiza-
tion algorithm is mainly because the algorithm is indepen-
dent of the optimization problem itself, insensitive to
initial conditions, self-organizing, and adaptive. The swarm
intelligence optimization algorithm is simple in overall
design, requires fewer parameters, is easy to implement,
and can be processed in parallel, so it has the advantages
of good fault tolerance, strong robustness and stability.

With the development of the whole intelligent algorithm
system, more and more classical swarm intelligence optimi-
zation algorithms appear, such as grey wolf optimization
(GWO) [11], whale optimization algorithm (WOA) [12],
Harris hawks optimization (HHO) [13], salp swarm algo-
rithm (SSA) [14], artificial bee colony algorithm (ABC)
[15], firefly algorithm (FA) [16], bat algorithm (BA) [17],
chicken swarm optimization (CSO) [18], bird swarm algo-
rithm (BSA) [19], and pigeon-inspired optimization (PIO)
[20]. They have become brilliant stars in the study of swarm
intelligence algorithms.

The sparrow search algorithm (SSA) is a new popula-
tion intelligence optimization algorithm proposed by Xue
et al. based on the foraging, predatory, and antipredatory
behaviors of sparrow population [21]. Like other tradi-
tional swarm intelligence optimization algorithms, the
sparrow search algorithm has some drawbacks such as
uneven initial population distribution, insufficient conver-
gence ability at the end of iteration, easy to fall into local
optimum, and premature stagnation [22]. Compared with
the research history of classical algorithms such as the par-
ticle swarm optimization (PSO) [23] and genetic algorithm
(GA) [24], the research and application of this algorithm
is still in the initial stage and to be developed. With the
advantages of SSA, compared with other swarm intelli-
gence algorithms, the algorithm has faster convergence
speed, stronger stability, and higher search accuracy, and
it has great research potential and development prospects.
At the same time, the improvement of the sparrow search
algorithm’s own defects, whether in theoretical research,
algorithm design, or engineering practice, has the necessity
and value of further research [25, 26].

With the rapid development of modern warfare and the
more complex operational tasks, the cooperative operation
of multiple unmanned aerial vehicles has become an inevita-
ble trend. Collaborative track planning is based on the path
planning of multiple UAVs and further considers the collab-
orative constraints to make the path shortest. It also brings
new problems, such as the difficulty of fast convergence with
increasing dimension of solution, the difficulty of high-
precision time coordination of tracks, and the resolution of
complex spatial conflicts. As a result, the solution of this
kind of more complex optimization problem has higher
requirements on the performance of the algorithm. Litera-
ture [27] proposed a parallel genetic algorithm to obtain a
stable collaborative planning path through parallel comput-
ing of genetic algorithm. Literature [28] proposed an
improved pigeon swarm algorithm based on social class,
which uses social class strategy to accelerate the convergence
of path planning. Literature [29] proposed an improved
sparrow search algorithm based on logarithmic spiral strat-

egy and adaptive step size strategy, which improved the opti-
mization quality of collaborative path planning.

In this paper, a personalized multipopulation sparrow
search algorithm (MPSSA) is proposed and applied to
UAV cooperative track planning. The results show that
MPSSA algorithm has better optimization performance than
the comparison algorithm and can help UAV safely and
steadily plan better cooperative path. The main contribu-
tions of this paper are as follows:

(1) In Section 1, the development of swarm intelligence
algorithm in the context of big data is briefly intro-
duced, and the main contributions of the article are
introduced

(2) In Section 2, the paper briefly introduces the prin-
ciple and mathematical model of sparrow search
algorithm

(3) In Section 3, a variety of population mechanisms are
applied to SSA, and a personalized subpopulation
strategy is proposed to make different subpopula-
tions have different parameter settings, so that each
subpopulation has a different exploration ability

(4) In Section 3, a weighted center-of-gravity commu-
nication strategy is proposed to reduce the distur-
bance of one population, reduce the risk that one
subpopulation will fall into local optimum, which
will result in all subpopulations falling into local
optimum, and prevent other high-quality solutions
from being ignored because of the fast convergence
to the optimal solution

(5) In Section 3, dimensional dynamic reverse learning
is introduced to update the scouters’ position in
SSA, enhance their feeding back behavior, and
reduce the shortcomings of slow convergence speed
and inadequate convergence accuracy caused by the
reduction of factor population;

(6) In Section 4, MPSSA is tested and compared with six
other algorithms in standard test function and
CE2017 [30, 31], and the performance of these algo-
rithms is analyzed by ranking of algorithms, Wil-
coxon rank sum test [32]

(7) In Section 5, the above algorithm is applied to the
UAV track planning, further verifying the applica-
bility of the algorithm, and MPSSA is applied to
the UAV cooperative track planning to help
improve the quality of the UAV cooperative track
planning

(8) In Section 6, the experimental results are summa-
rized, and the next research content is pointed out

2. Sparrow Search Algorithm

As a group bird, sparrows are active in places where humans
live. They are very active, intelligent, and have a good mem-
ory. They are bold and approachable, but they are very
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vigilant. During the sparrows’ feeding process, individual
populations have a clear division of labor and can be
divided into discoverers and participants according to their
suitability for the environment. Discoverers have a high
degree of environmental adaptability and need to search
extensively to discover food, guide individuals to obtain
food, and master the search direction of the entire popula-
tion. Participants were less adaptable to the environment
than the discoverers, and to improve their own fitness,
they followed the discoverers to obtain food. At the same
time, the sparrow population is bound to encounter vari-
ous threats from the external natural environment such
as natural enemies during feeding. In order to improve
the survival probability, the sparrow population will ran-
domly allocate a part of the individual as scouters, keep
alert to the surrounding environment, and alert the popu-
lation to flee whenever a threat is found.

In the case of sparrow populations searching for lost
grains in harvested fields, the discoverer is responsible
for skipping across a wide range of fields to find lost
grains and stopping eating when they discover them.
When the participants notice that the discoverers have
found food, they jump straight to the location of the grain,
grab the food with the discoverer, and eat it in competi-
tion. However, due to the limited number of grains, there
is no guarantee that each sparrow will be free from hunger
among the participants, so sparrows farther away from the
grain (i.e., less adaptable to the environment) will give up
competing with the population for food and choose to fly
elsewhere to feed alone. At the same time, in order to
ensure the safe feeding of the population, the sparrow
population will randomly arrange a certain number of
sparrows for sentinel investigation in the periphery and
interior of the population, so that the whole population
can escape in time in response to emergencies. This is
how the sparrow population feeds.

In the process of sparrows’ foraging, the discoverer-
participant model was used, and the two behavioral strat-
egies were predatory behavior and anti-predatory behavior.
Individuals with better locations in the sparrow population
were considered discoverers, while the remaining individ-
uals are participants, and 20% of the individuals were ran-
domly assigned as scouters. Predatory behavior means that
the discoverer is responsible for leading the population in
search direction and discovering food, while the partici-
pant follows the discoverer to seize food. Antipredatory
behavior means that scouters are always vigilant against
environmental threats, mainly natural enemies, and sends
timely dangerous signals to alert sparrow populations to
move closer to safe areas in order to prevent them from
being preyed.

Set the current iteration number T and the maximum
iteration number M. The current position of the ith sparrow
in the jth dimension is Xi,j.

When the discoverer did not find the threat (R2 < ST),
they were responsible for guiding the population to forage
and conduct extensive search. When individuals in the
population have found predators (natural enemies) and
issued an alarm (R2 ≥ ST), guide the population to the

location of the safe area. The location update is described
as follows:

Xt+1
i,j =

Xt
i,j · exp

−i
α ·M

� �
, R2 < ST,

Xt
i,j +Q · L, R2 ≥ ST,

8><
>: ð1Þ

where α is a random number belonging to [0, 1].
R2 ∈ ½0, 1� represents the early warning value. ST ∈ ½0:5, 1�
represents the security threshold of the current environ-
ment. Q is responsible for controlling the step size, which
is a random number subject to normal distribution. L is
a matrix of 1 × d, and all elements are 1, and d repre-
sents dimension.

In order to obtain food, the participants follow and
supervise the discoverer to grab food (i ≤N/2) or look for
food alone (i >N/2). Therefore, the location update descrip-
tion of the participants is as follows:

Xt+1
i,j =

Q · exp
Xt
worst − Xt

i,j

i2

 !
, i >

n
2
,

Xt+1
P + Xt

i,j − Xt+1
P

��� ��� ·A+ · L, otherwise,

8>>><
>>>:

ð2Þ

where Xworst represents the worst position of the cur-
rent population and Xp is the best position currently occu-
pied by the discoverer. A is responsible for controlling the
direction 1 × d matrix, the element is only 1 or -1, and

A+ = ATðAATÞ−1.
When aware of the danger, the sparrow population will

make anti predation behavior. When f i ≠ f g, it means that
the current sparrow is on the edge of the population and
aware of the danger and needs to move closer to the popula-
tion center to reduce the risk of predation. When f i = f g, it
indicates that the sparrow in the center of the population
is aware of the danger and needs to escape from its current
position. The location update description of the scouters is
as follows:

Xt+1
i,j =

Xt
best + β · Xt

i,j − Xt
best

��� ���, f i ≠ f g,

Xt
i,j + K ·

Xt
i,j − Xt

worst

��� ���
f i − f wð Þ + ε

0
@

1
A, f i = f g,

8>>>><
>>>>:

ð3Þ

where Xbest represents the optimal location of the cur-
rent population. β is responsible for controlling the step size,
which is a random number subject to standard normal dis-
tribution. K controls the direction of sparrow movement
and the moving step length. It is a random number belong-
ing to [-1, 1]. f i, f g, and f w represent the fitness value of the
ith individual and the best and worst fitness values of the
current population, respectively. To prevent the denomina-
tor from being 0, ε, take a minimal positive real number.
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3. Improved Sparrow Search Algorithm

3.1. Multigroup Search Mechanism. The current SSA algo-
rithm adopts the single-population mode to search, and all
the search processes are limited to one population. Once
the population falls into the local optimization and cannot
escape the local optimization trap, the optimization perfor-
mance of the whole algorithm will be reduced. For the SSA
algorithm, the convergence speed is very fast due to its
discoverer-participant model. The participants will gather
to the position of the discoverer for food, and a large number
of individuals will converge to the optimal position currently
occupied by the discoverer (formula (2)), which will increase
the risk of falling into local optimization. Moreover, for the
single-population sparrow algorithm and multipopulation
sparrow algorithm, the number of individuals in a single
population is multiple times that of multiple populations,
which will lead to the redundancy of convergence ability of
the single-population sparrow algorithm and premature
stagnation.

The efficiency of traditional single-population search is
low. It is easy to fall into the trap of local optimization in
the search space with more local optimization traps or
multipeaks, resulting in the reduction of the overall perfor-
mance of the algorithm. Compared with single-population
search, multipopulation search has the following advan-
tages [33–36]:

(1) Different parameters can be set for each population.
Take the DE algorithm as an example, such as the
setting of crossover probability and mutation proba-
bility, which can make each population evolve in dif-
ferent directions and comprehensively enhance the
search ability

(2) Each subpopulation can communicate and share.
For example, the DE algorithm can set immigration
operator to introduce the optimal individual into
other subpopulations, so as to realize the learning
from the current subpopulation to other subpopula-
tions, which is conducive to the convergence of the
algorithm

(3) The population is not easy to fall into the local opti-
mum. Different subpopulations search separately,
and the search method is more flexible. When a pop-

ulation falls into the local optimum, it can escape the
attraction of the local optimum by communicating
with other subpopulations

The multipopulation search mechanism is to divide the
population individual N into m subpopulations, then the
individual of each subpopulation is round ðN/mÞ = n, and
round is a downward integer operation. If mod ðN ,mÞ ≠ 0
and mod is the remainder operation, the remainder C is
evenly divided into the first C subpopulation. In the search
process, the jth dimension of the ith individual of the kth
subpopulation in the tth iteration is expressed as Xt

k,i,j, at this
time, i ≤NGk, NGk is the number of individuals of the kth
subpopulation, and ∑m

k=1NGk =N , the details are shown in
Figure 1.

3.2. Personalized Subpopulation Strategy. At the same time,
the discoverer in the SSA algorithm is responsible for guid-
ing the direction of the population and conducting extensive
search. The participants directly jump to the current global
optimal position occupied by the discoverer and conduct
detailed search, so the discoverer and participant control
the global search and local search of the population, respec-
tively. At present, the general SSA algorithm sets the propor-
tion of discoverer to individual population to be 20%, that is,
the proportion of discoverer to entrant is 1 : 4, so SSA has
strong local search ability and high search accuracy.

For multigroup SSA, we can set different discoverer pro-
portions PD according to different populations and set the
discoverer proportion of the kth population as PDk, so that
different populations have different development and explo-
ration capabilities, which can further balance the develop-
ment and exploration stages. The subpopulation with
strong global search ability can more easily find the approx-
imate location of the global optimal solution. At this time,
information sharing can be carried out according to the
exchange between populations, so that other subpopulations
can converge, and the subpopulation with strong local
search ability can be used to search the location of the global
optimal solution more carefully, so as to enter the develop-
ment stage and further improve the optimization accuracy.

The principle is shown in Figure 2. In (a), sparrow indi-
viduals have less proportion of discoverers and weak global
search ability and can only find local optima, but the conver-
gence speed is fast. In (b), sparrow individuals have a high
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proportion of discoverers and high global search ability and
can find the global optimum, but the convergence speed is
slow.

3.3. Weighted Center of Gravity Communication Strategy.
The population is divided into several subpopulations, and
each individual searches in their own subpopulation. This
search method can reduce the risk of the whole population
falling into local optimization. However, when the whole
population size remains unchanged, the number of individ-
uals in the subpopulation decreases and searches indepen-
dently and converges to the optimal solution found by
each subpopulation. Once the optimal solutions in each sub-
population are inconsistent, the solution efficiency will be
reduced. Therefore, the subpopulations communicate with
each other, that is, the elite individuals among the subpopu-
lations share information, which helps the subpopulations
converge to the global optimal solution.

The general population exchange mechanism is to com-
pare the best individuals in each subpopulation [37], select
the best individual X, and replace the best or worst individ-
ual in each subpopulation with this individual, so as to
improve the population quality. However, once the selected
optimal individual X is local optimal, all subpopulations will
fall into local optimal. Another common population
exchange mechanism is the random recombination strategy
[38], which means that the whole population will be ran-
domly reorganized every certain number of iterations, and
each individual in the population will be divided into a
new subpopulation and start a new search. This strategy
greatly improves the communication between populations,
but the existence probability causes a chaotic state. For
example, the subpopulation individuals who have fallen into
the local optimum may lead to more new subpopulations
falling into the local optimum. The individuals with poor
quality are divided into the same subpopulation, resulting
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Figure 2: Personalized subpopulation.
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in the low quality of the subpopulation. Therefore, this kind
of strategy has the defect of instability.

Therefore, this paper proposes a weighted center of grav-
ity communication strategy, that is, the worst position of
each subpopulation is replaced by the weighted center of
gravity of the optimal position in all other subpopulations,
and the weight is the proportion of the fitness of the optimal
position of each subpopulation to the total fitness. It is worth
noting that the subpopulation of the worst position replaced
does not participate in the selection of the center of gravity.
The role of this strategy is as follows:

(1) The worst position is replaced by the weighted center
of gravity of the best position of other subpopula-
tions. First, the worst position is replaced. If the
quality of the subpopulation is poor, it will help to
improve the population. If the quality of the subpop-
ulation is good, it is helpful to help the population
test whether it falls into local optimization

(2) Selecting and replacing the weighted center of grav-
ity of the optimal position in all other subpopula-
tions that do not include the subpopulation can
reduce the interference of its own population, reduce
the risk that a subpopulation falls into the local opti-
mum and all subpopulations fall into the local opti-
mum, and prevent the situation that the
convergence speed to the optimal solution is too fast
and other high-quality solutions are ignored

Taking the four subpopulations as an example, G1, G2, G3,
and G4 are the four populations, respectively; W1, W2, W3,
and W4 are the positions of the worst individuals of the four
subpopulations after weighted center of gravity communica-
tion; and the black circle is the global optimum, as shown in
Figure 3. In (a), because G1 andG4 are close to the global opti-
mum and their weights are high,W3 is closer to G1 and G4. In
(b),W3 is located closer toG2 becauseG2 is closer to the global
optimum with its higher weight. In both cases, the individual
after the weighted center of gravity exchange will be closer to
the global optimum, but W2 (b) is far from the global opti-
mum, which helps to test whether it is a local optimum.

The worst position formula for the kth subpopulation is
updated as follows:

Xk
worst = 〠

n

j=1

f jg

∑n
i=1 f

i
g

� �
− f kg

· Xj
best

0
@

1
A −

f jg

∑n
i=1 f

i
g

� �
− f kg

· Xk
best:

ð4Þ

The above superscript represents the ith, jth, and kth
subpopulations, which can be further simplified as

Xk
worst = 〠

n

j=1

f jg
∑n

i=1 f
i
g

· Xj
best, i, j ≠ kð Þ: ð5Þ

3.4. Dimension by Dimension Dynamic Reverse Learning. As
a result of the multiple population mechanisms dividing the

population into multiple subpopulations, the number of
individuals in the subpopulation is smaller than that in the
original population, which leads to a decrease in conver-
gence rate and optimization accuracy, which is also a disad-
vantage of the multiple population mechanisms. The reverse
learning strategy helps to accelerate the convergence speed
and improve the optimization accuracy, and the solution
after reverse learning can be closer to the optimal solution.
General reverse learning can only find the optimal solution
[39–41] in a fixed spatial search, while dimension by dimen-
sion dynamic reverse learning has better search ability than
general direction learning, reduces the interference between
dimensions, and can continuously converge to the optimal
solution in dynamic space. At the same time, the alert has
antipredatory behavior to help the population jump out of
local optimum and accelerate convergence (Formula (3)).
In this paper, dimension by dimension dynamic reverse
learning is added to the scouters’ location update to enhance
the antipredatory behavior and reduce the drawbacks of
slow convergence speed and inadequate convergence accu-
racy caused by the reduction of the number of factor
population.

The principle is as follows:

X∗ = a + b − X: ð6Þ

Set the original position to X and the reverse learning
position toX∗. a and b are upper and lower boundaries,
respectively, which is the general reverse learning strategy.

This paper expands reverse learning to each dimension
and reverse learning to each dimension. The formula is
expanded as follows:

X∗
:,j = aj + bj−X:,j, ð7Þ

where j is the dimension, aj is the lower boundary of the
jth dimension, and bj is the upper boundary of the jth
dimension.

At the same time, the dynamic boundary is adopted in
this paper:

aj =min X:,j
À Á

: bj =max x:,j
À Á

, ð8Þ

where minðX:,jÞ is the minimum of the jth dimension in all
individuals and maxðX:,jÞ is the maximum of the jth dimen-
sion in all individuals.

Figure 4 is a dimension by dimension dynamic reverse
learning diagram for the ith individual. The black circle is
the global optimal solution, and the squares are the largest
and smallest values in each dimension of the current popu-
lation, that is, the upper and lower boundaries of each
dimension. ða + bÞ/2 is the midpoint of each dimension
boundary, and it is worth noting that in practice it is not a
straight line, which is abstracted as a straight line. X is the
original location and X∗ is the inverse solution of X under
one-dimensional dynamic reverse learning. It can be seen
that the dimension by dimension dynamic reverse learning,
like general reverse learning, can approach the optimal

6 Journal of Function Spaces
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solution, accelerate the convergence process, and further
eliminate the interference between dimensions so that each
dimension has no influence on each other.

3.5. MPSSA Algorithm Flow. The MPSSA algorithm adopts a
variety of population search mechanisms and divides the
population into equal sized subpopulations as evenly as pos-
sible after initialization. We set different “discoverer-
participant” ratios in different subpopulations to ensure that
each algorithm has different development and exploration
capabilities, increase the personalized differences among

populations, and make the search mode of populations more
flexible. Then, dimension by dimension dynamic reverse
learning is added when the location of the scouter is
updated, which can accelerate the convergence speed of the
subpopulation and have more detailed search accuracy.
Finally, after all subpopulations are updated, the weighted
center of gravity communication strategy is adopted to
exchange among populations and transfer high-quality solu-
tions, so as to help improve the quality of populations and
jump out of local optima. The specific implementation steps
are shown in Algorithm 1.

G1

Global optimum
w2

w1

w3
w4

G2

G4G3

(a)

w1
w2

w4 w3 Global optimum

G1 G2

G4G3

(b)

Figure 3: Weighted center of gravity exchange.
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3.6. Algorithm Complexity Analysis. As shown in the above
algorithm steps, MPSSA mainly performs the following
operations more than SSA:

(1) The population number n is divided into n subpopula-
tions, and the time complexity of this task is OðnÞ

(2) Although the location update is carried out accord-
ing to n subpopulations, the time complexity of indi-
vidual update is OðN ×M ×DÞ as the original SSA
because the total number remains unchanged, D is
the dimension. At the same time, due to the increase
of subpopulation, the sorting times before individual
location update will be increased, but the same num-
ber of population remains unchanged, and the com-
putational complexity remains unchanged

(3) Personalized multigroup strategy only changes the
initial parameters and the proportion of discoverers
and participants and does not increase the complex-
ity of the algorithm

(4) The weighted center of gravity AC strategy updates
only the worst individuals of the n subpopulations,
and its algorithm complexity is Oðn ×MÞ

(5) The dimension by dimension dynamic reverse learn-
ing only operates when the scouter locations in the
population are updated with a time complexity of
OððSD ∗NÞ ×M ×D, SD as a proportion of the pop-
ulation of scouters, did not add an order of magni-
tude to the temporal complexity of the algorithm,
despite the added level of complexity

In summary, MPSSA has a computational complexity of
OðN ×D ×MÞ.

4. Simulation Experiment

4.1. The Basic Test Function. In this paper, nine kinds of test
functions were selected to carry out simulation experiments
to verify the performance of MPSSA, among which F1-F3
are high-dimensional unimodal functions, F4-F6 are high-
dimensional multimodal functions, F7-F9 are fixed dimen-
sional functions, their dimensions, boundaries, theoretical
minima, etc. are shown in Table 1, and the function space
is shown in Figure 5. Meanwhile, PSO [23], DE [42],
GWO [1], SSA [22], BSSA [25], and CSSA [26] were selected
as the comparison algorithms in this paper, and the param-
eters of the algorithms were set as shown in Table 2.

Set populations N
Set the number of subpopulations n
Set maximum number of iterations M
Set alert value ST
Set the proportion PDk of discoverers in the kth subpopulation
Set proportion of scouters in the population SD
t = 1;
Initialize population.
Randomize the population into n equal-sized subpopulations.
While ( t ≤M)

For k = 1: n
In the kth subpopulation, sort fitness values and mark the positions of the best and worst sparrows.
R2 = rand (1).
For i = 1 : PDk ∗N/n
Using formula (1) to update the location of the discoverers;

End for
For i = PDk ∗N/n + 1 : N
Using formula (2) to update the location of the participants;

End for
For l = 1: SD
Using formula (3) to update the location of the scouters;
Update the location of the sparrows according to formula (7) and (8);

End for
Get the new optimal individual;
If the new location is better than the original location, update the location;

End for
Update the worst position of each subpopulation according to the formula (5);
The optimal solution of each subpopulation is compared, and the best one is selected as the optimal solution and optimal location

of the whole population;
t = t + 1;
End while
Return: Xbest, f g

Algorithm 1: The framework of the MPSSA.
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Setting the number of populations in the experiment N
to 100 and the maximum number of iterations M to 500,
each algorithm was run independently 30 times, and the
optimal, worst, mean, standard deviation 4-term outcomes
were recorded, in which the best outcome in each indicator
was coarsened; then, each algorithm was ranked in different
functions (depending on the average, or the standard devia-
tion if the average is equal), and finally, the ranking results
were averaged to give a total ranking, as detailed in
Table 3. “A/I” means “ Algorithm/Index” in Table 3. The
average convergence of each algorithm in each function is
shown in Figure 6.

In order to test the role of each strategy, the sparrow
algorithm (SSA), the sparrow algorithm with multi group
mechanism (SSA1), the sparrow algorithm with personal-

ized multigroup strategy (SSA2), the sparrow algorithm with
weighted barycenter exchange mechanism based on SSA2
(Ssa3), and the sparrow algorithm with dynamic reverse
learning based on SSA3 (MPSSA) are tested and simulated
in F1, as shown in the first figure in Figure 6. The two algo-
rithms can be used as the control group to test the necessity
of the newly added mechanism or strategy. It can be seen
that the performance of SSA, SSA1, SSA2, SSA3, and MPSSA
shows an increasing trend, indicating that the addition of
each mechanism or strategy has a certain improvement on
the performance of the previous algorithm.

It can be seen from the experimental results in Table 3
that MPSSA has found the theoretical optimal solution in
F1, F2, F3, F4, F7, F8, and F9, and in addition to the above
functions, the optimal solution in the comparison algorithm
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Figure 5: Function diagram.

Table 2: Algorithm parameter setting.

Algorithm PSO DE GWO SSA BSSA CSSA MPSSA

Parameter

c1 = 2
c2 = 2

W min = 0:2
W max = 0:9

CR=0.2
Fmin=0.2
Fmax=0.8

a = 2⟶ 0ð Þ
ST = 0:8
PD = 0:2
SD = 0:2

ST = 0:8
PD = 0:2
SD = 0:2

ST = 0:8
PD = 0:2
SD = 0:2

n = 4
ST = 0:8

PDk = 0:1, 0:2, 0:3, 0:4
SD = 0:2
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Table 3: Function experimental results.

F A/I PSO DE GWO SSA BSSA CSSA MPSSA

F1

Best 5:95E − 09 3:81E − 04 8:30E − 41 0 0 0 0

Worst 1:69E − 06 9:87E − 04 1:19E − 37 0 0 0 0

Ave 1:78E − 07 6:30E − 04 1:16E − 38 0 0 0 0

Std 3:24E − 07 1:55E − 04 2:18E − 38 0 0 0 0

Rank 6 7 5 1 1 1 1

F2

Best 5:48E − 05 2:02E − 03 5:69E − 23 0 0 0 0

Worst 1:21E − 03 3:73E − 03 5:58E − 22 7:14E − 243 0 0 0

Ave 4:02E − 04 2:78E − 03 1:92E − 22 2:38E − 244 0 0 0

Std 2:96E − 04 4:18E − 04 1:18E − 22 0 0 0 0

Rank 6 7 5 4 1 1 1

F3

Best 3:98E − 09 3:88E − 04 2:97E − 08 3:70E − 32 1:35E − 13 1:35E − 13 0

Worst 9:02E − 07 1:20E − 03 6:96E − 01 5:83E − 09 6:87E − 10 6:87E − 10 4:12E − 16
Ave 1:27E − 07 6:73E − 04 1:73E − 01 3:93E − 10 4:84E − 11 4:84E − 11 1:98E − 16
Std 1:77E − 07 1:68E − 04 2:03E − 01 1:16E − 09 1:31E − 10 1:31E − 10 1:50E − 16
Rank 5 6 7 4 2 3 1

F4

Best −8:32E + 03 −9:69E + 03 −8:12E + 03 −1:26E + 04 −1:26E + 04 −1:26E + 04 −1:26E + 04
Worst −4:33E + 03 −8:78E + 03 −3:53E + 03 −7:25E + 03 −8:41E + 03 −8:41E + 03 −1:07E + 04
Ave −6:72E + 03 −9:21E + 03 −6:38E + 03 −1:09E + 04 −1:15E + 04 −1:15E + 04 −1:21E + 04
Std 8:75E + 02 2:23E + 02 8:32E + 02 1:72E + 03 8:14E + 02 8:14E + 02 5:15E + 02
Rank 6 5 7 4 2 3 1

F5

Best 1:55E − 10 3:65E − 05 1:20E − 08 1:57E − 32 2:48E − 15 2:48E − 15 1:57E − 32
Worst 1:04E − 01 1:83E − 04 4:67E − 02 2:95E − 10 7:65E − 12 7:65E − 12 4:71E − 11
Ave 3:46E − 03 8:86E − 05 1:57E − 02 3:45E − 11 1:46E − 12 1:46E − 12 1:57E − 12
Std 1:89E − 02 3:57E − 05 1:20E − 02 6:69E − 11 2:14E − 12 2:14E − 12 8:60E − 12
Rank 6 5 7 4 2 3 1

F6

Best 1:60E − 09 2:66E − 04 1:25E − 07 2:56E − 14 1:60E − 14 1:60E − 14 1:35E − 32
Worst 1:10E − 02 6:02E − 04 4:91E − 01 5:55E − 09 7:01E − 10 7:01E − 10 6:55E − 17
Ave 7:91E − 04 4:01E − 04 1:37E − 01 9:16E − 10 6:23E − 11 6:23E − 11 1:09E − 17
Std 2:79E − 03 8:12E − 05 1:29E − 01 1:58E − 09 1:38E − 10 1:38E − 10 2:48E − 17
Rank 6 5 7 4 2 3 1

F7

Best 3:61E − 04 3:56E − 04 3:07E − 04 3:07E − 04 3:07E − 04 3:07E − 04 3:07E − 04
Worst 1:07E − 03 7:80E − 04 2:04E − 02 3:32E − 04 3:07E − 04 3:07E − 04 3:07E − 04
Ave 7:78E − 04 6:51E − 04 2:40E − 03 3:08E − 04 3:07E − 04 3:07E − 04 3:07E − 04
Std 2:05E − 04 8:89E − 05 6:09E − 03 4:39E − 06 1:31E − 10 1:31E − 10 6:59E − 11
Rank 6 5 7 4 2 3 1

F8

Best −1:04E + 01 −1:04E + 01 −1:04E + 01 −1:04E + 01 −1:04E + 01 −1:04E + 01 −1:04E + 01
Worst −5:09E + 00 −1:04E + 01 −5:09E + 00 −1:04E + 01 −1:04E + 01 −1:04E + 01 −1:04E + 01
Ave −9:17E + 00 −1:04E + 01 −1:00E + 01 −1:04E + 01 −1:04E + 01 −1:04E + 01 −1:04E + 01
Std 2:27E + 00 6:71E − 04 1:35E + 00 1:96E − 05 9:33E − 16 9:33E − 16 1:87E − 15
Rank 7 5 6 4 1 2 3

F9

Best −1:05E + 01 −1:05E + 01 −1:05E + 01 −1:05E + 01 −1:05E + 01 −1:05E + 01 −1:05E + 01
Worst −5:13E + 00 −1:05E + 01 −1:05E + 01 −5:13E + 00 −1:05E + 01 −1:05E + 01 −1:05E + 01
Ave −1:02E + 01 −1:05E + 01 −1:05E + 01 −1:04E + 01 −1:05E + 01 −1:05E + 01 −1:05E + 01
Std 1:37E + 00 1:54E − 07 6:24E − 08 9:87E − 01 2:29E − 15 2:29E − 15 5:14E − 15
Rank 7 4 5 6 2 3 1

Total rank 6.11 5.44 6.22 3.89 1.67 2.44 1.22
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is found in F5 and F6, indicating that MPSSA algorithm has
strong optimization performance. In terms of function types,
in high-dimensional unimodal functions, MPSSA has strong
search ability with other algorithms such as SSA, BSSA, and

CSSA in F1 and F2, and only MPSSA has found the theoret-
ical optimal solution in F3. In the high-dimensional multi-
modal function, MPSSA ranks first in all indicators, and its
overall performance is better than other algorithms, which
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Figure 6: Comparison of algorithm convergence.
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is also the advantage of multiple swarm algorithms in the
case of multimodal. In the fixed dimension function, MPSSA
has little difference from other SSA improved algorithms,
only a small difference in standard deviation.

From the convergence of each algorithm in Figure 6, in
the high-dimensional unimodal function, the convergence
speed of MPSSA is not fast, but due to its superior optimiza-
tion performance, it can directly find the optimal value and
end the convergence. In the high-dimensional multimodal
function, the advantage of MPSSA is highlighted. The con-
vergence speed is significantly faster than all comparison
algorithms, and it does not fall into local optimization due
to the attraction of multimodal.

To sum up, PSO, DE, and GWO perform poorly in the
standard test function, which is significantly worse than
the SSA and SSA improved algorithms. Moreover, MPSSA
has a strong search ability in the basic test function, ranking
first, followed by BSSA, CSSA, and SSA. Especially in the
case of high-dimensional and multi peak, MPSSA is
outstanding.

4.2. CEC 2017. In order to test the general adaptability of the
algorithm and prevent the randomness of the selected func-
tion in the above experiment, it is necessary to select a more
complex test function, that is, the CEC 2017 test function
used in the international algorithm competition, to test the
above algorithm. Due to the defect of F2 [43], the article will
not adopt it. The evaluation times are set to 1000 ∗ dim, and
other parameters are consistent with the above experiments.
The experimental results after 30 times of operation are
shown in Table 4.

From the results in Table 4, MPSSA finds the optimal
value in all algorithms in F1, F3, F4, F12, F15, F18, F22,
and F28, and the average value is the closest to the theoreti-
cal optimal value in F3, F4, F12, F14, F18, F22, F23, and F
28. Among the 29 test functions, MPSSA ranks in the top
three except F7, F15, F20, F25, and F30. In the comprehen-
sive ranking, MPSSA ranks first, followed by De, PSO,
GWO, CSSA, BSSA, and SSA.

The values in Table 5 represent the p value of Wilcoxon
rank sum test for the results of 30 operations. When p < 0:05
, it can be considered that MPSSA is significantly different
from the algorithm, “+”, “=”, and “-”, respectively, represent
that MPSSA is superior, equal, and inferior to the compari-
son algorithm [44]. It can be seen that most algorithms are
inferior to the MPSSA algorithm, which shows that MPSSA
is significantly different from other algorithms, and the per-
formance is better than other algorithms, which shows that
MPSSA has better advantages than other algorithms.

5. UAV Cooperative Track Planning

Track planning is a problem of path optimization in contin-
uous space, which is mainly divided into single track plan-
ning [45] and cooperative track planning [46].

5.1. Single UAV Track Planning Model

5.1.1. Flight Fuel Cost. In the actual combat mission, the
track length can reflect the fuel consumption. Let Li be the

track length of ith segment and N be the number of track
points [47]. That is, the fuel consumption cost of UAV flight
can be expressed as the track length:

f path = 〠
N

i=1
Li: ð9Þ

5.1.2. Flight Altitude Change Cost. In order to avoid radar
search and prevent collision with mountains, the UAV must
adjust the flight altitude in time. A stable flight altitude can
reduce the burden of the control system and save more fuel.
The variance of track altitude change can describe the stabil-
ity of flight altitude, which can be expressed as

f height =
∑N

i=1 zi − 1/Nð Þ∑N
i=1zi

� �2
N

, ð10Þ

where zi is the Z coordinate of the ith track point.

5.1.3. Smoothing Cost. The smaller the deflection angle dur-
ing flight, the more stable the flight state of UAV and the
smoother the flight path. The smoothing cost can be
expressed by the change degree of deflection angle δ, and
the function is set as follows:

f smooth = 〠
N

i=1
δi −j δi−1j: ð11Þ

5.1.4. Comprehensive Threat Constraint. When passing
through the enemy area, UAV will encounter the enemy’s
air defense system, including detection radar, air defense
antiaircraft gun, ground to air missile, and other threats.
The above threats are approximately regarded as a cylindri-
cal area on the three-dimensional plane, and the detection
range or attack range is taken as its radius R. The current
track segment Li is divided into five segments, M represents
the comprehensive threat, a total of nM comprehensive
threats are set, kM represents the current kth comprehensive
threat, RkM represents the radius of the current threat, and
dk,i represents the distance from the current threat point to
the five equally divided segments. The threat constraint
principle of the current comprehensive threat point to track
segment Li is shown in Figure 7, and its threat constraint
function is set as follows:

Constraint = 〠
5N

i=1
〠
nM

kM=1
max RkM

− dkM ,i, 0
À Á

: ð12Þ

Therefore, the cost function of UAV with single track is

min fitnessð Þ = ω1 · f path + ω2 · f height + ω3 · f smooth + η · Constraint:

ð13Þ

5.2. Multi-UAV Collaborative Planning Model. In the pro-
cess of collaborative track planning, it is necessary to plan
multiple candidate tracks that meet the flight constraints of
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single UAV for each UAV at the single-plane planning level
in advance and then establish the cooperative constraint
relationship to plan the cooperative track of multiple UAVs.
Cooperative constraints mainly include spatial cooperative
constraints and temporal cooperative constraints among
multiple UAVs. Spatial cooperative constraint means to
avoid collision between multiple UAVs while meeting the
track planning of a single UAV. Time cooperative constraint
means that multiple UAVs can reach the specified target
point at the same time or within a certain time difference.

The specific operations of multi-UAV cooperative track
planning are as follows: firstly, generate multiple candidate
tracks of each UAV, then calculate the time range of reach-
ing the target point according to the minimum and maxi-
mum flight speed and track length of each UAV, and
calculate the time intersection of reaching the target area

Table 5: Wilcoxon rank sum test.

PSO DE GWO SSA BSSA CSSA

F1 9:99E − 07 8:42E − 01 2:93E − 11 5:29E − 03 3:50E − 02 1:07E − 02
F3 9:59E − 09 2:71E − 11 2:79E − 11 2:83E − 11 4:70E − 11 2:38E − 11
F4 4:93E − 05 6:44E − 11 2:42E − 11 6:65E − 08 6:92E − 07 4:54E − 01
F5 1:00E − 03 5:38E − 01 1:52E − 07 2:37E − 11 2:51E − 11 9:10E − 07
F6 2:61E − 11 4:55E − 12 4:80E − 06 2:62E − 11 2:56E − 11 2:60E − 11
F7 1:76E − 04 2:83E − 01 2:33E − 04 3:86E − 11 3:46E − 11 1:32E − 09
F8 8:18E − 01 1:20E − 05 7:84E − 03 2:75E − 11 7:89E − 11 3:97E − 03
F9 3:75E − 02 2:15E − 11 1:93E − 06 1:34E − 10 3:59E − 10 5:43E − 07
F10 7:96E − 01 2:55E − 11 1:11E − 01 2:61E − 10 5:98E − 09 3:94E − 07
F11 1:97E − 05 7:05E − 01 1:67E − 06 2:63E − 02 1:99E − 01 2:38E − 01
F12 2:57E − 01 2:69E − 11 2:66E − 11 1:89E − 10 1:95E − 08 6:33E − 09
F13 1:45E − 01 7:87E − 09 4:50E − 06 4:82E − 01 3:62E − 01 3:54E − 01
F14 2:21E − 01 2:78E − 11 2:36E − 08 3:26E − 09 3:15E − 08 3:70E − 01
F15 6:84E − 01 9:69E − 05 1:62E − 09 6:20E − 01 9:23E − 01 2:05E − 01
F16 1:26E − 01 7:32E − 07 1:94E − 05 5:05E − 09 1:14E − 04 4:36E − 04
F17 8:19E − 02 9:19E − 10 1:22E − 06 1:77E − 10 7:57E − 11 1:73E − 06
F18 2:25E − 07 3:01E − 11 4:71E − 09 7:33E − 06 2:58E − 02 2:18E − 06
F19 4:01E − 02 2:88E − 08 9:17E − 11 3:24E − 01 2:50E − 01 1:44E − 01
F20 1:15E − 02 2:47E − 07 7:22E − 03 4:84E − 08 7:04E − 06 6:10E − 02
F21 6:18E − 10 2:77E − 11 6:09E − 01 2:80E − 11 2:69E − 11 8:12E − 03
F22 3:78E − 03 4:87E − 10 4:81E − 10 6:36E − 11 3:40E − 09 4:29E − 01
F23 2:72E − 11 5:17E − 06 7:28E − 01 2:63E − 11 2:74E − 11 4:80E − 11
F24 2:43E − 10 1:61E − 05 4:86E − 05 2:88E − 11 2:65E − 11 2:51E − 07
F25 6:05E − 05 1:61E − 06 2:81E − 05 1:08E − 01 5:58E − 01 2:54E − 05
F26 4:79E − 03 2:79E − 02 5:05E − 04 2:79E − 11 7:52E − 10 5:99E − 09
F27 9:94E − 01 4:40E − 09 5:68E − 02 2:59E − 11 3:29E − 11 1:75E − 05
F28 9:85E − 04 6:54E − 05 2:83E − 11 2:38E − 05 1:14E − 03 9:73E − 03
F29 1:70E − 01 9:68E − 03 1:25E − 01 4:04E − 11 1:05E − 09 2:60E − 05
F30 1:40E − 05 1:46E − 09 2:84E − 11 1:00E − 09 3:63E − 07 1:42E − 02
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Figure 7: Comprehensive threat constraint.

17Journal of Function Spaces



RE
TR
AC
TE
D

between different UAVs, then determine the cooperative time
range, and finally select the flight scheme corresponding to the
minimum cooperative cost that meets the constraints.

5.2.1. Spatial Cooperative Constraint.When large UAVs per-
form combat tasks in the modern battlefield, it is necessary
to specify that the distance of each UAV at the same time
should be greater than the safe distance D, so as to avoid
the damage caused by the collision between UAVs and
ensure the UAVs to complete the combat tasks safely.
Assuming that the European distance between the ith
UAV and the jth UAV at a certain time is Di,j, where i, j ∈
½1, n� and n are the number of UAVs, the space constraints
that multiple UAVs should meet at this time are as follows.

For ∀i, j ∈ ½1, n�, there is D −Di,j ≤ 0. Then, set the spatial
collaboration constraint function as follows:

Constra intspace = 〠
n

i=1
〠
n

j=1
max D −Di,j, 0

À Á
: ð14Þ

5.2.2. Time Cooperative Constraint. When multiple UAVs
perform tasks cooperatively, if they cannot reach the task
target area at the same time, it will not only reduce the coop-
erative work efficiency of UAVs but also increase the proba-
bility that a single UAV will be destroyed, resulting in the
reduction of task completion rate. Therefore, it is necessary
to restrict the time when UAVs arrive at the target area, that
is, set the cooperative time, that is, meet the intersection of
the time intervals when all UAVs arrive at the target area.
When the intersection is not empty, it indicates that there
is a period of time to enable the UAV to reach the target
point at the same time by adjusting the flight speed [28].

There are n UAVs in total, and each UAV has m alterna-
tive tracks. The jth flight path of the ith UAV is Li,j, and the
speed of each UAV is vi ∈ ½vmin, vmax�; then, the flight time
range of the jth flight path of the ith UAV reaching the tar-
get area is Ti,j = ½Li,j/vmax, Li,j/vmin� = ½Tmin

i,j , Tmax
i,j �, Tmin

i,j , and
Tmax
i,j respectively, represent the shortest and longest time

of the jth flight path of the ith UAV reaching the target area,
then the time range of the ith UAV is Ti = Ti,1 ∪ Ti,1 ∪⋯∪

Ti,m; then, the requirement is T = ∩
N

i=1
Ti ≠∅; then, there is

a feasible solution in the track alternative group of the cur-
rent UAV.

Let Tmin
i and Tmax

i , respectively, be the shortest and lon-
gest time for a track selected from the candidate track group
of the I UAV to reach the target area. When the intersection
of the time intervals for all UAVs to reach the target area is
not empty, there is a feasible solution, that is, the time coop-
eration constraints of multiple UAVs are

max Tmin
1 , Tmin

2 ,⋯, Tmin
m

À Á
≤min Tmax

1 , Tmax
2 ,⋯, Tmax

mð Þ:
ð15Þ

Then, set the time collaboration constraint function as

Constrainttime = max max Tmin
1 , Tmin

2 ,⋯, Tmin
m

À ÁÀ
−min Tmax

1 , Tmax
2 ,⋯, Tmax

mð Þ, 0Þ:
ð16Þ

Figure 8 is the schematic diagram of time cooperative
constraint of three UAVs, in which each UAV has three
alternative tracks. In the figure, only the same order track
of each UAV is used to explain. It can be seen that the blue
and purple lines have time intersection, that is, they meet the
cooperative time constraint, while the red line does not meet
the cooperative time constraint.

5.2.3. Cooperative Cost Function. The cooperative objective
function includes two parts. One part is the sum of the cost
∑n

i=1f itnessi of the track objective function of a flight track
selected from the alternative track group by each UAV, where
fitnessi is the cost of the track objective function selected by
the ith aircraft. The other part is the planned coordination
time cost Tarrival, in order to minimize the coordination cost
of UAV, the minimum value in the intersection of coordina-
tion time is taken as Tarrival, as shown in Figure 7. Therefore,
the coordination cost function is as follows.

UAV-1

UAV-2

UAV-3

[Tmin, Tmax]

[Tmin, Tmax]

Path-1

Path-2

Path-3

Path-1

Path-2

Path-3

Path-1

Path-2

Path-3

Time

UAV
Tarrival

Tarrival

Figure 8: Time collaboration constraint.
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min Fð Þ = 〠
n

i=1
f itnessi + Tarrival

+ η Constraintspace + Constrainttime

À Á ð17Þ

5.3. Experimental Setup. The map environment adopts the
establishment of three-dimensional topographic map within
the range of 100 km × 150 km × 3 km, and the track is
smoothed by cubic B-spline curve.

An individual Si in the population is defined as a path
connected by multiple track points, Si = ½sx1, sy1, sz1, sx2,⋯
⋯sxn, syn, szn�, in which every three constitute the three-
dimensional coordinates of a track point, a total of n track
points, and the dimension of each individual is 3 ∗ n. If the
starting point coordinate S is ðxs, ys, zsÞ and the ending point
coordinate E is ðxE , yE, zEÞ, the three-dimensional coordi-
nates of the track point di are

xdi = xS + sxi · xS − xEð Þ,
ydi = yS + syi · yS − yEð Þ,

zdi = z∗di + szi · zmax − z∗di

� �
,

ð18Þ

where z∗di can be obtained in the elevation map according
to xdi and ydi and zmax refers to the upper bound of coordi-
nate Z in the elevation map.

5.4. Experimental Simulation of Track Planning. In single
UAV track planning, the coordinates of starting point and
ending point are set as (10, 90, 1.1) and (130, 10, 1.1). There
are five nonflying areas with comprehensive threats. The

coordinates of the central points are (20, 60), (40, 80),
(60, 40), (80, 60), and (100, 30), and the radius is 10 km,
η = 107, ω1 = 0:5, ω2 = 0:3, and ω3 = 0:2. The algorithm
parameters, iteration times, and population number are con-
sistent with the above experiments. The track point is set to
10 and runs independently for 20 times. Figure 9(a) is the orig-
inal topographic map, (b) is the optimal three-dimensional
track map of each algorithm, (c) is the contour top view, and
(d) is the objective function convergence map. The objective
function results after the simulation experiment are shown
in Figure 10.

As can be seen from Figure 9, MPSSA can cling to the
ground, perfectly avoid the threat area, quickly get rid of
the constraints, and the planned route is smoother. PSO,
De, GWO, SSA, BSSA, and CSSA fall into local optimization
after a certain number of iterations and cannot jump out.
The planned line is obviously not a good line, while MPSSA
converges faster and finds a better solution than other
algorithms.

Figure 10 shows the results of the objective function
after the above seven algorithms independently conduct
track planning for 20 times. It can be seen that the four
indexes of MPSSA are better than other algorithms,
indicating that it has strong optimization ability and sta-
bility. Although the time consumed by the algorithm is
not the shortest, it gains better performance at the cost
of time.

To sum up, MPSSA can quickly avoid the constraints of
threat areas and complete the track planning, and the
planned route is shorter and smoother than other compari-
son algorithms. At the same time, the convergence speed,
optimization accuracy, and robustness of the algorithm are
better than other algorithms.
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Figure 9: Single UAV track planning.
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5.5. Experimental Simulation of Cooperative Track Planning.
In the collaborative track planning, three UAVs are selected
for experiments, and there are 10 alternative tracks in each
alternative track group. The coordinates of starting point 1,
starting point 2, starting point 3, and ending point are set
as (10, 90, 1.1), (10, 70, 2.2), (10, 90, 1.2), and (130, 10,
1.1), respectively. The settings of other parameters such as
comprehensive threat are the same as above, and the safety
distance D is set as 0.2 km, Vmax = 1km/s, and Vmin = 0:5
km/s. The objective function results after the simulation
experiment are shown in Table 6. Figure 11(a) is the original
topographic map, (b) is the three-dimensional route map of
cooperative track planning, (c) is the top view of contour
line, and (d) is the convergence map of cooperative objective
function. Table 6 shows the results of UAV objective func-
tion of single UAV track planning. Table 7 shows the results
of multi-UAV cooperative track planning cooperative objec-
tive function.

As can be seen from (b) and (c), MPSSA can still avoid
the threat area and get rid of constraints in the case of col-
laborative planning of multiple UAVs to fly smoothly at a
lower altitude relative to the terrain. Although UAV1 and
UAV3 seem to coincide from the top view, it can be seen
from (b) that the two UAVs are still outside the safe distance
and have a time difference. It can be seen that due to the
constraints of cooperative space and time, the tracks of
UAVs are not always optimal. It can be seen from the graph
that the optimal solution (SSD) can still converge faster and
jump out of the optimal solution.

It can be seen from Table 6 that the standard deviation of
the cost function value of the alternative track under MPSSA
is small, and the alternative track group meeting the con-
straints can be planned stably for each UAV at different
starting points. Table 7 shows the multi-UAV collaborative
planning scheme, which shows that each UAV can reach
the end point within the time range of [148.05 s, 275.94 S],
and the collaborative cost is 360.99. It can be seen that the
track selected by each UAV is not the best in the alternative
track group, indicating that the cooperative track planning
scheme is not necessarily composed of the best track in the
alternative track group of each UAV but selects the relatively
better track that meets the coordination requirements to
perform the task.

In conclusion, the MPSSA algorithm adds a variety of
population search mechanisms and sets different “discoverer
enrollee” ratios in different subpopulations, ensuring that
each algorithm has different development and exploration
capabilities. By adding dynamic dimension by dimension
dynamic reverse learning, it accelerates the convergence
speed of subpopulations and has more detailed search

Table 6: Track planning for each UAV.

UAV/cost Best Worst Ave Std

UAV-1 74.31 77.61 75.96 1.55

UAV-2 69.43 76.19 72.81 3.10

UAV-3 69.10 72.87 70.99 1.75

PSO DE GWO SSA BSSA CSSA MPSSA
Algorithms

0

10

20

30

40

50

60

70

80

90

100

C
os

t

33
.5

1
77

.2
9 83

.4
5

93
.9

4

35
.7

59
76

.5
4

79
.1

8
81

.3
2

39
.8

37
76

.1
9

79
.3

9 83
.7

8

40
.3

2
77

.2
5 80
.8

5 85
.6

5

42
.3

21
77

.0
5

80
.1

2 86
.4

4

43
.5

7
77

.7
5 82

.3
3

98
.4

5

41
.2

3
74

.2
1

76
.8

9
80

.2
2

Running time(s)
Best value

Mean value
Worst value

Figure 10: Single UAV planning results comparison.
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accuracy. After all subpopulations are updated, it adopts the
weighted center of gravity exchange strategy, The exchange
between populations and the transfer of high-quality solu-
tions help to improve the quality of the population and jump
out of the local optimum. The above strategies make
MPSSA’s search mode more flexible and its comprehensive
search capability enhanced, so that MPSSA can help UAVs
quickly bypass threat areas and obtain better track routes
under complex environments and mathematical models,
and help multiple UAVs to plan better, stable, and smooth
track schemes, ensure that UAVs can complete cooperative
tasks safely and stably, and further verify MPSSA’s good
algorithm performance.

6. Conclusion

In this paper, a sparrow search algorithm based on personal-
ized multipopulation is proposed to solve the original defects
of SSA and help UAV complete complex cooperative track
planning. Through the introduction of multipopulation
mechanism, personalized subpopulation strategy, weighted
center of gravity communication strategy, and dimension
by dimension dynamic reverse learning, it can prevent fall-
ing into local optimization, enhance the personalized differ-
ence of subpopulation, improve the quality of population

communication, accelerate convergence and improve opti-
mization accuracy, and effectively improve the performance
of the original SSA algorithm. The experimental results of
benchmark function and CEC2017 show that MPSSA can
stably find better solutions than PSO, GWO, DE, SSA, and
SSA improved algorithms, has good advantages, and can
adapt to more complex optimization problems. Through
the simulation experiment of UAV cooperative track, the
results show that MPSSA is helpful to the static planning
of UAV cooperative track, with shorter time, better planning
path, and better stability.

At the same time, there is still a lot of work to be done in
the future, such as checking the impact on the performance
of the algorithm when more constraints are added. The algo-
rithm is applied to more complex dynamic path planning
and real-time obstacle avoidance. The algorithm is applied
to multiobjective programming problem and so on.
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Figure 11: Collaborative track planning.

Table 7: Collaborative track planning results.

UAV/index Cost Track length (km) Arrival time (s) Collaborative arrival time (s) Collaborative cost

UAV-1 74.31 148.05 [148.05, 296.10]

[148.05, 275.94] 360.99UAV-2 69.43 137.99 [137.99, 275.99]

UAV-3 69.21 137.97 [137.97, 275.94]
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The construction of smart campuses can help realize the modernization of higher education. However, the subjects and
mechanisms are easily ignored in the construction of smart campuses in colleges and universities. The purpose of this paper is
to construct an evolutionary game model based on the complex network structure characteristics of smart campus subjects and
the dynamic relationship of collaborative games. Taking the scale-free network as the carrier, the decision-making behavior
among subjects is explained. Then, the importance of subject coordination and the effectiveness of the mechanisms of
leadership organization, special funds, assessment rewards, and punishments are analyzed through the simulation platform,
i.e., Simpy. The results show that (1) moderate subject collaboration helps to avoid the phenomenon of getting something
for nothing, (2) appropriate leadership and organization mechanisms can promote the construction process, (3) special
fund mechanisms can ensure sustainable development, and (4) assessment reward and punishment mechanisms can
increase the popularity of achievements. The proposed method enriches relevant theories of smart campus research and
provides a reference for decision-making in smart campus construction.

1. Introduction

With the continuous intelligence of network information
technology and the more diversified needs of teachers and
students, universities have vigorously advocated for wisdom
education, and information construction has entered the
smart campus stage. The COVID-19 epidemic has made
the development of smart campuses perform a “bend over-
take,” and it is becoming more urgent for smart campuses
to reach a high level with high quality. A smart campus
refers to the deep integration of scattered information sys-
tems and educational resources on a university campus
using cloud computing, big data, artificial intelligence, the
Internet of Things, mobile interconnections, and other new
generations of network information technology to construct
a comprehensive, perceptive, efficient, and convenient
environment for teaching, scientific research, management,
clothing, and living [1–3].

The construction of a smart campus is a difficult task
involving a wide range of areas, with heavy workloads and

a long duration [4]. After years of research and practice,
the smart campus has made a preliminary development.
However, current research ignores two important issues:
the subjects and the mechanism [5, 6]. Most of the work of
constructing smart campuses is undertaken by the network
information department. For the sake of responding to
current interests, IT (information technology) enterprises
may not keep up with subsequent maintenance. In addition,
the relevant subjects of universities are not fully involved,
resulting in a weak construction force, difficult coordination
of data resources, and poor user experience. Research on
smart campuses has exposed the shortcomings of head-
heavy and feet-light [7, 8]. At the beginning, construction
focuses on the excavation of the technical level and neglects
the importance of the construction mechanism, which
enacts the construction and implementation of smart
campuses without solid guarantees. In addition, many sub-
jects are involved in the construction of smart campuses in
universities, and they have a competitive and cooperative
relationship, which has the structural characteristics of a

Hindawi
Journal of Function Spaces
Volume 2022, Article ID 4141475, 9 pages
https://doi.org/10.1155/2022/4141475

https://orcid.org/0000-0001-8805-6196
https://orcid.org/0000-0003-4927-9041
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4141475


RE
TR
AC
TE
D

complex network and the dynamic relationship of a collabo-
rative game [9–11]. However, research from the perspective
of a complex network evolutionary game is still lacking.

To alleviate the above constraints, this paper studied the
construction of smart campuses in high-level universities
based on the theory of complex networks and evolutionary
games. Taking the scale-free network as the carrier, the evo-
lutionary game model of public goods was constructed to
explain decision-making behavior among subjects. Then,
the importance of subject coordination and the effectiveness
of the mechanisms of leadership organization, special funds,
assessment rewards, and punishments are analyzed through
the simulation platform, i.e., Simpy.

This work enriches the relevant theories of smart cam-
pus research and provides suggestions and references for
the construction of smart campuses in universities. The
contributions of this work are fourfold. (1) Moderate subject
collaboration helps to prevent the phenomenon of getting
something for nothing. (2) Appropriate leadership and
organizational mechanisms can promote the construction
process. (3) Special fund mechanisms can ensure sustainable
development. (4) Assessment reward and punishment
mechanisms can increase the popularity of achievements.

The structure of this paper is as follows. In Section 2, we
summarize and analyze related works on the construction of
smart campuses. Our review covers three main aspects:
theoretical connotations, strategic proposals, and technical
methods. In Section 3, methods utilizing the theory of
complex networks and evolutionary games are proposed.
In Section 4, we describe the process and results of the sim-
ulation. In Section 5, the importance of subjects’ coordina-
tion and the effectiveness of the mechanism guarantees are
discussed in detail. Finally, in Section 6, brief conclusions
are provided.

2. Related Works

At present, the construction of smart campuses represents
the direction of information development in universities,
and it is also a trending issue among experts in related fields
at home and abroad. It encompasses the following three
main aspects.

Theoretical connotations: Atif et al. studied the estab-
lishment of a smart campus environment to provide a
ubiquitous learning mode [12]. Wang analyzed the wisdom
concept, main characteristics, and design of the smart
campus [13]. In discussing the essential elements and
characteristics of smart campuses, Li highlighted existing
problems and gaps [14]. Nasro et al. proposed the manage-
ment evaluation and positioning of the existing infrastruc-
ture of higher education institutions based on the concept
of the smart campus [15].

Strategic proposals: Kang et al. expounded on the solu-
tions of smart campuses, such as campus network construc-
tion, hardware infrastructure construction, security system
construction, intelligent multimedia teaching application
system construction, multimedia conference system con-
struction, and software platform construction [16]. Chen
carried out research from the aspects of organizational struc-

ture, follow-up capital investment, team construction, sys-
tem perfection, and incentive policy and put forward
corresponding suggestions for safeguard mechanisms [17].
Gan et al. elaborated the construction of smart campuses
in foreign universities and focused on Chinese universi-
ties from seven dimensions: top-level design, construction
vision, construction mode, smart teaching environment,
smart teaching resources, smart campus management, and
smart campus services [18]. Yan et al. pointed out that in
the process of carrying out theoretical research on smart
campuses, universities should always establish people-
oriented concepts [19].

Technical methods: Mar et al. designed a smart campus
system including intelligent education, parking, and class-
room using information technology [20]. Ikrissi et al.
focused on several vulnerabilities and vulnerable attacks
affecting the data and information security of smart cam-
puses [21]. Luo et al. designed an overall architecture model
of smart campuses in a big data environment. From bottom
to top, the model has an infrastructure layer, data layer,
application support layer, business application layer, and
terminal display layer [22]. Yu et al. built smart campus pri-
vate networks based on 5G edge-cloud fusion, sinking the
services concentrated in the remote cloud center from core
to edge [23].

3. Method

3.1. Basic Analysis. In this study, it is assumed that the
subjects involved in the construction of smart university
campuses include enterprises, network information depart-
ments (NIDs), business departments, faculties, and affiliated
units (AU). Among them, the task of the enterprise is to pro-
vide comprehensive design and technology development
services. The network information department coordinates
all aspects of relations and leads the construction process.
The business department is in charge of different matters
and mastering different kinds of big data resources. These
subjects need to communicate and connect. This study
considers the party committee office (PCO), organization
department (OD), publicity department (PD1), labor union
(LU), youth league committee (YLC), principal’s office
(PO), development planning department (DPD), personnel
department (PD2), finance department (FD), science and
technology department (STD), audit department (AD), asset
management department (AMD), infrastructure department
(ID), security department (SD1), logistics department (LD),
retirement department (RD), student department (SD2),
academic affairs department (AAD), enrollment and
employment department (EED), library, and archives.
Although there are a large number of departments and affil-
iated units, in most cases, they use the resources only after
the completion of the smart campus, and each of them is
regarded as a subject. Consequently, a total of 25 subjects
were identified.

A smart university campus is a kind of public good. First,
the subject plays a very important role in the process of
building a smart campus. We cannot ignore any party. Only
by sharing resources and collaborative construction can we

2 Journal of Function Spaces



RE
TR
AC
TE
D

complete the task. Second, the products after completion are
shared by each subject. For example, enterprises make
profits and continue to provide updates and maintenance
for deep-seated technology; the network information depart-
ments continue to lead the upgrading and construction of
smart campus and basic technical maintenance services in
the later stage; the business departments should constantly
provide updated data and needs; colleges, departments, and
affiliated units can enjoy the resources of a smart campus
to carry out teaching, learning, scientific research, and life
more conveniently. However, in the process of building
smart campuses in universities, enterprises tend to pay
attention to interests and neglect quality, the network infor-
mation department lacks the leading force, the business
department lacks a sense of ownership, and the departments
and affiliated units are dependent. Therefore, there is both
competition and cooperation between subjects, and there is
a dynamic cooperative game relationship, which is also an
evolutionary game. The game of public goods represents a
typical study of cooperative behavior between multiple indi-
viduals [24]. Each individual has only two strategic choices,
i.e., cooperation or noncooperation (betrayal), and there will
be a gain coefficient to increase the gains of each collaborator
and betrayer by a certain multiple. Therefore, cooperation is
an altruistic behavior, and the betrayer can also obtain gains,
so selfish individuals will betray, resulting in the phenome-
non of hitchhiking or getting something for nothing. How-
ever, all individuals will not benefit if they choose not to
cooperate, so there will be individual cooperation. Therefore,
the game of public goods can not only improve the enthusi-
asm of individual cooperation but also inhibit the emergence
of hitchhiking.

At the same time, the subject of building a smart campus
in universities and the cooperative game relationship
between them can be regarded as a typical complex network.
Nodes represent the subject, edges represent the relation-
ship, and weights represent the strength of the actual con-
nection [25]. In the process of building a smart campus in
universities, enterprises are only in contact with the network
information department, asset management department
(bidding), etc., and departments and affiliated units have
contact or communication only with individual business
departments and network information departments. The
business department contains most of the subjects, but there
are only individual connections between them. The network
information department is connected with all other subjects
due to the coordination of relations in all aspects, which is in
line with the characteristics of most nodes and few nodes are
connected, and few nodes are connected with many nodes of
the scale-free network. A scale-free network is a network
with a power-law distribution, as opposed to a random net-
work. A large number of real-world networks are scale-free
networks [23].

To sum up the experience of the construction of smart
university campuses in recent years, the network informa-
tion department alone is advocating for this change, but its
ability and power are limited. The follow-up services of
enterprises cannot be guaranteed, and the sense of owner-
ship of relevant departments of the school is not strong.

Hence, the effect and quality of smart campus construction
are not ideal, and the construction process is slow. Even if
there is investment and some achievements, the popularity
of smart campus construction is not high. The latter leads
to a waste of resources and school accountability, and the
campus cannot be upgraded and updated, so construction
falls into a bad cycle. To break the cycle, on the one
hand, we should ensure sufficient subjective initiative
and strengthen active cooperation between subjects. On
the other hand, we should establish a sound mechanism,
especially the strong guarantee of leadership organiza-
tions, the continuous support of special funds, and scien-
tific and reasonable assessment, reward, and punishment.
Next, it will be verified by model and simulation.

3.2. Model Construction. Based on the analysis presented in
Section 3.1, this paper uses the game of public goods to
establish an evolutionary game model and takes the scale-
free network as the complex network carrier to study the
importance of subject coordination in the construction of
smart university campuses [26] and the effectiveness of lead-
ing organizations, special funds, assessment, rewards, and
punishments. Based on realistic considerations, the follow-
ing assumptions are put forward for the construction of a
complex network evolution game model of smart university
campuses:

H1: heterogeneous complex network. It has different
types of nodes, and the impact on each node is different after
completion.

H2: weighted complex networks. Collaborative strength
is represented by the weight of nodes.

H3: the number of nodes in the network does not
change.

H4: each node becomes a game opponent only with its
neighbors that have direct contact with it, and its income
is only affected by the game opponent.

H5: the game strategy of each node is only cooperation
and noncooperation.

H6: the input cost of each node per round of the game is
set to 1.

H7: nodes exhibit bounded rationality, and there is a
possibility of choosing game strategy mistakes.

3.2.1. The Complex Network. Let G = fN , E,Wg represent
the main network of smart campus construction in universi-
ties, where N represents the number of nodes, E represents
the number of edges, and W represents the weight. The
weighted degree of node i is

kωi = kiωij, ð1Þ

where ki is the degree of node i, node j is the neighbor of
node i, and ωijð0 < ωij < 1Þ is the weight, which represents
the cooperative strength between nodes i and j.

Section 3.1 shows that N is 25. The complex network
built on the smart university campus is quantified as a rela-
tionship matrix of 25 × 25, where the connection between
nodes is determined according to the direct relationship
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between subjects. The complex network diagram is obtained
by using NetworkX [27], as shown in Figure 1.

3.2.2. Evolutionary Game. Let A denote the adoption of a
cooperative strategy, and let the number of nodes be nA;
then, the proportion of the nodes is as follows.

xA =
nA
N

: ð2Þ

Let B denote the adoption of a noncooperative strategy,
and the number of nodes is nB; then, the proportion of nodes
is as follows.

xB =
nB
N

, ð3Þ

where xA + xB = 1. The symmetric game gains of node
ið1, 2,⋯, iÞ and neighbor node jð1, 2,⋯, jÞ are shown
in Table 1.

The letters a, b, c, and d represent the benefit obtained by
the first individual in the strategy pair ðA, AÞ, ðA, BÞ, ðB,AÞ,
and ðB, BÞ, respectively. In the evolutionary game, each indi-
vidual plays with its neighbors like the previous two games,
and the sum of the income obtained is called the total
income of the individual.

In the first case, the average gains of node i selecting A at
time step t are

f Ai = 〠
ki

m=0
Cm
ki

xA
m 1 − xAð Þki−m ma + ki −mð Þb½ � 1 + γð Þ αt2 + βt

À Á

kωi
,

ð4Þ

where γ indicates the guarantee strength of the leadership
organization mechanism, α indicates the guarantee strength
of the special fund mechanism, and β indicates the guaran-
tee strength of the evaluation, reward, and punishment
mechanism.

In the second case, the average gains of node i selecting B
at time step t are

f Bi = 〠
ki

m=0
Cm
ki

xB
m 1 − xBð Þki−m mc + ki −mð Þd½ � 1 + γð Þ αt2 + βt

À Á

kωi
:

ð5Þ

We adopt the synchronous learning game strategy, that
is, each node carries out strategy learning at each time step
[28]. At the same time, the game strategy of pairing compar-
ison is used to update the rules; that is, node i randomly
selects a neighbor node j to compare the gains, and there
is probability pij of updating the strategy of node j.

pij =
1

1 + exp − f j − f i
� �

/ε
h i , ð6Þ

Enterprise

PD1

SD1

Library

LU

RD

YLC

LD

STD
SD2

Archives

AADEED

FD

PD2

ID AD
DPD

AU

AMD

OD

Faculties

PO

NID

PCO

Figure 1: Complex network diagram of smart campus construction for universities.

Table 1: The matrix of gains for the symmetric game.

Node i
Node j

A B

A a b

B c d
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where ε is a noise term that characterizes the decision-
making error and bounded rationality of the subject [29].
When ε⟶ 0, the subject tends to make irrational decisions
and decides to update to the neighbor strategy. When
ε⟶∞, the subject cannot make rational decisions and ran-
domly learn neighbor decisions. The meaning of probability
pij is that when the income of node i is less than that of node
j, the decision of node j is accepted with a great probability.
In contrast, the decision of node i is accepted with a small
probability.

4. Simulation and Results

4.1. Simulation Flowchart and Parameter Settings. (1) After
the start of simulation, first, build a scale-free network, set
the initial parameters, and randomly assign strategies to
each node. Then, each node plays a game with its neighbors
to calculate the income of each node. Next, the strategy of
each node was updated synchronously, and the game turned
back. Finally, the simulation ends when the predetermined
time T is over. The process is shown in Figure 2

(2) The Simpy [30] platform was used for simulation
analysis. The subject is simulated by process, and the game
is simulated by event. The parameter settings are shown in
Table 2

4.2. Simulation Results

4.2.1. The Importance of Subjects’ Coordination to the
Construction of Smart University Campuses. We assumed
that the initial number of partners is 10, γ = 0:5, α = 0:5,
and β = 0:5. We used different coordinative intensity indices
ω, that is, ω = 0:2, ω = 0:4, ω = 0:6, and ω = 0:8, to observe
the changing trend in the number of partners. The simula-
tion results are shown in Figure 3.

As seen from the comparison in Figure 3, when ω = 0:2,
the number of partners first increased and then decreased
and finally was less than the initial number of partners.
When ω = 0:4, although the number of partners also
decreased to a certain extent, it still exceeded the initial
number of partners in the end. When ω = 0:6, the number
of partners increased steadily, and finally, it realized cooper-
ation among all partners. When ω = 0:8, although the num-
ber of partners also showed an upward trend, it finally
stabilized at approximately 22.

4.2.2. The Effectiveness of the Mechanism Guarantees the
Construction of Smart University Campuses. We assumed
that the initial number of partners is 10. When ω = 0:6,
α = 0:5, and β = 0:5, we used different values of γ for the
guarantee strength of the leadership organization mecha-
nism. We observed the changing trend of the average
gains of the network information department (which plays
a key role in connecting the preceding and the following)
for γ = 0:3, γ = 0:6, and γ = 0:9,respectively, and the simula-
tion results are shown in Figure 4(a). When ω = 0:6, γ = 0:9,
and β = 0:5, we used different values of α for the special fund
mechanism guarantee strength. We observed the changing
trend in the average gains of the network information depart-

ment for α = 0:3, α = 0:6, and α = 0:9, and the simulation
results are shown in Figure 4(b). Whenω = 0:6, γ = 0:9, and
α = 0:9, we used different values of β for the guarantee
strength of the assessment, reward, and punishment mecha-
nism. We observed the change trend in the number of
partners in β = 0:2, β = 0:4, β = 0:6, and β = 0:8, and the
simulation results are shown in Figure 4(c).

As seen from the comparison in Figure 4(a), when the
value of γ is increasing, the average gains of the network
information department are growing steadily, and the con-
vergence speed is accelerating. As seen from the comparison
in Figure 4(b), when α = 0:3, the average income of the
network information department first decreased and then
increased; when α = 0:6, the average gains increased steadily.
When α = 0:9, the average gains first increased and then
decreased. As seen from the comparison in Figure 4(c),
when β = 0:2, the number of partners decreased. When
β = 0:4, the number of partners first increased and then
decreased, finally exceeded the initial number of partners
and stabilized at approximately 15. When β = 0:6, the
number of partners continued to rise and finally realized

Start

Network
construction

t = 0. Parameter intialization and random
definition of strategies for each node

t = t + 1. Calculation of the gains for
each node and total gains

Updating of strategies
for each node

t > = T

Yes

No

End

Figure 2: Flowchart of simulation execution.

Table 2: Parameter settings.

a b c d ε T

5 7 7 3 0.5 50
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whole network cooperation. When β = 0:8, the number of
partners first increased, then decreased, then increased,
and finally stabilized at 23.

5. Discussion

A certain collaborative intensity can promote cooperation
between subjects. When everyone is actively involved in
the construction of smart campuses, it will help to prevent
the phenomenon of “getting something for nothing” to
improve the satisfaction of all staff as much as possible, form
a good interactive cycle, and promote the construction prog-
ress of smart campuses. However, when the intensity is too
high, the frequent interaction between the subjects is prone
to contradictions and disputes. At the same time as coordi-
nating between subjects, trust and cooperation need to be
established through multiple games to finally achieve win–
win results.

An appropriate leadership organization mechanism can
play a key leading role in the whole construction process
of smart campuses, strengthen supervision, and accelerate
the construction process of smart university campuses. An
appropriate special fund mechanism can clarify the source
of funds and ensure the stability and sustainability of smart
campus construction. However, when the investment is too
large, it can easily lead to the decentralization of control
power and the dissatisfaction of other departments at a later
stage. An appropriate assessment, reward, and punishment
mechanism can mobilize subjects’ enthusiasm to participate
and willingness to use the achievements after construction
and can encourage them to constantly put forward sugges-
tions for improvement. However, too many strengths can
easily lead to rebellious psychology and are not conducive
to development.

In general, the appropriate subject coordination and
organization mechanism, fund mechanism, and reward
and punishment mechanism all directly affect the income
function of each node subject in the smart campus construc-
tion network, thus affecting its behavior choice for smart
campus construction. Suggestions for promoting the volun-
tary cooperation of all subjects in the construction of the
smart campus are as follows. First, we should cultivate and
enhance the awareness of all subjects in the construction of
smart campuses. A convenient smart campus is a public
property resource and requires the participation of all parties
in construction. Second, from the institutional level, it
strengthens the leadership of the information construction
leading group, promotes the implementation of the informa-
tion target assessment system, and curbs the emergence of
“free riding” behavior. In addition, we should comply with
future development trends and the general requirements of
teachers and students, rely on the extensive participation of
teachers and students, and jointly strengthen the promotion
of smart campuses.

As a typical representative of universities in underdevel-
oped areas, Xinxiang Medical University is below average in
terms of informatization level in Henan Province, and the
development level of smart campuses is still relatively back-
ward. However, with the renaming of universities and the
increasingly urgent requirements of educational moderniza-
tion, smart campuses are of great significance to the develop-
ment of Xinxiang Medical University. At present, Xinxiang
Medical University focuses on promoting informatization
at the leadership level, starting with the construction of a
smart campus and with the help of information technology,
to realize the curve overtaking of educational modernization.
Therefore, to carry out the construction of smart campuses
more efficiently and effectively, we should appropriately
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Figure 3: The impact of cooperation on the number of partners.
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promote the coordination of the subjects of smart campus
construction while taking comprehensive planning as the
foothold, including information, capital, and technology,
and strengthen cooperation. In addition, we strive to make
use of an appropriate organizational mechanism, funding
mechanism, and reward and punishment mechanism to
coordinate the relationship between construction subjects
and give better play to the functions of each subject.

6. Conclusion

Taking the construction of smart campuses in universities as
the research object, this paper qualitatively analyzes the
subjects of construction and their relationship and quantita-
tively constructs an evolutionary game model based on a
complex network. Twenty-five subjects are selected as nodes.
According to the relationship between them and taking the
synergy intensity index as the weight, a weighted scale-free
network is constructed. At the same time, a cooperative evo-
lution game model is established. Through simulation, the
impact of collaboration between subjects, leadership organi-
zation, special funds, assessment, reward, and punishment
on the construction of a smart university campus is deeply
investigated. The results show that (1) appropriate subject
coordination is very important, which is helpful to prevent
the phenomenon of getting something for nothing, to estab-
lish trust and cooperative relations through multiple games,
and finally to achieve win–win results. (2) An appropriate
leadership and organization mechanism can strengthen
supervision and promote the construction process of smart
university campuses. An appropriate special fund mecha-

nism can clarify the source of funds and ensure sustainable
development. Appropriate mechanisms of assessment,
reward, and punishment can mobilize subjects’ enthusiasm
to participate and improve the popularity of construction
achievements. The analysis and results of this paper have
guiding significance for universities in promoting the con-
struction of a complete, comprehensive, and high-quality
smart campus. However, this paper is a preliminary study
based on the abstraction of some factors. The influence of
the changes in network structure and strategy renewal on
the overall decision-making behavior of smart campuses
needs to be further studied.
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Under the background of today’s times, the internal and external environment of enterprises is complex and changeable. It is of
great significance for the survival and development of enterprises to continuously reduce the business risks and improve the
economic benefits of enterprises by adopting scientific decision-making methods. CVP (cost volume profit) analysis is a model
established by sorting out variables related to business decisions in enterprise production through mathematical modeling.
Based on the interpretation of cost behavior by multiple cost drivers, this paper establishes a dynamic CVP model of
traditional CVP analysis, breaks through the limitations of original assumptions, and improves the application value of CVP
analysis in practice. The model is applied to the business decision-making and financial management of a case enterprise, and
the products with different characteristics of the enterprise are modeled and analyzed, so as to provide targeted improvement
suggestions or strategies for the enterprise’s product production decision-making. The research shows that the dynamic CVP
model can be used to formulate the financial management strategy to optimize the profits of enterprises, and it can achieve
stable profits and development in the market competition.

1. Introduction

With the vigorous development of China’s socialist market
economy, the competition among enterprises is becoming
fiercer and fiercer, and the competitive pressure is increas-
ing. In order to improve the management level of the com-
pany’s management decision and expand the company’s
share in the market, scientific management methods must
be used to reasonably control the cost of the enterprise and
maximize the production profit. The secondary industry,
which is dominated by manufacturing, is still an important
part of China’s real economy. However, the manufacturing
enterprises’ sales profit rate is declining year by year because
of the relatively large production cost of their products in
sales revenue and the increasing expenses of raw materials
and labor wages, so the development trend of the industry
is not optimistic [1]. In real economic life, the number of
buyers and sellers is often very limited. Under the limited
number, the market cannot be completely competitive. In

order to establish CVP (cost volume profit) analysis theory,
we must make some basic assumptions about the above-
mentioned complex relationships, so as to strictly limit the
scope of CVP analysis. If these basic assumptions are not
met, we can conduct CVP extended analysis.

CVP analysis is an important management tool for
enterprises to forecast, make decisions, and control costs,
and it plays an important role in enterprise management.
Fuksa et al. [2] hold that the prerequisite for the implemen-
tation of CVP model is to simplify the application environ-
ment and meet the requirements of convenient calculation
and analysis. Agrawal and Yadav [3] have found that CVP
analysis can help the workshop understand the production
and operation situation, find out various related reasons that
have a significant impact on the profits of enterprises, and
make improvements according to the degree of impact, so
as to control the operating costs of enterprises [4]. Riehle
et al. [5] point out that CVP analysis is an analytical tool
suitable for short-term operation and management. The
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main reason why this model requires the assumption of
“short-term operation” is that if the products produced by
an enterprise belong to a variety with a long cycle, their
habits such as fixed cost and variable cost may not remain
unchanged. Propose a cost calculation method based on
activity. At present, enterprises in many western countries
are using activity-based costing, and it is also a method to
calculate the product cost of enterprises in line with modern
requirements. Xu et al. [6] think that CVP analysis can help
hotel management to make correct business decisions [7]
and use CVP to analyze the main indicators of hotel industry
model to find and solve the problems [8]. Beugelsdijk and
Jindra [9] suggest that enterprises should learn to use CVP
analysis flexibly and rely on the continuous research and
summary of their own conditions to find out the most
appropriate method to provide effective information for
the decision-making and development of enterprises. Van-
dekerkhof et al. [10] embed the time factor into CVP analy-
sis and propose to adjust the product structure to cope with
the rising cost by identifying and eliminating the factors that
are insensitive to product sales.

CVP analysis takes cost behavior analysis as the premise
and variable cost method as the basis to calculate profit. Its
basic formula reveals the relationship among price, cost, busi-
ness volume, and profit [11]. Therefore, it is necessary to ana-
lyze and summarize the company’s operating conditions and
operating results through financial analysis tools. Scientific
financial analysis is the “compass” in the process of enterprise
management. Enterprises need to apply financial analysis to
the decision-making of production, operation, and manage-
ment, to help the production point out the direction, check
for leaks and fill vacancies, reduce waste, and improve produc-
tion efficiency [12]. CVP analysis can also help units scientifi-
cally control the financial risks in the development process of
units, effectively control the influence of various risk factors on
the overall business development of units, and ensure the
healthy development of units. On the basis of CVP-related
knowledge and theory, combined with the actual operating sit-
uation of W company, this paper analyzes the correlation
among cost, business volume, and profit and uses the basic
CVP model to analyze the investment and financing of the
new factory building of W company, so as to guide the future
development direction of W company.

Based on the explanation of cost behavior by multiple
cost drivers, this paper creatively establishes the dynamic
CVP model of traditional CVP analysis. It breaks through
the limitations of the original assumptions and improves
the application value of CV P analysis in practice. The model
is applied to the business decision-making and financial
management of the case enterprise to model and analyze
the products with different characteristics of the enterprise,
so as to provide targeted improvement suggestions or strat-
egies for the product production decision-making of the
enterprise. This paper shows that the dynamic CVP model
can be used to formulate financial management strategy,
optimize enterprise profits, and realize stable profits and
development in market competition. When CVP is used in
business decision-making and financial management of
enterprises, the introduction of net present value method

can improve the timeliness and accuracy of analysis and is
more practical.

2. Research Method

2.1. CVP Analysis Theory. CVP analysis is the abbreviation
of cost, business volume, and profit analysis. By analyzing
the relationship among cost, business volume, and profit, it
finds out the law of the relationship among them and deter-
mines the functional relationship, thus providing a basis for
effective business decision-making and target control. Its
principle is widely used in enterprise forecasting, decision-
making, planning, and control.

The research of CVP analysis is based on a premise and
three basic assumptions, namely, the linear relationship
hypothesis, the production-marketing balance hypothesis,
and the variety structure stability hypothesis.

Assumption of correlation range and linear relationship:
CVP analysis starts with the division of cost habits and takes
this as the first step. Under the condition that the fixed cost
remains relatively stable, the variable cost is in direct propor-
tion to the business volume. However, through the research
and investigation of a large number of enterprise examples
and the summary of experience, it can be known that the
actual situation is filled with a large number of nonlinear
relationships among total cost, product revenue, and busi-
ness volume [13, 14].

Assumption of product structure stability: under the
assumption that the original product structure remains
unchanged, the sales fluctuation brought by market changes
will inevitably lead to a big difference between profits and
expected profits. Through this assumption, the managers of
the company can focus on the impact of price, cost, and
business volume on the company’s profits [15].

Assumption of balance between production and sales:
assume that all products produced in the current period
are sold in the current period, and combine the output and
sales volume into one.

Based on the above basic assumptions, the basic model
of CVP analysis can be expressed as

Y
= S − TV − F = P ×Q −V ×Q − F, ð1Þ

where
Q

is earnings before interest and tax, S is sales reve-
nue, TV is variable cost, F is fixed cost, P is unit price, Q
is production and sales volume, and V is unit variable cost.

The model is a basic profit and loss equation, which
clearly expresses the quantitative relationship among cost,
quantity, and profit, and can be transformed in form to pre-
dict unknown variables through known variables.

Breakeven point is a special state in which the input cost
and output income of an enterprise are balanced. Calculate
the output boundary point in this balanced state. Figure 1
shows the breakeven relationship diagram under the linear
cost-output function [16].

As can be clearly seen from the above Figure 1, the
straight line R = px is the sales revenue line, while C = Cf

+ Cvx represents the total cost line, where Cf represents
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the fixed cost and Cv represents the variable cost. The inter-
section point of the two line segments Q∗ breakeven point
BEP.

At the left end of the breakeven point, that is, the part of
x <Q∗, the total cost line of the enterprise is above the sales
revenue line, and the enterprise is at a loss at this time.
When x >Q∗, the total cost line of the enterprise is below
the sales revenue line, and the product revenue is greater
than the cost, and then, the enterprise is profitable.

2.2. Application of Dynamic CVP Model in Enterprise
Management Decision. Applying CVP analysis to specific
enterprises can fully help enterprises to judge the safety sit-
uation of production and business activities, so as to control
it in the most favorable situation of enterprises, master the
changes of various factors, find out the problems, and solve
them in time, so as to maximize the profits of enterprises
[17, 18]. Through the analysis of profit target, enterprises
can analyze the influence of various factors on the realiza-
tion of profit target according to their own actual situation,
so as to make correct decisions and adjustments to realize
profit target.

CVP model reveals the relationship among cost, produc-
tion, and sales volume and book accrued profit, which can
help enterprises determine production and sales volume rea-
sonably. However, sometimes, decision-makers are more
concerned about the impact of production and sales on cash
flow or working capital than the corresponding profits [19].

Based on the above theoretical basis of cash flow analysis
and the definition of cash and noncash items, the cash flow
model is obtained by transforming CVP model. The cash
flow model highlights the significance of cash flow and is a
modification of CVP model. The cash breakeven point for-
mula under the cash flow model is as follows:

Q∗
C =

FC

PC −VC
, ð2Þ

where Q∗
C is the cash breakeven point, FC is a fixed cash cost,

PC is the unit cash selling price, and VC is the unit cash var-
iable cost.

Under the linear hypothesis, the general multivariety
CVP analysis model considering various constraints is as
follows:

Objective function:

π =Max〠
n

i=1
pi − bið Þxi − 〠

n

i=1
ai: ð3Þ

Constraints:

〠
n

i=1
rijxi ≤ ci, j = 1, 2,⋯,m,

xi ≥ 0, i = 1, 2,⋯, n,

8><
>: ð4Þ

where π is profit and Pi is the selling price of the ith
product, bi is the unit variable cost of product i, xi is the out-
put of the ith product, ai is the fixed cost of the i product, rij
the jth resource used to produce the ith product, and jstands
for all kinds of available resources.

This CVP analysis considers the influence of selling
price, variable cost, and various constraints on decision-
making but does not consider the influence of fixed cost
on decision-making and does not consider the difference
between avoidable cost and avoidable cost in fixed cost.

Through the above analysis, the author believes that for
the multivariety CVP analysis with avoidable fixed costs, a
new model must be established, which Kaplan calls the fixed
cost problem. A new simple integer variable Zi can be
defined before creation.

The improved model is as follows:
Objective function:

π =Max〠
n

i=1
pi − bið Þxi − 〠

n

i=1
ai1‐〠

n

i=1
ai2Zi: ð5Þ

Constraints:

〠
n

i=1ij
xi ≤ Cj, j = 1, 2,⋯,m,

xi ≤ ZiU ,
i = 1, 2, n,
xi ≥ 0,
Zi = 0, 1:

8>>>>>>><
>>>>>>>:

ð6Þ

The U of the constraint condition is an arbitrary but very
large number, and its value is greater than the maximum
output of any product; that is, an upper limit is set on the
output and sales of any product, and the output and sales
of any product cannot be greater than the U value. The value
of U can be determined as a numerical value according to
the actual situation of the enterprise.

The purpose of CVP sensitivity analysis is to analyze the
limits of the changes of related factors when profit target
changes from profit to loss and the sensitivity of the changes
of related factors to profit, so that enterprises can determine

Y

R,C

O

BER
Loss

Profit

Q⁎ X

Cf

Cvx

C = Cf+ Cvx

R = px

Figure 1: Schematic diagram of linear breakeven relationship.
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the focus of management according to sensitive information
and make timely adjustments to decisions.

However, because the two CVP analyses are based on
different cost behaviors, the content and results of sensitivity
analysis will be different. Sensitivity analysis of sales-related
factors provides enterprises with the sensitivity of profits to
sales. Different sensitive information will lead enterprises
to different management directions, and wrong sensitive
information may even lead to mistakes in enterprise deci-
sion-making.

Let the profit
Q

i = 0 determine the critical value of each
related factor of product i.

Qi =
Fi +∑m

j=1djyij
Pi −Vi

: ð7Þ

Similarly, the maximum allowable activity cost of any
activity of the product can be deduced:

bryir = Pi −Við ÞQi − 〠
r−1

j=1
bjyij − 〠

m

j=r+1
bjyij − Fi, 1 ≤ r ≤m:

ð8Þ

In the dynamic CVP analysis model, the relevant factors
have different influences on profits, and the sensitivity coef-
ficient can also be used as an index, and the percentage
change of the sensitivity coefficient profit factor is the per-
centage change. By analyzing the sensitivity coefficient of
each factor to judge the sensitivity of profit to the change
of factors, it is helpful for managers to distinguish primary
and secondary, take appropriate measures, and adjust and
realize profit target.

2.3. Practice of CVP Analysis in Financial Management. In
the process of implementing long-term investment, the unit
can use CVP analysis method to accurately grasp the capital
turnover of the unit, control the risk of capital use, and lay a
foundation for the unit to obtain better operating benefits.
Based on this, CVP analysis can provide support for the
long-term scientific decision-making of the company. In
the process of unit development, the operating profit will
be affected by many factors, among which the cost has a
great influence. And scientifically control the use of cash
flow according to the risk control situation, provide support
for strengthening the overall control effect of the unit and
optimizing the fund allocation effect, and promote the devel-
opment of the overall operating efficiency within the unit.

We should continue to produce this product when the
company has sufficient resources. If the production is
stopped, the fixed cost will not be reduced, but there will
be no sales revenue, and the company’s loss will increase
instead. Because the marginal contribution of each product
is different, if the sales structure of the product changes, it
will lead to the change of expected profit and actual profit,
which will affect CVP analysis. Therefore, when CVP analy-
sis is conducted, it is necessary to assume that the variety
structure is stable, which is beneficial for enterprise man-

agers to analyze the impact of price, cost, and business vol-
ume on operating profit.

Whether it is a linear model or a nonlinear model, it is
assumed that the relevant variables are deterministic vari-
ables. However, in real decision-making, many factors in
the future are not deterministic, but random or uncertain.
For example, the influence of price market factors will pro-
duce random fluctuations. The unit cost also has random-
ness. The simulation process is shown in Figure 2.

In this paper, Monte Carlo fitting method, breakeven
analysis, and graphic method will be used to help managers
make decisions. By generating discrete random numbers,
CVP graphs under uncertain environmental conditions will
be given dynamically.

The complexity and variability of the economy in reality
make it difficult to predict the sales unit price, unit variable
cost, fixed cost, and sales volume with certain values, and
all factors are uncertain. The main elements of the economic
system are people with limited rationality and irrationality.
Therefore, strictly speaking, the economic system is com-
posed of all complex activities of people and the complex
relationship between people and the environment. The big-
gest feature of the economic system lies in people’s participa-
tion. Any economic activity and economic behavior are
carried out under the guidance of man, which depends on
man’s limited rational and irrational abilities, such as
thought, will, preference, knowledge, psychology, and values.
Because people’s bounded rationality and irrationality are
extremely complex and nonlinear, the economic system is
bound to show complexity.

It is assumed that the selling unit price, unit variable
cost, and fixed cost are certain values, and the sales volume
is a random variable.

If the sales volume Qi of product i obeys the normal dis-
tribution Q ~Nðμ, σ2Þ with expected value μ and variance
σ2, according to the expected profit,

E
Y
i

 !
= Pi − Við Þ × μ − 〠

m

j=1
bjyij − Fi: ð9Þ

Analyze the
characteristics of
CVP parameters

Calculate
characteristic
parameters

Generate random
number

Software
simulation

Build dynamic
CVP

Analyze
characteristic

data

Figure 2: Frame diagram of dynamic CVP model.
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In which μ =∑n
j=1QilYi is the sales volume, n is the num-

ber of results of sales volume, Qil is the sales volume of l
result of product i, and Yl is the probability of l result.

If the decision-maker is risk-averse, he will choose the
scheme with higher profit probability or lowest loss proba-
bility; if it is risk-neutral, he will choose the scheme with
the highest expected profit; if it is risk-taking, he will choose
the scheme with higher risk but higher profit.

If the production capacity of each enterprise permits,
balanced output should be included in the plan as the target
output of the enterprise. At this time, the profit of the enter-
prise is the balanced profit. But in reality, the enterprise may
not take the balanced profit as the profit target for some
reason.

Assume that the ith enterprise takes L0 as the profit tar-
get. Under the static game of complete information, other
enterprises do not know its choice and still produce accord-
ing to the balanced output Q∗

j ðj ≠ iÞ. At this time, the profit
target model is as follows:

L0 =QiP 〠
j≠i
Q∗

j +Qi

 !
− Ci Qið Þ,

Lk Q∗
kð Þ =QkP 〠

j≠i
Q∗

j +Qi

 !
− Ck Qkð Þ, k ≠ i:

8>>>>><
>>>>>:

ð10Þ

3. Result Analysis

3.1. Breakeven Analysis. This part takes H enterprise as the
research object. The dynamic visualization of CVP analysis
chart is realized by using tools such as Excel, which provides
a scientific basis for enterprise management decision-
making. Firstly, through a large number of literature reading
and field case investigation, the collected data are sorted out
by using statistical knowledge. Secondly, the CVP analysis
model of different products in line with the actual situation
of the enterprise is constructed.

When dividing the cost of H enterprise, it is found that
the production of the two factories in H enterprise has no
influence on each other, so the breakeven point of the two
factories is calculated separately during the breakeven analy-

sis. Now, the analysis is based on the actual production and
sales situation of the workshop of H enterprise in a certain
month. Make a breakeven analysis of the products in the
workshop production line (see Table 1 for the marginal con-
tribution rate, production, and sales of various products in
the workshop).

According to Table 1, calculate the weighted average
marginal contribution rate of various products in the work-
shop: 81:326% × 10:66% + 18:601% × 11:87% = 10:877%.

So the workshop breakeven point sales are 455280 ÷
10:877% = 4,185,712:972 (yuan).

According to the sales proportion of the two products,
the guaranteed amount and safety margin of each product
in the workshop are calculated, respectively (see Table 2).

According to the margin of safety in Table 2, the sales
volume of the two products in the workshop did not reach
the breakeven point, which did not bring profit to the enter-
prise. However, the marginal contribution rate of the two
products in the workshop was positive, so the enterprise
should increase its production and sales to make the work-
shop turn losses into profits.

Dynamic CVP analysis is more detailed in the analysis of
fixed costs and pays attention to the process. To some extent,
all fixed costs can find cost drivers, which can be the costs
that change with their respective cost drivers. In the actual
calculation process, the cost-benefit principle is taken into
account, and all cost drivers will not be traced, but only
those that the company considers to be key and feasible
can be considered.

As shown in Figure 3, the plane is the combination plane
of capital preservation workload, and any point on the plane
represents the capital preservation combination of three
workloads. This plane is also the maximum limit of the com-
bination of three kinds of workload, and the combination of
three kinds of workload should not exceed this plane; other-
wise, the enterprise may lose money due to the unreasonable
allocation of enterprise resources. When the combination of
the guaranteed sales volume and the guaranteed operation
volume of product A reaches the guaranteed state at the
same time, product A will truly achieve breakeven.

Similarly, we can analyze the combination of guaranteed
sales volume and guaranteed operation volume of product B,
which is omitted here. From the analysis, it can be seen that

Table 1: Marginal contribution rate of products in workshop.

Product
category

Unit price
(yuan)

Sales
Sales revenue

(yuan)
Sales proportion

(%)
Unit variable
cost (yuan)

Marginal contribution
rate (%)

Fixed cost
(yuan)

A 101 213660 21,579,660 81.326 90 10.66
455280

B 40 110240 4,409,600 18.601 38 11.87

Table 2: Breakeven point and margin of safety.

Product number Sales proportion (%) Breakeven point sales (yuan) Capital preservation amount Margin of safety

A 81.326 3403316 33151 -12868

B 18.601 832269 18697 -7201
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the actual sales volume of product A has not reached the
guaranteed sales volume, and the actual operation consump-
tion has exceeded the guaranteed operation consumption.
Product A is actually eroding the profits of enterprises.

Analyze the CVP decision indicators of the following
categories, as shown in Figure 4.

It can be seen from the analysis of the combination of
guaranteed sales volume and guaranteed operation volume
of products A and B that the H weighted average product
safety margin of various products of the enterprise is at a
normal level. In essence, the margin of safety calculated by
the traditional and dynamic CVP analysis models, which
indicates the overall production and operation safety of the
company, should be the same theoretically. That is to say,
CVP analysis is not to change the result of the enterprise,
but to trace and analyze the process leading to this result,
so as to achieve the purpose of improving the cost and profit.

In the actual calculation of this case, the results of two
CVP analysis and calculation are 62. 95% and 64. 41%,
respectively, with certain errors. Because the fixed cost is
roughly allocated and a large number of decimal places are
reserved in the calculation process, it is normal for the two
calculation results to have slight errors.

Dynamic CVP analysis is more conducive to the analysis
of each product when the variety structure of an enterprise is
unstable. Dynamic CVP analysis can establish the CVP anal-
ysis model of each product, analyze and judge each product
in detail, avoid the existence of a single product eroding the
profits of enterprises, and help enterprises to master all the
information of different products and clearly reveal the prof-
itability of various products.

3.2. Dynamic CVP Model Analysis. This paper selects C
product data produced by H enterprise as an example. In
this section, the changes of cost and unit price are set as ran-
dom values for simulation analysis and model construction.

The fluctuation of cost is expressed by the mean value of
unit variable cost and its standard deviation, and the proba-
bility of different unit prices reflects the randomness of
prices. When filling in the calculation area, enter the formula
of each factor into it, and calculate the sales revenue, variable
cost, total cost, profit, and other values. Dynamic CVP anal-
ysis breakeven dynamic calculation results are shown in
Figure 5.

This figure shows that when the random unit price is
56.39 yuan, the sales volume exceeding 43,206 can satisfy
the enterprise’s turning losses into profits on this product.
Of course, when sales volume, fixed cost, and other variable
factors are linked to controls, or unit cost is randomly
assigned to other data, it can change with the data. This
group of models can directly show the profit and loss of each

Y2

Y1

Y3

D

E

O

C

Figure 3: Product A breakeven workload combination.
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Figure 4: H weighted average product safety margin rate of various
products of enterprises.
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sales volume by means of controls, which is convenient for
decision-makers to budget or organize production.

The purpose of dynamic concept introduction is to
quantify the existing risks as much as possible and to form

statistical data on the impact of the risks on the cost and unit
price and present them in a probabilistic way, so as to facil-
itate enterprises to choose production schemes and analyze
the feasibility of related activities.

Using the above function, the simulated breakeven point
is brought into the safety margin formula, and the business
risks of enterprises with different unit prices under a certain
sales volume can be obtained. The more tests, the higher the
reliability. Because of the limited conditions, this paper sim-
ulates 3500 times in total and then counts the simulated
results by using the function statistics and counts the times
of each safety result. The results are shown in Table 3 and
Figure 6.

As can be seen from the figure, the probability that the
margin rate of safety of product C is above “safer” is
80.09%, which shows that the product has good profitability.
Although the cost and price are easily affected by the outside
world, its development prospect cannot be underestimated;
if it can successfully open up the market, product C may
become the main profit force of the case company.

When an enterprise’s operation needs to be maintained
and developed, its lowest point is that the stipulated price
is mainly based on the enterprise’s related cost guarantee.
Under the current market conditions, on the basis of prod-
uct price and cost determination, the enterprise is urged to
make relevant price limits. Therefore, enterprises should cal-
culate CVP on the premise of multicost factors. Dividing
costs into short-term variable costs, long-term variable costs,
and fixed costs can meet the business results of enterprises
and at the same time effectively increase the accuracy of
enterprise management and control. The analysis results
are more strategic.

4. Conclusion

To sum up, by using CVP analysis, we can make a compre-
hensive and in-depth analysis of the current production and
operation situation of enterprises, find out the aspects in
production and operation that need to be improved
urgently, and provide ideas and methods for improvement.
Dynamic CVP model analysis expands the application scope
of CVP analysis, not only considering the influence of vari-
able cost, fixed cost, production, and sales volume and unit
price on cost and profit but also increasing the analysis of
workload. According to the functional characteristics of the
product cost line, different CVP dynamic models are con-
structed for it in turn, which is more in line with the actual
situation of the product and improves the reliability of data
analysis. In the real environment, enterprises need to rely
on economies of scale to win if they want to survive and
develop. Therefore, when CVP is used to make business
decisions and financial management for enterprises, the
introduction of net present value method can increase the
timeliness and accuracy of analysis, which is more practical.
However, the research still has some limitations. In real eco-
nomic life, the number of buyers and sellers is often very
limited. In the case of limited quantity, the market cannot
compete completely. In order to establish CVP (cost volume
profit) analysis theory, we must make some strict restrictions
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Figure 5: Dynamic CVP analysis of breakeven dynamics.

Table 3: Safety margin simulation statistics.

Margin of safety
Frequency of
occurrence

Probability (%)
Cumulative

probability (%)

Very safe 1367 42.01 42.01

Safe 633 20.36 67.21

Relatively safe 390 12.17 80.09

Careful 241 8.87 89.66

Danger 386 12.15 100
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Aiming at vehicles will produce shocks and vibrations for various reasons in the process of transportation and handling, any shock
and vibration that exceeds the regulations would cause damage to the nuclear fuel being transported. In order to monitor and
analyze the shock and vibration data scientifically, a monitoring system based on MEMS acceleration sensor technology is
developed to measure shocks and vibrations. The measured result involves some noise caused by the sensitivity of the sensor
and the electrical noise, and a digital filter mathematical modelling is introduced to reduce noise and improve the measured
result accuracy. In order to verify the effectiveness of the device designed in this paper, the device and the high-precision
seismic acceleration sensor AC73 are, respectively, used for field tests; the results show that the test precision of the designed
device can meet the requirements, and also, the designed shock and vibration monitoring system can record and store the
three-axis acceleration, temperature, humidity, pressure, time, and other parameters that exceed the set threshold during
nuclear fuel transportation in real time and complete the fuel assembly transportation status assessment and promptly remind
the transportation personnel to take safety precautions and treatment measures. Therefore, it can be widely used in the
monitoring, recording, and postevent data analysis of the transportation process of important products such as nuclear fuel.

1. Introduction

Nuclear fuel is expensive and easy to be impacted and
vibrated during transportation, which will affect its use.
Therefore, the internal or external damage monitoring of
nuclear fuel caused by various shocks and vibrations during
nuclear fuel transportation should be fully considered. In
order to ensure the safety of nuclear fuel transportation, spe-
cial vehicles and professional drivers are generally used for
speed limited transportation, supplemented by mechanical
accelerometers as the indication of exceeding the accelera-
tion limit. The mechanical accelerometer, as the auxiliary
monitoring of shocks and vibrations, can indicate whether
the acceleration exceeds the limit, but it cannot give infor-

mation about the specific value and occurrence time of the
acceleration suffered by the fuel assembly and will not give
an early warning. Due to the complex transportation condi-
tions, professional drivers need to often check the road con-
ditions before deciding on subsequent operations;
mechanical accelerometers cannot provide monitoring data
records as postanalysis, which is lack of scientificity. There-
fore, it is necessary to use advanced sensor technology and
monitoring technology to design a safe, efficient, and scien-
tific nuclear fuel transportation monitoring system. Senodia
Technologies has independent intellectual property rights of
commercial MEMS inertial sensor production technology,
and MEMSIC Inc. (USA) developed products that integrate
MEMS and signal processing circuits into a single chip. Liu
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Huijuan of Ocean University of China and others carried out
the design of vibration monitoring system based on MEMS
[1]. Zhang Jiangang of China Academy of Radiation Protec-
tion and others carried out the experience summary of test
verification of radioactive goods transport containers [2, 3].
Xu Lei of the Army Engineering University and others car-
ried out research on the design of vibration acceleration
measurement system based on MEMS acceleration sensor
[4]. By far, the acceleration monitoring technology of ordi-
nary commercial transportation has gradually integrated
into the domestic general logistics transportation, mechani-
cal and electronic manufacturing, automobile manufactur-
ing, and other fields and has achieved certain application
results. However, there are relatively fewer reports on the
acceleration monitoring of fuel assembly transportation in
nuclear power plant.

According to the requirements of fuel assembly trans-
portation acceleration and fuel assembly special transporta-
tion container and the special requirements of fuel
assembly transportation container, a low-power digital fuel
assembly transportation container acceleration monitoring
system (hereinafter referred to as transportation acceleration
monitoring system) based on MEMS acceleration sensor and
single-chip microcomputer technology is designed, as it has
the function of real-time automatic recording and storage of
acceleration information in the whole transportation pro-
cess, and it can timely help the transportation personnel take
safety precautions and facilitate subsequent analysis and
summary and meet the requirements of nuclear fuel safety
transportation analysis [5–9].

2. System Design

2.1. Technical Requirement of Shock and Vibration
Acceleration Recorder

(1) Acceleration (triaxial): range: 0~±10 g/±20 g/±40 g,
settable; nonlinearity: ±0.1% FSR (±10 g) and
±1.3% FSR (±40 g)

(2) It has RS232 serial computer interface and alarm
indication output interface

(3) The power is not more than 90MW, the battery
power supply mode, and the continuous working
time is more than 15 days

(4) Overall weight: no more than 1.5 kg; size: no more
than 110 ∗ 100 ∗ 80mm

2.2. System Working Process

(1) Before the transportation of nuclear fuel and other
valuables, take out the shock and vibration accelera-
tion recorder, activate it through PC monitoring
application software, and install and fix it on the
transported equipment for transportation process
monitoring

(2) In the process of transportation, in case of shocks
and vibrations, the shock and vibration acceleration

recorder measures its value through the integrated
temperature, humidity, pressure, and triaxial acceler-
ation sensors, triggers recording and alarm when it
exceeds the set value, reminds the transportation
personnel to pay attention, and stores the tempera-
ture, humidity, pressure, triaxial acceleration, and
corresponding time when it exceeds the threshold

(3) After transportation, remove the shock and vibration
acceleration recorder from the transported equip-
ment, and then, use PC monitoring application soft-
ware to read the recorded data for relevant analysis,
so as to mine the value of the data, improve the
transportation quality, and reduce losses

Its schematic diagram of system working process is
shown in Figure 1.

2.3. The Shock and Vibration Acceleration Recorder Design

2.3.1. Selection and Calculation of Key Technologies

(1) MEMS Triaxial Acceleration Sensor. The MEMS triaxial
acceleration sensor selects the programmable maximum
shock and vibration measurement range of ±20 g and ±40 g.

(2) Battery Capacity. In the actual process of nuclear fuel
transportation, fuel assemblies are often transported through
the combination of special railway line and road transporta-
tion. According to the layout of China’s nuclear fuel supply
and use enterprises, the single transportation distance of
nuclear fuel is up to 2000 or 3000 kilometers, and the trans-
portation time lasts about 7 days. The working time of 15
days needs to be considered. The calculation formula of bat-
tery capacity is as follows:

Q = P × t
k ×U

, ð1Þ

where Q is the required lithium battery capacity (Ah), P is
the load power (W), t is the daily electricity hours, U is the
standard lithium battery voltage, and k is the discharge con-
trol coefficient (0.75~0.8).

The main chip power consumption is shown in Table 1.
According to Table 1, the total power consumption is

22.91mA, calculated as 25mA, and the voltage is calculated
according to the working voltage of 3.7V; then,

Q1 = 25 ∗ 24 ∗ 15
0:75 ∗ 3:7 = 3244mAh: ð2Þ

Considering that the circuit needs voltage transforma-
tion, and the comprehensive efficiency is taken as 50%, the
following can be obtained:

Q = Q1
0:5 = 6488mAh: ð3Þ

Therefore, two 18650 type rechargeable lithium batteries
with a nominal voltage of 3.7V and capacity of 3400mAh
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can ensure the normal operation of the shock and vibration
acceleration recorder for 15 days.

2.3.2. Mechanical Structure Design. In order to ensure the
strength and measurement accuracy of the product, the
shock and vibration acceleration recorder is designed with
a compact structure, which is composed of an upper cover
plate and an integrated base. The integrated base is divided
into three parts according to the structure and function;
from bottom to top are circuit board installation area, baffle
plate, and battery area. The sensor measuring board and
main board are fixed in the circuit board installation area,
the upper side of the main board is equipped with a baffle
plate which plays the role of support and electromagnetic
interference shielding, two large capacity rechargeable lith-
ium batteries are placed on the baffle plate, and an upper
cover plate is placed on the upper part of the battery. The
upper cover plate and the integrated base are compacted
with 4 fastening screws through the sealant strip to ensure
the reliable fixation of the battery and provide the IP65 pro-
tection function of the instrument. The integrated base is
provided with a connecting hole, which can be fixed to the
transportation parts with screws during operation. The over-
all dimension of the shock and vibration acceleration
recorder is about 105mm ðlengthÞ × 86mm ðwidthÞ × 65
mm ðhighÞ. The effect diagram is shown in Figure 2.

2.3.3. Electronic Circuit Design. The electronic circuit is the
core part of the shock and vibration acceleration recorder,
which undertakes the role for measurement, recording, and
storage of triaxial shock and vibration acceleration, temper-
ature, humidity, and atmospheric pressure. Its principle
block diagram is shown in Figure 3.

In order to ensure the accuracy of triaxial shock and
vibration measurement and reduce mutual interference, the
measurement motherboard and sensor board are arranged
separately. The measurement motherboard completes the
measurement of temperature, humidity, atmospheric pres-
sure, battery power, and other parameters, and the measure-
ment motherboard is connected with the outside through
the alarm interface and data interface. The sensor board
adopts the three-axis integrated design to complete the
three-axis shock and vibration measurement. The measure-
ment motherboard and the sensor board are connected
through a special interface with a flexible line. The PCB
effect diagram of the shock and vibration acceleration
recorder is shown in Figure 4.

2.3.4. Program Design

(1) Program Function Design. The shock and vibration accel-
eration recorder reads the data of the triaxial acceleration
sensor in real time. Compared with the set alarm threshold,

Shocks & vibrations
acceleration recorder

LED indicator

PC monitoring
so�ware

Transportation container

Figure 1: Schematic diagram of system working process.

Table 1: Main chip power consumption.

Name
Power consumption

(mA)
Remark

MCU (ARM) 12.8 16MHz operation

Triaxial acceleration sensor 0.15

Storage 0.7
It is estimated that 10% of the time will be spent reading and writing

data

Pressure sensor 4

Temperature and humidity sensor 0.5

LDO power supply and power
reference

0.46

Serial port protection chip 1

Optical coupling relay 3.3 The outputs are mutually exclusive, with only one output at a time
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it is greater than the set alarm threshold and drives the alarm
circuit to work. At the same time, relevant parameters (cur-
rent time, triaxial acceleration, temperature, humidity, and
pressure) are stored and respond to computer commands
and other operations at an appropriate time. The software
block diagram is shown in Figure 5.

(2) Filtering method and algorithm.

(a) The built-in low-pass antialiasing filter of the three-
axis acceleration sensor realizes the hardware filter-
ing of the analogue signal to ensure that the output
signal eliminates the noise and interference caused

Upper cover plate

Partition

Sealing ring

�e base

Lithium battery

Main board

Sensor board

Figure 2: Mechanical appearance effect diagram.

Temperature and humidity sensor

Pressure sensor
RS232

Alarm LED

ARMAcceleration sensor Data storage

RTC

Power Timer battery

3 alarm outputs

Power reference

Figure 3: The principle block diagram of the shock and vibration acceleration recorder.

i ii iii iv v vi vii

(a)

viii

(b)

Figure 4: The PCB effect diagram of the shock and vibration acceleration recorder. (a) Motherboard with (A) pressure measurement, (B)
LDO power, (C) storage, (D) ARM, (E) humidity and temperature measurement, (F) timer battery, and (G) alarm output. (b) Sensor board
with (A) acceleration MEMS sensor.
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by the sensor itself. After A/D conversion, ARM is
used to program the low-pass and high-pass filters
of MEMS sensor to realize hardware digital filtering
to ensure that the output signal is clean and is a dig-
ital signal within the required frequency range

(b) FIR filtering algorithm further removes unwanted
interference signals. The algorithm to realize the fil-
ter is usually realized by FIR or IIR. The main feature
of FIR filter is that there is no feedback loop and no
instability problem. While the amplitude character-
istic is set arbitrarily, the accurate linear phase can
be guaranteed, and the software and hardware are
easy to realize. The filter transition process has a
finite interval. Compared with IIR filter, the disad-
vantage is higher order and larger delay than IIR fil-
ter with the same performance. The advantage of IIR
filter is that it can achieve better filtering effect at the
same order, but the disadvantage of IIR filter design
method is that it cannot control the phase character-
istics of the filter and the filter may be unstable.
Therefore, FIR filter is generally used as adaptive fil-
ter. FIR filter is a LTI (linear time invariant) digital

Y

N

Y

N
N

Y

Reset

TIMER, ADC, SPI, I2C, USART initialization

Close?

Start?

Read data

Alarm?

Alarm driver

Data storage

Low consumption

Other orders

Figure 5: Program block diagram of the shock and vibration acceleration recorder.

z–1 +x (n) y (n)

x (k–1) x (k–N+1)

a0

a1

aN–2

aN–1
z–1z–1

Figure 6: Implementation principle of FIR.

i ii iii iv

Figure 7: Function and performance test picture. (a) PC
monitoring. (b) Vibration test console. (c) Vibration test
platform. (d) Shock and vibration acceleration recorder.
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filter with constant coefficients. Its implementation
principle is shown in Figure 6.

The relationship between FIR output with length N and
input time series X ðnÞ is given in the form of finite convolu-
tion sum. The specific form is as follows:

y nð Þ = 〠
N−1

n=0
a nð Þ × x k − nð Þð Þ,

a nð Þ = 6
N N + 1ð Þ × 1 − 2n

N − 1

� �
n = 0, 1,⋯,N − 1:

ð4Þ

The shock and vibration acceleration recorder uses ARM
as the control core and is a mobile product, which needs to
balance performance and power consumption. Therefore, it
is very reasonable to select FIR within the tenth order for fil-
tering to better remove the interference signal

(c) The piecewise linear coefficient compensation algo-
rithm is used to calibrate the collected and processed
signal to ensure that the linearity and error of the
output signal in the whole measurement range are
within the allowable range of the national standard.
After the filtering of the above software and hard-
ware, the signal of the impact vibration acceleration
recorder has been relatively clean. In order to ensure
the linearity and accuracy of the signal, we designed
the linear coefficient compensation method to cali-
brate it. Use y = ax + b to correct the acceleration
values of three axes, respectively, namely,

x

y

z

0
BB@

1
CCA =

a

b

c

0
BB@

1
CCA ×

x

y

z

0
BB@

1
CCA +

d1
d2
d3

0
BB@

1
CCA: ð5Þ

The specific method is as follows: use the data manage-
ment software to write the coefficients a, b, c, d1, d2, and d
3 into the impact vibration acceleration recorder. The
recorder uses the above formula to correct and remove the

DC offset to further ensure the linearity and accuracy of
acceleration measurement

(d) The least square method is used to fit the tempera-
ture compensation algorithm. The shock and vibra-
tion acceleration recorder uses the temperature
sensor to detect the working environment tempera-
ture of the product. ARM uses the measured work-
ing environment temperature and uses the least
square method to fit the temperature compensation
algorithm according to the temperature curve of
the acceleration sensor for correction, which can
ensure that the product has good linearity and accu-
racy in different working temperature environments

(3) Communication Protocol. The computer as the host
adopts USB interface. As a slave, the shock and vibration
acceleration recorder adopts TTL level duplex serial port
communication mode. Data communication format:
115200, N , 8,1. Verification method: use cumulative sum
to take the lower byte. Cumulative sum data: function code
+data length+data. The command format is as follows: start
bit (0xFDFD), function code 1 byte, data length 2 bytes, data
n byte, and check 1 byte.

3. Experiment Verification and Data Analysis

3.1. Experiment Methods. Fix the shock and vibration accel-
eration recorder and Ultrashock/AC-73 product on the
vibration test platform and connect it to PC with communi-
cation cable; open and execute the PC monitoring applica-
tion software, and start the test. The composition of the
test system is shown in Figure 7.

3.2. Repeatability Test of Acceleration Measurement. The
vibration test platform outputs a stable acceleration excita-
tion source, and a total of 90 data are collected at the same
point (as shown in Table 2). The range of positive accelera-
tion in z-axis is 0.8~0.85, the mean value is 0.828, and the
maximum error of the mean value is 0.028. The range of
negative acceleration in z-axis is -0.87~-0.91, the mean value
is -0.905, and the maximum error of the mean value is 0.035.
It can be seen that the resolution of the device is 0.01 and the
repetition accuracy is less than 0.05 g.

3.3. Verification and Calibration Test of National Metering
Station. The shock and vibration acceleration recorder was
sent to China’s national metrology station for verification
and calibration. Its three-axis of XYZ was tested, 2G, 4G,
and 6G were tested, respectively, and each parameter was
tested for 10 times. The detection parameters should meet
the requirements of amplitude error less than ±5% specified
in JJG 676-2019 verification regulation of vibration meter.
The detection errors are within the allowable error range
of 5%, meet the technical requirements, and pass the verifi-
cation of national metrology station. According to JJG676-
2019 standard test procedure, CEPREI fixes the shock and
vibration acceleration recorder on the standard test platform
and tests the three-axis of XYZ of the shock and vibration

Table 2: Repeatability test data of acceleration recorder (z-axis,
unit: g).

Value (g)

0.84 -0.92 0.82 -0.88 0.85 -0.89 0.84 -0.89 0.8 -0.87

0.81 -0.9 0.88 -0.92 0.81 -0.89 0.81 -0.92 0.85 -0.95

0.82 -0.9 0.81 -0.91 0.85 -0.95 0.84 -0.92 0.8 -0.88

0.84 -0.92 0.82 -0.9 0.81 -0.89 0.82 -0.9 0.85 -0.91

0.85 -0.89 0.85 -0.92 0.85 -0.9 0.81 -0.91 0.82 -0.91

0.85 -0.92 0.81 -0.89 0.84 -0.91 0.8 -0.89 0.82 -0.9

0.82 -0.91 0.82 -0.89 0.82 -0.91 0.82 -0.91 0.82 -0.89

0.82 -0.91 0.82 -0.9 0.81 -0.91 0.85 -0.92 0.82 -0.91

0.85 -0.89 0.81 -0.91 0.82 -0.91 0.85 -0.9 0.85 -0.9
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Figure 8: Axis calibration.
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Figure 10: Comparison of measured and standard values of triaxial acceleration before and after linear coefficient compensation (blue:
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acceleration recorder, 2G, 4G, and 6G were tested, respec-
tively, and each parameter was tested for 10 times. The
three-axis detection data is shown in Figure 8.

Taking the third-party calibration data as the standard,
the linearity is calculated by Excel table, and the values of
coefficient in Equation (5) are obtained, as shown in
Figure 9.

Then, the linear coefficient is substituted into Excel table
for simulation calculation. The results show that the accu-
racy of the shock and vibration acceleration recorder has
been greatly improved. Except for individual discrete points,
95% numerical accuracy returns from 1%~5% to 0%~1%.
Next, it is considered to implant the coefficient into the
shock and vibration acceleration recorder through the com-
puter monitoring software and send the product with the
implanted coefficient to the third-party authority for recali-
bration to verify its effect. The comparison of measured
acceleration before compensation, calculated acceleration
after compensation, and standard value is shown in
Figure 10.

3.4. Precision Test with High-Precision Seismic Acceleration
Sensor AC73 as Reference. AC73 has higher performance
than shock and vibration acceleration recorder and is very
suitable for performance experiment verification as accelera-
tion test benchmark. From the continuous vibration test in
the z-axis direction, it can be seen that although the test is
affected by the vibration platform, the z-axis test data of
the two products have a certain deviation, the z-axis mea-
surement values of the two products are relatively close,
and the average error of the shock and vibration acceleration
recorder relative to AC73 is 6%. The fluctuation error of the
shock and vibration acceleration recorder is 4.7%. The fluc-
tuation error of AC73 itself is 1.9%. Considering the differ-
ent installation positions between the two and the
influence of the vibration platform, after deducting the influ-
ence of the fluctuation error of AC73 itself, the average error
between the two is less than 5% specified in JJG 676-2019,
verification regulation of vibration meter. The sampling fre-
quency of shock vibration acceleration recorder (512Hz)
and AC73 (1 kHz) is different, resulting in a certain time
shift in the frequency reduction waveform. The actual time
shift value is very small and can be ignored. After intercept-
ing and graphing the maximum value, it can be seen that the
two frequencies are consistent (see Figure 11).

3.5. Road Test with Ultrashock Logger. The shock and vibra-
tion acceleration recorder is placed on the vehicle together
with similar foreign product for road test. Start the recorder
before transportation and put them on the vehicle after get-
ting on the vehicle (not rigidly fixed). After more than 1
hour of transportation (the transportation process time is
8:30~9:32), get off the vehicle, take out the two recorders,
and read the data through their management software, as
shown in Figure 12.

It can be seen from the comparison of measurement data
of x-, y-, and z-axes:

(1) Function: both can start the recorder smoothly
through the monitoring application software, cor-
rectly record and store data during the road test,
and correctly read the data again through the moni-
toring application software after transportation

(2) Performance: before transportation, the data differ-
ence between the two is obvious because they are
manually placed on the vehicle. During transporta-
tion, because the two recorders are not rigidly fixed
on the vehicle (they are placed in different positions),
the recorded data of the two recorders are different
to some extent. Generally speaking, the data of x
-axis and y-axis are close, and there are some differ-
ences in z-axis (in most cases, the absolute value of
the shock and vibration acceleration recorder is
slightly smaller than that of the similar foreign prod-
uct at the same measuring point), but the recording
trend of the two is basically the same (the high and
low values are basically the same). After transporta-
tion, the two are removed from the vehicle due to
manual placement, and the recorded data are obvi-
ously different

3.6. Environmental Test. The environment test step is
described as follows: first, get the value from the shock and
vibration acceleration recorder to make sure the recorder
can work in normal. And keep the recorder work in the
whole process. Second, put the recorder into the temperature
test chamber, and manipulate the temperature test chamber
to raise the temperature. Third, when the temperature
reaches the highest point, make sure the recorder work in
normal. Fourth, decrease the temperature. The environmen-
tal test temperature curve is in Figure 13.

After the test, it can be seen that the shock and vibration
acceleration recorder can normally measure acceleration,
temperature, humidity, and pressure in the whole process.

3.7. Electromagnetic Compatibility Test. According to GB/
Z17799.6-2017, GB/T17626.2-2018, and GB/T17626.4-
2008, the immunity bench is used for shell immunity test
(considering 6 kV contact or 8 kV air discharge) and signal
port immunity test (considering 1 kV port contact). It can
be seen from the EMC test results that the design of shield-
ing with metal shell plays a good role in electromagnetic
shielding and has withstood the test in the immunity test
of shell and signal port.

4. Conclusions

For the purpose of engineering reliability and stability, con-
sidering the economic practicability, the shock and vibration
monitoring system of nuclear fuel transportation is designed
by using MEMS sensor acceleration measurement method
and system monitoring application software, which can bet-
ter meet the requirements of nuclear fuel transportation pro-
cess monitoring.

After the monitoring system is started, the shock and
vibration acceleration recorder can automatically complete
the functions of measurement, recording, out of limit
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The study of freezing rock mechanical properties is getting more and more urgent because of coal mine construction in western
China. Particle discrete element method (DEM) can describe discontinuous medium problem mathematically. In order to reveal
the mechanical failure mechanism of frozen fine sandstone, the uniaxial compressive strength test of frozen fine sandstone was
carried out, and then, DEM was used to simulate the uniaxial test of frozen fine sandstone. Furthermore, the nuclear magnetic
resonance (NMR) technology was used to obtain pore distribution of the freezing sandstone. Finally, the results of NMR test
and discrete element simulation were combined to reveal the microscopic mechanism of mechanical change in freezing fine
sandstone. The DEM results show that the strength of frozen fine sandstone increases with the decrease of temperature. With
the decrease of temperatures, strain softening occurs in frozen sandstone, which indicates that the discrete element simulation
results are in good agreement with the uniaxial test results. Therefore, DEM can be used to simulate the mechanical behavior
of frozen fine sandstone. At the same time, the DEM results also indicate that the formation and development of the shear
band are the precursor of the failure of the sample. Furthermore, the NMR test confirms that temperature has a great impact
on the pore distribution of sandstone. With the decrease of temperature, the pore ice content increases greatly, which induces
a great decrease in NMR porosity and a vast decrease in the proportion of large and medium pores in all pores. Meanwhile,
with the growth of the cohesion induced by increasing ice content, the uniaxial compressive strength increases macroscopically.

1. Introduction

With the development of coal mining in western China, the
number of mine shafts constructed by freezing method in
these areas is increasing. Shafts need to pass through deep
bedrocks such as Cretaceous and Jurassic strata, which are
characterized by poor rock cementation and easy to be soft-
ened in water. Different from the freezing sinking in deep
alluvium in the eastern region, the previous design parame-
ters and construction experience cannot scientifically guide
the mine construction in the western region [1–5]. Further-
more, the research on the mechanical behavior of laboratory
frozen rock needs to be equipped with a temperature control
system, and the technical requirements are higher than those
of conventional geotechnical tests. Therefore, numerical

simulation is often used as an effective and necessary supple-
ment to the frozen rock test technology. Frozen rock is a dis-
crete particle aggregation composed of multiphase media,
and particle discrete element method (DEM) is a method
for studying the characteristics of granular materials [6, 7].
Therefore, DEM can be used to simulate the mechanical
properties of laboratory frozen rock [8–13].

At present, many researchers have made a series of
achievements in the study of mechanical behavior of labora-
tory rock and soil by using discrete element method. Bel-
heine et al. [14] simulated triaxial tests of sand under
drainage conditions by using three-dimensional spherical
discrete element model with rolling stiffness. Kozicki et al.
[15] studied the influence of initial porosity and particle
shape by simulating triaxial tests of sand under drainage
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conditions using three-dimensional DEM. De Bono et al.
[16] conducted discrete element simulation on the triaxial
test of crushed cemented sand. Hu et al. [17] established a
damage and fracture model of rock aging deformation based
on discrete element method and used this model to conduct
numerical simulation research on the creep instability and
failure process of rock under different stress levels. Zhou
et al. [18] used the two-dimensional discrete element
method to numerically simulate the laboratory plane strain
test of frozen sand and used the model of bond occurring
within a small range of contact points to consider the role
of ice in frozen soil. Yin et al. [19] used the parallel bond
model to simulate the triaxial test of frozen clay under differ-
ent temperatures and confining pressures. Yuan et al. [20]
used the parallel bond model to describe the interaction
between soil particles and between ice and soil particles.
Using nuclear magnetic resonance technology (NMR), the
pore structure characteristics of rock and soil can be visually
displayed, which provides a powerful means for the study of
micro mechanism of rock and soil [21, 22].

However, the application of discrete element in frozen
rock research still needs to solve many problems, especially
the selection of model which is extremely important. In this
paper, DEM was used to simulate the laboratory uniaxial test
of frozen fine sandstone. The model that the bond occurs in
the finite range between the contact particles was used to
consider the bonding effect of ice in frozen sandstone. This
model can simulate the bonding process of particles after
loading and is suitable for describing the constitutive charac-
teristics of interlayer materials in the finite range between
particles. In view of the limitations of numerical simulation,
NMR was used to obtain the pore distribution inside the
rock during freezing. Combined with the results of DEM
numerical simulation, the microscopic mechanism of the
frozen fine sandstone was revealed.

2. Material and Methods

2.1. Samples. The rock samples were taken from the Jurassic
strata in western China and processed into standard samples
of Φ50mm × 100mm (see Figure 1) for uniaxial compres-
sion tests. Samples were screened by HC-F800 acoustic wave
tester to ensure that the test rock samples have no original
cracks. At the same time, the sandstone was processed into
Φ25mm × 60mm for NMR tests after being saturated.

2.2. Methods

2.2.1. Uniaxial Compression Strength Test. The test was car-
ried out according to standard test procedure for physical
and mechanical properties of artificial freezing rock and soil
(MT/T593-1996) and geotechnical engineering test method
and criterion (GB/T50123-2009). The sample was immersed
in a closed water cylinder for pumping treatment, followed
by continuous immersion for 24 h. The saturated rock sam-
ples were put into the low-temperature tank with preset tem-
perature, and the freezing rate was set to 1°C/h. After
freezing for 48h, the samples were put on rubber sleeves
and placed on the MTS compression test machine for uniax-

ial compressive strength test. DX-40 low-temperature
numerical control test chamber was used in the test. The
temperature control range was -40 to 0 degrees Celsius with
the temperature control accuracy of ±2°C, and the tempera-
ture was automatically controlled. In order to meet the
actual needs of freezing shaft construction in western China,
uniaxial compression test was carried out at 20°C, -2°C, -5°C,
-8°C, -11°C, and-15°C.

2.2.2. NMR Test. MesoMR23-060H-I low-temperature
nuclear magnetic resonance micro structure analysis and
imaging system was used (Figure 2) in this test. The proc-
essed fine sandstone samples were maintained at 1MPa in
the vacuum pressure saturation equipment for 24 h. The
samples were taken out and put into the nuclear magnetic
resonance equipment to measure the porosity of the rock
sample at five temperature levels of 20°C, −2°C, −5°C,
−8°C, −11°C, and−15°C.

3. Basic Theory of DEM

The discrete element model can discrete the simulation
object into discontinuous particles and define the transmis-
sion of force or force moment between particles, which can
reflect the discontinuity and anisotropy of rock materials.
PFC is a discrete element software using particle aggregates
to characterize materials. Based on Newton’s second law
and the relationship between force and displacement, it
can simulate the movement of circular particles and their
interaction and can also simulate the block structure prob-
lem by connecting two or more particles with their directly
adjacent particles to form arbitrary shape combinations.
The particle contact model in this paper adopts the parallel
bond contact model. The parallel bond model can be used

Figure 1: The standard sample.
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to characterize the particle materials with large bonding
force between particles, and the frozen rock has strong cohe-
sive force due to the action of ice. The bonding structure dia-
gram is shown in Figure 3. The contact model can transfer
force and force moment between particles, limit relative slid-
ing and rotation between particles, and give normal stiffness
and tangential stiffness between particles. It can generate
bond in a certain range of particle contact point to simulate
the cementation between particles and provide normal ten-
sile strength and shear strength of particles. The macro-
scopic mechanical behavior of frozen soil can be
reproduced by adjusting the stiffness parameter, bond
strength parameter and friction coefficient in the model.

In the parallel bond model, the bond stress follows the
relationship between force and displacement. The force-
displacement relationship of parallel bond is obtained by
the normal and tangential stiffness, tensile and shear
strength, bond radius factor, and other parameters. The
force and force moment acting on the parallel bond can be
expressed as Fi andMi composing of components in normal
and tangential directions and can be expressed as

Fi = Fn
i + Fs

i , ð1Þ

Mi =Mn
i +Ms

i , ð2Þ

where Fn
i and Mn

i are normal force and moment vectors,
respectively, and Fs

i andMs
i are tangential force and moment

vectors, respectively.

Once the parallel bond is formed, Fi and Mi will be ini-
tialized to zero. The forces and force moments resulting
from subsequent relative displacement increments and rela-
tive rotation increments will be superimposed on the current
values. The force and moment generated by relative dis-
placement increments and relative rotation increments can
be expressed as

ΔFn
i = −knAΔuni ,

ΔFs
i = −ksAΔusi ,

ΔMi = −knIΔθi:

8
>><

>>:

ð3Þ

Among them,Δui = viΔt, Δθi =wiΔt, A = 2�R,
andI = ð2/3Þ�R3, whereΔFn

i andΔF
s
iare the increment of nor-

mal and tangential bonding force respectively; ΔMi is force

Figure 2: The equipment for NMR test.
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r

Figure 3: Diagram of frozen sandstone structure and parallel bond
model.

Figure 4: The generated sample.
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moment increment; kn and ks are normal and tangential
stiffness, respectively; A is bonding area; Δuni and Δusi are
displacement increments in normal and tangential direc-
tions, respectively; Δθi is relative rotation angle of contact
particles; I is the inertia moment of the bonding surface on
the neutral axis; vi is the relative velocity of contact particles;
wi is relative angular velocity of contact particles; �R is con-
tact bond radius; and Δt is time steps. The maximum tensile
stress and shear stress acting on the parallel bond are

�σmax
i =

�Fn
i

A
+

�Mn
i

�
�

�
��R

I
, ð4Þ

�τmax
i =

�Fs
i

�
�

�
�

A
: ð5Þ

When the maximum tensile stress acting on the bond is
larger than the ultimate tensile strength of the bond itself,
the bond breaks and produces tensile cracks. Similarly, when
the maximum shear stress acting on the bond exceeds the
ultimate shear strength of the bond itself, the bond breaks
and produces shear cracks.

4. Discrete Element Simulation of
Frozen Sandstone

4.1. Simulation Process. Firstly, the wall with the same size as
the laboratory test sample was defined to load the sample.
The model size was 100mm in height and 50mm in diame-
ter, and the particles were filled inside the wall. Then, the
suspended particles outside the model were eliminated, and
the particles were adjusted to achieve uniform model
(Figure 4). The contact type between particles was set as par-
allel bonding, and the model parameters were assigned.
Finally, the model was axially loaded by the relative move-
ment of the upper and lower walls, and axial strain and axial
stress were recorded.

In the process of simulation, in order to match the char-
acteristics of laboratory sand test curve, a series of numerical
simulation tests are needed. Before the numerical test results
are basically consistent with the actual physical model test
results, the input parameters of PFC model are adjusted
repeatedly [23, 24].

For the parallel bond model used in this simulation, the
mesoparameters such as the contact stiffness, bond strength,
and friction coefficient of the model are adjusted to ensure

that the simulated stress-strain curves can conform to the
stress-strain curves in the experiment. Due to the depen-
dence of rock on temperature, the model parameters
obtained at different freezing temperatures are different.
Table 1 shows the basic parameters of the model.

4.2. Discrete Element Analysis of Stress-Strain Relationship.
Discrete element simulation of frozen rock uniaxial com-
pressive test was carried out at 20°C, -2 °C, -5 °C, -8°C,
-11°C, and-15°C. The results have been shown in Figure 5.
It can be seen from Figure 5 that the peak strength of frozen
sandstone increases with the decrease of temperature. It
increases from 20.3MPa at 20°C to 41.6MPa at-15°C.
Table 1 shows that the microscopic parameters including
the contact stiffness between particles and the bond strength
between particles also increase accordingly; that is, the
microscopic parameters have a strong temperature depen-
dence, which is significantly different from the sandstone
at normal temperature. With the decrease of temperature,
water will gradually transform into ice, and the cementation
of ice improves the cohesion of the sandstone. At the same
time, the micro pores decrease accordingly, so that the
strength of frozen sandstone is greatly improved, and with
the decrease of temperatures, the failure type of the

Table 1: Parameters of sandstone particle flow model.

Temperature (°C)
Contact stiffness

(×106 kPa)
Bond strength
(×106 kPa) Coefficient of friction Pb_emod

Normal Tangent Pb_coh Pb_ten

20 10e8 10e8 35e6 25e6 0.50 15e8

-2 11e8 11e8 42e6 31e6 0.43 18e8

-5 12e8 12e8 45e6 33e6 0.41 20e8

-8 14e8 14e8 47e6 35e6 0.39 24e8

-11 16e8 16e8 50e6 37e6 0.35 26e8

-15 17e8 17e8 52e6 39e6 0.31 27e8
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Figure 5: DEM calculating results under different soil temperature.
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Figure 6: Comparison of discrete element numerical test and laboratory test: (a) 20°C; (b) -2°C; (c) -5°C; (d) -8°C; (e) -11°C; (f) -15°C.
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sandstone changes from plasticity at high temperatures to
brittleness at lower temperatures. In addition, as shown in
Figure 5, with the decrease of temperature, the strain corre-
sponding to the peak strength decreases from 4.8% at −5°C
to 3.2% at −15°C. It shows that with the decrease of temper-
ature, strain softening occurs in frozen sandstone.

Figure 6 shows that the simulation results are consistent
with the laboratory uniaxial test results, which indicates that
the discrete element method can be used to simulate the
mechanical behavior of frozen sandstone.

4.3. DEM Simulation of Shear Band Formation and
Development. At the temperature of -5°C, the displacement
field under different strains is obtained by DEM, which has
been shown as Figure 7. The criterion for judging the begin-
ning of shear band formation is that the stress-strain curve is
at the peak point [25]. In this study, the strain corresponding
to the peak of the stress-strain curve is 4.8%; therefore, 4.8%
is taken as the failure strain. The formation and develop-
ment of the displacement are corresponding to the change
trend of the stress-strain curve. The curve at the temperature

(a) (b)

(c) (d)

Figure 7: Displacement field distribution under different strains: (a) ε = 1%; (b) ε = 2:3%; (c) ε = 4:8%; (d) ε = 5:6%.
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of -5°C in Figure 5 corresponds to the change process of dis-
placement field in Figure 7. The displacement field of strain
1% and 2.3% in Figure 7 corresponds to the rising curve of
-5°C in Figure 5. When the displacement field begins to
appear, obvious uneven distribution, damage, or micro
cracks begin to appear (see Figure 7(b)). When the strain
is 4.8%, corresponding to the peak of the curve, the micro
cracks continue to increase, and the shear band begins to
form (see Figure 7(c)). The strain value of 5.6% corresponds
to the curve after the peak. With the increase of strain, the
micro cracks gradually increase and develop into shear
bands (see Figure 7(d)). At the same time, the uniform dis-
tribution of particle displacement is obvious, and the volume
of the sample increases continuously. Finally, a stable shear
band from left to right is formed. The corresponding macro-
scopic deformation occurs after reaching the peak. The dis-
placement field distribution at other temperatures also has
a similar corresponding relationship with the macroscopic
stress-strain curve, indicating that the formation and devel-
opment of shear bands are the precursors of specimen
failure.

5. Mesopore Structure Changes of
Sandstone during Freezing Process

5.1. NMR Porosity Variation of Saturated Fine Sandstone.
The freezing porosity data of saturated fine sandstone at
20°C, -2°C, -5°C, -8°C, -11°C, and-15°C are shown in Table 2.

It can be seen from Figure 8 that temperature has a great
influence on the porosity of fine sandstone at negative tem-
peratures, and the porosity decreases exponentially when the
temperature decreases. According to Table 2, from 20°C to
−15°C, the freezing porosity decreases from 9.14% to 1.1%.

When the temperature decreases from 20°C to -8°C, the
porosity decreases sharply and tends to be stable after -8°C.

5.2. Pore Throat Distribution. The micro pore throat struc-
ture is the most important factor affecting the macroscopic
freeze-thaw physical properties of rock, and the pore size
distribution plays an important role in the freezing progress
of fine sandstone. The percentage of each pore throat distri-
bution group in the total volume of rock under different
temperature conditions of saturated sandstone samples has
been shown in Table 3.

It can be seen from Table 3 that the pore throat distribu-
tion is different at different temperatures. With the decrease
of temperature, the large and medium pore size (>10μm and
0.1-10μm) decreases sharply, while the small pores
(<0.1μm) increase. The change trend of pore size slows
down after -8°C. At the early freezing stage of the tempera-
ture range of 0°C to 5°C, that is, at the rapid freezing stage,
the water involved in freezing is mainly free water in large
pores, and ice crystals are formed. When the temperature
continues to decrease, the water in medium pores freezes,
and the ice crystals continue to increase. When the temper-
ature drops below −8°C, the unfrozen water in the large and
medium pore throats continues to freeze into ice, while the
bound water content in the small pore throat is still high
because its freezing point is low, and the freezing rate is slow.
Therefore, the proportion of unfrozen water in small pores is
high at lower temperature. The content of each pore size
group does not always increase or decrease but fluctuates
slightly. The reason for this phenomenon is related to the
pore throat distribution of the fine sandstone at room tem-
perature and the conversion rate of fine sandstone from dif-
ferent large pore size groups to adjacent small pore size
groups from room temperature to −15°C.

5.3. The Relationship between Frozen Sandstone Strength and
Micro Structure. Figure 9 shows the relationship between
uniaxial compressive strength and small pore size content
in sandstone during freezing. It can be seen from the figure
that the proportion of small pores increases with the
decrease of porosity, indicating that with the decrease of
temperature, ice crystals grow mainly in large and medium
pores, and the proportion of large and medium pores
decreases, while the proportion of small pores increases.
Due to the increase of ice content, rock cohesion and frost
heaving force increase, which results in an increase in rock
deformation resistance. All these lead to the improvement
of uniaxial compressive strength of frozen fine sandstone.

Figure 10 shows the relationship between porosity and
uniaxial compressive strength during the freezing process
of sandstone. It can be seen from the figure that the porosity
of sandstone decreases with the decrease of temperature,
while the measured and simulated values of uniaxial com-
pressive strength increase. With the continuous freezing of
unfrozen water, the pores are occupied by ice crystals, filling
the cracks and pores inside the sample, and the porosity
decreases. At the same time, the bonding effect of cracks
inside the fine sandstone is improved, and the strength of
saturated sandstone is greatly increased. In addition, with

Table 2: NMR porosity of saturated fine sandstone at different
temperatures.

Temperature (°C) 20 -2 -5 -8 -11 -15

NMR porosity (%) 9.1 3.8 1.5 1.2 1.1 1.1
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Figure 8: Relationship between NMR porosity and temperature.
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the decrease of temperature, the volume of rock particles is
compressed, and the arrangement between particles
becomes closer, which also makes the strength slightly
improved.

When the temperature drops from 20°C to -5°C, the
freezing of the sample is mainly the rapid freezing of water
in large pores, which shows a sharp decrease in porosity
and also a sharp increase in uniaxial compressive strength.
However, at low temperatures, there is still water in pores,
and in the range of -5°C to -11°C, the unfrozen water in
the surrounding micro pores continues to freeze and
migrates to the ice crystals in the macro cracks due to the
chemical potential. With the temperature decreases continu-

ously, ice in the pores continues to increase, and the mea-
sured porosity continues to decrease. Macroscopically, the
uniaxial compressive strength continues to increase but the
increase rate decreases, because with the continuous
decrease of temperature, the amount of unfrozen water in
pores is getting less. The content of pore ice in the sample
still increases, but the increase is small. At the same time,
the changes of porosity and uniaxial compressive strength
tend to be stable. Previous studies show that the freezing
strength of sandstone has a nonlinear relationship with tem-
perature [26, 27], and the research results of this paper are
consistent with them.

6. Conclusions

Based on the uniaxial test of frozen sandstone, the mechan-
ical properties of fine sandstone in the freezing process are
simulated by using the DEM where the bonding occurs
within a limited range of contact particles. Meanwhile, the
NMR technique was used to explore the pore distribution
inside the frozen fine sandstone. Combined with the DEM
results, the microscopic mechanism of the macroscopic
mechanical change of fine sandstone was revealed. The main
results are as follows:

(1) The discrete element simulation results are in good
agreement with the laboratory test results, which
can be used to simulate the mechanical behavior of
frozen fine sandstone. The DEM simulation results
show that the strength of frozen sandstone increases
with the decrease of temperature. With the decrease
of temperature, the failure type of fine sandstone
changes from plasticity to brittleness. When the tem-
perature is lower than -5°C, brittle failure happens.
With the decrease of temperature, strain softening
occurs in frozen sandstone

(2) DEM simulation shows that with the increase of
strain, the micro cracks gradually increase and
develop into shear bands. At the same time, the
uneven distribution of particle displacement is obvi-
ous, and the volume of the sample increases contin-
uously. Finally, a stable shear band from the top left
to the bottom right is formed. The corresponding
macroscopic deformation occurs after reaching the
peak. It shows that the formation and development
of shear band is the precursor of failure

(3) The freezing strength of sandstone has a nonlinear
relationship with temperature, and the change of
porosity and pore throat distribution can explain
the reason. With the decrease of temperature, the
large and medium pore size (>10μm and 0.1-
10μm) decreases sharply, and the porosity of sand-
stone decreases. When the pores and cracks are
occupied by ice crystals gradually, the bonding effect
of pores and cracks inside the fine sandstone is
improved. The cohesion of fine sandstone and frost
heaving force increase, which result in an increase
in deformation resistance. This is the cause of the

Table 3: Table of change in proportion of pore size groups at
different temperatures (%).

Pore size groups (μm)
Temperature (°C)

20 -2 -5 -8 -11 -15

<0.1 10.3 85.6 87.4 86.8 85.4 89.1

0.1-10 26.5 5.8 5.6 7.6 8.9 7.0

>10 63.2 8.6 7.1 5.7 5.8 3.9

100

80

60

40

20

0Pr
op

or
tio

n 
of

 la
rg

e p
or

es
 (%

)

Proportion of small pores

20 10 0 – 10 – 20

Temperature° C

42
40
38
36
34
32
30
28
26
24
22
20
18 U

ni
ax

ia
l c

om
pr

es
siv

e s
tre

ng
h

 /M
pa

Uniaxial compressive strengh

Figure 9: Relationship between small pores and uniaxial
compressive strength.

60
55
50
45
40
35
30
25
20
15
10 

20 10 

10 

8

6

4

2

0 
0 – 10 – 20 

U
ni

ax
ia

l c
om

pr
es

siv
e s

tre
ng

h
M

Pa

Temperature° C

Po
ro

sit
y 

(%
)

Measured uniaxial compressive
strength
Simulated uniaxial compressive
strength
Porosity

Figure 10: Relationship between porosity and uniaxial compressive
strength.

8 Journal of Function Spaces



RE
TR
AC
TE
D

improvement of uniaxial compressive strength of
frozen fine sandstone
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